Clustering of protein domains for functional and evolutionary studies. by Goldstein, Pavle et al.
Clustering of protein domains for functional and
evolutionary studies.
Pavle Goldstein, Jurica Zucko, Dusˇica Vujaklija, Anita Kriˇsko, Daslav
Hranueli, Paul Long, Catherine Etchebest, Bojan Basrak, John Cullum
To cite this version:
Pavle Goldstein, Jurica Zucko, Dusˇica Vujaklija, Anita Kriˇsko, Daslav Hranueli, et al.. Cluster-
ing of protein domains for functional and evolutionary studies.. BMC Bioinformatics, BioMed
Central, 2009, 10 (1), pp.335. <10.1186/1471-2105-10-335>. <inserm-00663929>
HAL Id: inserm-00663929
http://www.hal.inserm.fr/inserm-00663929
Submitted on 27 Jan 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
BioMed CentralBMC Bioinformatics
ssOpen AcceResearch article
Clustering of protein domains for functional and evolutionary 
studies
Pavle Goldstein1, Jurica Zucko2,5, Dušica Vujaklija3, Anita Kriško4,7, 
Daslav Hranueli5, Paul F Long6, Catherine Etchebest8, Bojan Basrak1 and 
John Cullum*2
Address: 1Department of Mathematics, University of Zagreb, Bijenicka 30, 10000 Zagreb, Croatia, 2Department of Genetics, University of 
Kaiserslautern, Postfach 3049, 67653 Kaiserslautern, Germany, 3Department of Molecular Biology, Rudjer Boskovic Institute, Bijenicka 54, 10000 
Zagreb, Croatia, 4Mediterranean Institute for Life Sciences, Mestrovicevo setaliste bb, 21000 Split, Croatia, 5Faculty of Food Technology and 
Biotechnology, University of Zagreb, Pierottijeva 6, 10000 Zagreb, Croatia, 6The School of Pharmacy, University of London, 29/39 Brunswick 
Square, London, WC1N 1AX, UK, 7INSERM U- 571, Faculté de Médecine, Université Paris V, 156 rue de Vaugirard, 75730 Paris Cedex 15, France 
and 8Equipe de Bioinformatique Génomique et Moléculaire, INSERM U-726, Université Denis Diderot - Paris 7, 2 place Jussieu, 75251 Paris Cedex 
05, France
Email: Pavle Goldstein - payo@math.hr; Jurica Zucko - jzucko@pbf.hr; Dušica Vujaklija - vujaklij@irb.hr; Anita Kriško - akrisko@irb.hr; 
Daslav Hranueli - dhranueli@pbf.hr; Paul F Long - paul.long@pharmacy.ac.uk; Catherine Etchebest - catherine.etchebest@univ-paris-diderot.fr; 
Bojan Basrak - bbasrak@math.hr; John Cullum* - cullum@rhrk.uni-kl.de
* Corresponding author    
Abstract
Background: The number of protein family members defined by DNA sequencing is usually much
larger than those characterised experimentally. This paper describes a method to divide protein
families into subtypes purely on sequence criteria. Comparison with experimental data allows an
independent test of the quality of the clustering.
Results: An evolutionary split statistic is calculated for each column in a protein multiple sequence
alignment; the statistic has a larger value when a column is better described by an evolutionary
model that assumes clustering around two or more amino acids rather than a single amino acid.
The user selects columns (typically the top ranked columns) to construct a motif. The motif is used
to divide the family into subtypes using a stochastic optimization procedure related to the
deterministic annealing EM algorithm (DAEM), which yields a specificity score showing how well
each family member is assigned to a subtype. The clustering obtained is not strongly dependent on
the number of amino acids chosen for the motif. The robustness of this method was demonstrated
using six well characterized protein families: nucleotidyl cyclase, protein kinase, dehydrogenase,
two polyketide synthase domains and small heat shock proteins. Phylogenetic trees did not allow
accurate clustering for three of the six families.
Conclusion: The method clustered the families into functional subtypes with an accuracy of 90 to
100%. False assignments usually had a low specificity score.
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Rapid progress in DNA sequencing is generating large
numbers of deduced protein sequences. The prediction of
their function is an important problem in Bioinformatics.
This is tackled by comparing new sequences to known
sequences as high sequence similarity usually indicates
related function. It is possible to use similarity search
algorithms such as BLAST [1]. A more sensitive approach
is to use hidden Markov models (HMMs) to define pro-
tein families as implemented in HMMER suite of pro-
grams [2]. Such HMM profiles are used to define protein
families in the Pfam database [3]. In many cases, these
families consist of functional domains in larger proteins.
In many cases protein families can be split into sub-types
based on functional differences e.g. substrate specificity
such as for the malonyl-CoA- and methylmalonyl-CoA-
incorporating acyl transferase domains of modular
polyketide synthetases [4,5]. These differences usually
correlate with specific differences in amino acid sequence,
which help to understand the molecular basis of protein
function and serve as a basis for building prediction pro-
grams [6]. In order to identify such diagnostic amino
acids, it is first necessary to produce a multiple alignment
of the protein sequences to identify corresponding resi-
dues in different members of the family. This can be done
in various ways e.g. using an HMM-profile [2] or a multi-
ple alignment program such as ClustalW [7]. In some
cases, it is possible to identify diagnostic residues merely
by inspection of sequences (e.g. [8,9]), but this is difficult
or impossible in many cases.
An interesting approach that analysed the entropy associ-
ated with different residue positions was described by
Hannenhalli and Russell [10]. The biological idea behind
this approach is that amino acid residues that are impor-
tant in the determination of functional subtypes will have
different constraints depending on the subtype. In general
they will not be absolutely conserved, but evolution will
only allow limited variation and the pattern of variation
will be different for different subtypes. The functional
subtypes corresponding to each protein are input to the
program and the program uses an entropy measure to
identify residues that split the dataset between the func-
tional subtypes. The detection of specificity-determining
residues has been developed further [11-14]. The residues
identified by these methods can be used to assign new
sequences to the correct subtype. However, it must be
emphasized that all these methods rely on experimental
data about the subtypes of a sufficiently large collection of
proteins to identify the residues.
In many cases of interest there may not be enough exper-
imental data about subtypes, but there is usually a much
larger set of protein sequences (deduced from DNA
sequences) which have not been experimentally charac-
terised. In this paper we describe a method which divides
a set of protein sequences into subtypes based solely on
sequence data without any prior assignment of subtypes.
The method clustered six well-characterised protein fami-
lies into functional subtypes without any prior knowledge
of protein properties and identified specificity-determin-
ing amino acid residues.
Results and Discussion
Identification of subtypes
The starting point for the analysis was a multiple sequence
alignment of the protein family being analysed. We used
ClustalW and ClustalX [7,15] to align sequences [see
Additional file 1]. Any other method of generating multi-
ple alignments could be used e.g. with an HMM-profile of
the family as implemented in the HMMER suite of pro-
grams [2]. The program only considers columns in the
multiple alignment which contain amino acids for every
member of the protein family (i.e. positions with any gaps
are ignored). The program analyses the amino acids
present at a given position and performs a statistical test
to determine whether the distribution of the amino acids
is more compatible with a model that they cluster around
a single amino acid or with a model that they cluster
around two or more different amino acids; the number of
clusters is given to the program as a parameter. The two
amino acid model has proved most useful for the six cases
considered in this paper i.e. a binary split of the family
into two subtypes is attempted. The statistical test needs a
model for the substitution of amino acid residues and the
BLOSUM-50 matrix [16] was used, which represents the
observed substitutions in a large sample of proteins.
Although this model will not be strictly true for each
amino acid position, the success of the program shows
that it is adequate. An evolutionary split statistic was
defined (see Methods) that measures how well the posi-
tion fits the multiple amino acid model i.e. a large value
of the statistic indicates that the position should be
important in the discrimination between subtypes.
On the basis of the evolutionary split statistic, the user
selects a series of positions (a "motif") to be used for split-
ting the protein family into subtypes. These are typically
positions with the best scores, but other criteria (e.g. resi-
dues in a particular region or residues close to the active
site if a 3-D structure of a family member or a related pro-
tein is available) can be used. The clustering algorithm
used gives log likelihood values for each sequence that
show how well the "motif" assigns the sequence to a par-
ticular class. When a division into two subtypes is being
carried out, it is useful to use the "specificity score", which
is the difference between the log likelihoods for assign-
ment to the two classes. The specificity score is a measure
of how good the assignment to the class with higher like-Page 2 of 11
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of motif positions to find a selection that gives good dis-
crimination. As we will show later, in most cases this
choice is not critical for the success of the method.
Performance of the program
The program was tested on six different protein families
[see Additional file 2]. Nucleotidyl cyclases have two func-
tional subtypes corresponding to use of the substrates ATP
or GTP respectively. We extracted 75 sequences (33 ade-
nylate cyclases, 42 guanylate cyclases) from the UniProt
database [17]. When the five positions with the best evo-
lutionary split statistic were used to divide the family into
two subtypes, the resulting groups were exactly the ade-
nylate and guanylate cyclases (100% accuracy). Five of the
ten best positions corresponded to amino acids that were
discussed by Hannenhalli and Russell [10] as important
in determining the functional subtype (Table 1).
The protein kinase family can be divided into serine/thre-
onine and tyrosine kinases. 215 kinase sequences (85 ser-
ine/threonine, 130 tyrosine) were extracted from the
protein kinase resource database [18]. When the 7 best
positions were used, the program divided the kinases into
subtypes with 100% accuracy. Seven of the best ten posi-
tions were identified previously as important for the sub-
type determination [10].
Lactate (LDH) and malate (MDH) are subtypes of a large
dehydrogenase family. They show considerable sequence
variability [19] making them a more difficult case than the
first two families. 183 dehydrogenase sequences (74 LDH
and 109 MDH) were extracted from the UniProt database
[17]. When the top 6 positions were used as a motif the
dehydrogenases were split into an LDH and an MDH
group with 5 wrong assignments (97% accuracy). The
wrong assignments all had low specificity scores (Figure
1).
The two residues with the highest evolutionary split scores
were discussed by Hannenhalli and Russell [10] as impor-
tant in determining the functional subtype. Experimen-
tally it has been shown that a major determinant of the
substrate specificity is the choice between glutamine or
arginine at residue 144 (residue 102 of [19]). This posi-
tion was the 14th best evolutionary split score in our anal-
ysis (Figure 2). The reason why it does not rank higher is
that arginine/glutamine exchanges are fairly common in
proteins (and have a score of +1 in the BLOSUM-50
matrix used by the program).
The acyl transferase (AT) domains of Type I modular
polyketide synthases (PKS) determine the substrate selec-
tion [4,5,20-23]. Most incorporate either a C2 unit (mal-
onyl-CoA substrate) or a C3 unit (methylmalonyl-CoA
Table 1: Nucleotidyl cyclases: residues with best evolutionary split scores.
Residue number in multiple alignment Substrate
Evolutionary split score This paper Hannenhalli
and Russell,
2000
ATP GTP
113 1509 - C V
110 1636 1020 W F
110 1634 1018 D C
109 1630 1014 K M
91 1517 919 I Y
86 1580 - F M
84 1533 935 E Y
83 1440 - M E
83 1497 - C Y
81 1656 - H Q
The ten residues with the best evolutionary split scores in the multiple sequence alignment of the nucleotidyl cyclases. When the residue had been 
detected in previous work [10] the corresponding residue number is given. The dominant amino acid for the two subtypes is shown.Page 3 of 11
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the chemical structure of the polyketide product. We
chose 177 AT domains (99 C2, 78 C3). We used the top 7
positions to define a motif and the program divided the
domains into C2 and C3 subtypes with only 5 wrong
assignments (97% accuracy). The wrong assignments all
had low specificity scores (among the lowest 6 scores of
the 177 sequences). The top 7 amino acid positions cho-
sen were positions previously recognized by Yadav and
collaborators [9] by inspection of the sequences. The top
30 amino acid residues were identified in the sequence of
Escherichia coli fatty acid synthase AT for which a 3-D pro-
tein structure has been determined ([24]; PDB ID 1MLA).
The top 7 residues are in the region of the binding pocket
where a direct effect on substrate binding might be
expected. The other residues are scattered on the surface of
the protein, too far from the substrate binding pocket to
have a direct effect.
Ketoreductase domains (KR) of Type I modular PKSs use
NADPH to stereospecifically reduce the initially formed
keto group to a hydroxyl group [25]. The stereospecificity
can only be deduced from the structure of the product for
cases in which further reduction steps have not occurred.
We used 72 KR domains for which the stereospecificity
was known (33 R and 39 S). In this case, most of the resi-
dues with the best values for the evolutionary split param-
eter were clustered in a region of the sequence, so we
chose the residues from positions 114 to 155 of the align-
ment to split the family into subtypes. This gave a 90%
accurate assignment of domains (7 domains were misclas-
sified). The motif residues included the residues that had
been recognized by Caffrey [8] as playing a role in stere-
ospecificity.
The final family that we examined was the small heat
shock proteins (sHSP), where it is not clear whether there
is a functional difference between different subtypes. We
analysed 214 sequences and on the basis of the best four
positions obtained a split between metazoan sHSPs and
the others (plants, fungal, eubacterial and archaebacte-
rial) (95% assignment) which corresponds to previously
reported phylogenetic results [26]. The four residues
(alignment positions 274, 292, 406 and 408) were local-
ized on the 3-D structures of sHSPs from Triticum aestivum
[27] and Methanococcus janaschii [28]. The four residues
are in a region of the protein that is involved in dimerisa-
tion. It is known that oligomerisation is important for the
function of the protein and this result suggests that the
two subtypes identified might differ in oligomerisation
properties.
The clustering algorithm allows a free choice of amino
acids alignment positions to include in the motif. This
Specificity scores for the dehydrogenase familyFigure 1
Specificity scores for the dehydrogenase family. The 183 LDH and MDH sequences are ordered according to specificity 
scores. The five wrongly assigned sequences are indicated in red.
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rithm is to the exact choice of motif. We clustered the six
protein families using amino acid positions with the high-
est evolutionary split scores and varying the length of the
motifs from 5 to 30 positions. Table 2 shows that the
accuracy of the clustering does not depend strongly on the
number of positions chosen. This means that the algo-
rithm could be used for the automatic clustering of pro-
tein families using a standard length of motif chosen from
the best evolutionary split scores. In the case of the KR-
domains, choosing a segment of the protein on the basis
of specific knowledge, as done above, gave better results
than using the best evolutionary split scores. The assign-
ment of KR domains to subfamilies is complicated as they
also determine the stereochemistry of methyl groups [29]
and examination of 3-D structures of KR domains resulted
in their division into six subtypes [30].
The evolutionary split statistic allows the identification of
residues that are important for the determination of sub-
types. However, as it is calculated independently of the
clustering, it is not as good as methods that are based on
a known clustering. The subfamilies predicted by our clus-
tering algorithm can be used for such analyses [10-14],
which will give a more accurate identification of residues
important for division into subtypes. The omission of
sequences with low specificity scores should improve the
analyses by removing misclassified sequences.
The algorithm showed an efficient division into subtypes
for the six protein families tested. An alternative approach
Evolutionary split scores for amino acid residues of the dehydrogenase familyFigure 2
Evolutionary split scores for amino acid residues of the dehydrogenase family. The amino acid residues in the LDH/
MDH multiple alignment are ordered using the evolutionary split score. Residue 144 of the alignment (Q in LDH, R in MDH) is 
shown in red.
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Table 2: Effect of motif length on clustering performance.
motif length
5 10 15 20 25 30
Protein family false assignments No. sequences
Nucleotidyl cyclases 0 0 0 0 0 0 75
Protein kinases 0 0 0 0 0 0 215
MDH/LDH 5 6 5 5 4 4 183
AT-domains 2 3 4 4 5 5 181
KR-domains 20 18 20 17 10 9 72
sHSP 10 13 14 11 5 5 214
The amino acids positions with the highest evolutionary split scores 
were used to construct the motifs.Page 5 of 11
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mation is to use phylogenetic analysis. In order to have a
closer comparison with our clustering algorithm we con-
structed phylogenetic trees from the multiple alignments
of our six protein families using distances calculated from
a BLOSUM matrix [31] instead of the more common JTT
method [32]. For the nucleotidyl cyclases and protein
kinases, whose subtypes were recognised with complete
accuracy by our method (Table 2), the functional subtypes
do form separated clusters in the phylogenetic trees [Fig-
ure 3(A)) and 3(B)]. Division of the sequences into two
subfamilies implies choosing a rooting point in the tree so
that the subfamilies become clades in the rooted tree. In
neither case, is the choice of such a rooting point unam-
biguous. For the cyclases [Figure 3(A))] there are several
plausible rooting points, only one of which will give the
correct subfamilies. The kinases [Figure 3(B))] fall into
three clusters and the phylogenetic tree does not suggest
the correct split into the two functional subtypes. The
dehydrogenases [Figure 3(C))] also appear to split into
three clusters and the phylogenetic tree does not suggest a
division corresponding to the two functional subtypes,
whereas our clustering program recognises the functional
subtypes efficiently (Table 2). The AT-domains [Figure
3(D))] can be recognised as two groups using the phylo-
genetic tree with a similar degree of error to the clustering
algorithm. The subtypes of the KR-domains [Figure 3(E))]
cannot be recognised using the phylogenetic tree, whereas
the two subtypes of the sHSPs are clear in the phylogenetic
tree [Figure 3(F))]. Thus, in three of the six families, the
phylogenetic trees did not give a clear identification of the
functional subtypes. A further major advantage of the
clustering algorithm is that the specificity score identifies
sequences that are not well clustered by the algorithm so
that they can be removed or treated with caution in subse-
quent analyses. The tests with known families showed
that most wrong assignments involved such sequences.
In principle, the programs can also be used to cluster
sequences into three or more subtypes. We tested for a
clustering into three subtypes using two protein families:
92 serine proteases (67 trypsin-, 17 chymotrypsin-, 8 pan-
creatic elastase-subfamilies) and 59 AT-domains (28
incorporating methylmalonate, 18 malonate and 13
methoxymalonate). Clustering was undertaken using best
10, 20 and 30 positions for the evolutionary split statistic
(data not shown). The clustering did not show a strong
dependence on the number of positions. For the serine
proteases, the trypsin subfamily was split into two groups
and the chymotrypsin and pancreatic elastase subfamilies
clustered together giving wrong clustering of 42 of the 92
sequences. Similarly, 22 of the 59 AT-domains were
wrongly clustered. Thus, although the method works for
carefully constructed sets of test data, it does not seem to
be effective for real biological protein families. It is not
surprising that the method becomes less effective with
increasing number of subtypes. The potential of a column
to contribute towards a k-way split is estimated with the
evolutionary split statistic (formula 7) and increasing the
number of subtypes drastically increases dimensionality
of the parameter space; i.e. it is increasingly difficult to
distinguish between evolutionary noise and functionally
significant mutations. Thus, only exceedingly large sam-
ple sizes will provide sufficient power for the method to
work well. Clustering is most efficient when the different
subtypes are present in comparable numbers and the
examples analysed in this paper show that the known
sequences in natural protein families can often fall into
one or two major subtypes with other subtypes being rare.
Such situations can be analysed better by using binary
clustering and subsequently looking for rarer subtypes in
the sequences that have low specificity scores.
The method suffers from the drawback that it can only be
used in practice for dividing protein families into two sub-
types. This will cause problems for protein families with
several common subtypes and the method may not work
well for rare subtypes. Now that the feasibility of such a
clustering algorithm has been demonstrated it is likely
that improved algorithms can be devised to overcome
these problems.
An important practical advantage of our algorithm is that
it is computationally efficient allowing implementation
on a public server. Using a standard PC with a 2 GHz proc-
essor, it needs about 0.1 second per column to compute
the evolutionary split parameter (nearly independently of
the number of sequences) and about 1 minute to com-
pute the clustering into subtypes. It is therefore feasible to
experiment with different motifs and different selections
of the sequences to obtain optimal results. The method
offers a useful tool to detect previously unsuspected clus-
tering into subtypes. If experimental data for a limited
number of proteins are available, they provide an inde-
pendent test for the predicted clustering and the subtype
of previously uncharacterised proteins is predicted.
Conclusion
The programs cluster protein families into subtypes effec-
tively without any prior functional knowledge. The specif-
icity score identifies protein sequences that do not cluster
well into the defined subtypes: these may include further
rare subtypes. The programs are especially suitable for
detecting novel unsuspected subtypes where extensive
sequence data, but little experimental data are available.
Methods
Preparation of sequences
The amino acid sequences for 75 nucleotidyl cyclases, 183
dehydrogenases and 214 small heat shock proteinsPage 6 of 11
(page number not for citation purposes)
BMC Bioinformatics 2009, 10:335 http://www.biomedcentral.com/1471-2105/10/335(sHSP) and 92 serine proteases were extracted from the
UniProt database release 53.0 or 57.0 [33]. The amino
acid sequences for 177 acyltransferase (AT) and 72 ketore-
duction (KR) domains from modular polyketide syn-
thases were obtained from the NRPS-PKS database
[34,35]. The amino acid sequences of 85 serine/threonine
and 130 tyrosine protein kinases were retrieved from the
protein kinase database [18]. All 59 AT-domains were
extracted from the following clusters: ascomycin, concan-
amycin, FK506, geldanamycin, herbimycin, niddamycin,
soraphen using the MAPSI database [36]. Multiple align-
ments of the sequences were constructed using ClustalW
and Clustal X [7,15,37]. These multiple alignments for
each family are shown in additional materials.
Phylogenetic trees of the protein familiesFigure 3
Phylogenetic trees of the protein families. The alignments of six protein families were used to construct phylogenetic 
trees from distances based on a BLOSUM matrix using a minimum evolution criterion. In each case, the branches correspond-
ing to one of the two subfamilies are coloured red. (A) nucleotidyl cyclases (guanylate red), (B) protein kinases (tyrosine red), 
(C) dehydrogenases (LDH red), (D) AT-domains (C3 red), (E) KR-domains (S stereochemistry red), (F) sHSPs (metazooan 
black, others red).Page 7 of 11
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Phylogenetic trees were constructed from the multiple
alignments using the neighbour joining algorithm in ver-
sion 3.66 of the PHYLIP package [38]. The distances were
calculated with the Protdist program using the PMB
(Probability Matrix from Blocks) model [31].
A model of amino acid substitutions
Let A be the alphabet consisting of twenty standard amino
acids, and let q = (q1, ..., q20) be the stationary (marginal)
distribution of elements of A in some protein universe P.
We denote by ei = (0,...,1,...0) the i-th vector in the canon-
ical basis of Rn, with 1 at the i -th position, and zeros else-
where.
Definition 1 A substitution model for P is a family of distri-
butions ai, t, i  A, t  [0,  , that, for each i  A, satisfies
Here q = (qj) is the vector of frequencies with which amino
acids occur in the family of proteins. For ai, t = (ai, t(1), ...
ai, t(20)), ai, t(j) is, by definition, the probability of amino
acid i mutating into j after time t; hence,
Let At  M20(R) be defined by
so that At is the matrix with vectors (ai, t)T as columns, for
all t. If we assume that At, in addition to (1) and (2), sat-
isfies
then At is the matrix of transition probabilities of a
homogenous Markov process and can be written as
describing the evolution of elements of A within the class
P. There are several examples of such models in the con-
text of biological sequence analysis, most notably the
PAM series of matrices [39] - in the case of amino acid
evolution - and Jukes-Cantor or Kimura matrices [40] in
the case of DNA evolution. Now, we will present a simple
substitution model, based on the BLOSUM matrices [16]
- or, for that matter, on any substitution matrix - which
does not necessarily arise from an evolutionary Markov
process, but suffices for our purposes.
It is well known that the BLOSUM50 matrix is defined by
, where pi, j indicates the
probability of seeing amino acids i and j substitute each
other in a homologous sequence. This matrix can also be
written as
for s = loge2. Varying s in the above equation will, after
renormalisation and reparametrisation t = s-1 yield a fam-
ily ai, t as above. This way of obtaining transition probabil-
ities is clearly different and simpler than (5). However, it
will produce a rich class of probability distributions that
reflect relations between amino acids captured by BLO-
SUM scores.
Calculation of the evolutionary split statistic
In this section, we describe the evolutionary split (es) statis-
tic. It will be used to predict positions in the multiple
alignment that are potentially significant for functional
clustering.
Definition 2 Let D denote a column in a multiple align-
ment, and assume that D contains no gaps. Then
where b, bi are substitution distributions from Definition
1, , with i 0 and k is the number of subtypes
that we are searching for. The algorithm was implemented
as a C program.
Remark Note that esk(·) compares the likelihood of the
data with respect to the optimal mixture of k substitution
models, with the likelihood under a single optimal
model. In practice, we used a discrete approximation of
the parameter space for the optimization. Also, a mild
sequence weighting scheme was applied, to correct for the
lack of independence in the sample (see [41]).
Clustering algorithm
Let us suppose that l columns (with no gaps) have been
selected from the multiple alignment. Hence, we are deal-
ing with n protein sequences y = {y1, ..., yn}, all of the same
length l, i.e , for all i. We want to define a
s
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for a partition of {1, ..., n} into k non-empty disjoint sub-
set. A model for our data set y = {y1, ..., yn} consists of two
components -- a partition I = (I1, ..., Ik) and the parametric
model M itself, which consists of k sequences of distribu-
tions from the substitution model, e.g. ,
for j = 1, ..., k. We obtain the clustering by optimizing the
following expression
where
Thus, we rely on the conditional likelihood to cluster our
data in k groups. By doing so, we effectively treat the par-
tition I = (I1, ..., Ik) as a (discrete) parameter in the model.
A more traditional approach is to consider the real likeli-
hood of the data with respect to the mixture model, and
treat the membership of the clusters as missing data. In
such a framework, the model M consists of parameters i
 [0,1), with  and k sequences of distributions
from the substitution model as above. The model for the
data is obtained by maximization of the log-likelihood
where
Given the optimal model M = {(i, Mi)}, we can obtain
the clustering using the following Bayesian criterion
Clearly the expression we need to optimize if we choose
the conditional likelihood is much simpler, although the
parameter space is somewhat more complicated. In either
case, finding the optimal model is a difficult problem. For
real-life data sets, the clustering will not differ if we choose
one approach or the other, but the conditional likelihood
procedure tends to reach the optimum much faster than
the standard deterministic annealing EM-algorithm [42].
In some applications it might be more reasonable to take
fully Bayesian approach and report posterior probabilities
for each clustering obtained. However, our aim in the
present paper was to obtain one useful partition of data
sets and we did not explore this point of view further. In
the rest of this section we describe a natural optimization
method for the conditional likelihood approach.
Let us now describe the optimization algorithm. A cluster-
ing of the data set y = {y1, ..., yn} will be denoted by I = (I1,
..., Ik) -- same as the associated partition, and let Mi, i = 1,
..., n denote the (parametric) model corresponding to the
i-th cluster. As already mentioned, the following algo-
rithm is a natural solution:
•Step1: choose an initial clustering (I1, ..., Ik)
•Step2: determine the optimal model Mi for the i-th
cluster, for all i
•Step3: for each yj, change cluster membership by set-
ting yj  Il if and only if P(yj| Ml)  P(yj| Mi), for all i
•Step4: goto Step2
It is easy to show that this procedure increases the value of
the likelihood function from (9), so will always reach a
(local) maximum (if a sufficient number of iterations has
been performed). In order to avoid local maxima, we use
smoothing, i.e. we use the uniform distribution
 to obtain modified model  as a con-
vex combination of Mj and u in Step2. Clearly, the amount
of smoothing should be reduced as the optimization
process progresses. Furthermore, we use simulated--
annealing like acceptance-rejection principle for the clus-
ter membership: the proposal in the Step3 is accepted
with probability
where T is the temperature, +   T  0. So, with these
additions, we get the following algorithm:
•Step1: choose an initial clustering (I1, ..., Ik)
•Step2: determine the optimal model Mi for the i-th
cluster, for all i
•Step2': Mi is replaced with , for all i
•Step3': for each yj, propose cluster membership
change by setting yj  Il if and only if P(yj| Ml)  P(yj|
( , , )
1, 1 ,
a ai t
j
il t l
j
I M
P y M Imaxmax log ( | , ),
P y M I P y a
m
k
i Im j
l
j
i
i j t j
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i I P y M P y M for all mj j
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j m
i
m∈ ⇐ ≥ ( | ) ( | ), .  
u = ( , , )120
1
20 Mˆi
kP y j Ml
T iP y
j Mi
( | )
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,
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; if proposal is rejected, the cluster mem-
bership is assigned randomly
•Step4: goto Step2
The algorithm was implemented as a C program.
Availability
The programs are offered on a web server at: http://comp
bio.math.hr/. Further details of the programs can be
obtained from PG.
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