Investigations into the Perception of Vertical Interchannel Decorrelation in 3D Surround Sound Reproduction by Gribben, Christopher
  1 
  
  
  
  
Investigations  into  the  Perception  of    
Vertical  Interchannel  Decorrelation  in  3D  
Surround  Sound  Reproduction  
  
  
  
Christopher  Gribben  
  
  
  
Applied  Psychoacoustics  Laboratory  (APL)  
  
School  of  Computing  and  Engineering  
  
University  of  Huddersfield,  UK  
  
  
  
  
  
  
May  2018  
  
  
  
  
  
A  thesis  submitted  to  the  University  of  Huddersfield  in  partial    
fulfilment  of  the  requirements  for  the  degree  of  Doctor  of  Philosophy.  
  
  
  
  
  2 
COPYRIGHT  STATEMENT  
i.   The author of this thesis (including any appendices and/or schedules to this thesis) own 
any copyright in it (the “Copyright”) and s/he has given The University of Huddersfield 
the right to use such Copyright for any administrative, promotional, educational and/or 
teaching purposes. 
 
ii.   Copies of this thesis, either in full or in extracts, may be made only in accordance with 
the regulations of the University Library. Details of these regulations may be obtained 
from the Librarian. This page must form any part of any such copies made. 
 
iii.   The ownership of any patents, designs, trademarks, and any and all other intellectual 
property rights except for the Copyright (the “Intellectual Property Rights”) and any re-
productions of copyright works, for example graphs and tables (“Reproductions”), which 
may be described in this thesis, may not be owned by the author and may be owned by 
third parties. Such Intellectual Property Rights and Reproductions cannot and must not 
be made available for use without the prior written permission of the owner(s) of the 
relevant Intellectual Property Rights and/or Reproductions. 
 
  3 
ABSTRACT  
The use of three-dimensional (3D) surround sound systems has seen a rapid increase over re-
cent years. In two-dimensional (2D) loudspeaker formats (i.e. two-channel stereophony (ste-
reo) and 5.1 Surround), horizontal interchannel decorrelation is a well-established technique 
for controlling the horizontal spread of a phantom image. Use of interchannel decorrelation can 
also be found within established two-to-five channel upmixing methods (stereo to 5.1). More 
recently, proprietary algorithms have been developed that perform 2D-to-3D upmixing, which 
presumably make use of interchannel decorrelation as well; however, it is not currently known 
how interchannel decorrelation is perceived in the vertical domain. From this, it is considered 
that formal investigations into the perception of vertical interchannel decorrelation are neces-
sary. Findings from such experiments may contribute to the improved control of a sound source 
within 3D surround systems (i.e. the vertical spread), in addition to aiding the optimisation of 
2D-to-3D upmixing algorithms.  
The current thesis presents a series of experiments that systematically assess vertical interchan-
nel decorrelation under various conditions. Firstly, a comparison is made between horizontal 
and vertical interchannel decorrelation, where it is found that vertical decorrelation is weaker 
than horizontal decorrelation. However, it is also seen that vertical decorrelation can generate 
a significant increase of vertical image spread (VIS) for some conditions. Following this, ver-
tical decorrelation is assessed for octave-band pink noise stimuli at various azimuth angles to 
the listener. The results demonstrate that vertical decorrelation is dependent on both frequency 
and presentation angle – a general relationship between the interchannel cross-correlation 
(ICC) and VIS is observed for the 500 Hz octave-band and above, and strongest for the 8 kHz 
octave-band. Objective analysis of these stimuli signals determined that spectral changes at 
higher frequencies appear to be associated with VIS perception – at 0° azimuth, the 8 and 16 
kHz octave-bands demonstrate potential spectral cues, at ±30°, similar cues are seen in the 4, 
8 and 16 kHz bands, and from ±110°, cues are featured in the 2, 4, 8 and 16 kHz bands. In the 
case of the 8 kHz octave-band, it seems that vertical decorrelation causes a ‘filling in’ of vertical 
localisation notch cues, potentially resulting in ambiguous perception of vertical extent. In con-
trast, the objective analysis suggests that VIS perception of the 500 Hz and 1 kHz bands may 
have been related to early reflections in the listening room. 
From the experiments above, it is demonstrated that the perception of VIS from vertical inter-
channel decorrelation is frequency-dependent, with high frequencies playing a particularly im-
portant role. A following experiment explores the vertical decorrelation of high frequencies 
only, where it is seen that decorrelation of the 500 Hz octave-band and above produces a similar 
perception of VIS to broadband decorrelation, whilst improving tonal quality. The results also 
indicate that decorrelation of the 8 kHz octave-band and above alone can significantly increase 
VIS, provided the source signal has sufficient high frequency energy. The final experimental 
chapter of the present thesis aims to provide a controlled assessment of 2D-to-3D upmixing, 
taking into account the findings of the previous experiments. In general, 2D-to-3D upmixing 
by vertical interchannel decorrelation had little impact on listener envelopment (LEV), when 
compared against a level-matched 2D 5.1 reference. Furthermore, amplitude-based decorrela-
tion appeared to be marginally more effective, and ‘high-pass decorrelation’ resulted in slightly 
better tonal quality for sources that featured greater low frequency energy. 
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0   INTRODUCTION  
0.1   Background  to  the  Research  
Over recent years, three-dimensional (3D) loudspeaker reproduction has been of much interest 
in the audio industry. With the advancement of 3D audio comes the problem of the how best 
to provide content for it. A practical approach would be to ‘upmix’ existing or legacy ‘two-
dimensional’ (2D) content, in order to generate new signals for the additional channels. Upmix-
ing is the process of taking source signals of a fixed channel count, extracting information from 
them (typically the ambient part of the signal(s)), then using this to create new auditory feeds. 
To ensure that the new signals are incoherent (uncorrelated), a process called decorrelation can 
be applied, so that the signals sound sonically similar, yet are perceptually different (Kendall, 
1995). If coherent (correlated) signals were used during upmixing (i.e. duplicating the original 
signal), it would result in a focused auditory phantom image, due to a phenomenon known as 
summing localisation (Blauert, 1997). In other words, interchannel decorrelation is necessary 
to maintain or achieve the spatial impression that is desired from multichannel reproduction.  
Without some decorrelation of signals, it is likely that the sound scene would sound very un-
natural and unstable, particularly when the listener is located away from the ‘sweet-spot’. This 
is due to destructive comb-filtering and phase cancellation that can occur when multiple coher-
ent signals are not strictly time-aligned or in-phase. Phenomena such as the precedence effect 
can also have an impact on auditory imaging; that is, where two similar signals from different 
locations are slightly misaligned (> 1 ms) and the auditory event is only heard from the location 
of the earlier signal (Blauert, 1997; Litovsky, Colburn, Yost & Guzman, 1999). Consequently, 
the ideal listening position or sweet-spot when presenting coherent signals is the point where 
all signals are in total alignment (i.e. a very restricted area). On the other hand, if these signals 
were decorrelated, the acceptable sweet-spot would likely increase due to a reduction of the 
cancelling effects that occur when correlated signals are out-of-phase. 
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Figure 0.1  Diagram of the potential 2D-to-3D upmixing processing, using 5.1 Surround and Auro-3D 
9.1 (Auro Technologies, 2015a) as an example. 
Many algorithms based on the concept of ambience extraction and interchannel decorrelation 
have already been proposed for upmixing from two-channel stereophony (a pair of left and 
right loudspeakers) to 5.1 Surround (Irwan & Aarts, 2002; Jot & Avendano, 2003; Avendano 
& Jot, 2004; Li & Driessen 2005). However, consideration must now be placed on applying 
similar principles in the third dimension. The vertical aspect of commercial 3D systems is com-
monly achieved by introducing height-channel loudspeakers (the height-layer) above main-
channel loudspeakers (the main-layer), where the main-layer is often based on 5.1 or 7.1 Sur-
round. An example of this is Auro-3D 9.1 (Auro Technologies, 2015a), where four height chan-
nels are positioned directly above the Left (L), Right (R), Left Surround (Ls) and Right Sur-
round (Rs) main-layer channels of 5.1 Surround (at an elevation angle of +30°). This is repre-
sented in Figure 0.1 above, where the upwards arrows indicate potential upmixing from main-
layer channels to their respective height-channels. If the principles of the existing upmixing 
algorithms are followed, this would mean vertically decorrelating extracted ambient infor-
mation from the L, R, Ls and Rs channels. However, the effectiveness of such a process is yet 
to be formally tested.  
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The understanding of interchannel decorrelation perception in the horizontal domain is well 
established. Blauert (1997) states that when two partially coherent (decorrelated) signals are 
presented from a spaced pair of left and right loudspeakers, a decrease of the interchannel cross-
correlation coefficient (ICCC) (the similarity between the loudspeaker signals) directly relates 
to an increase of perceived horizontal spread for the phantom image. This is represented on the 
left of Figure 0.2 below, where it is seen that an ICCC of 1.0 (full correlation between the 
signals) results in a focused phantom image in the centre of the loudspeakers – then with decor-
relation, the image is extended towards the loudspeaker positions. This effect has been demon-
strated both over loudspeakers and headphones, where the degree of ICCC relates directly to 
the extent of the image – that is, as ICCC decreases, the horizontal image spread (HIS) increases 
almost linearly (Zotter & Frank, 2013; Blauert & Lindemann, 1986b). 
 
Figure 0.2  Visualisation of horizontal and (potential) vertical interchannel decorrelation perception. 
ICCC 1.0 is full correlation between the two loudspeaker signals, producing a narrow auditory phan-
tom image. (Left – Horizontal Image Spread (HIS); Right – Potential Vertical Image Spread (VIS))   
 
The effect of horizontal decorrelation is due to the direct influence the ICCC has on the interau-
ral cross-correlation coefficient (IACC) (the degree of similarity between the ears) – where a 
lower IACC is shown to be associated with apparent source width (ASW) within a reverberant 
environment (Hidaka, Beranek & Okano, 1995). This relationship between IACC and ASW is 
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thought to be dictated by early lateral reflections (< 80 ms) and has been investigated exten-
sively in the context of concert hall acoustics (Barron & Marshall, 1981; Hidaka et al., 1995). 
The greater the decorrelation generated when early reflections are summed at the ear, the 
greater the sense of ASW – studies have shown that an increase of this effect relates to both 
listener preference and the quality of concert halls (with IACC being proposed as a good indi-
cator of concert hall quality) (Schroeder, Gottlob & Siebrasse, 1974; Hidaka et al, 1995).  
Given that the perception of horizontal decorrelation is well-known, it is of interest to observe 
whether a similar (if any) effect occurs when decorrelating in the vertical domain. A potential 
perception of vertical interchannel decorrelation is illustrated on the right of Figure 0.2, based 
on the known perception of decorrelation horizontally. Here it is hypothesised that an ICCC of 
1.0 may result in an elevated phantom image between the two loudspeaker positions, with 
decorrelation increasing the vertical image spread (VIS) both upwards and downwards. Previ-
ous studies have already demonstrated that a phantom image can be perceived between two 
vertically-arranged loudspeakers, when the loudspeaker signals are coherent (correlated) 
(Pulkki, 2001; Barbour, 2003; Mironovs & Lee, 2016) (Section 2.2.2). However, it is yet to be 
seen whether decorrelating these signals has any effect on VIS, which is the focus of the ex-
periments described in the present thesis.  
It is understood that the perception of HIS from horizontal decorrelation is strongly dependent 
on interaural differences, relying on the ears being spaced along the horizontal plane. In the 
case of vertical decorrelation in the median plane (0° azimuth), no such cues would be availa-
ble. Therefore, if an effect from vertical decorrelation were to be perceived in this instance, it 
would likely rely on other cues. Research into vertical localisation along the median plane 
demonstrates that high frequencies (> 3 kHz) are particularly important for accurate elevation 
perception, where spectral cues are obtained from high frequency filtering at the pinna (Roffler 
& Butler, 1968a; Hebrank & Wright, 1974). It is possible that the perception of vertical decor-
relation may also depend on such cues, where high frequency spectral notches could be altered 
by multiple uncorrelated signals arriving at the ear. As a result, it is important that the present 
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study assesses a potential frequency-dependency of vertical decorrelation. Furthermore, 3D 
surround sound systems often feature vertically-arranged pairs of loudspeakers at multiple po-
sitions around the listener, which is likely to have an impact on both the interaural level differ-
ence (ILD) and interaural time difference (ITD); therefore, it is also necessary to consider the 
azimuth angle presentation of vertical decorrelation during the scope of this project. 
With the advancement of 3D surround sound systems, it is expected that interchannel decorre-
lation in the vertical plane will be utilised for many applications. In addition to multichannel 
upmixing (as described above), this could potentially include controlling the vertical extent of 
a sound source, as well as the parametric coding of multichannel audio (where spatial infor-
mation, such as ICCC, is gathered at the encoding stage, then reproduced at the decoding stage). 
The recent MPEG-H standard (for 3D audio coding) indicates the use of all-pass filter decor-
relation for synthesis of ICCC cues when decoding, which suggests that vertical interchannel 
decorrelation may already be in use (Murtaza et al., 2015). From this, it is considered that a 
fundamental study into the perception of vertical decorrelation is necessary to improve our 
understanding – findings from which may contribute to the optimisation of 3D audio applica-
tions, such as, the parametric coding of multichannel audio and 2D-to-3D upmixing.  
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0.2   Research  Questions  
From the above background, the following research questions are proposed: 
1.   What is the perceived effect of vertical interchannel decorrelation? 
2.   Which cues allow for the perception of vertical interchannel decorrelation? 
3.   Is the perception of vertical interchannel decorrelation frequency-dependent? 
4.   Does the presentation angle have an impact on vertical interchannel decorrelation? 
5.   Is vertical interchannel decorrelation effective in 2D-to-3D upmixing applications? 
6.   How might 2D-to-3D upmixing by interchannel decorrelation be optimised? 
Since there are many scenarios where vertical interchannel decorrelation might be useful, it is 
necessary to limit the scope of the thesis. As a result, the primary focus of the following inves-
tigations is on 2D-to-3D upmixing from 5.1 Surround to Auro-3D 9.1 (Auro Technologies, 
2015a), as illustrated in Figure 0.1 above. Auro-3D 9.1 features four vertical pairs of loud-
speakers at azimuth angles of ±30° and ±110°, where the main-layer loudspeakers are posi-
tioned at ear height, and the height-layer loudspeakers are elevated directly above at +30° to 
the listening position. Taking this into account, the effects of vertical interchannel decorrelation 
in the present thesis are observed for a +30° elevation angle between a main-channel loud-
speaker and a height-channel loudspeaker. Similarly, the azimuth presentation angles assessed 
in the present thesis are also related to the Auro-3D 9.1 format (±30° and ±110°). A third azi-
muth condition of 0° (i.e. the median plane) is also considered, as it is thought that this will 
reveal important cues for the perception of vertical interchannel decorrelation (similar to those 
that have been identified for vertical localisation in the median plane). 
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0.3   Thesis  Structure  
Chapter 1 of the present thesis examines literature regarding the spatial perception of audio – 
that is, how sound is located and perceived, both as an auditory source, as well as the impression 
of sound from reflections. The first section looks at the localisation of a point source in the 
horizontal, vertical and depth dimensions. Following this, the inherent extent of sound and its 
dependencies are considered. The next section looks at the spatial impression of sound within 
an enclosed space, which typically relates to concert hall acoustics. Objective measures for 
quantifying spatial attributes are then described towards the end of the chapter. 
In Chapter 2, the spatial control of audio within loudspeaker reproduction systems is explored. 
The first section describes both 2D and 3D loudspeaker formats that are in use today. The next 
section looks at controlling the position of an auditory phantom image by ‘panning’, both hor-
izontally and vertically. Following this, controlling the extent of a phantom image by inter-
channel decorrelation is described, along with various approaches for achieving this. Lastly, 
existing multichannel upmixing algorithms are discussed, as well as considerations towards the 
use of upmixing for 3D surround sound reproduction. 
Chapter 3 describes a two-part subjective experiment in which horizontal and vertical inter-
channel decorrelation are compared, using the exact same test stimuli. Three pink noise fre-
quency bands were assessed (‘Low’, ‘Middle’ and ‘High’), each with various degrees of decor-
relation, in order to observe the frequency-dependent effect on both horizontal image spread 
(HIS) and vertical image spread (VIS). The decorrelation technique used is known as comple-
mentary comb-filtering (Lauridsen, 1954; Schroeder, 1958) – different parameters for this 
method were also assessed during testing, to provide some insight into its operation. The find-
ings are then discussed, taking into consideration the results from both experiment parts. 
Chapter 4 consists of two subjective experiments that assess the relative and absolute grading 
of VIS by vertical interchannel decorrelation, where the test stimuli were octave-band (with 
centre frequencies of 63 Hz to 16 kHz) and broadband pink noise. Stimuli were presented from 
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three different azimuth positions (0°, ±30° and ±110°), based on the Auro-3D 9.1 loudspeaker 
format (Auro Technologies, 2015a). For the relative testing stage, two decorrelation methods 
were compared with the same interchannel cross-correlation coefficients (ICCCs), in order to 
observe the ICC effect on VIS at different frequencies. During the absolute test, the spatial 
positions of the upper and lower VIS boundaries were recorded independently for different 
conditions. The absolute results supplement the relative test results by revealing the inherent 
extent of VIS for each frequency band, as well as indicating the absolute change of VIS that 
occurs when vertical interchannel decorrelation is applied.  
In Chapter 5, the test stimuli from the subjective experiments in Chapter 4 have been objec-
tively analysed. The stimuli were convolved with two sets of impulse responses: the first being 
anechoic head-related impulse responses (HRIRs) from the MIT KEMAR database (Gardner 
& Martin, 1994), while the second were binaural room impulse responses (BRIRs) captured 
from the loudspeakers in the listening room. Firstly, spectra of the HRIR-convolved stimuli are 
inspected for potential spectral cues. Following this, interaural cross-correlation coefficients 
(IACCs) are calculated for both the HRIR- and BRIR-convolved stimuli. Lastly, the effect of 
room reflections is considered through analysis of the BRIR signals. 
Chapter 6 considers the frequency dependent results of Chapters 4 and 5 by assessing the ver-
tical interchannel decorrelation of high frequencies only. Two experiments are described that 
assess the effects of ‘high-pass decorrelation’ – the first looked at the impact on VIS, and the 
second at the perceived tonal quality (TQ) of stimuli. Complex ambient sound sources were 
tested to provide a practical context (e.g. upmixing), where the stimuli consisted of high-pass 
decorrelated conditions with varying high-pass cut-off frequencies. The results are then dis-
cussed with respect to the practical implications that the findings produce.  
Chapter 7 investigated various approaches of 2D-to-3D upmixing by vertical interchannel 
decorrelation, where both broadband decorrelation and high-pass decorrelation are considered 
(based on the findings of Chapter 6). Similar to Chapter 6, two experiments are described that 
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test for different auditory attributes – the first being listener envelopment (LEV), while the 
second was TQ (as with Chapter 6). This is followed by detailed objective analysis of the bin-
auralised stimuli signals, looking at octave-band RMS energy, the ratio of octave-band energy 
between the front and back, octave-band IACC and potential spectral cues. 
In Chapter 8, a summary of the preceding chapters is presented, featuring the basic experi-
mental method and key findings in each case. Following this, final conclusions and practical 
implications are discussed with respect to the findings. Lastly, proposed further work is de-
scribed, which intends to expand on the conclusions drawn from the present thesis. 
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0.4   Original  Contributions  
The present thesis provides the following original contributions to knowledge: 
•   A direct comparison between horizontal and vertical interchannel decorrelation using 
the same stimuli indicates that the effect of vertical decorrelation (between one loud-
speaker at ear height and another elevated by 30°) is weaker than horizontal decorrela-
tion (between two loudspeakers with a base angle of 60°) (Chapter 3). 
•   Both relative and absolute changes of vertical image spread (VIS) are perceivable from 
vertical interchannel decorrelation between a loudspeaker at ear height and one ele-
vated by 30° – this effect was observed at azimuths of 0°, ±30° and ±110° (Chapter 4). 
•   Changes to VIS by vertical interchannel decorrelation are frequency-dependent at oc-
tave-band level, with the greatest change seen at higher frequencies (Chapter 4). 
•   The degree of VIS for broadband and high frequency signals relates to vertical inter-
channel cross-correlation (ICC), where VIS increases as ICC decreases (Chapter 4). 
•   The azimuth angle of loudspeakers to the listener has a significant impact on the fre-
quency-dependent perception of vertical interchannel decorrelation (Chapter 4). 
•   Spectral and interaural cues potentially contribute to the perception of vertical decor-
relation, as identified through objective analysis of stimuli signals (Chapter 5). 
•   The vertical interchannel decorrelation of high frequencies alone can significantly in-
crease VIS between a loudspeaker at ear height and one elevated by 30° – this effect 
was observed at azimuths of 0°, ±30° and ±110°. Reversely, the vertical decorrelation 
of low frequencies is not necessary for increasing VIS at the same angles (Chapter 6).  
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1   THE  SPATIAL  PERCEPTION  OF  AUDIO  
Interchannel decorrelation in the horizontal domain is often seen as a way to control the width 
of an auditory image (Zotter & Frank, 2013). In a two-channel stereophonic loudspeaker setup 
(Left-Right), two partially coherent signals effectively mimic the arrival of decorrelated reflec-
tions at either ear, replicating the sensation of actual or apparent source extension in lateral 
directions. This effect is only achievable through the ongoing detection of interaural cross-
correlation (IAC) within the auditory system, relying on a spaced pair of ears along the hori-
zontal axis (Blauert, 1997). Since no such interaural process is available in the median plane, 
any perceived effect of vertical interchannel decorrelation is likely to depend on other percep-
tual cues, for instance, spectral filtering from the pinna (Hebrank & Wright, 1974).  
In order to investigate vertical decorrelation fully, it is first important to understand how sound 
is perceived in space, particularly with relation to vertical localisation and vertical elevation 
effects. Another aim of the study is to assess the effects of vertical interchannel decorrelation 
from positions surrounding the listener, as would be the case in 3D surround sound systems – 
therefore, an understanding of the interaural cues that dictate horizontal localisation is also re-
quired. Consequently, this first chapter of the present thesis details the localisation mechanisms 
of the human hearing system (both horizontally and vertically), the inherent extent of sound, 
spatial impression of sound within an enclosed space, and objective measures that can be used 
to quantify spatial attributes. 
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1.1   Localisation  of  an  Auditory  Event  
The occurrence of a sound can be defined by two positions in both space and time – these are 
the position of the object (source) generating the sound, referred to as the sound event, and the 
perceived location of the sound by the listener, known as the auditory event (Blauert, 1997). 
Auditory space is the entire area in which a sound or auditory event is possible – the term space 
here is considered in a mathematical sense, where a distance between a set of points (events) 
can be defined by spatial coordinates. Since the position of both events can always be placed 
within space, the perception of sound has been referred to as ‘spatial hearing’, with the idea 
that it is ever-present (Blauert, 1997). In other words, there is never ‘non-spatial hearing’, given 
that a sound source and the consequent auditory perception always feature some positional 
information. Considering this, the following sections reflect on the different auditory cues that 
allow for both horizontal and vertical localisation of auditory events within space. 
1.1.1   Horizontal  Localisation  
In the horizontal domain, sound localisation is believed to be dictated by the ‘duplex theory’, 
in which the ear input signals are analysed for both interaural time (phase) difference (ITD) and 
interaural level difference (ILD) by the human auditory system, as the source signal arrives 
independently at the two ears (Rayleigh, 1907). When a source navigates laterally (horizon-
tally) around the head with increasing azimuth, the ITD and ILD differences between the two 
ears also increase. It is thought that an azimuth angle of around 90° invokes the maximum 
difference of both ITD and ILD. This is due to an increased distance and hence time-delay 
between the ears (affecting ITD), as well as an increase of head-shadowing at high frequencies 
for the signal in the contralateral (far) ear which reduces the level (thus increasing ILD). As 
suggested, the relationship between ITD and ILD is frequency-dependent. In general, the lo-
calisation cues for lower frequencies come from differences of phase (ITD), whereas high fre-
quency lateralisation is dictated by differences in level (ILD) (as discussed further in the fol-
lowing sections). 
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1.1.1.1 Interaural Time Difference (ITD) 
With interaural time difference (ITD), the distance between the two ears causes a delay in arri-
val of the same source signal when the source is not located in the median plane (i.e. off-centre). 
ITD can be perceived if the phase difference of two signals is below half the wavelength (180°) 
of the frequency signal (Howard & Angus, 2017). This indicates that ITD is frequency depend-
ent, with a greater sensitivity at lower frequencies where the wavelength is greater. The auditory 
system has the ability to assess the ITD of individual spectral components within an ear input 
signal – a phenomenon demonstrated by Sayers (1964) and Toole and Sayers (1965) with tonal 
click stimuli presented over earphones. Furthermore, Mohamed and Cabrera (2008) demon-
strate that ITD can contribute to lateralisation at very low frequencies, with a significant effect 
seen for 1/3-octave-band stimuli down to 31.5 Hz when presented over headphones. 
When phase is delayed above 180° (greater than half the frequency wavelength) it can lead to 
the perception of two separate auditory events in both space and time. Howard and Angus 
(2017) suggest a common distance between the ears to be 18 cm, calculating that the maximum 
time-delay at full lateralisation (+90°) is around 673 µs, which takes into account the path 
around the head. This results in a maximum frequency where direction can be determined by 
ITD as 743 Hz i.e. when half the wavelength (180°) is equal to the maximum ITD. As frequency 
is increased above this point, the relative maximum displacement from the median plane de-
creases rapidly (Blauert, 1997), that is, full lateralisation at 90° by ITD becomes difficult. It is 
thought that ambiguities of phase difference can be resolved through head movements for fre-
quencies up to around 1.5 kHz (Moore, 2012); however, lateralisation of higher frequencies by 
ITD above this point is near impossible. An example given by Moore (2012) explains that a  
4 kHz sinusoid tone has a cycle period of 250 µs, and if this tone were presented laterally at 
90° azimuth, the ITD would be greater than two whole cycles of the 4 kHz tone (assuming the 
ITD at 90° is 673 µs), resulting in an ambiguity between signals.  
Chapter 1: The Spatial Perception of Audio 
 38 
Mills (1958) investigated the minimum audible angle (MAA) for differences in azimuth angle 
perception with the presentation of tonal stimuli – that is, the smallest lateral degree change at 
which a change in location is perceived. It was found that tones between 250 Hz and 1 kHz had 
an MAA of 1° from in front (0° azimuth), which increased rapidly (worsened) as frequency 
increased from 1 kHz to 1.5 kHz. This suggests a greater ambiguity within the region of  
1-1.5 kHz in terms of using ITD cues to determine location. Furthermore, as the azimuth angle 
increased around the head, the MAA also increased rapidly to a point of being indeterminate at 
+90° (where ITD is greatest). These results demonstrate the inability of ITD to operate at wide 
azimuth angles, indicating its primary use as an accurate localisation mechanism for low-mid 
frequencies from in front of the listener. Furthermore, experiments by Wightman and Kistler 
(1992) appear to show that the ITD localisation cues at lower frequencies have a dominance 
over the ILD cues at higher frequencies in broadband stimuli. 
The role of ITD discussed so far relates to the fine phase structure of sinusoid signals. Bernstein 
and Trahiotis (2002) conducted an experiment where high frequency signals were amplitude-
modulated, so that the envelopes of sound imitated a low frequency sinusoid wave. When mod-
ulated by 64 Hz and 128 Hz, the localisation accuracy of the modulated high frequency signal 
was comparative to its respective low frequency equivalent (a 63 / 128 Hz sine tone) – this was 
the case for all three modulated signals tested (4 kHz, 6 kHz and 10 kHz). The results here 
suggest that ITD may also be used to determine the location of high frequencies, however, it is 
reliant on envelopes of sound, rather than the fine phase structure. 
1.1.1.2 Interaural Level Difference (ILD) 
In the case of ILD, the level difference between the two ears is caused by a ‘head-shadowing’ 
effect that impacts the signal path of higher frequencies to the contralateral (far) ear. Frequen-
cies of longer wavelength (lower in pitch) are able to travel directly through and diffract around 
the head with minimal shadowing. Howard and Angus (2017) state a cut-off for the head-shad-
owing effect can be calculated as the frequency where one third of the wavelength (1/3	  λ) is 
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the distance between the two ears. For a head where the ear spacing is 18 cm, they calculate 
this cut-off frequency point to be 637 Hz, where only frequencies above are affected by head-
shadowing. Furthermore, Grantham (1984) demonstrated that the smallest ILD perceivable to 
the human auditory system is around 1-2 dB. Their results also seemed to indicate a slight 
insensitivity around 1 kHz for all subjects tested; that is, slightly more ILD was required to 
perceive a difference for a 1 kHz stimulus. 
Kietz (1953) suggests a level difference of 15-20 dB causes a complete lateral image shift to 
one side, when audio is presented over headphones. However, this is not the case for auditory 
sources presented in the free field. The head-shadowing effect is highly frequency dependent 
in terms of spatial localisation, with greater levels of ILD experienced at higher frequencies. 
Feddersen, Sandel, Teas and Jeffress (1958) demonstrate that when a real source is located at a 
distance of ~2.1 m from the head, the ILD peaks around 20 dB for 5 kHz and 6 kHz tones at 
90° azimuth; whereas frequencies between 1.8 kHz and 4 kHz have a peak ILD of around ± 
10dB. For lower frequencies, the ILD is reduced even further, and a 200 Hz tone shows almost 
equal energy in both ears, due to the diffraction of the wave around the head. On the other hand, 
Brungart and Rabinowitz (1999) show that as the source is positioned closer to the head  
(0.12 m), some ILD is also observed at lower frequencies. This suggests that ILD and ITD can 
both contribute to the localisation of sound sources at all frequencies; however, it is dependent 
on the proximity of the source to the receiver and the type of signal that is being produced.  
In the context of the current study, the role of head-shadowing (and ILD) should be considered 
in terms of the loudspeaker positions within 3D surround sound systems. Previous studies men-
tioned above investigate the contribution of ILD to the lateral localisation of sound sources at 
ear height. With the introduction of height-channels in commercial 3D surround sound systems, 
ILD is also likely to play a role in the localisation of sounds vertically. That is, as a loudspeaker 
is elevated, the signal path to the contralateral (far) ear becomes less impeded by the head, as 
illustrated in Figure 1.1 below. This can be demonstrated by calculating the difference of HRTF 
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response between the two ears (ILD) for both the main-channel and height-channel loudspeaker 
positions – Figure 1.2 shows this, using anechoic head-related impulse responses (HRIRs) 
taken from the MIT KEMAR (Gardner & Martin, 1994), where the FFTs were calculated using 
4096 FFT-points with 1/6-octave spectral smoothing.  
 
Figure 1.1  Illustrative example of head-shadowing for a main- and height-channel setup 
 
Figure 1.2  Example of the interaural level difference (ILD) between the main-channel and height-
channel signals of a 3D surround sound system (based on Auro-3D 9.1 (Auro Technologies, 2015a)). 
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In the plots above, the first column shows the ILD of the main-channel and height-channel 
loudspeakers at two different azimuth positions: +30° (top) and +110° (bottom), where the 
height-channel is elevated by +30° for both. These azimuth angles are the suggested angles of 
the 3D loudspeaker format Auro-3D 9.1 (Auro Technologies, 2015a), providing a practical 
context to the discussion. It is seen that the ILD at +30° is broadly similar for both the main- 
and height-channels (~5-15 dB); however, for the +110° condition where head shadowing is 
greater, there is a large ILD for the main-channel around 2 - 3.5 kHz, 5-10 kHz and 11-16 kHz 
(up to ~30 dB). In contrast, the height-channel at +110° shows a considerable reduction of ILD, 
with a relatively steady ILD of around 10 dB seen up to 10 kHz. The difference of level in the 
contralateral ear is further reflected in the second column, where the main- and height-channel 
HRTF responses of the left ear are plotted together for both azimuths. From an azimuth angle 
of +110°, there is a clear increase of energy for the height-channel condition in the region of  
2-4 kHz and 5-10 kHz, presumably due to less head-shadowing. 
Considering the literature regarding both ITD and ILD, there is a clear difference between the 
two in terms of frequency-dependency – where lateral localisation of higher frequencies is gen-
erally dictated by ILD, and the localisation of lower frequencies by ITD. Decorrelation tech-
niques tend to work by either manipulating the phase or spectral-amplitude (level) between the 
two signals (Section 2.3.2), which would suggest that the effectiveness of some decorrelation 
methods might also be frequency-dependent. Furthermore, an initial observation of the ILD 
variation between the main- and height-channel conditions indicates that interaural cues should 
also be considered, particularly when vertically decorrelating signals between main- and 
height-channel loudspeaker pairs at wide azimuth angles. 
1.1.2   Vertical  Localisation  
Where horizontal localisation relies heavily on interaural differences between the two ear input 
signals, localising the elevation of an auditory event in the median plane (0° azimuth) is mostly 
determined by spectral filtering (Roffler & Butler, 1968a). In other words, when sound sources 
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are presented in the median plane, it results in mostly identical signals at a listener’s two ears 
for all elevations, leaving virtually no interaural cues to aid vertical localisation. To fully ex-
plore the perception of vertical interchannel decorrelation, an understanding of these vertical 
localisation cues is required. Roffler and Butler (1968a) declare that for accurate median plane 
localisation from the front, the following criteria of auditory stimuli should be met: 
1.   The sound must be complex (not a single tone). 
2.   The complex sound must include frequencies above 7 kHz. 
3.   The pinna (outer ear) must be present. 
These prerequisites were initially determined through three experiments into median plane lo-
calisation (Roffler & Butler, 1968a). Six stimuli were assessed during the first experiment: 1) 
broadband noise, 2) low-pass filtered noise (< 2 kHz), 3) high-pass filtered noise (> 2 kHz),  
4) high-pass filtered noise (> 8 kHz), 5) a 600 Hz tone burst, and 6) a 4.8 kHz tone burst. Each 
stimulus was presented from four vertical loudspeakers, positioned with elevation angles of -
13°, -2°, 9° and 20° to the listener. The results, displayed in Figure 1.3 below, show that the 
tones (600 Hz and 4.8 kHz) and low-pass filtered noise (< 2 kHz) have very poor localisation 
accuracy towards the loudspeaker position. Instead, these auditory events were perceived at 
more or less the same height, regardless of loudspeaker presentation, demonstrating a general 
inability to localise singular tones and low frequency sounds. The vertical localisation phenom-
enon observed here is known as the “pitch-height effect” or “Pratt’s effect”, where higher 
pitched tones are perceived consistently higher in space than lower pitched ones (as discussed 
further in Section 1.1.2.2 below). Roffler and Butler’s (1968a) results also show poor localisa-
tion of the low-pass stimulus (< 2 kHz), demonstrating that frequencies above the 2 kHz cut-
off are particularly important to vertical localisation in the median plane. Having said that, there 
is also a very slight upward trend for the low-pass stimulus (< 2 kHz) as the height is increased, 
which would suggest that some weak vertical localisation cues may still exist at lower frequen-
cies – this is possibly influenced by a torso reflection cue, as discussed in Section 1.1.2.4 below. 
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Figure 1.3  Mean judged location at four vertical loudspeaker positions on the median plane (-13°, -2°, 
9° and 20°) for tonal and noise auditory stimuli (after Roffler & Butler, 1968a). 
A second experiment in the same study (Roffler & Butler, 1968a) aimed to determine the fre-
quency cut-off at which high frequencies become useful for vertical localisation. In this test, 
noise stimuli with 13 low-pass filter cut-offs (ranging from 500 Hz to 12 kHz) were assessed 
at the same four heights. It was found that vertical localisation was accurate when the low-pass 
filter cut-off was 8-12 kHz; however, a 7 kHz cut-off resulted in very poor vertical localisation 
(i.e. when all frequencies above 7 kHz were excluded). This indicates that spectral activity 
above 7 kHz is particularly important to vertical localisation in the median plane, hence the 
prerequisite stated above. Roffler and Butler (1968a) went on to assess the localisation of broad-
band and high-pass filtered (> 8 kHz) noise, both with and without the pinna present, demon-
strating the importance of pinna reflections for localising elevated sources. With the pinna pre-
sent, localisation was accurate, and without, both stimuli were perceived below ear level (-13°) 
Chapter 1: The Spatial Perception of Audio 
 44 
for all height presentations (-13-20°). Reasons for Roffler and Butler’s (1968a) results (and the 
subsequent criteria that were set) are explored further in the following sections. 
1.1.2.1   Pinna Spectral Filtering 
The pinna refers to the entire external element of the human hearing system, before leading into 
the ear canal. The acoustical function of the pinna provides a linear filter for arriving sound, 
with the transfer function of the filter depending on the distance and direction of the sound 
source. The directional frequency response at the ear is referred to as the head-related transfer 
function (HRTF), which also includes the ITD and ILD cues discussed in Section 1.1.1 (when 
a source is presented off-centre). These frequency and direction dependent manipulations are 
what allows for the localisation of a sound source within space. In particular, temporal and 
spectral filtering at the pinna provides cues for the vertical localisation of a sound when no 
inter-aural cues are present i.e. in the median plane (Blauert, 1997). There are slight interaural 
differences between the ears at high frequencies due to asymmetry, which is also thought to 
contribute to vertical localisation (Searle, Braida, Cuddy & Davis, 1975). 
Gardner and Gardner (1973) investigated the occlusion of pinna cavities by testing broadband 
and 1/2-octave-band noise (with centre frequencies of 2 kHz, 3 kHz, 6 kHz, 8 kHz and 10 kHz). 
Subjects were asked to identify the loudspeaker that they perceived as reproducing the stimulus 
signal, with the results reported on an error index of wrong judgements. As occlusion of the 
pinna was reduced, identification of the active loudspeaker improved for all bands except the  
2 kHz 1/2-octave-band – for the 2 kHz band, identification was poor even with the pinna pre-
sent. In particular, the ability to identify the active loudspeaker was closely comparable between 
the broadband stimulus and both the 8 and 10 kHz 1/2-octave-bands. This supports Roffler and 
Butler’s (1968a) hypothesis that frequencies above 7 kHz are important for localisation along 
the median plane. On the other hand, Gardner and Gardner’s (1973) results also show relatively 
accurate responses for the 3 kHz and 6 kHz 1/2-octave-bands, seemingly in contrast with Rof-
fler and Butler (1968a). However, Cabrera et al. (2005) comment that the vertical localisation 
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accuracy actually improved for the > 2 kHz high-pass condition in Roffler and Butler’s (1968a) 
study (Figure 1.3). In other words, when frequencies between 2-8 kHz were also included (in 
addition to those above 8 kHz), subjects could more accurately identify the source position, in 
comparison to the > 8 kHz condition.   
The results of Gardner and Gardner (1973) clearly suggest that frequencies below 7 kHz may 
also contribute to vertical localisation, potentially as low as 3 kHz. Hebrank and Wright (1974) 
investigated this observation through three experiments, the first of which assessed the vertical 
localisation of high-pass and low-pass filtered noise stimuli from the median plane, in order to 
determine the frequency-band(s) where spectral cues exist. The high-pass cut-off frequencies 
were 3.8, 5.8, 7.5, 10.0, 13.2 and 15.3 kHz, and the low-pass cut-offs were 3.6, 6.0, 7.5, 8.0, 
10.3, 12.0, 14.5 and 16.0 kHz. It was found that frequencies below 3.8 kHz and above 16 kHz 
did not contribute to the vertical localisation. The implication that the spectral cues for vertical 
localisation lie between 3.8 kHz and 16 kHz is in support of the findings by Gardner and Gard-
ner (1973). Hebrank and Wright (1974) followed up the first experiment by testing various 
high-pass, low-pass, band-pass and band-stop filtered noise conditions in the median plane, to 
investigate and understand these spectral cues further. A summary of the results are as follows: 
•   Low-pass filtered noise with cut-off frequencies between 3.9-8.0 kHz was perceived in 
front. As the cut-off increased, a slight elevation was observed. 
•   A low-pass cut-off frequency of 10.3 kHz was perceived from above. 
•   Noise with a high-pass cut-off at 10.0 kHz tended to be perceived behind, whereas 
high-pass cut-offs of 13.2 and 15.3 kHz were perceived in front. 
•   1/2-octave-band noise with centre frequencies of 4.0-7.2 kHz and 14.5 kHz were per-
ceived in front, whereas 8.1-9.1 kHz were perceived above. 
•   Noise with spectral notches (band-stop filters) between 7.4-10.8 kHz was perceived in 
front, while notches of 12.0-17.8 kHz resulted in above perception. 
Chapter 1: The Spatial Perception of Audio 
 46 
The above results suggest that the perception of height and ‘aboveness’ is specifically related 
to frequencies around 8.1-9.1 kHz, whereas localisation towards the front seems to be related 
to frequencies between 12.0-17.8 kHz. When the higher frequencies are excluded  
(12.0-17.8 kHz notch conditions and low-pass filter condition with a cut-off at 10.3 kHz), the 
noise stimuli were all perceived from above. Given that the band-pass conditions with centre 
frequencies of 8.1-9.1 kHz were also perceived above, this indicates the dominance that height 
cues in this region (8-10 kHz) can have over lower frequency spectral cues (3-7 kHz). Going 
back to Roffler and Butler’s (1968a) prerequisites of vertical localisation at the beginning of 
Section 1.1.2, it is stated that accurate localisation in the median plane requires frequencies 
above 7 kHz. The results here suggest that this remains partly true – it is apparent that vertical 
localisation cues do exist below 7 kHz, however, they appear to be weaker in comparison to 
those at higher frequencies, where it is seen that frequencies around 8.1-9.1 kHz seem to take 
dominance in elevation perception. The association with frequencies around 8 kHz and the 
perception of ‘aboveness’ relates to Blauert’s (1969/70) work with directional bands, which is 
discussed further in Section 1.1.2.3 below.  
Morimoto, Yairi, Iida and Itoh (2003) further demonstrated the dominance of high frequencies 
in vertical localisation. Two filtered white noise sources were reproduced simultaneously from 
spaced positions on the vertical plane, one with a high-pass filter (> 4800 Hz) and the other 
with a low-pass filter (< 4800 Hz). Subjects were asked to localise the source position, with the 
results showing a consistent trend towards the position of the high-pass filtered condition. This 
effect was also investigated by Ferguson and Cabrera (2005), with varying positions of tweeter 
(high frequency) and woofer (low frequency) signals along a vertical plane. When the two sig-
nals were reproduced synchronously, it was shown that the high frequencies of both noise and 
musical stimuli were localised at the tweeter quite well, whereas localisation of the low fre-
quency woofer signal was consistently poor. Both these studies further suggest that high fre-
quencies have a localisation dominance over lower frequencies, when both are presented sim-
ultaneously and in synchrony.  
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The literature above emphasises the importance of high frequencies in vertical localisation, 
particularly in the median plane where interaural differences are minimal. In general, it is ac-
cepted that the localisation cues for elevation lie above 3 kHz, with a particular contribution 
from those around 8 kHz. In the present study, it is important to consider the influence of these 
spectral cues in the median plane, and explore whether such cues exist for the perception of 
vertical interchannel decorrelation. The literature also demonstrates how the localisation of 
high frequencies can be independent to those of lower frequencies, with strong directional cues 
for some frequency bands (i.e. 8 kHz from above). With this in mind, and in the context of the 
present study, it is necessary to understand the phenomena in which different frequencies are 
perceived from different directions, which may cause an inherent spread of sound in the vertical 
domain (e.g. ‘directional bands’ and the ‘pitch-height’ effect). 
1.1.2.2   Directional Bands 
For some bands of frequencies, the perceived localisation of the auditory event is independent 
of the source position under certain conditions. To demonstrate this, Blauert (1969/70) con-
ducted experiments in an anechoic chamber, assessing the localisation of 1/3-octave-band noise 
burst stimuli (centre frequencies: 125 Hz to 16 kHz) from five different loudspeaker conditions 
surrounding the listener. Subjects were asked to localise each noise stimulus within one of three 
regions on the median plane: ‘Front’ (345° to 45°), ‘Above’ (45° to 135°) and ‘Behind’  
(135° to 195°) (where 0° is directly in front of the listener at ear height). If over 50% of subjects 
were in agreement of the perceived source location of a band (when the responses for each 
loudspeaker condition were combined), a directional band was consequently defined. From the 
results, it was found that the bands associated with the ‘Front’ position were around 500 Hz 
and 4 kHz; bands around 1 kHz were perceived from ‘Behind’; and the 8 kHz band was heard 
‘Above’. The perception of the 8 kHz band from above is in agreement with the results from 
Hebrank and Wright’s (1974) investigations into pinna spectral cues.  
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A similar experiment was conducted recently by Wallis and Lee (2015a), in which a greater 
resolution of response areas was offered to the listener. The regions consisted of eight 45° seg-
ments that fully surrounded the listener in the median plane, and were named as follows: ‘Front 
Low’, ‘Front’, ‘Front High’, ‘Above’, ‘Back High’, ‘Back’, ‘Back Low’ and ‘Below’. Four 
centre frequencies were assessed, namely within the key directional bands of Blauert’s 
(1969/70) work, which were 500 Hz, 1 kHz, 4 kHz and 8 kHz. For each centre frequency, tests 
were conducted on its related sinusoid tone, 1/3-octave-band and octave-band, presented both 
in bursts and continuously. All stimuli were then reproduced by a single loudspeaker in the 
front and the rear positions during independent trials. In general agreement with Blauert’s 
(1969/70) findings, the results show that the 1 kHz 1/3-octave-band burst stimulus was mostly 
localised in the ‘Rear’ region and the 4 kHz 1/3-octave-band from an elevated frontal position, 
however, neither were observed with the same consistency. A difference between the two meth-
odologies appears to be the restriction of head movements – in Blauert’s (1969/70) study, sub-
jects’ heads were clamped in place to ensure minimal movement, whereas with Wallis and Lee 
(2015a), subjects were only instructed to face forward and remain still. It is possible that even 
the slightest of head movements could have helped to resolve front-back confusion of direc-
tional stimuli, in particular for the 1 kHz 1/3-octave-band from the ‘Front’ and the 4 kHz  
1/3-octave-band from the ‘Rear’. This is seen with an increased frequency of responses towards 
the actual source in the direction opposite to that of the known directional band (e.g. 30% for  
1 kHz in ‘Front’ and 45% for 4 kHz at the ‘Rear’). If this were the case, it suggests that there 
might be no perceptual benefit of utilising directional bands in a practical context, as the effect 
would likely break down considerably under normal listening conditions. On the other hand, 
the 8 kHz 1/3-octave-band was consistently localised from the ‘Above’ regions in Wallis and 
Lee’s (2015a) experiment, as with the studies of Blauert (1969/70) and Hebrank and Wright 
(1974). This provides further evidence that the perceptual effect of elevation with the 8 kHz 
band is particularly robust – supporting the importance of this high frequency region to vertical 
localisation, and potentially vertical decorrelation. 
Chapter 1: The Spatial Perception of Audio 
 49 
1.1.2.3   The ‘Pitch-height’ Effect 
The ‘pitch-height’ effect (or ‘Pratt’s effect’) is another elevation phenomenon (not dissimilar 
to directional bands), where tones of a higher frequency are generally perceived higher in space 
than those of a lower frequency. The effect was first experimentally observed by Pratt (1930), 
who tested five sinusoid tones at the following octave intervals: 256 Hz, 512 Hz, 1024 Hz,  
2048 Hz and 4096 Hz. When the tones were presented from the same height, the average per-
ceived elevation of the 256 Hz tone was 0.7 m, whereas the average elevation of the 4096 Hz 
tone was 2 m, clearly demonstrating the extent of the effect. These findings were supported by 
Trimble (1934) who tested nine tones from 500 Hz to 3950 Hz, of which the results also demon-
strated a correlation between pitch and height in front of the listener.  
Some years later, Roffler and Butler (1968b) confirmed and expanded on the initial findings of 
Pratt (1930) and Trimble (1934), establishing that the pitch-height effect remained when listen-
ers lay on their backs with the loudspeakers arranged above, as well as when they lay on their 
side, with respect to elevation above their head orientation. The same effect was also evident 
among congenitally blind persons and 4- and 5-year-old children in Roffler and Butler’s 
(1968b) work, indicating that the phenomenon is not fundamentally caused by visual cues, nor 
a semantic association between a high pitch and the height of elevation (though it is accepted 
that these associations may contribute to enhancing the effect). Roffler and Butler’s (1968b) 
study concludes with support of a notion by Pratt (1930), stating that every tone has an intrinsic 
spatial character relating to height and depth on a pitch-continuum, and this character is present 
prior to forming any associative relationships.  
More recently, Cabrera and Tilley (2003) examined the vertical localisation of band-limited 
noise in the median plane, using octave-bands with centre frequencies of 125 Hz, 500 Hz,  
2 kHz and 8 kHz, in addition to broadband and low-pass filtered (3 kHz cut-off, -24 dB/oct) 
pink noise. Stimuli were presented as 200 ms bursts at two loudness levels (84 and 64 phons) 
from five elevated positions (0°, ±7.9° and ±15.6°). In the experiment, subjects were asked to 
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define the upper, lower, left and right boundaries of the auditory image, with vertical locations 
determined from the average centre point between the upper and lower image boundaries. This 
may have had an impact on the accuracy of responses, since exact locations based on the focal 
point of the sound were not recorded independently – it is possible that the actual focus differed 
from the calculated centre of the overall perceptual spread.  
Cabrera and Tilley’s (2003) results in Figure 1.4 below show that only the broadband pink noise 
was accurately localised to the centre of all the source positions, with the octave-band noise 
stimuli demonstrating the pitch-height effect. Of the octave-band stimuli, the 8 kHz band 
showed the most accurate localisation, particularly for the highest source position (+15.6°). In 
conjunction with the relatively poor low-pass pink noise scores, these results further support 
the idea that frequencies within this region are important to the vertical localisation of sources. 
In terms of the pitch-height effect, the 2 kHz, 8 kHz and the low-passed pink noise frequency 
bands were all elevated above the lower loudspeaker positions. On the other hand, both the  
125 Hz and 500 Hz octave-bands were localised just below ear level (0°) for all conditions, 
regardless of the presentation height. This implies that the pitch-height effect experienced by 
Pratt (1930), Trimble (1934) and Roffler and Butler (1968b) with single tones can also apply 
to band-limited stimuli. Furthermore, Cabrera and Tilley’s (2003) results indicate that loudness 
generally had little effect on localisation. The 84 phon presentation produced some slight ele-
vation for the 8 kHz octave-band, presumably due to an enhancement of the directional band 
effect discussed in Section 1.1.2.2 above; and 84 phon also slightly improved localisation ac-
curacy towards the source position for the 125 Hz band. 
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Figure 1.4  Mean vertical localisation results recorded at 5 source position heights, demonstrating 
the pitch-height effect between octave-band stimuli (after Cabrera and Tilley 2003). 
In a following experiment, Ferguson and Cabrera (2005) observed the vertical localisation of 
two signals concurrently within a vertically-arranged tweeter and woofer pair – high and low 
frequency band-limited noise were presented simultaneously as 200 ms bursts from the tweeter 
and woofer respectively, assessing various frequency cut-offs between the two signals. The 
results showed that, when both signal bursts were synchronous (i.e. time-aligned), the high 
frequency signal was localised at the tweeter position, whereas the low frequency signal was 
consistently observed around ear level, regardless of the woofer height. These results are in 
agreement with Cabrera and Tilley’s (2003) ‘pitch-height’ findings, and demonstrates that the 
localisation of different frequency bands can somewhat be achieved when presented simulta-
neously. Ferguson and Cabrera (2005) also found that when the signals were slightly asynchro-
nous (i.e. when a 100 ms delay was applied to the woofer signal), localisation of the woofer 
signal improved if it featured frequencies up to 1 kHz, but not for the 500 Hz cut-off condition. 
This seems to support observations made by Algazi, Avendano and Duda (2001), where an 
independent vertical localisation cue is present around 700 Hz, as generated by a torso reflec-
tion that creates a comb-filter effect at the ear input signals (discussed in Section 1.1.2.4 below). 
It would appear that when both low and high frequency signals are presented synchronously, 
this localisation cue around 700 Hz may become masked by a dominance of the high frequency 
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content. Evidence of the pitch-height effect was also seen in Wallis and Lee’s (2015a) direc-
tional band work (described in Section 1.1.2.2 above), where the 4 kHz 1/3rd-octave-band was 
perceived from an elevated frontal position, further demonstrating the ‘pitch-height’ effect with 
band-limited stimuli. 
Lee (2016b) applied the notion of the ‘pitch-height’ effect to a novel method of upmixing 2D 
audio content to 3D surround sound systems. He obtained the perceived height (location) of 
octave-band stimuli (with centre frequencies of 63 Hz to 16 kHz), presented as a coherent ste-
reophonic phantom image between a Left and Right loudspeaker pair (with base angle of 60°), 
and also a frontal height-channel loudspeaker pair (Left Height and Right Height loudspeakers 
elevated by 30° to the listening position with a base angle of 60°). The upmixing idea is to 
discretely route each octave-band to either the main- or height-layer loudspeakers, based on the 
intrinsic spatial location of the different bands, spreading the sound vertically between the two 
layers (this approach to upmixing has been discussed further in Section 2.4).  
For Lee’s localisation results of the main-layer presentation (the white boxes in Figure 1.5), a 
‘pitch-height’ effect is observed from 63 Hz to 500 Hz. However, at 1 kHz, the elevation was 
significantly reduced. Then from 1 kHz to 8 kHz, the pitch-height effect was observed again, 
before elevation reducing for the 16 kHz octave-band. Lee (2016b) refers to the 1 kHz octave-
band as a “reset” point of the pitch-height effect. The height-layer results show a slightly ele-
vated pattern of the pitch-height effect for all octave-bands (shaded boxes in Figure 1.5), with 
only the 250 Hz, 500 Hz, 8 kHz, 16 kHz and Broadband frequency bands perceived as signifi-
cantly elevated above their respective main-layer conditions. It is considered that the lower 
localisation of the 1 kHz octave-band in both presentations may be due to an inherent localisa-
tion from behind for this frequency band, as presented in Blauert’s directional band theory 
(1969/70) (discussed in Section 1.1.2.2 above). Several subjects experienced front-back confu-
sion for the 1 kHz band, which would have likely caused confusion and resulted in the lower 
judgement. 
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Figure 1.5  Localisation of octave-band stimuli presented as coherent phantom images from both 
main- and height-layer loudspeaker pairs (left and right) (courtesy of Lee, 2016b). 
In comparison to Cabrera and Tilley’s (2003) results in Figure 1.4 above, Lee’s (2016b) results 
(Figure 1.5) show the 500 Hz band to be elevated notably higher. He notes that this could be 
due to the ‘phantom image elevation’ effect, where a wider base angle between a pair of loud-
speakers elevates the coherent phantom image between them. As he hypothesises, this is po-
tentially related to a confusion between interaural cross-talk and torso reflections (discussed 
further in Section 1.1.2.4 below). Since Lee (2016b) was assessing the localisation of phantom 
images with a base angle of 60°, compared to Cabrera and Tilley’s (2003) experiment where 
sounds were reproduced by ‘real’ loudspeaker sources in the median plane, this explanation 
seems plausible. Another difference between the two studies is the listening environment – 
Cabrera and Tilley (2003) tested in an anechoic chamber, whereas Lee’s (2016b) experiments 
were conducted in a dry listening room. The inclusion of some room reflections (even slight) 
may have affected the vertical localisation of sources, particularly with the elevated lower fre-
quency results (125-500 Hz). 
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The evidence of the ‘pitch-height’ effect for band-limited stimuli could possibly have an influ-
ence on the perception of vertical interchannel decorrelation. The theory behind Lee’s (2016b) 
upmixing method is to spread the frequency bands vertically based on their inherent height (as 
seen in Figure 1.5). Since it is clear that different bands are localised at different heights when 
presented from the same position, it is possible that broadband signals may also have a large 
vertical spread when presented from in front, based on the inherent spatial distribution seen 
above. If this were the case, then there may not be any perceptual benefit to vertical decorrela-
tion in the median plane (or from other frontal regions); as a result, it is important to test the 
effects of vertical decorrelation from multiple angles to the listening position, assessing both 
band-limited and broadband sources. 
1.1.2.4   Torso and Shoulder Reflections 
In a vertical localisation experiment conducted by Algazi et al. (2001), it was found that eleva-
tion could still be perceived with an absence of frequencies above 3 kHz – however, the judge-
ments were generally underestimated from the actual source position. Algazi et al. (2001) hy-
pothesise that this elevation perception is through torso (shoulder) reflections that cause a 
comb-filtering effect at the ear. This is in contrast with the vertical localisation results discussed 
in Section 1.1.2.1 above; however, it is thought that the high frequency cues previously dis-
cussed (> 3 kHz) take precedence over those at lower frequencies (Morimoto et al., 2003). 
Binaural analysis of various elevation angles by Algazi et al. (2001) indicate that comb-filter 
spectral notches (as low as 700 Hz) seem to be associated with elevation. That is, where a 
greater elevation resulted in a longer delay between the direct signal and torso (shoulder) re-
flection, causing the frequency of the notch position to decrease. It was observed that similar 
notches featured in both ears, although the effect was weaker in the contralateral ear. Further-
more, the vertical localisation accuracy improved slightly when the low-pass condition  
(< 3 kHz) was presented off-centre (presumably influenced by the torso reflections). It may 
also be that torso cues are easier to detect when there is a secondary ITD cue present (Section 
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1.1.1.1) – for instance, if the same notches were to occur simultaneously in both ears, the hear-
ing system may assume that the comb-filtering is a feature of the source signal. 
An interesting vertical elevation effect investigated by Lee (2017a) has been related to the per-
ception of torso reflections. Known as the ‘phantom image elevation’ effect, it sees the phantom 
auditory image (from two coherent signals) elevate upwards in the median plane as the base 
angle between the two loudspeakers increases. Lee (2017a) hypothesises that the ITD (cross-
talk) between both signals arriving at each ear equates to the delay between the direct signal 
and shoulder reflection for a ‘real’ elevated source. That is, as a ‘real’ source is elevated up-
wards in the median plane, the delay between the direct sound and shoulder reflection at the ear 
increases. Likewise, as the loudspeaker base angle is increased, the ITD between the ears in-
creases at a similar rate for each loudspeaker signal (as discussed in Section 1.1.1.1). When the 
signals from both loudspeakers are coherent, it results in a confusion of the interaural cross-
talk, mistaking the secondary signal in either ear for a reflection from the torso. If this is indeed 
the cognitive process that causes phantom image elevation, it demonstrates that torso reflections 
may also be important for accurate vertical localisation. 
1.1.3   Distance  Perception  
The distance of a sound source can mostly be determined through environmental factors. Rum-
sey (2001) indicates that a source far away will have more reverberation in a reflective envi-
ronment, suggesting that the ratio of direct sound to reverberant energy (D/R) is a useful indi-
cator of distance. Furthermore, the brain is able to broadly determine the size of a space, based 
on the time of arrival between direct sound and subsequent reflections, which also relates depth 
perception to spatial impression (discussed below Section 1.3). This relationship between dis-
tance and reflective energy is demonstrated by Nielsen (1993), where distance perception is 
assessed in three settings: an anechoic chamber, a classroom and an IEC listening room. The 
results show that distance was most accurately identified when reflections were present, where 
a decrease of D/R corresponded with an increase of distance. 
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On the other hand, Nielsen’s (1993) results suggest that the cues for perceived distance in an 
anechoic or free field space are largely unreliable. In the anechoic chamber, when the source 
level was kept constant at the listening position for each distance assessed (1-5 m), the source 
was generally perceived at the same distance each time, regardless of the actual distance. This 
suggests that some environmental context or reference is required to make accurate distance 
judgements. In a free field scenario, Blauert (1997) states that intermediate source distances of 
3-15 m are determined by the sound pressure level (SPL) of the source. For every doubling of 
distance in a free field, the SPL falls by 6 dB. As the distance of a source increases above  
15 m, higher frequencies become more attenuated than lower frequencies due to absorption 
along the direct signal path, distorting the source spectrum in addition to the changes of SPL. 
This absorption and loss of energy is affected by the moisture content of the air and wind 
speeds, where changes of spectrum above 10kHz (from air absorption) can become audible as 
little as 15 m from the source. Whereas, distances closer than 3 m have a strong effect on the 
head-related transfer function, providing spectral changes to the signal, although these changes 
are different from those experienced at greater distances. As mentioned in the discussion re-
garding ILD above (Section 1.1.1.2), Brungart and Rabinowitz (1999) found that as the source 
position decreased in proximity to the head, ILD was affected at all frequencies. This was par-
ticularly noticeable for the low frequencies – from a distance of 1 m the low frequency ILD 
was relatively small (due to diffraction around the head), whereas at a closer distance of  
0.12 m, the ILD at low frequencies increased considerably. This low frequency ILD change 
could provide an additional cue for distance when sources are in close proximity to the head; 
although it is noted that for such a cue to be effective, the source must be presented from a wide 
azimuth angle (i.e. where ILD from head-shadowing is present). 
When sources are positioned far enough from the head (> 1 m), there appears to be a depend-
ence on reflective energy for distance perception within enclosed spaces. In the context of the 
present study, it is assumed that typical upmixing applications will use ambient signals to in-
crease the spatial impression of the sound scene (i.e. through a greater coverage of reverberation 
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from above). Given the dependence of depth perception on the reverberant energy, it may be 
found that vertical interchannel decorrelation (or 3D upmixing in general) can also increase the 
perception of distance (or depth) from above. For instance, presenting decorrelated ambient 
signals from height may mimic the effect of ceiling reflections, potentially giving a greater 
sense of listener envelopment from a more realistic distribution of sound (Section 1.3). 
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1.2   The  Extent  of  an  Auditory  Event  
The extent of a sound refers to the apparent volume of its auditory event – that is, the inherent 
vertical and horizontal spread of the perceived auditory sound image. An aim of the current 
study is to observe whether vertical spread can be controlled by vertical interchannel decorre-
lation. In order to do this, it is important to establish the frequency-dependent extent of sound 
sources in general. For example, it is known that low tones are perceptually broad (Perrott, 
Musicant & Schwethelm, 1980), therefore, it might be considered that vertical decorrelation is 
not beneficial for lower frequencies. Furthermore, other factors that affect the extent of a 
source, such as loudness and duration, have also been reflected on below. 
1.2.1   Effects  of  Frequency  on  Extent  
An investigation by Terrace and Stevens (1962) observed the perceived extent of single tones 
over headphones, assessing frequencies between 200 Hz and 4 kHz with varying intensities – 
selection of which was based on previous research conducted by Thomas (1952) (mentioned in 
Section 1.2.2). It was found that, for the same intensity level, lower frequencies had a larger 
extent than higher ones, though intensity had an impact on extent as well (see Section 1.2.2). 
Perrott et al. (1980) also recorded the extent of single tones (with frequencies between 125 Hz 
and 8 kHz). However, their experiment focused on the perceived width (rather than overall 
extent) and featured variations of signal duration. All tones were presented at 50 phons over 
earphones, assessing five time durations for each tone: 0.1, 0.3, 1.0, 3.0 and 10.0 seconds. The 
results demonstrated that the lowest tone (125 Hz) was perceptually the broadest for each du-
ration, and the highest tone (8 kHz) was the narrowest. An interesting effect was observed 
where the perceived extent of the tone increased with the signal duration – this is discussed 
further in Section 1.2.3 below. Both of these investigations suggest that lower frequencies are 
perceived as broader than higher frequencies of the same intensity. 
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More recently, Mason, Brookes and Rumsey (2005) also assessed the inherent width of signals 
over headphones by decorrelating a 3240 Hz amplitude-modulated signal to match the per-
ceived width of critical band signals (centre frequencies: 100 Hz, 200 Hz, 400 Hz, 800 Hz,  
1.6 kHz, 3.2 kHz, 6.4 kHz and 12.8 kHz). The horizontal extent of each band was then deter-
mined by the required decorrelation of the 3240 Hz signal (see Section 2.3.2 for a general de-
scription of decorrelation). Results from their experiment suggest that the 100 Hz signal had 
the broadest image as it required the greatest decorrelation. A linear decrease was then seen up 
to the 1.6 kHz and 3.2 kHz signals, where minimal decorrelation was required, followed by a 
near linear increase of decorrelation again for 6.4 kHz and 12.8 kHz (producing a similar width 
as the 200-800 Hz signals). This potentially indicates that both low and high frequency bands 
have inherently broader horizontal image spreads than middle-high frequency bands (1.6 kHz 
and 3.2 kHz), when presented over headphones. These results differ from the observations of 
Terrace and Stevens (1962) and Perrott et al. (1980) above, which may be due to the fact that 
critical bands were tested rather than single tones. The nature of critical bands means that those 
with a higher centre frequency feature a greater bandwidth than those with a lower centre fre-
quency – as a result, the inclusion of more frequencies for the 6.4 kHz and 12.8 kHz bands may 
have caused the increased spread that was seen in the results. 
Cabrera and Tilley (2003) conducted an assessment of horizontal and vertical extent using five 
vertically-arranged loudspeakers in the median plane (with elevations of 0°, ±7.9° and ±15.6°). 
Six frequency conditions were tested: octave-bands with centre frequencies of 125 Hz, 500 Hz, 
2 kHz and 8 kHz, as well as broadband and low-pass filtered pink noise (< 3 kHz). The results 
showed that the lower frequency stimuli (125/500 Hz octave-bands and low-pass filtered pink 
noise) had a slightly greater horizontal than vertical image spread, whereas the higher frequency 
stimuli (2 kHz and 8 kHz octave-bands) had a slightly greater vertical than horizontal image 
spread. In general, as the octave-band frequency increased, the horizontal extent decreased – 
this is in agreement with the investigations over headphones discussed above (Terrace & Ste-
vens, 1962; Perrott et al., 1980). On the other hand, observing the vertical spread trends, the 
Chapter 1: The Spatial Perception of Audio 
 60 
greatest spread is still seen for the 125 Hz octave-band. Interestingly, the 8 kHz octave-band 
also has a greater vertical spread than both the 500 Hz and 2 kHz bands. This effect is likely 
due to the strong influence of the 8 kHz region that has been identified in vertical localisation 
experiments (as discussed in Section 1.1.2 above) – torso reflections may have also played a 
role in the slight increase of the 2 kHz vertical spread over horizontal spread (Section 1.1.2.4; 
Algazi et al. 2001). For the broadband pink noise stimulus, horizontal and vertical spread was 
almost identical and similar to that of the 500 Hz, 2 kHz and 8 kHz octave-bands (i.e. smaller 
than the 125 Hz band). This suggests that the extents generated by higher frequencies may take 
dominance within broadband signals. The dominance of high frequencies in vertical localisa-
tion tasks has also been demonstrated, as discussion in Section 1.1.2.1 (Morimoto et al., 2003; 
Ferguson and Cabrera, 2005). 
1.2.2   Effects  of  Loudness  on  Extent  
An experiment conducted by Perrott et al. (1980) showed that as the intensity of a 1 kHz tone 
varied over earphones (between 44-72 dB), so did the perception of the tone’s width (where a 
greater intensity resulted in a greater width). A further trend was observed with the signal du-
ration of the 1 kHz tone, where a shorter duration resulted in a narrow width (as discussed in 
Section 1.2.3). Terrace and Stevens (1962) assessed the effect of intensity on the perceived 
extent of single tones, where a similar relationship between intensity and extent was also estab-
lished. However, unlike Perrott et al. (1980), Terrace and Stevens (1962) assessed the effect of 
intensity for multiple frequencies (200 Hz to 4 kHz), which were based on equal-volume (ex-
tent) contours determined by Thomas (1952). The results validated the equal-volume contours, 
demonstrating how the extent between tones can broadly be matched by intensity adjustment. 
For example, the contours suggest that a 1 kHz tone at 90 dB SPL has a similar extent to a  
200 Hz tone at 30 dB SPL. 
A second experiment by Perrott et al. (1980) used the same 1 kHz stimuli as above, in order to 
determine what aspects of the sound listeners were using to make their judgement, whilst also 
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observing whether the changes of extent were vertical as well as horizontal. The experiment 
assessed whether a 1 kHz test tone was ‘softer’ or ‘louder’ than a 1 kHz reference tone, observ-
ing varying degrees of intensity and duration. The tones with less intensity were perceived as 
‘softer’, while ‘loudness’ increased with intensity. These results were similar for all signal du-
ration lengths, suggesting that the perceived loudness has little to do with the ‘expanding image 
effect’ (Section 1.2.3). Similar results to the first experiment (on width) were observed for the 
vertical spread results, where the vertical spread increased as intensity increased (though to a 
lesser extent than width) – and as with width, this also seemed to be somewhat influenced by 
the duration of the signal. A reason for a weaker trend with the vertical spread could be related 
to the presentation method, given that stimuli were reproduced laterally between the two ears 
over earphones. 
In contrast to Perrott et al. (1980), Cabrera and Tilley (2003) assessed the horizontal and vertical 
spread of stimuli over loudspeakers in the median plane. In their experiment, they assessed five 
vertically-arranged loudspeakers (elevation angles of 0°, ±7.9° and ±15.6°), looking at the ex-
tent of images for all combinations of adjacent loudspeakers – where each centre location fea-
tured either one, three or five loudspeakers with incoherent signals in an array. Using the middle 
centre point (elevation of 0°) as an example: three level-matched combinations of loudspeakers 
were assessed for 0°, each featuring 1, 3 or 5 loudspeakers of which 0° was the centre, and the 
location and spread responses were then averaged over these three combinations. Using such 
an approach somewhat removes the physical size of the loudspeaker as a limiting factor, allow-
ing for the sole assessment of the loudness effect on perceived extent. The results demonstrated 
that the loudness of the stimuli signals increased both the horizontal and vertical image spread 
of a sound source for loudness levels of 64 and 84 phons. It remains unclear whether there were 
any differences in extent based on the number of active loudspeakers. However, it is reported 
that the subjective ratings were not significantly affected by the loudspeaker number. Since this 
was the case, it may be found in the present study that vertical decorrelation between two 
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vertically-spaced loudspeakers also has little effect on increasing vertical image spread, if all 
stimuli are matched to the same SPL level. 
1.2.3   Effect  of  Signal  Duration  on  Extent  
As mentioned above, Perrott et al. (1980) found that the perceived horizontal width of pure 
tones increased over time, when stimuli were presented over earphones – they refer to this as 
the ‘expanding-image effect’. Signal lengths from 0.1 to 10 seconds were tested, using pure 
tones between 125 Hz and 8 kHz at octave-band intervals. With relation to pitch, the lower 
frequency tones were perceived as having a greater extent than the higher tones (similar to the 
results discussed in Section 1.2.1). As duration of the signal increased, the perceived extent of 
each signal also increased, with the 10 second 125 Hz tone demonstrating the greatest extent. 
Change in extent by duration was most apparent for the lowest tones (125 Hz and 250 Hz) – in 
the case of the 125 Hz tone at 10 seconds the extent was 9.2 inches, which actually exceeded 
the limits of the earphones used during testing. A following investigation by Perrott and Buell 
(1982) where tone duration was varied managed to replicate the same observations as above.  
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1.3   Spatial  Impression  within  Enclosed  Spaces  
Spatial impression is a general term for the perception of sound within, and the acoustic of, an 
enclosed environment from the listener’s perspective. It is especially related to research in the 
area of concert hall acoustics, largely in an attempt to identify the characteristics that contribute 
to a ‘good’ sounding concert hall, and also how to measure for such attributes (Hidaka et al., 
1995). With the advancement of 3D surround sound systems, one aim is to more accurately 
reproduce the spatial impression of ‘real’ environments (such as concert halls); in particular, 
the handling of sound in the vertical dimension and from above the listener. It is thought that 
vertical interchannel decorrelation may be useful for this purpose, potentially through the pro-
cess of upmixing ambience into height-channel loudspeakers i.e. reproducing uncorrelated re-
flections from height. As a result, the following sections look at the common understanding of 
spatial impression within enclosed spaces, and how it might relate to spatial perception in the 
present study. 
 
Figure 1.6  Illustrative example of the two attributes that contribute to spatial impression: apparent 
source width (ASW) and listener envelopment (LEV) 
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In the past, spatial impression has generally been described as a sense of ‘source broadening’ 
(Barron, 1971; Barron & Marshall 1981) and ‘spaciousness’ (Blauert & Lindemann, 1986a). 
More recently, it is accepted that spatial impression can be divided into two contributing attrib-
utes: apparent source width (ASW) and listener envelopment (LEV) (Bradley & Soulodre, 
1995; Hidaka et al., 1995; Morimoto, 2002). ASW relates to the extent of the perceived source 
image at the performance area, whereas LEV is the impression of the room surrounding the 
listener – Figure 1.6 above illustrates this. In the remainder of the current section, these terms 
and related studies have been explored and discussed further. 
1.3.1   Apparent  Source  Width  (ASW)  
ASW is dictated by the energy of the early lateral reflections (within 80 ms) that arrive at the 
ears after the direct sound (Rumsey, 2001). This was demonstrated in detail by Barron and 
Marshall (1981) who assessed the effect of a single pair of symmetrical lateral reflections on 
the perceived ASW, varying the angle of arrival, intensity, frequency composition and time 
delay of the reflected signal. Various experiments were conducted to assess these different pa-
rameters independently, presenting the direct sound and reflections over loudspeakers in an 
anechoic chamber. To test the effect of the reflection angle, reflections were produced through 
symmetrical pairs of loudspeakers with azimuth angles of ±10°, ±40°, ±60°, ±90°, ±140° and 
±160°. It was found that as the reflection angle increased up to ±90°, so did the sense of ASW, 
before reducing again as the azimuth angle increased at the rear. With regard to the delay time, 
delays between 5-90 ms were presented through a ±40° loudspeaker pair. It was seen that the 
greatest change of ASW was observed between 5-10 ms, with little change between 10-90 ms, 
demonstrating that lateral reflection delays as short as 10 ms can have a significantly positive 
effect on increasing ASW. Given that little change is observed over the entire early reflection 
region (up to 80 ms), they propose an indicator of ASW as the lateral energy fraction (LF), 
which calculates the ratio of lateral early reflection energy to the total direct sound and early 
reflection energy at the listening position (see Section 1.4.1). 
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Blauert and Lindemann (1986a) also observed the effect of early reflections on ASW. However, 
the direct sound and early lateral reflections (from ±45° and ±90°) were presented as binaural 
signals over headphones (as recorded from loudspeakers). The results showed that the greater 
the spaciousness (ASW) of a stimulus, the more likely it is to be preferred. Blauert and Linde-
mann (1986a) state that the main contributor to the perception of ASW is the level of early 
lateral reflections, which is in agreement with the findings of Barron and Marshall (1981). From 
this, it might be assumed that the greater the lateral reflective energy in a concert hall, the more 
preferable it is to the listener. Furthermore, it was found that lateral reflections that only con-
tained frequencies below 3 kHz affected the front-back depth of perception rather than ASW; 
whereas reflections that featured frequencies above 3 kHz gave more prominence to ASW. This 
finding suggests the importance of high frequency lateral reflections on the perception of ASW 
in concert halls. 
In the study of Barron and Marshall (1981), it was seen that the angle of the reflections had a 
notable impact on ASW, peaking around ±90°; however, there appeared to be little significant 
difference between reflections arriving at ±90° and those arriving at ±40°, ±60° and ±140°. 
From this, a recent study by Johnson and Lee (2017) observed the effect of a single lateral 
reflection, in order to determine the angle at which maximum ASW is reached. The results 
indicate this angle to be around 39° in front and 134° from behind, suggesting that lateral re-
flections arriving within this region (39-134°) will produce a similar perception of ASW  
(i.e. maximum ASW) – as was implied in Barron and Marshall’s (1981) results. 
Hidaka at el. (1995) present a detailed assessment of another measure for predicting ASW 
known as the interaural cross-correlation (IAC). It is based on the degree of similarity between 
the two ear input signals, as dictated by multiple early reflections from different directions, 
where a greater energy of reflections decreases the correlation. This further emphasises the 
effect of early lateral reflection energy on perceived ASW, as suggested by Blauert and Linde-
mann (1986a). The value obtained from the IAC function (IACF) is called the IAC coefficient 
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(IACC) – calculation of which is described in Section 1.4.2 below. A similar measure was first 
proposed by Keet (1968) who calculated the cross-correlation between two cardioid micro-
phones facing laterally, rather than the ears, demonstrating that the coefficients obtained line-
arly related to subjective ASW judgements. Findings from Schroeder et al. (1974) also demon-
strated that a lower interaural ‘coherence’ (IACC) from early reflections corresponded with an 
increased preference in concert halls. Some years later, Okano, Hidaka and Beranek (1994) 
observed the relationship between ASW and the IACC for individual octave-bands (with centre 
frequencies of 125 Hz to 4 kHz). ASW contours were determined from these octave-band meas-
urements, indicating that the IACC for octave-bands of 500 Hz and above strongly aligned with 
the perceived ASW (shown in (Hidaka et al., 1995)). Based on the results of Okano et al. (1994), 
and since IACC / ASW appear to be associated with preference (Schroeder et al., 1974; Blauert 
& Lindemann, 1986a), Hidaka et al. (1995) aimed to refine the calculation of IACC, in order 
to use it as a general measure of acoustic quality within concert halls. They concluded that the 
IACC of the direct sound and early reflections (0-80 ms), taken as the average of the 500 Hz, 
1 kHz and 2 kHz octave-bands, was the best predictor for ASW and acoustic quality, referring 
to the measure as IACCE3. It was also shown that the general sound pressure level (SPL) of low 
frequencies contributed to the perception of ASW, suggesting that this measurement should be 
used in conjunction with IACCE3 to improve the prediction. The contribution of low frequencies 
relates back to the discussion regarding the inherent extent of frequencies in Section 1.2.1, 
where it is seen that lower frequencies are perceptually broader than higher ones. Hidaka et al. 
(1995) also compare the results of IACCE3 for real concert halls against measurements of LF, 
indicating that IACCE3 better aligned with the subjective judgements of quality made by expe-
rienced professionals.  
Lee (2012) conducted an assessment of ASW at different source-listener distances within a 
concert hall, where a decrease of ASW was seen as the distance increased. His results demon-
strated that the IACC of early reflections (IACCE) also decreased slightly as the distance in-
creased i.e. the ears became less correlated. This is in contrast with the findings of Hidaka et 
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al. (1995), where it is considered that a lower IACC generally results in a greater ASW. Fur-
thermore, Lee (2012) showed that the strength of early reflections decreased as distance in-
creased, which strongly related to the perception of decreasing ASW. Comparing these results 
with those of Barron and Marshall (1981) and Hidaka et al. (1995), it would suggest that further 
source-listener distances lack enough early (lateral) reflection energy to generate an enhanced 
perception of ASW, despite the decrease seen in IACC. This result implies the importance of 
the relative early reflection energy in terms of perceiving ASW – similar to the association 
identified by Barron and Marshall (1981) and Blauert and Lindemann (1986a), where ASW is 
reliant on sufficient early lateral reflection energy. 
Using the known association between IACC and ASW as a foundation, the effect of increasing 
horizontal width can be achieved by decorrelating a signal between two spaced loudspeakers 
(left and right). That is, imitating the natural decrease of correlation that occurs between the 
ears when multiple reflections are summed (with sufficient early reflection energy). A full de-
scription of decorrelation and potential techniques for achieving this can be found in Section 
2.3.2 of the present thesis. Blauert and Lindemann (1986b) observe the effects of varying signal 
correlation over headphones, and Zotter and Frank (2013) over loudspeakers, both of which 
clearly demonstrate that lower degrees of correlation increase the perceived width (horizontal 
image spread) of the sound. This horizontal decorrelation effect provides the basis for the pre-
sent study, since it is not currently known whether interchannel decorrelation between a pair of 
vertically-arranged loudspeakers can be perceived – and if it can, whether it allows for the 
dynamic control of vertical image spread. Taking the above background of ASW into account, 
it might be assumed that vertical decorrelation can replicate vertical (ceiling) early reflections 
and generate a height effect (as considered in Section 1.3.3 below). Having said that, there 
appears to be a dominance from lateral (wall) reflections on spatial impression, which is likely 
due to the ears being spaced along a horizontal plane. For vertical decorrelation to be perceiv-
able, particularly in the median plane, it is thought that some reliance on spectral cues would 
be necessary (similar to those used for vertical localisation (Section 1.1.2.1)). 
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1.3.2   Listener  Envelopment  (LEV)  
Listener envelopment (LEV) is the sensation of feeling immersed by sound from all around, 
and is thought to be largely dictated by late reflections (> 80 ms) within reverberant rooms 
(such as concert halls) (Rumsey, 2001). Over the years, many attempts have been made to de-
fine objective predictors of LEV in concert halls. Bradley and Soulodre (1995) found an agree-
able trend between LEV and the late lateral sound strength (> 80ms) (𝐺𝐿*+, ) (Section 1.4.3), 
particularly when averaging the 𝐺𝐿*+,  over octave-bands of 125 Hz to 1 kHz. A study by Lee 
(2012) found that the sense of LEV decreased as the distance of the listening position from the 
source was increased in a concert hall. This appeared to be related to a decrease of the total late 
sound strength (𝐺*+, ), rather than the strength of late lateral sound (𝐺𝐿*+, ) (as determined by 
Bradley and Soulodre (1995)). Lee (2012) also found that measurement of Front-Back energy 
ratio (F/B) of the late reflections (Section 1.4.4) produced a linear relationship with LEV; 
whereas the interaural cross-correlation coefficient of late reflections (IACCL) demonstrated a 
weaker trend. These results suggest that while LF (the ratio of overall to lateral sound energy) 
and IACC are able to predict ASW reasonably well in concert halls (Hidaka et al., 1995), lateral 
reflections may only account for LEV under particular test conditions (i.e. certain positions / 
distances within the concert hall). 
As with Lee (2012), Morimoto and Iida (1998) demonstrated that LEV could be quantified by 
the Front-Back energy ratio (F/B) (Section 1.4.4). However, rather than measure F/B in an 
existing concert hall, stimuli were artificially created with varying degrees of F/B. In their ex-
periment, six loudspeakers were positioned around the listener, spaced at ±45° azimuth. Both 
the F/B of early reflections (including direct sound) and late reflections were assessed inde-
pendently. The early reflection stimuli featured delayed signals between 20-65 ms to represent 
the reflections, and the late reflection stimuli had delayed signals between 80-104 ms, both of 
which featured three degrees of F/B. It was found that the synthesised F/B stimuli strongly 
correlated with LEV for both the early and late reflection conditions. 
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In loudspeaker reproduction, the inclusion of multiple loudspeakers that surround the listener 
can increase the sensation of LEV (Griesinger, 1999). With a multichannel loudspeaker system, 
such as 5.1 surround sound (ITU-R, 2012), the additional loudspeakers from the rear can be 
used to generate (or replicate) the late reflections that are thought to dictate LEV in concert 
halls i.e. ambient signals. Leading on from the work of Bradley and Soulodre (1995), Soulodre, 
Lavoie and Norcross (2002, 2003) tested the effectiveness of using the relative late lateral sound 
strength (𝐺𝐿*+, ) to predict the LEV of the reproduced sound field. The results indicated a similar 
relationship between 𝐺𝐿*+,  and LEV to that experienced in concert halls, with an average of 𝐺𝐿*+,  between the 125 Hz to 1 kHz octave-bands showing the strongest correlation (as with 
Bradley and Soulodre (1995)). They also consider the effect of the listening room acoustic 
environment on the perception of LEV – the control parameter during their investigation was 
the relative measurement of early-arriving energy versus late-arriving energy (C80), and note 
that the lower limit of C80 is dictated by the impulse response of the room. Although the energy 
of late reflections appeared to be the primary indicator of LEV in their investigation, secondary 
factors of playback level and the reverberation time also contributed somewhat to the results.  
George et al. (2010) developed an unintrusive model for predicting LEV in a 5.1 scenario; that 
is, where LEV is predicted from the source signals being fed to loudspeakers, rather than re-
cording the signals at the listening position. In the model, the greatest features contributing to 
LEV perception were related to the angular distribution of sound around the listener, which is 
not dissimilar to the lateral energy importance found by Soulodre at al. (2002). There was also 
some relationship seen between the perceived LEV and octave-band interaural cross correlation 
coefficients (IACC). As mentioned in Section 1.3.1 above, IACC is a good indicator of ASW, 
and Berg and Rumsey (2006) have also reported that LEV may be interpreted by listeners as 
an extension of horizontal width in some cases – this would support the apparent contribution 
of IACC to LEV perception. It is likely that the energy of late lateral reflections can also have 
an impact on the calculation of IACC, which may link both LG80 and IACC together in the 
perception of LEV. 
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1.3.3   Ceiling  Reflections  
As demonstrated in the ASW and LEV discussions above, spatial impression is typically dic-
tated by lateral reflections, when sufficient reflective energy is present. This lateral impression 
is also true of common multichannel surround sound formats, where loudspeakers are posi-
tioned horizontally around the listener at ear height, such as, 5.1 and 7.1 surround sound (ITU-
R, 2012). One assumed benefit of including height-channel loudspeakers in 3D surround sound 
formats is to enhance spatial impression from above. Therefore, it is also important to consider 
the role of ceiling reflections in the perception of spatial attributes. However, little research has 
been conducted in this area, as it is generally assumed that the two main contributors to spatial 
impression are ASW and LEV through lateral reflections. 
Furuya, Fujimoto, Takeshima and Nakamura (1995) investigated the influence of ceiling re-
flections on spatial attributes through three controlled experiments. The first looked at the effect 
of direct sound with a single ceiling reflection arriving at +40° elevation in the median plane, 
assessing various time-delays (10-80 ms) and two attenuations (-6 and -9 dB) for the reflection 
signal. The results demonstrated that the vertical image spread (VIS) of the source increased as 
time delay increased for both attenuations. This suggests a similarity with the perception of 
ASW in the horizontal plane, in that early reflections can cause a perceptual extension of the 
image. In the second experiment, multiple reflections were presented from above for two con-
trol conditions of lateral energy fraction (LF) (0.3 and 0.5), with each condition featuring five 
levels of relative ‘above reflection energy’ to ‘direct sound energy’ (-∞ to -3 dB). It was found 
that for both lateral fraction conditions, listener envelopment (LEV) increased as the above 
reflection energy increased. However, it was concluded that LEV was predominantly controlled 
by the degree of late lateral energy up to 200 ms (𝐿𝐹+.++) (Section 1.4.3). Findings by Evjen, 
Bradley and Norcross (2001) somewhat support this, where it is seen that the strength of late 
lateral energy (𝐺𝐿*+, ) corresponds best with LEV for all conditions, when assessing stimuli both 
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with and without late reflections from numerous directions (including laterally and from 
above). 
Various similar studies (Furuya, Fujimoto, Ji & Higa, 2001; Wakuda, Furuya, Fujimoto & 
Isogai, 2003; Furuya, Fujimoto, Wakuda & Nakano, 2005; Furuya, Fujimoto & Wakuda, 2008) 
have since demonstrated that late reflections from above can contribute to the perception of 
LEV as well – however, it was shown in all that the strength of lateral reflections had the great-
est contribution to LEV perception, as was observed in the concert hall study conducted by 
Bradley and Soulodre (1995). Wakuda et al. (2003) estimate that the contribution of late reflec-
tions from behind and overhead to LEV are both 50% that of late lateral reflections; whereas 
Furuya et al. (2008) suggest that the late reflections from overhead contribute even less at 35% 
that of the late lateral reflections. On the other hand, Lachenmayr, Haapaniemi and Lokki 
(2016) state that the contributions of late energy observed by Furuya et al. (2008) may only 
apply when the energy is relatively consistent from all angles. Using stimuli generated from 
real concert hall impulse responses, Lachenmayr et al. (2016) found that when a concert hall 
lacked late reflective energy from the sides and back, there was more reliance on the late ceiling 
reflections to generate a sense of LEV, as might be expected. However, it is thought that such 
an issue is not of relevance to 3D surround sound systems, as any imbalance of energy is likely 
to be addressed at the mixing stage of production. 
More recently, Robotham, Stephenson and Lee (2016) performed an experiment looking at the 
effect of a ceiling reflection on preference, as well as spatial and timbral characteristics. A 
single reflection was reproduced in the median plane at an angle of +38.62° from the listening 
position – the reflection signal was delayed by 1.63 ms and attenuated by -2.2 dB with respect 
to the direct sound, in order to replicate a real reflection from a ceiling height of 1.95 m (based 
on a source-listener distance of 2 m). The results demonstrated that the inclusion of a vertical 
reflection was mostly preferable, where the preferred stimuli were positively described as 
‘bright’, ‘rich’ and ‘full’ by the subjects. With regard to spatial changes, the most common 
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descriptor was ‘vertical image shift’, followed by ‘vertical image spread’. This is similar to the 
suggested effect of a single reflection made by Furuya et al. (1995), where it was reported that 
vertical spread was also experienced by listeners. Both of these results indicate that reflections 
from above can indeed affect perception of the vertical image. Furthermore, there was no sug-
gestion of a vertical spread effect in the studies on late reflections and LEV above (Furuya et 
al., 2001; Wakuda et al., 2003; Furuya et al., 2005; Furuya et al., 2008). It might therefore be 
assumed that this is only a feature of a single reflection (or early reflections) from the ceiling 
direction, similar to the effect of early reflections on ASW. Since some vertical image change 
is apparent when signals arrive from above (Furuya et al., 1995; Robotham et al., 2016), the 
present study may also establish a similar effect by vertical interchannel decorrelation, poten-
tially through the imitation of decorrelated early ceiling reflections. 
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1.4   Objective  Measures  of  Spatial  Auditory  Attributes  
Section 1.3 on spatial impression suggests various objective measures for calculating spatial 
attributes within concert halls. It is considered that many of these can also be applicable to the 
present study, in order to objectively assess a reproduced sound field generated within a 3D 
surround sound system. The objective measures discussed above and their calculation are de-
scribed further over the following sections.  
1.4.1   Lateral  Energy  Fraction  (LF)  
The ratio of overall energy to early lateral reflection energy has been proposed by Barron and 
Marshall (1981) as a measure for ASW – this is known as the lateral energy fraction (LF). The 
LF can be calculated using impulses captured by an omnidirectional microphone and a pressure 
gradient figure-of-8 microphone at the listening position, where the null point of the figure-of-
8 is facing the direct sound source (i.e. rejecting the direct sound and capturing mostly lateral 
reflections) – see Equation 1.1 below (British Standards Institution, 2009).  
    (1.1) 
where 𝑝(𝑡) is the sound pressure level (SPL) of the total sound captured by an omnidirectional 
microphone, and 𝑝*(𝑡) is the SPL of the lateral early reflections captured by the figure-of-8 
microphone. The limits of the total sound energy are set between 0 and 80 ms, covering both 
the direct sound and early reflections; whereas the limits of the lateral reflections are set between 
5 and 80 ms, calculating the energy of the early reflection part only. 
Although primarily used to measure ASW, Soulodre et al. (2003) observed the effect of calcu-
lating the LF of late reflections (> 80 ms) to predict LEV. The measure was found to be effective 
in some instances, although it was concluded that the limits of integration should be frequency-
dependent. They propose combining the late sound strength (LG) (described in Section 1.4.3) 
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with the late LF for predicting LEV, which ultimately proved to be more accurate than late LF 
alone in their study. 
1.4.2   Interaural  Cross-­correlation  (IAC)  
Interaural cross-correlation (IAC) is a binaural measurement of similarity between the two ear 
input signals. From the literature in Section 1.3.1, it is known that calculation of the IAC coef-
ficient (IACC) for early reflections (< 80 ms) (IACCE) has a strong relationship with the per-
ceived ASW in a concert hall (Hidaka et al., 1995). This is due to an increase of energy from 
early lateral reflection energy, causing greater interaural differences when the reflections and 
direct sound are summed at either ear. ASW has also been shown to relate to preference (Blauert 
& Lindemann, 1986a), with Hidaka et al. (1995) suggesting that the measurement of IACC is 
a good indicator of concert hall quality – in this case, Hidaka et al. (1995) propose calculating 
the average IACCE of the 500 Hz, 1 kHz and 2 kHz octave-bands (IACCE3) (as described in 
Section 1.3.1). Blau (2002) determines that the difference limen of IACCE3 is 0.038 – that is, 
the smallest change of IACCE3 required to generate a just noticeable difference (JND). 
The IACC can be calculated using the IAC function (IACF) seen in Equation 1.2 below, with 
a time lag (𝜏) between -1 to +1 ms – this takes into account the maximum ITD between the two 
ears. IACC is taken as the absolute maximum value of the function (Equation 1.3), resulting in 
a coefficient between 0 and 1, where 1 is full correlation (i.e. identical ear input signals) and 0 
is no correlation (British Standards Institution, 2009). 
  (1.2) 
 (1.3) 
where 𝑝2(𝑡) and 𝑝3(𝑡) are the left and right ear input signals, 𝜏 is the time lag, and 𝑡1 and 𝑡2 
are the limits of the IACC (as described below).  
!"#$%&,%( ) = +, - ∙ +/ - + ) 1--2-1 +,2 - 1--2-1 +/2 - 1--2-1 !!!"##%&,%( = 456 !"#$%&,%( ) 7777for7 − 1 < 7) < +1!!
!"#$%&,%( ) = +, - ∙ +/ - + ) 1--2-1 +,2 - 1--2-1 +/2 - 1--2-1 !!!"##%&,%( = 456 !"#$%&,%( ) 7777for7 − 1 < 7) < +1!!
Chapter 1: The Spatial Perception of Audio 
 75 
When calculating the IACC of early reflections for ASW prediction, 𝑡1 is 0 ms and 𝑡2 is 80 ms 
of an impulse response signal (Equation 1.2); and when calculating the IACC of late reflections 
for LEV prediction, 𝑡1 is 80 ms and 𝑡2 is ∞ (the total length) of an impulse response signal. 
For continuous signals (not impulse), IACC can be calculated for the entire signal length, where 𝑡1 is -∞ and 𝑡2 is ∞, or as the running average over time (frame-by-frame), where 𝑡1 and 𝑡2 
represent the frame window limits. Mason, Brookes and Rumsey (2003) determine that an op-
timal window length for IACC calculation is 50 ms, based on the temporal resolution of the 
auditory system – as a result, this window length has been used for all IACC calculation in the 
present thesis. Given the versatility of the IACC for indicating spatial features, it is thought that 
it may be a revealing measure to use in the current study, particularly when source signals are 
presented from multiple directions. 
1.4.3   Sound  Strength  (G)  
The sound strength (G) is the ratio of the sound pressure at the listening position to the sound 
pressure at 10 m from the source in a free field. This can be calculated using Equation 1.4 below 
(British Standards Institution, 2009). 
   (1.4) 
where	  𝑝(𝑡) is the sound pressure at the listening position captured by an omnidirectional mi-
crophone, and 𝑝6+(𝑡) is the sound pressure at 10 m from the source in a free field, also captured 
by an omnidirectional microphone.  
Typically, 𝑡1 is set to 0 and 𝑡2 is set to ∞, in order to calculate the overall sound strength of an 
impulse (Equation 1.4). However, Lee (2012) has also shown that the early sound strength and 
late sound strength can correspond with ASW and LEV, respectively, when they are measured 
at different source-listener distances. In the case of the early sound strength, 𝑡1 is set to 0 ms 
and 𝑡2 is set to 80 ms of an impulse response; whereas for the late sound strength, 𝑡1 is set to 
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80 ms and 𝑡2	  is set to ∞ of an impulse response. Bradley and Soloudre (1995) and Furuya et 
al. (2008) have also suggested that the late lateral sound strength (LG) is strongly associated 
with LEV (even when above and behind reflections are present, as suggested by Furuya et al. 
(2008)). For this, they record the energy at the listening position with a figure-of-8 microphone 
instead, where the null is facing the source and rejecting direct sound (similar to the process of 
measuring LF). 
1.4.4   Front-­back  Energy  Ratio  (F/B)  
Front-back energy ratio (F/B) has been demonstrated as a potential predictor of LEV in both 
concert halls (Morimoto & Iida, 1998; Morimoto, Iida & Sakagami, 2001; Morimoto, 2002; 
Lee, 2012) and multichannel surround sound systems (Morimoto, 1997). It is calculated as the 
ratio of energy from in front of the listener to that from behind, using Equation 1.5 below 
(Morimoto et al., 2002). 
  (1.5) 
where 𝑓.(𝑡) is the energy from in front of the listener at the listening position, and 𝑏.(𝑡) is the 
energy from behind the listener at the listening position.  
There is no consensus on how to measure for F/B in a practical situation. However, Lee (2012) 
used front and rear facing virtual cardioid signals generated from a B-format impulse (captured 
in a real concert hall), where the results corresponded quite well with the perceived LEV. It 
might therefore be assumed that a pair of actual cardioid microphones, one facing the front and 
one facing the rear, could also be used to calculate F/B. 
Morimoto and Iida (1998) found that the F/B was able to predict the perceived LEV with both 
early reflections (including direct sound) and late reflections independently – this suggests that 
F/B could be used as a general measure of LEV, taking into account the direct sound and all 
reflections simultaneously. A similar approach may be effective for assessing LEV within 3D 
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loudspeaker arrays, where the total energy of signals from the frontal loudspeakers is compared 
to that of the rear loudspeakers. Given the known directional spectral filtering of the HRTF, it 
would also be beneficial to measure the F/B ratio with binauralised signals, in order to give a 
true representation of the energy difference experienced by the listener (i.e. including spectral 
notches and boosts).  
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1.5   Summary  
This chapter discussed various processes of the human auditory system that allow for the spatial 
perception of audio. A particular emphasis has been placed on the vertical localisation of audio, 
given that the present study primarily involves signal processing in the vertical domain. Fur-
thermore, the perception of reflections within concert halls (the so-called spatial impression) 
has also been explored, in order to understand how the upmixing of ambience in 3D surround 
sound systems could affect spatial attributes, such as, listener envelopment (LEV). The final 
section of the review focuses on existing objective measures of spatial attributes that might be 
relevant to the current study. 
The first section of the review (Section 1.1) deals with the localisation of auditory events both 
horizontally and vertically. Section 1.1.1 assesses the known contribution of both interaural 
time difference (ITD) and interaural level difference (ILD) to the horizontal localisation of 
sound, termed the ‘duplex theory’ (Rayleigh, 1907). It is accepted that, in general, the lateral 
localisation of lower frequencies (< 1.5 kHz) is dictated by ITD, and the localisation of higher 
frequencies (> 1.5 kHz) by ILD (Moore, 2012). A consideration with regard to ILD in 3D sur-
round sound systems was also demonstrated, where signals from height-channel loudspeakers 
result in less head-shadowing (ILD) than signals from main-channel loudspeakers, which may 
impact the perception of vertical decorrelation at wide azimuth angles.  
Vertical localisation is investigated in Section 1.1.2, where it appears that high frequency spec-
tral cues are the greatest contributor. It is seen that spectral filtering from the pinna above  
3 kHz aids the perception of elevated sound sources in the median plane from the front, with a 
particular importance of frequencies around 8 kHz (Roffler & Butler, 1968a; Hebrank & 
Wright, 1974). Elevation cues have also been observed at low frequencies due to shoulder and 
torso reflections (down to 700 Hz) (Algazi et al., 2001). However, some studies have demon-
strated that cues from higher frequencies take precedence over those at lower frequencies 
(Morimoto et al., 2003; Ferguson & Cabrera, 2005). 
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With further regard to vertical localisation, elevation phenomena known as the ‘pitch-height’ 
effect (Lee, 2016b) and ‘directional bands’ theory (Blauert, 1969/70) have also been considered 
in Section 1.1.2. With the ‘pitch-height’ effect, Lee (2016b) demonstrates that different octave-
bands are inherently perceived from different heights when presented from the same location. 
In general, it is seen that higher frequency bands are perceived higher in space and lower fre-
quency-bands are perceived lower – in the experiments of Lee (2016b), the 8 kHz octave-band 
was shown to have the greatest elevation effect, which may relate to the role of this region in 
vertical localisation perception. Similarly, Blauert’s (1969/70) directional bands work sees dif-
ferent frequencies being perceived from different directions under anechoic conditions, where 
8 kHz tends to be perceived from above. These phenomena and the studies on vertical locali-
sation all demonstrate the importance of frequencies around 8 kHz for elevation perception 
from the front – it is hypothesised that similar spectral cues are likely to contribute to the per-
ception of vertical interchannel decorrelation. 
Section 1.2 considers the inherent spatial extent of audio in terms of frequency, loudness and 
signal duration. In general, it is seen that lower frequencies are perceived as inherently broader 
than higher frequencies when presented at the same sound pressure level (SPL) (Terrace & 
Stevens, 1962; Perrott et al., 1980; Cabrera & Tilley, 2003). In terms of vertical extent, results 
from Cabrera and Tilley (2003) suggested that higher frequencies were generally perceived as 
more vertically spread than horizontally spread, whereas lower frequencies tended to be more 
horizontally spread than vertically spread. It is thought that the enhanced vertical extent of high 
frequencies may relate to the ‘pitch-height’ and ‘directional bands’ effects, particularly when 
frequencies around 8 kHz are present. Studies also indicated that loudness had a significant 
impact on perceived extent, where a greater SPL increased the extent of the auditory image – 
the rate of this change appears to be greater horizontally than vertically, potentially relating to 
the placement of the ears (Perrott et al., 1980). Lastly, Perrott et al. (1980) also observed an 
interesting effect where the extent of a tone increased as its duration increased – the cause of 
this effect remains unclear, and little research has been conducted on the effect since. 
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Spatial impression (the perception of reflections within an enclosed space) is described in Sec-
tion 1.3, of which the two main components are apparent source width (ASW) and listener 
envelopment (LEV). ASW is dictated by early lateral reflections (< 80 ms), whereas LEV is 
dictated by the late room reflections (> 80 ms) (typically from the lateral direction also) (Rum-
sey, 2001). Measures of both ASW and LEV are featured in Section 1.4 and summarised below. 
With regard to reflections from above (the ceiling), it was suggested that a single early reflec-
tion in the median plane can contribute to a vertical image shift and an increased sense of ver-
tical image spread (Furuya et al., 1995; Robotham et al., 2016). It is also considered that the 
greatest contributor to LEV are late lateral reflections from the side walls, with late reflections 
from above and behind contributing less (Wakuda et al., 2003; Furuya et al., 2008). These 
studies suggest that some effect of vertical interchannel decorrelation may be perceivable; how-
ever, since spatial impression appears to be mostly associated with lateral reflection energy, it 
may be seen that vertical decorrelation is unable to affect a significant change in 3D surround 
sound reproduction. 
Section 1.4 details some objective measures for predicting spatial impression within concert 
halls, which may also be applied to 3D surround sound systems. Firstly, lateral energy fraction 
(LF) is discussed – a measure that has been shown to be associated with ASW when calculated 
for early reflections (Barron & Marshall, 1981). A second predictor of ASW is to calculate the 
interaural cross-correlation coefficient (IACC), which assesses the similarity between the two 
ear input signals, and is mostly dictated by the strength of early lateral reflections – Hidaka et 
al. (1995) suggest that the measure should be the average of the 500 Hz, 1 kHz and 2 kHz 
octave-bands (IACCE3), which was revealed to be a good predictor of concert hall quality. 
Sound strength (G) is the ratio of signal energy at the listener position to that at 10 m from the 
source in a free field – Lee (2012) has shown the early reflection strength and late reflection 
strength to correspond with ASW and LEV, respectively. Finally, front-back energy ratio (F/B) 
observes the difference in energy from in front of the listener to that from behind, which is also 
shown as a reasonable predictor of LEV (M
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2   THE  SPATIAL  CONTROL  OF  AUDIO  IN  
SURROUND  SOUND  REPRODUCTION  
Chapter 1 of the present thesis assessed the different hearing mechanisms that allow for the 
perception of audio within space. This current chapter looks at how these mechanisms can be 
utilised in multichannel surround sound systems to generate positional and size information of 
auditory objects. The structure of the chapter is as follows. Section 2.1 describes various 2D 
and 3D loudspeaker formats that are in use today. Section 2.2 explores techniques for control-
ling the position of a point source between loudspeakers by time and amplitude panning, as 
well as the effectiveness of these both horizontally and vertically. Controlling the extent of a 
phantom image is studied in Section 2.3, where interchannel decorrelation is discussed in detail 
as an effective method of source extension, along with potential approaches for achieving this. 
There is also consideration of interchannel decorrelation in the vertical domain, which is the 
focus of the current study; however, little literature currently exists on the subject. Lastly, Sec-
tion 2.4 looks at multichannel upmixing to high-order loudspeaker formats, which is a potential 
application of vertical interchannel decorrelation. 
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2.1   Loudspeaker  Reproduction  Systems  
In order to investigate the application of vertical interchannel decorrelation in 3D surround 
sound systems, it is first important to gain an understanding of the systems that are currently in 
existence. This section describes established loudspeaker formats, as well as those proposed 
more recently, and discusses how sound is perceived when reproduced by them. 
2.1.1   Two-­Channel  Stereophony  
The most common loudspeaker reproduction format able to create a spatial sound scene is two-
channel stereophony (2.0). This features a pair of left and right loudspeakers positioned in front 
of the listener, where the auditory image is spread between the boundaries of the loudspeakers. 
A recommended base angle between a two-channel stereophonic pair of loudspeakers is 60° 
(the angle between the two loudspeakers from the listener’s perspective), positioning each one 
at ±30° azimuth from the centre position (where 0° is directly in front of the listener) (Figure 
2.1) (Rumsey 2001; ITU-R, 2012). 
 
Figure 2.1  Two-channel stereophonic loudspeaker setup. 
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When coherent (identical) signals are reproduced from the two loudspeakers simultaneously, a 
phantom auditory image is generated between them, due to an auditory phenomenon known as 
‘summing localisation’ (Blauert, 1997). ‘Panning’ can then be used to position the phantom 
image across the horizontal plane, by altering the level and/or time difference between the two 
coherent signals (as described in Section 2.2.1 below) – a process that is mostly limited to the 
boundaries of the loudspeakers. The interchannel differences generated by panning rely on the 
interaural level and time difference localisation cues (ILD & ITD) discussed in Section 1.1.1. 
Furthermore, multiple phantom image sources can be perceived simultaneously and panned to 
different locations, which formulates the horizontal sound scene in front of the listener. When 
the two loudspeaker signals are partially coherent (uncorrelated), the phantom image is per-
ceived as a spread of sound between the two loudspeaker positions. With this, the signals are 
mimicking the effect that lateral reflections have on the apparent source width (ASW) (Section 
1.3.1), by decreasing the level of interaural cross-correlation (IAC). A process called decorre-
lation can be used to achieve this spread of sound, where the greater the decorrelation (the lower 
the correlation between the two signals), the greater the perceived spread (see Section 2.3). 
Performing this process in the vertical domain is the focus of the present study. 
2.1.2   5.1  and  7.1  Surround  Sound  
The most common expansion of two-channel stereophony is 5.1 Surround, which sees four 
further loudspeakers included alongside the standard ‘Left’ (L) and ‘Right’ (R) loudspeakers. 
These are a ‘Centre’ (C) channel positioned between L and R at 0° azimuth, two surround 
channels (‘Left Surround’ (Ls) and ‘Right Surround’ (Rs)) behind the listener at ±100-120°, 
and a ‘low frequency effects’ subwoofer channel (LFE) (ITU-R, 2012) (see Figure 2.2 (Left)).  
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Figure 2.2   5.1 and 7.1 Surround loudspeaker setups (left and right, respectively). 
 
The growth of 5.1 Surround was primarily seen in film and television production, giving the 
ability for ambience and sound effects to be generated from behind the listener (in the surround 
channels), while the centre channel is typically used for dialogue (Howard & Angus, 2017). In 
the present day, commercial music is increasingly being recorded, mixed and released in sur-
round sound formats, providing the listener with a more realistic sense of spatial impression, 
and ultimately a preferable listening experience. It was seen in Section 1.3 that the two main 
components of spatial impression are apparent source width (ASW) and listener envelopment 
(LEV), both of which rely heavily on lateral reflections. Given this, the inclusion of ambient 
signals in the surround channels supports the generation of such cues, specifically enhancing 
the perception of LEV. A further extension of 5.1 Surround is to split the two surround channels 
into four channels spread across the side and rear, known as 7.1 Surround – these consist of 
two ‘wide’ channels at ±90-100° and two ‘rear’ channels at ±135-150°, as shown on the right 
of Figure 2.2 above (Dolby Laboratories, 2017). In the context of the present study, the phrases 
‘2D formats’ and ‘2D content’ refer to 5.1 and 7.1 Surround as described in the ITU-R 
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Recommendation BS.775-3 (ITU-R, 2012), where the auditory reproduction is limited to the 
horizontal domain (i.e. at ear height).  
An important phenomenon to consider in surround sound reproduction is the “precedence ef-
fect” or “law of the first wavefront” (Wallach, Newman & Rosenzweig, 1949; Litovsky et al., 
1999). When a pair of similar signals arrive at the ear from two different positions with a delay 
greater than 1 ms between them, the auditory event is localised at the source position of the 
earlier signal. This effect has been thought of as a reflection suppression mechanism that aids 
the localisation of sound sources (Blauert, 1997). If the delay between the signals is increased 
further, the individual sources will then appear one after the other from their respective posi-
tions, with the secondary source perceived as an echo of the first. This upper limit of the prec-
edence effect is known as the “echo threshold”, which has been found to differ depending on 
the type of source. For a click stimulus, the echo threshold is shown to be between 2 and 10 ms 
(Rosenzweig & Rosenblith, 1950; Thurlow & Parks, 1961), while the threshold increases 
slightly for noise pulses to around 15 ms (Damaske, 1971). For continuous speech sources, the 
echo threshold has been found to be as much as 50 ms (Haas, 1972). Through additional explo-
ration of the precedence effect on speech audibility by Haas (1972), it was discovered that the 
suppression of the secondary signal still occurred even when it was greater in level than the 
primary signal – this has since been called the “Haas Effect”. Haas (1972) demonstrated that 
the effect was greatest for delays between 10 and 20 ms, where the secondary signal was in-
creased by around 10 dB and the auditory event was still perceived at the primary position. In 
the context of surround sound reproduction, if the rear signals arrive 1 ms before the front 
signals (based on the listener’s position), the auditory image would be localised from behind. 
To counter this, the rear signals should be suitably delayed from the front signals (e.g. 10-15 
ms), so that the image is localised at the front of the array from multiple listening positions 
(Avendano & Jot, 2002).  
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2.1.3   3D  Multichannel  Surround  Sound  
For commercial use, 3D multichannel surround sound systems usually incorporate height-chan-
nel loudspeakers into a 2D format. For example, the Auro-3D 9.1 format (Auro Technologies, 
2015a) is based on the standard 5.1 Surround layout described in Section 2.1.2 above. However, 
four additional height-channel loudspeakers are also positioned directly above the Left (-30°), 
Right (+30°), Left Surround (-110°) and Right Surround (+110°) main-layer loudspeakers, at 
an elevation angle of +30° to the listening position (Figure 2.3). Auro-3D describe the 9.1 for-
mat as the “minimal setup for [the] full Auro-3D experience”, which can be expanded to 10.1 
by positioning another loudspeaker directly above the listener (i.e. the ‘voice of god’ channel). 
For larger rooms, such as cinemas, Auro-3D recommend further expansion on 10.1 with an 
added height-channel at 0° azimuth (Auro-3D 11.1), as well as additional Left Rear Surround 
and Right Rear Surround main-layer channels at ±150° azimuth (Auro-3D 13.1), based on the 
7.1 Surround format described in Section 2.1.2 above. 
 
Figure 2.3  Auro-3D 9.1 loudspeaker setup (Auro Technologies, 2015a). 
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Similar to Auro-3D, other commercial formats that employ height-channels include Dolby Pro 
Logic IIz and DTS Neo:X. Dolby Pro Logic IIz is an expansion of 7.1 Surround with two ad-
ditional height-channels above the Left (-30°) and Right (+30°) loudspeakers in front of the 
listener. DTS Neo:X also has the same two left and right height-channels above the 7.1 standard 
as Dolby Pro Logic IIz, but features additional front left and right wide channels (±60°) in the 
main-layer as well, allowing for a broader and potentially more stable frontal image.  
The 3D formats mentioned so far are regarded as channel-based systems, where the content is 
defined by the discrete number of channels. That is, the localisation and level of auditory 
sources are determined in the post-production and fixed from thereon. A scalable and flexible 
solution can be found with object-based systems, where sound objects (sources) are encoded 
independently in the audio files, along with metadata that contains the object’s spatial infor-
mation. The rendering of object-based audio to multichannel systems is dependent on the par-
ticular loudspeaker setup of the user, i.e., the position of each audio object is translated from 
the relative geometric information in the metadata to fit the dimensions of the loudspeaker ar-
ray. The use of discrete objects also gives more control to the end-user, where they can be 
muted and potentially panned in real time, similar to the processing of auditory objects within 
game audio. The main formats to utilise such a system are Dolby Atmos (Dolby Laboratories, 
2014), AuroMax (Auro Technologies, 2015b) and DTS:X, all three of which feature both chan-
nel and object information. Dolby Atmos is the most prevalent of these object-based formats, 
and can already be found in many commercial cinemas. Furthermore, object-based content has 
become standardised over recent years, as demonstrated by the development of the MPEG-H 
format to include such encoding (Herre, Hilpert, Kuntz & Plogsties, 2014, 2015). The use of 
object-based systems could make applications such as upmixing to uncommon loudspeaker 
setups easier, since the ambient signals can also be transported on separate audio streams, 
alongside the audio objects. This means that there is less of a need to employ ambience extrac-
tion methods for upmixing content from 2D to 3D, as described further in Section 2.4 below.  
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2.2   Controlling  the  Position  of  an  Auditory  Event  
2.2.1   Horizontal  Panning  
As mentioned in Section 2.1.1 above, when two loudspeakers present coherent (identical) sig-
nals, a phantom auditory image is formed between the two loudspeakers due to summing lo-
calisation. In a two-channel stereophonic system (i.e. a pair of left and right loudspeakers), the 
interchannel level difference (ICLD) and interchannel time difference (ICTD) can be used to 
offset the position of the auditory phantom image between the two loudspeakers. This pro-
cessing works by manipulating the interaural level difference (ILD) and interaural time differ-
ence (ITD) localisation cues discussed in Section 1.1.1. The most common approach is to am-
plitude (or intensity) pan the phantom image, where the ICLD between the channels is adjusted 
– this is predominantly the process behind panning applications within mixing desks or digital 
audio workstations (DAWs). Different amplitude panning laws have been defined over the 
years, in order to maintain constant power when the two outputs are summed at the listening 
position. Bauer (1961) derives the sine law of amplitude panning, which does not take into 
account the behaviour of sound waves around the head. It relies on the listener to be positioned 
directly between two horizontally spaced loudspeakers (i.e. left and right with a base angle of 
60°) and facing forward. An improvement on this named the tangent panning law is reported 
by Bennett, Barker and Edeko (1985), where the curvature of the contralateral loudspeaker 
signal around the head is considered – this accounts for the listener rotating their head to face 
the phantom source position and is thought to be a more accurate representation of lateral lo-
calisation cues.  
Pulkki (1997) centres his vector base amplitude panning (VBAP) method around the tangent 
panning law. It is a reformulated version of tangent panning that features vectors and vector 
bases – the use of vectors allows for panning within 3D environments, where multiple loud-
speakers can be placed anywhere on a hemi-spherical surface. Pulkki and Karjalainen (2001) 
conducted a horizontal (2D) panning experiment using VBAP, with subjects instructed to pan 
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a phantom image to the location of a real loudspeaker source. Broadband and 1/3-octave-band 
filtered pink noise were assessed, along with 1/3-octave-band filtered pink noise impulse trains. 
The results demonstrate that localisation of lower frequencies is reliant on ITD, whereas local-
isation of higher frequencies is dictated by ILD from the amplitude panning. Furthermore, lo-
calisation is largely accurate for low and high frequency bands. However, the bands with centre 
frequencies around 1-2 kHz tended to be underestimated from the real location.   
Lee and Rumsey (2013) compared the accuracy of both amplitude and time panning using mu-
sical (piano and trumpet) and speech sources. The results showed that a high note on the trumpet 
(continuous with a fundamental frequency of 922 Hz) was difficult to pan using ICTD, demon-
strating that transients and lower frequencies are required for an ICTD approach – this is in 
accordance with the ILD and ITD duplex theory discussed in Section 1.1.1. On the other hand, 
the ICLD panning method was relatively effective for all sources, demonstrating that interaural 
amplitude cues down to below 1 kHz are effective for localisation. For wider azimuth angles, 
a greater ICLD was required to meet the target angle: between 0° and ±20°, ICLD worked at a 
rate of 0.425 dB/deg, whereas between ±20° and ±30 it was double at 0.85 dB/deg. From these 
results, Lee (2017b) developed a novel panning algorithm named perceptually motivated am-
plitude panning (PMAP), in order to improve on the established tangent panning method (e.g. 
VBAP). It features coefficient weightings that depend on the target angle, which align with the 
rate of required ICLD change observed in the previous study by Lee and Rumsey (2013). The 
use of a scaling factor was also proposed for applying the PMAP algorithm to any base angle 
between two horizontally-spaced loudspeakers. For a standard 60° base angle, PMAP was 
shown to perform more accurately than tangent panning – the results for tangent panning tended 
to be over-estimated for wider angles, confirming the findings of Pulkki and Karjalainen 
(2001). With a base angle of 90°, PMAP (with a 90° scaling factor) also performed well. How-
ever, the 90° tangent panning accuracy was also comparable to PMAP at 90°. These results 
demonstrate that the use of amplitude panning is not linear in the horizontal plane, and also that 
one approach is not effective for all loudspeaker base angles. 
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Thiele and Plenge (1977) observe the amplitude panning of phantom sources to the side of the 
listener (laterally), which is of particular relevance to the advancement of surround sound sys-
tems. Under anechoic conditions, two loudspeakers with a base angle of 60° were positioned 
with various centre azimuth angles around the head (ranging from 0° to 120°). The stimuli 
tested were impulses of noise and a speech signal, where the listener was asked to localise the 
sources for various levels of ICLD. It was found that localisation was least accurate / worst 
when the loudspeakers were centred around 90° azimuth, with large deviations of data when 
there was no level difference between the loudspeakers (i.e. a target angle of 90°) – similar 
results were also seen for a centre angle of 80°. In contrast, when the two loudspeakers are 
centred around 60° the localisation appears to be mostly accurate, forming an almost linear 
relationship with the ICLD. From these results, Thiele and Plenge (1977) propose that six loud-
speakers should be positioned around the listener to create an “all round effect”, using azimuth 
angles of ±30°, ±90° and ±150°. In the context of the present study, it is also important to assess 
the azimuth angle dependency of vertical decorrelation. For example, poor phantom image lo-
calisation at wide lateral positions may result in a reduction of the perceived effect. 
2.2.2   Vertical  Panning  
For horizontal panning, the location of a phantom image from summing localisation is easily 
controlled, through adjustment of the ICLD and/or ICTD between the two loudspeaker chan-
nels. With the advancement of 3D surround sound systems, it is also necessary to observe the 
control of a point source within the vertical domain. Pulkki (2001) explores the use of VBAP 
to pan between two vertically-arranged loudspeakers in the median plane, with one positioned 
at -15° elevation and the other at +30° elevation. Subjects were asked to localise the position 
of phantom images with elevated target angles of 0° and +15° against real loudspeaker sources 
at the same positions. The results demonstrate a reasonable correspondence between the phan-
tom and real source locations. However, the accuracy appears to be rather poor, with the data 
spread over a range of 20° for both phantom positions. Nevertheless, the results indicate that it 
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is possible to perceive a phantom image between two correlated sources when presented verti-
cally. This is of interest to the current study, as it supports the idea that partially correlated 
sources may also be perceived as phantom images between vertically-arranged loudspeakers 
(as generated by vertical interchannel decorrelation). 
Barbour (2003) assessed the vertical localisation of phantom sources in both the median (0° 
azimuth) and frontal (90° azimuth) planes. For each azimuth angle, phantom images were as-
sessed between three discrete pairs of vertically-arranged loudspeakers. For each pair, the phan-
tom image was generated between a lower main-layer loudspeaker at 0° elevation and three 
upper height layer loudspeaker positions independently, with elevation angles of +45°, +60° 
and +90°. The subjects were asked to locate the phantom image of male speech and pink noise 
that had been amplitude panned with varying degrees of ICLD (ranging from -15 dB to  
+15 dB). When panning between 0° to +45° in both the median and frontal planes, the middle 
ICLD values (between ±6 dB) resulted in a great deviation of responses, which increases as the 
amplitude bias moves slightly towards the height loudspeaker. Vertical panning from 0° to +60° 
and from 0° to +90° in the median plane also performed similarly, in that large deviations are 
seen for middling ICLD values. In contrast, vertical panning from 0° to +60° and from 0° to 
+90° in the frontal plane sees a noticeable improvement of localisation accuracy. This is likely 
due to changes in ILD from the loudspeakers being presented off-centre – it relates back to the 
consideration of ILD and height-channels made in Section 1.1.1.2, where it is seen that eleva-
tion reduces ILD with respect to the main-layer channel (of which the signal is largely head-
shadowed in the contralateral ear, causing a greater ILD). In the context of the present study, 
these results demonstrate the improvement height-channels off-centre can have on vertical lo-
calisation, which may also impact on the perception of vertical interchannel decorrelation. 
Mironovs and Lee (2017) assessed the vertical panning of signals between two vertically-ar-
ranged pairs of loudspeakers, one at 0° azimuth (the median plane) and the other at +30° azi-
muth. The two lower main-layer loudspeakers were positioned at ear height, while the upper 
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height-layer loudspeakers were elevated by +30° to the listening position. VBAP (based on the 
tangent panning law) (Pulkki, 1997, 2001) was used to pan the stimuli to various angles along 
the vertical plane. For each azimuth angle, seven target elevation angles were assessed between 
0° and +30° at 5° intervals. A total of six stimuli were assessed for each azimuth and elevation 
combination, consisting broadband pink noise, low-pass filtered pink noise (< 3 kHz), high-
pass filtered pink noise (> 3 kHz), birdsong, a tank shot and male speech. In general, the results 
show that the localisation of most stimuli jumps from near the main-layer loudspeaker up to 
the height-layer loudspeaker around +10-20°, with little accurate localisation in between – this 
is largely in agreement with the findings of Barbour (2003). Only the broadband pink noise and 
high-pass filtered pink noise appear to demonstrate a stable phantom image for the 15° target 
angle, whereas the low-pass filtered pink noise and birdsong were poorly localised for all an-
gles. These results would suggest that high frequencies within a broadband signal are necessary 
for the localisation of vertical panning (i.e. not a narrowband of high frequencies as with the 
birdsong) – this is similar to the requirements of accurate vertical localisation as seen in Section 
1.1.2.1 (Roffler & Butler, 1968a; Hebrank & Wright, 1974). Despite the general lack of accu-
racy towards the target angle, the results still provide some evidence that it is possible to per-
ceive an elevated phantom image by vertical panning, as was the case in previous studies 
(Pulkki, 2001; Barbour, 2003). 
Further demonstration of a vertical phantom image is seen in the work of Wallis and Lee 
(2015b). They observe the effect of interchannel crosstalk between a main-layer loudspeaker 
and a height-layer loudspeaker, assessing both octave-band and broadband pink noise in the 
median plane. It is seen that when the two signals are time and level aligned (ICTD and ICLD 
= 0), the broadband stimulus and the 2 kHz, 4 kHz and 8 kHz octave-band stimuli are all local-
ised between the two loudspeaker positions (i.e. a vertical phantom image). On the other hand, 
octave-bands with centre frequencies between 125 Hz and 1 kHz were perceived around or 
below the main-layer loudspeaker. This also demonstrates the influence of high frequencies in 
the perception of vertical panning, and potentially their importance in the perception of vertical 
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interchannel decorrelation – the results here also agree with the notion that vertical localisation 
is dictated by high frequency content (Roffler & Butler, 1968a).  
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2.3   Controlling  the  Spatial  Extent  of  an  Auditory  Event  
Section 2.2 discussed the manipulation of coherent (correlated) signal pairs, in order to position 
a sound source within a loudspeaker array i.e. the panning of a phantom image by changing the 
ICTD and ICLD. As mentioned in Section 2.1.1, when the coherence (correlation) decreases 
between two signals in the horizontal domain (i.e. left and right), the phantom image between 
the loudspeakers increases in horizontal extent. In two-channel stereophony, this is a replication 
of the lateral reflections that cause an increase of apparent source width (ASW), by decreasing 
the interaural cross-correlation coefficient (IACC) (Section 1.3.1). Consequently, the lower the 
interchannel cross-correlation coefficient (ICCC) (the degree of correlation between the two 
loudspeaker signals), the lower the IACC, and the greater the horizontal spread that is perceived 
(Zotter & Frank, 2013). The effect of IACC on spread was formally assessed over headphones 
by Blauert and Lindemann (1986b) using noise sources. It was clearly shown that the extent of 
spread corresponded directly with the degree of IACC. 
The ICCC can be calculated using the normalised cross-correlation function, similar to the cal-
culation of the IACC (without the time lag), as seen in Equation 2.1 below – where the ICCC 
is defined as the result from the interchannel cross-correlation function (ICCF). ICCC of an 
entire signal can be calculated by windowing the signal and averaging the ICCC over time. In 
the present study, the window length is set to 50 ms for all ICCC calculation, which is based 
on the optimum window length determined by Mason et al. (2003) for IACC calculation (due 
to the temporal resolution of the hearing system). 
   (2.1) 
where  𝑠6(𝑡) and 𝑠.(𝑡) are the two signals being analysed for correlation, 𝑡6 is the lower limit 
of the window and 𝑡. is the upper limit of the window. 
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Blauert (1997) states that two techniques might be used to generate partially coherent or inco-
herent (uncorrelated) signals:  
1)   The distortion technique, where distorted signals are created from the original signal. 
2)   The superposition technique, where another signal is introduced to the original signal. 
The processes described over the following sections are considered to be decorrelation by dis-
tortion, since this is a more practical approach to achieve decorrelation from existing signals 
(as would be the case in upmixing applications). Distortion here does not necessarily refer to a 
degradation of the signal(s) in terms of tonal quality; that is, the decorrelated signals remain 
largely true to the original signal. The aim of decorrelation is to generate signals that sound 
sonically similar to the input signal, yet are perceptually different to the human auditory system. 
This is achieved through very subtle phase and/or spectral-amplitude manipulations that allow 
the hearing system to perceive two independent signals, which then fuse together to form the 
broad phantom image. Both phase- and amplitude-based approaches are discussed in Sections 
2.3.1 and 2.3.2 below, respectively.  
Martens, Braasch and Woszczyk (2004) investigated the ability to spatially discriminate be-
tween a monophonic signal and two decorrelated low frequency 1/3rd-octave-band noise sig-
nals, featuring centre frequencies between 31-125 Hz. It was found that when interaural differ-
ences were minimised, subjects were unable to identify any difference between the two condi-
tions. However, when interaural differences were present, the ability to discriminate between 
them improved for the 63 Hz band and above. The spatial changes observed were related to 
listener envelopment (LEV) – the sensation of feeling immersed by sound from all around 
(Section 1.3.2). This suggests that vertical decorrelation of low frequencies may be ineffective 
in the median plane (where interaural differences at low frequencies are nil), though if the 
decorrelated signals were presented off-centre, enhanced spatial impression (e.g. LEV) might 
be realised. Furthermore, the spatial effect of decorrelation appears to be perceivable down to 
around 63 Hz – this is broadly in agreement with Griesinger (1999), who suggests that lateral 
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reflections down to 60 Hz are “vital to world class envelopment”. Taking this into account, 
similarly low bands must also be considered in the present study, to observe whether vertical 
decorrelation of low frequencies can also contribute to an increased sense of LEV (or spatial 
impression in general). 
2.3.1   Phase-­Based  Decorrelation  Methods  
Considering phase-based decorrelation approaches, Kendall (1995) proposed the use of all-pass 
filters to randomise the phase of frequencies within a signal, whilst maintaining the frequency 
magnitudes between the input and output. It is suggested that when two signals have differing 
phase at each frequency, this amounts to a decorrelation between the signals and a spread is 
perceived when presented between a left and right loudspeaker pair (by decreasing the level of 
IACC at the ears). A simple way to implement all-pass filtering is by convolving the original 
monophonic signal with two impulses of random phase and unit magnitude (i.e. short white 
noise bursts) (Equation 2.2).  
    (2.2) 
where 𝑠6 and 𝑠. are the two output signals, 𝑥 is the monophonic input signal, and ℎ6 and ℎ. are 
two FIR filter impulses. 
To create the all-pass filters, two random number sequences are generated as FIR filter phase 
coefficients (featuring random values between –π and π), giving an inherent decorrelation be-
tween the two filters – the degree of this correlation can then be controlled by a mixing matrix. 
It is thought that the correlation between the two impulses directly relates to the correlation 
between the two outputs; however, given the random generation of the number sequences, the 
actual degree of maximum ICC can vary drastically between each creation of filters. Further 
details on implementing Kendall’s method can be found in Section 4.2.1.3 of the current thesis.  
!
s1(n) = x(n)∗h1(n)
s2 (n) = x(n)∗h2 (n)
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Expanding on Kendall’s approach, Potard and Burnett (2004) filter the input signal into three 
frequency bands before processing with an all-pass filter – ‘low’ (0-1 kHz), ‘medium’ (1-4 
kHz) and ‘high’ (4-20 kHz) – in order to give greater control over the effect. Hawksford and 
Harris (2002), Faller (2006) and Pulkki (2007) propose the use of exponentially decaying noise 
rather than a uniform burst of energy. To achieve this, Faller (2006) artificially synthesised late 
reverberation by using a decaying burst length of 400 ms, whereas Pulkki (2007) suggests 
shorter frequency-dependent decaying noise bursts. Pulkki (2007) used three different decaying 
burst lengths for separate frequency-bands (100 ms below 400 Hz, 40 ms for 400 – 1300 Hz, 
and 10 ms above 1300 Hz). Although this approach may improve the issue of transient response 
and colouration somewhat, it also increases the complexity of achieving and controlling a low 
level of ICC.  
Given the random phase at each frequency, the waveform of the output from all-pass decorre-
lation can be distorted by significant opposing phase-shifts of neighbouring frequencies (Bouéri 
& Kyriakakis, 2004). It is this random interaction of phase-shifts that can lead one implemen-
tation of the all-pass filter to sound noticeably different from another. As an alternative to 
phase-shifting singular frequencies (in an attempt to reduce colouration), Bouéri and Kyriaka-
kis (2004) randomly delay each critical frequency-band of the human hearing system (obtained 
using an “equivalent rectangular bands” (ERB) filter bank), with the limits of the time-delay 
set proportionally to the frequency wavelength. These delays ranged from around 45 ms for the 
lowest critical band, to less than 1 ms for the highest critical band. Results from informal testing 
by Bouéri and Kyriakakis (2004) suggest that an increase of spatial extent is perceived, how-
ever, there was still some audible timbral colouration. This technique may be preferred over a 
more general all-pass filtering approach if a filter-bank is already being implemented in the 
signal chain. Vilkamo, Lokki and Pulkki (2009) used the same approach in their directional 
audio coding (DirAC) technique, where informal testing determined that the random delay of 
ERB frequency bands produced a higher quality output than other decorrelation methods. They  
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set a minimum delay of 5 ms for all frequency bands, in order to avoid localisation problems 
from coherent summation of the signals.  
Laitinen, Kuech, Disch and Pulkki (2011) expand on the DirAC framework with the addition 
of transient detection. They also suggest optimal delay limits for the frequency band delay 
method, stating that for bands below 1500 Hz the maximum delay should be 50 times the cycle 
time and no more than 100 ms, whereas above 1500 Hz the maximum delay should always be 
50 ms – furthermore, the minimum delay should be 10 times the cycle time and no less than  
5 ms (similar to that suggested by Vilkamo et al. (2009)). With regard to the transient handling 
of decorrelators, when transients are processed through decorrelation algorithms the output is 
‘smeared’ by the filter response (e.g. the length of the noise burst), hence the reason for expo-
nentially decaying noise bursts used by Pulkki (2007). For sources such as an applause, multiple 
transients that are densely populated in time can almost cause a steady noise-like signal, due to 
a loss of the transient definition from an overlapping of smearing. Laitinen et al. (2011) propose 
transient extraction to avoid this, which they implement by comparing the instantaneous energy 
of each frequency band with respect to the long-term average energy of the diffuse stream, 
where the threshold of detection can be defined independently. A new diffuse stream with com-
pressed transients is then generated for the decorrelation processing; while a stream of the ex-
tracted transients is not processed with decorrelation and presented as coherent, in order to 
avoid the smearing effect. Through formal listening tests, Laitinen et al. (2011) demonstrate 
that the greater the temporal resolution used for the transient detection, the better the quality – 
that is, the detection of transients was better (and the end result improved) when calculating the 
energy more regularly with smaller window sizes.  
Both Kuntz, Disch, Bäckström, Robilliard and Uhle (2011) and Penniman (2014) also employ 
transient detection as part of the decorrelation process. Kuntz et al. (2011) refer to their imple-
mentation as a ‘transient steering decorrelator’, which works on the same principle proposed 
by Laitinen et al. (2011), in that the input signal is divided into a transient stream and a non-
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transient stream based on frequency band analysis (utilising a Quadrature Mirror Filter-bank 
(QMF)). The non-transient stream is decorrelated by a pair of all-pass filters, whereas the tran-
sient stream is decorrelated by applying slight phase shifts to the signal components. Subjective 
results showed that use of the transient steering decorrelator slightly improves the overall qual-
ity in comparison to all-pass decorrelation of the whole signal. Similarly, Penniman (2014) 
separates the audio into non-transient and transient streams – the non-transient part is decorre-
lated using the time-delay approach proposed by Bouéri and Kyriakakis (2004) (with a 24-band 
filter-bank), while the transient part was subject to random amplitude panning (at intervals of 
40 ms). Listening tests conducted by Penniman (2014) demonstrated that the transient extrac-
tion approach performed slightly better for listener envelopment, in comparison to decorrela-
tion of the whole signal. However, the proposed approach performed worse for ‘stability’ with 
a speech sample, given the random amplitude panning of transient information.  
Zotter, Frank, Marentakis and Sontacchi (2011) prefer a deterministic approach to phase-based 
decorrelation – that is, the same filters are used with each implementation and it does not feature 
a random element. This kind of approach is designed for two-channel decorrelation and is lim-
iting in terms of multi-channel upmixing, as only a single pair of filters can be generated. The 
proposed algorithm regularly varies the interchannel time difference (ICTD) over the signal’s 
frequency bandwidth, using either finite impulse response (FIR) or infinite impulse response 
(IIR) all-pass filter structures, where the depth of ICTD modulation is adjustable and relates to 
the degree of spread. Furthermore, subjective listening tests demonstrated a clear relationship 
between decorrelation and the perception of horizontal spread, due to a direct relationship with 
the IACC. A following development by Zotter and Frank (2013) improved the efficiency of the 
previous ICTD varying filters and also proposed an interchannel level difference (ICLD) am-
plitude-based alternative, where the spectral-amplitude is alternated between the two channels 
over the signal’s frequency bandwidth (described in Section 2.3.2 below). Both the phase- and 
amplitude-based versions work on similar delay networks, where the coefficients of each delay 
tap are derived from Bessel functions of the first kind. Signal analysis of the frequency-
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dependent ICTD and ICLD approaches demonstrates that a decrease of ICCC directly relates 
to a decrease of IACC, which in turn caused an increase of perceived horizontal spread.  
In addition to synthesising a broad phantom image, decorrelation is also used in multichannel 
parametric coding, where the spatial information (ICC) is transmitted alongside the audio for 
reconstruction during the decoding stage. MPEG Surround (Herre et al., 2008) is one such 
standard that applies decorrelation at the output to achieve the original ICC of the input signal. 
The process involves filtering the input signal using a QMF filter-bank, calculating the ICC for 
each band, then applying the same ICC to the output bands using lattice all-pass filters. MPEG 
Surround also features an energy adjustment stage following decorrelation, where the output is 
scaled to match the energy of the input for each of the QMF bands – this helps to retain transient 
information and avoid audible reverberation from the decorrelation process (Breebaart & 
Faller, 2007). Recent developments have seen the emergence of the MPEG-H 3D Audio stand-
ard, which also makes use of decorrelation within its Spatial Audio Object Coding for 3D sys-
tem (SAOC-3D) (Murtaza et al., 2015). The algorithm employs the same QMF and lattice all-
pass filter structure as MPEG Surround (Herre et al., 2008), however, has the enhanced ability 
to decode into higher order loudspeaker systems. 
2.3.2   Amplitude-­Based  Decorrelation  Methods  
Looking at amplitude-based methods, the simplest of these is in the form of frequency panning, 
where groups of frequencies are alternately panned between the output channels at regular in-
tervals across the spectrum. Lauridsen (1954) first discovered an effect of increasing image 
spread when summing and subtracting a signal with a delayed version of itself, creating two 
comb-filtered signals that had opposing spectral amplitude differences. Schroeder (1958) con-
firmed this ‘pseudo-stereophonic’ impression of width by reproducing the comb-filtered signals 
simultaneously from spaced loudspeaker positions – it has since been termed the “complemen-
tary comb-filtering” method (Breebaart & Faller, 2007). The Lauridsen decorrelation process 
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can be seen in Figure 2.4 below, where the monophonic input signal is time-delayed (T) and 
multiplied by a gain factor (G) before the summation and subtraction stage.  
The Lauridsen method is very simple and cost-effective to implement, and the degree of ICC 
is easily controlled by the gain factor applied to the delayed signal (between 0.0 and 1.0, where 
1.0 is maximum decorrelation). Lauridsen (1954) initially made the discovery when delaying 
the secondary signal by 50-100 ms; however, the later investigations by Schroeder (1958) con-
firmed that the artificial stereo effect was perceivable with delays as short as 2.5 ms. Irwan and 
Aarts (2001) suggest a 10 ms time-delay to be optimal through their informal listening, stating 
that this delay length provided the desired effect of widening, whilst reducing any confusion 
that can arise with longer delay times. It has also been suggested that the delay should be fre-
quency-dependent to avoid ‘doubles’ and ‘echoes’ at higher frequencies i.e. a time-delay that 
decreases as frequency increases (Engdegård, Purnhagen, Rödén & Liljeryd, 2004; Breebaart 
& Faller, 2007); however, there has been no formal investigation into the optimal delay time. 
An example of the Lauridsen decorrelator output spectra when using a time-delay of 10 ms on 
the entire signal can be seen in Figure 2.5 below, demonstrating the decorrelation of a 500 Hz 
pink noise octave-band. 
 
 
Figure 2.4  Structure of the Complementary Comb-Filter decorrelator (after Breebaart & Faller, 2007). 
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Figure 2.5  FFT plots of the Complementary Comb-Filtered output signals. 
(500 Hz octave-band with a 10 ms time-delay and gain factor of 1.0)  
 
Other amplitude-based methods work on a similar principle of frequency distribution between 
two channels. Fink, Kraft and Zölzer (2015) use two filters with complementary amplitude 
panning that are more diffuse and less structured than the complementary comb-filter method, 
as they state that a uniform frequency response sounds unnatural. Faller & Baumgarte (2003) 
also suggest an amplitude panning approach by randomly modifying the interchannel level dif-
ference (ICLD) along the frequency spectrum – this is performed independently between pairs 
of loudspeakers, and the random ICLDs are time invariant. This randomisation may improve 
the horizontal spread of sound, rather than rely on a fixed maximum ICLD across all frequen-
cies, as generated by the notches of the comb-filters. Alternatively, Zotter and Frank (2013) 
propose a multiple delay network, where the gain weightings of each tap are based on Bessel 
functions of the first kind. This works on a similar principle to the Lauridsen method, where 
the delay taps for one output are mostly summed with the input, and the delay taps for the other 
output are subtracted from the input. The result of this is a similar ‘frequency-panning’ effect 
between the two outputs to that seen in Figure 2.5 above.  
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2.3.3   Vertical  Decorrelation  
The interchannel decorrelation effects discussed above are typically applied between a pair of 
left and right loudspeakers (i.e. horizontal decorrelation), as a way to increase and control the 
horizontal image spread (HIS). As far as the author is aware, no formal experiments have been 
conducted regarding interchannel decorrelation between two vertically spaced loudspeaker 
sources, as would be the case if it were applied to many modern 3D surround sound formats 
(Section 2.1.3). In the most similar context, Cabrera and Tilley (2003) used vertically adjacent 
incoherent noise signals in their vertical localisation and spatial extent experiment (described 
in Sections 1.1.2.3 and 1.2.1), where subjects were asked to grade the upper, lower, left and 
right boundaries of the auditory image. A vertically-arranged array of five loudspeakers was 
assessed in the median plane, with each loudspeaker spaced by 0.28 m, resulting in elevation 
angles of 0°, ±7.9° and ±15.6°. Decorrelated signals were reproduced through either one, three 
or five of the active loudspeakers at once, with all conditions level-matched to both 64 and  
84 phons. It was reported that the number of vertically-arranged incoherent loudspeaker signals 
had no significant impact on either the horizontal or vertical extent, when comparing the con-
ditions that have the same centre loudspeaker. In other words, the vertical image spread of one 
loudspeaker signal at 0° elevation was perceived similarly to that of five incoherent loudspeaker 
signals at elevation angles of 0°, ±7.9° and ±15.6°, when both conditions were level-matched. 
The point is made that if a similar array of loudspeakers were arranged horizontally, the number 
of incoherent loudspeaker signals would have had a more dramatic effect, based on the rela-
tionship between the ICCC and IACC horizontally. 
Cabrera and Tilley’s (2003) study suggests that the effect of vertical interchannel decorrelation 
might be weak; however, the loudspeaker positions they assessed are not particularly repre-
sentative of the 3D surround sound formats being established today. As mentioned in Section 
2.1.3, the extension of commercial 2D surround sound formats to 3D is typically by way of 
additional height-channel loudspeakers – these are often elevated by at least +30° to the 
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listening position, in comparison to the maximum height of 15.6° tested here. Furthermore, 
only vertical extent in the median plane was assessed, which is also not typical of commercial 
3D Surround systems. Given the close proximity of the loudspeakers in the array (0.28 m), the 
experiment by Cabrera and Tilley (2003) essentially observed vertical extent of multiple real 
sources adjacent to one another, as opposed to the extent of a phantom image that had been 
generated vertically by summing localisation. Both of these points indicate that research into 
vertical decorrelation requires a more practical approach, and investigating the perceptual effect 
of decorrelation between a spaced pair of loudspeakers at 0° and 30° elevation would be more 
relevant to the commercial 3D loudspeaker formats currently in use. 
Potard and Burnett (2004) also observed the perceived vertical extent of vertically adjacent 
loudspeakers. Decorrelated signals were presented through two vertical arrays of loudspeakers, 
ranging from 0-40° and 0-90° in the median plane. It was seen that as the vertical distribution 
increased (i.e. from 0-40° to 0-90°), the perception of vertical spread also increased. Horizontal 
arrays of loudspeakers were also assessed during the same experiment, with the results indicat-
ing that subjects could discriminate between horizontal and vertical spread from decorrelation. 
As with Cabrera and Tilley (2003), these results demonstrate that a vertical spread of sound can 
indeed be perceived in the median plane; however, it remains unrepresentative of a typical 
commercial 3D loudspeaker system.   
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2.4   Upmixing  to  Multichannel  Loudspeaker  Formats  
Upmixing is the process of increasing the channel count of an output, using mostly spatial in-
formation provided by the original input signal(s). There are many scenarios where upmixing 
is useful, for instance, reproducing legacy content on home surround sound systems, as well as 
the parametric decoding of multichannel audio following transmission. Over the last two dec-
ades, many have proposed interchannel decorrelation as an effective method for upmixing and 
decoding two-channel audio to higher-order surround sound formats (e.g. two-to-five channel 
upmixing). In this situation, additional diffuse ambient signals are generated by decorrelation 
and reproduced in the surround channels of a 5.1 system, generating a more enveloping expe-
rience for the listener. More recently, these same decorrelation principles have been considered 
for upmixing, decoding and rendering audio content to 3D multi-channel systems (i.e. with 
additional height-channel loudspeakers). This section looks at some existing algorithms for 
upmixing by interchannel decorrelation, as well as those proposed for upmixing to 3D in recent 
years. 
2.4.1   Two-­to-­Five  Channel  Upmixing  
Two-to-five channel processing refers to the upmixing of a two-channel stereophonic signal 
(left and right) to 5.1, so that the audio can make effective use of a 5.1 Surround system (Section 
2.1). The main upmixing approach is to extract the ambience from the original signal(s) – then 
decorrelate these ambient signals for reproduction in the ‘surround’ channels of 5.1. Jot and 
Avendano (2003) determine that the ambient signal component is generally “weakly correlated 
and evenly distributed between the channels”. An ambience extraction method is employed by 
Irwan and Aarts (2002) in their upmixing algorithm, who determine a single surround signal 
by calculating the interchannel cross-correlation (ICC) between the left and right input signals. 
Since only one ambient signal is defined, interchannel decorrelation is required to reproduce 
ambience from both surround channels. They propose use of the Lauridsen decorrelator (Lau-
ridsen, 1954) (complementary comb-filtering), suggesting that a time-delay of 10 ms provides 
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a “compromise between widening and diffuseness”, with longer delays amounting to a confu-
sion of the image. Furthermore, to generate a centre channel for 5.1 presentation, Irwan and 
Aarts (2002) suggest a principal component analysis (PCA) approach (which also contributes 
to the ambience extraction part). The PCA retrieves the direction of the phantom image and 
represents it in vector form, from which the gain coefficient of the centre channel is defined. 
Subjective listening tests demonstrate that the proposed algorithm performs favourably for a 
listener positioned in the sweet spot as well as off-centre, when compared against two commer-
cial upmixing methods (unnamed). Similar to Irwan and Aarts (2002), Li and Driessen (2005) 
propose an algorithm that determines the direction of the stereo image using PCA, except prefer 
to perform this operation on QMF sub-bands rather than the broadband signal. Likewise, ICC 
between the two input signals is calculated at QMF level to detect the ambient part of the signal. 
The extracted ambience is then decorrelated using all-pass filters for reproduction in the two 
surround channels of 5.1. 
Avendano and Jot (2004) also propose an upmixing algorithm that extracts ambience from a 
two-channel stereophonic signal. The ambience extraction method is detailed in a previous ar-
ticle (Avendano & Jot, 2002), where an interchannel coherence index is computed to identify 
time-frequency regions that feature minimal correlation. After an ambient signal is extracted it 
is first duplicated, then both signals are processed with a low-pass filter, all-pass filter and a 
time-delay. The all-pass filter is applied to decorrelate the two ambient signals for reproduction 
in the surround channels, reducing the likelihood of phantom lateral images and creating a sense 
of spaciousness. Furthermore, the low-pass filter and delay (typically 10-15 ms) are used to 
avoid localisation confusion from the precedence effect (Litovsky et al., 1999), ensuring that 
the frontal image is the focal point of the sound scene.  
As mentioned above in Section 2.3.1, decorrelation is often found in parametric multichannel 
audio coding as well, where multichannel audio is encoded into a single audio channel along 
with side information (spatial metadata). The side information includes spatial parameters for 
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the reconstruction of the multichannel audio signals at the decoding stage, which is effectively 
upmixing from one channel to multiple channels. Faller (2006) discusses the use of decorrela-
tion for the purpose of synthesising the original ICC between multiple channels during the de-
coding process, where he proposes the use of decaying white noise to model the perception of 
late reflections. In his algorithm, the ICC spatial cue is updated every 4-16 ms (reducing the 
reverberation effect), where maximum decorrelation is determined by the length and decay of 
the filter. Similarly, the standardised MPEG Surround audio coding framework utilises lattice 
all-pass filters in the QMF domain to synthesise the ICC between the original multichannel 
input signals (Herre et al., 2008). In recent years, the MPEG-H standard has been developed 
which works on the same QMF and all-pass filter structure as MPEG Surround; however, it 
also incorporates object-based coding and the ability to decode audio to 3D multichannel sys-
tems (Murtaza et al., 2015). 
2.4.2   2D-­to-­3D  Surround  Sound  Upmixing  
It is thought that the same upmixing principles described in Section 2.4.1 might also be applied 
to 3D surround sound systems. That is, decorrelating ambient signals from 2D content for use 
in the additional height-channel loudspeakers, in order to generate a more enveloping sense of 
spatial impression from above. Kraft and Zölzer (2016) propose a 3D upmixing algorithm, al-
beit not strictly with vertical interchannel decorrelation. It is focused around a mid-side ambi-
ence extraction technique that had been described in previous work (Kraft and Zölzer, 2015). 
Firstly, the azimuth position and panning coefficients of sources are estimated from a two-
channel stereophonic input signal – this information allows for the calculation and extraction 
of both the direct and ambient parts of the signal. The direct part is then panned using VBAP, 
while the ambient part is decorrelated into the required number of surround channels. The 
decorrelation method used is the amplitude-based approach by Fink et al. (2015), where random 
amplitude differences are applied between two signals across the frequency spectrum (see Sec-
tion 2.3.2). In order to generate the required number of decorrelated signals, a decorrelation 
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tree structure is proposed. For example (using a multichannel system similar to Auro-3D 9.1 
(Auro Technologies, 2015a)), the original ambient signal is decorrelated into two amplitude 
complementary signals (left and right), then those two ambient signals are decorrelated into 
two further signals each (left / right front and rear), resulting a total of four decorrelated signals. 
From this, rather than decorrelate vertically, Kraft and Zölzer (2016) suggest that the four 
decorrelated ambient signals (Left, Right, Rear Left and Rear Right) are low-pass and high-
pass filtered for the main- and height-layers, respectively – this is based on the work of Lee 
(2016b) mentioned below. Although vertical decorrelation does not feature in this particular 
algorithm, it certainly indicates the direction in which developments are heading, and it is 
thought that a deeper understanding of vertical interchannel decorrelation would be useful for 
this potential application. 
A novel 3D upmixing method proposed by Lee (2016b) relies on the ‘pitch-height’ effect, 
where higher frequencies inherently tend to be perceived in elevated positions, while lower 
frequencies are often perceived at or below ear height. This effect and the findings of Lee 
(2016b) are described in greater detail in Section 1.1.2.3 of the present thesis. Lee (2016b) 
proposes that frequency bands should be routed to either the main- or height-layer based on 
their inherent position within space (from the pitch-height effect), in order to generate a natural 
spread of sound without duplicating or decorrelating signals. An initial assessment by Lee 
(2016a) in the frontal plane demonstrated that the proposed method generated a slightly greater 
vertical spread than both all-pass filter and complementary comb-filter decorrelation. These 
results suggest that vertical decorrelation may be quite ineffective, and that discretely routing 
different frequency bands to either the main- or height-layer is a better approach for 3D upmix-
ing. Despite this, it is thought that further investigations into vertical interchannel decorrelation 
would still be beneficial, in order to formally assess the effectiveness of such approaches.   
Further to the potential 3D upmixing methods mentioned above, many commercial products 
(such as home cinema AV receivers) feature proprietary and system specific 2D-to-3D 
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upmixing algorithms. With the Dolby Atmos system, the algorithm is referred to as the ‘Dolby 
Surround’ upmixer. Auro Technologies call their approach the ‘Auro-Matic’ upmixer, which 
is also available as a plug-in for rendering 3D audio within a digital audio workstation (DAW). 
Furthermore, DTS have the ‘DTS Neural:X’ upmixing algorithm for use with DTS:X systems. 
All three of these are able to take a two-channel stereophonic input and upmix it to a 3D mul-
tichannel surround sound system, presumably using similar upmixing techniques to those de-
scribed above. Although the processing details are unavailable, some of the algorithms men-
tioned here are likely to utilise interchannel decorrelation for generating additional ambient 
signals (potentially for height-channel reproduction). Furthermore, multichannel parametric 
coding algorithms are also likely to utilise interchannel decorrelation for decoding to 3D sur-
round sound systems (Murtaza et al., 2015). Consequently, it is important to gain a better un-
derstanding of how decorrelation is perceived in the vertical domain, as has been investigated 
in the present thesis.  
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2.5   Summary  
This chapter discussed how sound can be manipulated within loudspeaker reproduction systems 
– that is, the localisation and spatial impression of reproduced sound sources over loudspeakers. 
A focus has been placed on the perception of existing spatial techniques and how it applies to 
surround sound presentation. Section 2.1 provides an overview of loudspeaker formats that are 
in use, from two-channel stereophony (a pair of left and right loudspeakers) to 3D surround 
sound systems – where the three main commercial 3D loudspeaker formats at present are Dolby 
Atmos (Dolby Laboratories, 2015), Auro-3D 9.1 (with various other configurations) (Auro 
Technologies, 2015a) and DTS:X. It is seen that commercial 3D audio is typically achieved by 
introducing height-channel loudspeakers above the arrangement of 2D loudspeaker arrays, such 
as, 5.1 and 7.1 Surround.  
In the case of two-channel stereophony, summing localisation occurs when two spaced loud-
speakers reproduce coherent (identical) signals, where a ‘phantom’ auditory image is perceived 
between the loudspeaker boundaries. This phantom image can be positioned along the horizon-
tal plane by ‘panning’ (altering interchannel level difference (ICLD) and/or interchannel time 
difference (ICTD)), as discussed in Section 2.2. The most common approach is to use amplitude 
panning (ICLD), of which an established method is ‘vector base amplitude panning’ (VBAP) 
(using the tangent panning law) (Pulkki, 1997). Studies into amplitude panning between pairs 
of vertically spaced loudspeakers demonstrate that a phantom image can also be perceived 
along the vertical plane, however, the localisation of vertical panning angles tends to be largely 
inaccurate (Pulkki, 2001; Barbour, 2003; Mironovs & Lee, 2017). The apparent perception of 
a vertical phantom image is of particular importance to the current study, as the main aim is to 
observe whether the vertical spread of a phantom image can be controlled by vertical interchan-
nel decorrelation. It was further suggested that high frequencies are important to the perception 
of vertical panning (Mironovs, 2017), which aligns with the findings for vertical localisation in 
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general (Roffler & Butler, 1968a; Hebrank & Wright, 1974) – it is anticipated that any percep-
tual effect of vertical interchannel decorrelation would also be reliant on such cues. 
Section 2.3 of this chapter focused on controlling the extent of a phantom image by way of 
interchannel decorrelation. When two signals are decorrelated between a pair of left and right 
loudspeakers (i.e. the interchannel cross-correlation (ICC) is decreased), a horizontal spread of 
sound is perceived – this is due to the direct relationship between the ICC and the interaural 
cross-correlation (IAC) (a known contributor of apparent source width (ASW) in concert halls 
(Hidaka et al., 1995)). Approaches to achieve a decorrelation of signals can broadly be split 
into phase-based and amplitude-based. Kendall (1995) proposes the use of all-pass filters, in 
order to randomise the phase of an input signal, while maintaining spectral unity. Another 
phase-based approach is suggested by Bouéri and Kyriakakis (2004), where the input is filtered 
into critical bands and random delays are applied to each band. One particular problem of 
decorrelation is the processing of transients, which can be smeared by the length of the filter 
used. Laitinen et al. (2011) demonstrated the use of transient extraction to avoid this, where 
just the continuous part of the signal is decorrelated which was shown to improve quality. With 
regard to amplitude-based methods, the simplest of these is complementary comb-filtering 
(Lauridsen, 1954; Schroeder, 1958; Breebaart & Faller, 2007) – that is, the two signals being 
decorrelated feature opposing amplitude differences along the spectrum as created by comb-
filters. Similar approaches also feature regular amplitude differences (varying ICLD with fre-
quency), which is either implemented randomly (Faller & Baumgarte, 2003; Fink et al., 2015) 
or through a deterministic delay network (Zotter & Frank, 2013). Vertical interchannel decor-
relation is considered towards the end of the section, where it is seen that vertically adjacent 
loudspeakers with decorrelated signals can be perceived as a vertical image spread (Potard & 
Burnett, 2004). However, as far as the author is aware, no formal investigation has been con-
ducted into the perception of decorrelation between vertically spaced loudspeakers, or the ex-
tent of the vertical phantom image. 
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The final section of this chapter (Section 2.4) discussed the use of vertical interchannel decor-
relation in multichannel upmixing algorithms. When upmixing from two-channel stereophony 
to 5.1 Surround, the ambient part of the input is generally extracted based on analysis of the 
ICC. This extracted ambience is then decorrelated between the two surround channels in the 
5.1 format to increase listener envelopment (LEV). At present, very few 3D upmixing algo-
rithms have been formally proposed, with those that have preferring a discrete distribution of 
frequency bands between the main and height loudspeaker layers, rather than vertical inter-
channel decorrelation (Kraft et al., 2016; Lee, 2016b). However, it is yet to be investigated 
whether interchannel decorrelation is effective in the vertical domain for such a purpose. Recent 
multichannel parametric coding standards imply the use of interchannel decorrelation for the 
decoding of height-channel loudspeaker signals (Murtaza et al., 2015). It would therefore be 
beneficial to explore this area further, in order to gain a fundamental insight of how decorrela-
tion is perceived in the vertical domain. Applications of vertical interchannel decorrelation are 
also not limited to 3D upmixing – if it is determined that the vertical extent of a source can be 
controlled by decorrelation, then this process might also be utilised in the manipulation of ob-
jects within object-based 3D surround sound systems. 
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3   A  COMPARISON  BETWEEN  HORIZONTAL  AND    
VERTICAL  INTERCHANNEL  DECORRELATION1,2  
This chapter details two subjective listening tests that have been designed to compare the per-
ceptual effect of interchannel decorrelation in the horizontal and vertical domains, as set out in 
Section 3.2 below. The first test deals with decorrelation in the horizontal plane between left 
and right loudspeaker channels (Section 3.3); and the second with vertical decorrelation be-
tween a lower (main-layer) and upper (height-layer) spaced loudspeaker pair in the median 
plane (Section 3.4). All testing was conducted under semi-anechoic conditions and both tests 
featured the exact same stimuli, in order to gain a fundamental insight of the decorrelation 
effect. A comparative discussion of the two experiments and objective analysis of stimuli (as 
well as room signals) are then featured in Section 3.5. 
It is well documented in the literature that horizontal interchannel decorrelation between left 
and right loudspeaker signals relates directly to the perceived width of the horizontal auditory 
image (Zotter & Frank, 2013). This is due to a strong relationship between the interchannel 
cross-correlation (ICC) and interaural cross-correlation (IAC). It is known that the IAC coeffi-
cient (IACC) is a good indicator of apparent source width (ASW) in concert hall acoustics, as 
dictated by decorrelated early reflections from lateral directions (Hidaka et al., 1995). In turn, 
an artificial synthesis of this natural decorrelation controls the horizontal extent of a phantom 
auditory image between left and right loudspeaker channels. A visual representation of this can 
be seen on the left in Figure 0.2 of Chapter 0 (Introduction), where the phantom auditory image 
of the ICCC 1.0 condition (full correlation between the two loudspeaker signals) is narrow and 
                                                   
1 Gribben, C., & Lee, H. (2014). The Perceptual Effects of Horizontal and Vertical Interchannel Decorrelation, 
Using the Lauridsen Decorrelator. Presented at the 136th Convention of the Audio Engineering Society, 9027. 
2 Gribben, C., & Lee, H. (2017). A Comparison between Horizontal and Vertical Interchannel Decorrelation. Jour-
nal of Applied Sciences, 7(11), 1202. 
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located directly between the two source positions – decorrelation of the two signals then ex-
tends the horizontal image spread (HIS) towards the loudspeakers. 
In contrast, very little is known about the psychoacoustic effects of interchannel decorrelation 
in the vertical domain. Research regarding vertical panning demonstrates that an elevated phan-
tom image is generated between two vertically spaced coherent signals (as represented by the 
ICCC 1.0 image on the right of Figure 0.2) (Pulkki, 2001; Barbour, 2003; Mironovs & Lee, 
2016); however, there has been little investigation into how this phantom image is perceived 
when the correlation between the two signals is decreased. If the perception of vertical decor-
relation were similar to that of horizontal decorrelation, then a decrease of correlation would 
result in an increase of vertical image spread (VIS) (as proposed in Figure 0.2), possibly mim-
icking the effect of decorrelated ceiling reflections. It has previously been suggested that a 
single ceiling reflection can increase the perception of VIS and cause a vertical image shift 
(Furuya et al., 1995; Robotham et al., 2016), indicating that reflections from above can indeed 
influence the vertical image. This comparison between horizontal and vertical decorrelation is 
the focus of the current experiment, where both domains are judged using the same stimuli 
under identical testing conditions.  
Taking into account the perceptual cues of vertical localisation, frequencies above around  
3 kHz are important to elevation perception (Roffler & Butler, 1968a; Hebrank & Wright, 
1974); it must therefore be considered that any effect of vertical decorrelation might be fre-
quency-dependent as well, potentially with a greater influence from the key high frequency 
regions related to vertical localisation (specifically around 8 kHz). To observe the spectral im-
pact alone, the effect of vertical decorrelation has been assessed in the median plane where 
there is little interaural difference, except for that caused by ear asymmetry at high frequencies 
(Searle et al., 1975). Recently it has been suggested that the decorrelation of ambience signals 
into height-channels might improve or enhance 3D upmixing algorithms (Kraft & Zölzer, 
2016). However, if it is found that interchannel decorrelation is not perceivable in the vertical 
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domain, then these additional ambient signals might unnecessarily increase the risk of phase 
cancellation or comb-filtering when the signals combine at the ears. 
Considering the above background, the following research questions are proposed: 
•   Is there a direct relationship between vertical ICC and VIS in the median plane? 
•   How does vertical decorrelation compare to horizontal decorrelation? 
•   Is the perception of horizontal and vertical decorrelation frequency-dependent? 
In order to answer the above questions, broadband pink noise was filtered into three frequency 
bands: ‘Low’ (octave-bands with centre frequencies of 63 – 250 Hz), ‘Middle’ (centre frequen-
cies of 500 Hz – 2 kHz) and ‘High’ (centre frequencies of 4 kHz – 16 kHz). These three fre-
quency bands were each decorrelated with varying degrees of ICC and presented in multiple 
comparison trials (both horizontally and vertically), to observe whether an ICC effect is appar-
ent for the different groups of frequencies. 
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3.1   Experimental  Hypotheses  
Firstly, considering the horizontal part of the experiment, the accepted relationship between 
interchannel cross correlation (ICC), interaural cross-correlation (IAC) and the perceived hor-
izontal image spread (HIS) has already been researched extensively (Zotter & Frank, 2013). 
Given this, it is hypothesised that decreasing the horizontal ICC between a pair of left and right 
loudspeakers will increase the perceived HIS (ASW), supporting the existing literature. In 
terms of frequency-dependency, previous research has demonstrated that the effect of IACC on 
the perception of ASW varies between different groups of frequencies (Okano et al., 1998; 
Mason et al., 2005). In concert hall acoustics, an established measure of ASW involves calcu-
lating the average IACC of the 500 Hz, 1 kHz, and 2 kHz octave-bands only (IACC3) (Hidaka 
et al., 1995), which were chosen as the IACC at these frequencies appeared to align with 
changes to the absolute ASW angle. The 4 kHz octave-band also demonstrated a similar rela-
tionship; however, it was not included in the measure as musical signals have less relative en-
ergy at higher frequencies, and there is little contribution to ASW above 3 kHz. Furthermore, 
lower frequencies are considered inherently broad, and it is thought that decorrelation results 
in a relatively small change to the overall HIS, thus the low frequency exclusion from the IACC3 
measure. From this, it is hypothesised that the greatest degree of HIS change by horizontal 
decorrelation will be observed for the ‘Middle’ frequency band (500 Hz – 2 kHz octave-bands). 
The assessment of three separate frequency bands should provide novel insights of decorrela-
tion perception, both horizontally and vertically.  
Since previous studies have not formally assessed the effect of interchannel decorrelation in the 
vertical plane, a focus must be placed on existing vertical localisation and vertical panning 
literature. As mentioned above, research of vertical panning in the median plane indicates that 
two discrete coherent signals can be interpreted by the hearing system simultaneously, where 
an elevated phantom image is perceived between the two spaced positions (Pulkki, 2001; Bar-
bour, 2003; Mironovs & Lee, 2017). As this level of cognition is well established, it is 
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hypothesised that the hearing system is also able to perceive two partially correlated signals as 
a phantom image. Furthermore, partial correlation of two discrete signals from independent 
directions would imply that they emanate from a single source of great spatial extent, given the 
subtle phase and amplitude differences at arrival. It is also hypothesised that as correlation 
between the signals decreases, the two signal locations become more independent (yet remain 
sonically fused due to partial correlation), which in turn causes a relative increase to the per-
ceived vertical image spread (VIS). Moreover, since vertical localisation and vertical panning 
are most effective for signals with higher frequency content (> ~3 kHz) (Roffler & Butler, 
1968a; Hebrank & Wright, 1974; Mironovs & Lee, 2017), it leads to the hypothesis that any 
effect of vertical decorrelation is likely to be strongest within this frequency region. 
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3.2   Experimental  Design  
3.2.1   Stimuli  Creation  
As discussed in Section 2.3, there are many approaches to achieve a decorrelation of signals – 
this is mostly through slight phase and/or spectral-amplitude alterations of an input signal to 
create two partially correlated output signals. For these two experiments, the amplitude-based 
complementary comb-filtering method has been implemented, due to its simplicity and easy 
control over the degree of correlation between the output signals. First discovered by Lauridsen 
(1954) and investigated further by Schroeder (1958), the technique works on a basis of alter-
nating frequency panning across the spectrum. It was found that summing and subtracting an 
input signal with a delayed version of itself creates a pair of comb-filtered signals with opposing 
amplitude differences (as demonstrated in Figure 3.1).  
 
Figure 3.1  FFT plots of the Complementary Comb-Filtered output signals. 
(500 Hz octave-band with a 10 ms time-delay and gain factor of 1.0)  
The regularity of these amplitude differences (i.e. the ‘tooth’ bandwidth) is dictated by the time-
delay (T) of the secondary signal, and a gain factor (G) applied to the delayed signal controls 
the notch depth and degree of decorrelation (between 0 and 1, where 1 is maximum 
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decorrelation) – a block diagram of this process can be seen in Figure 3.2 below. Irwan and 
Aarts (2002) used a time-delay of 10 ms in their proposed upmixing algorithm, which was 
determined experimentally as a compromise between adequate widening and avoiding confu-
sion that can be experienced with longer time-delays. As far as the author is aware, there has 
been no formal assessment of the complementary comb-filtering parameters. It was thought 
that performing such an assessment within the context of the present experiment would provide 
a useful insight into the general perception of decorrelation, both horizontally and vertically. 
To this end, test stimuli were created with 1 ms, 5 ms, 10 ms and 20 ms time-delays for each 
frequency band; and to observe the effect of interchannel cross-correlation (ICC), the gain fac-
tor was set between 0.0 and 1.0 with increments of 0.2. This resulted in six stimuli being com-
pared for each of the four time-delays within a particular frequency band – the six stimuli were 
judged in a multiple comparison format based on MUSHRA (ITU-R, 2015b) for each time-
delay independently (as described further in Section 3.2.4 below). 
 
Figure 3.2  Structure of the Complementary Comb-Filter decorrelator (after Breebaart & Faller, 2007). 
To assess the frequency-dependency of interchannel decorrelation, a continuous monophonic 
pink noise sample was band-pass filtered into three frequency bands using the FFT filter func-
tion in Adobe Audition. Each frequency band spanned three octave-bands: ‘Low’ (octave-
bands with centre frequencies of 64 Hz, 125 Hz and 250 Hz), ‘Middle’ (500 Hz, 1 kHz and  
2 kHz) and ‘High’ (4 kHz, 8 kHz and 16 kHz). The Lauridsen decorrelation algorithm was 
implemented in MATLAB to process the three frequency bands, using the time-delay and gain 
factor settings described above. This resulted in 12 multiple comparison trials for both the hor-
izontal and vertical domains, made up of each frequency band and time-delay combination 
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(3´4). During testing, all stimuli were level-matched and presented at an un-weighted sound 
pressure level (SPL) of ~72 dB(Z), producing a comfortable listening level for the subjects. 
To confirm that a variation of ICC is present amongst the stimuli, calculations of the ICC co-
efficients (ICCC) for all stimuli (taken as the average of 50 ms windows over time (ICCCavg), 
where ‘1.0’ is full correlation) are presented in Table 3.1 below. It can be seen that the resultant 
ICCCavg values within each gain factor are very similar across all frequency bands, demonstrat-
ing the consistency of the method when varying the time-delay and frequency content. A 1 ms 
time-delay applied to the ‘Low’ frequency band sees a slight increase of ICCCavg for the middle 
gain factors (‘0.4’ to ‘0.8’); however, the maximum ICCCavg achieved with a gain factor of 
‘1.0’ remains suitably low (0.02). Generally, there appears to be an almost linear relationship 
between ICCCavg and gain factor across all conditions, which provides the broad range of 
ICCCavg values required for the current experiment.  
Table 3.1  Interchannel cross-correlation coefficients (ICCCs) of the complementary comb-filter 
decorrelated stimuli (calculated as the average of 50ms windows over time). 
 
 Time-Delay 
(TD) 
Gain Factor (G) 
 0.0 0.2 0.4 0.6 0.8 1.0 
Low 1 ms 1.00 0.96 0.85 0.64 0.33 0.02 
5 ms 1.00 0.93 0.74 0.48 0.23 0.04 
10 ms 1.00 0.93 0.73 0.48 0.22 0.07 
20 ms 1.00 0.92 0.73 0.47 0.23 0.11 
Middle 1 ms 1.00 0.93 0.73 0.48 0.22 0.01 
5 ms 1.00 0.92 0.72 0.47 0.22 0.02 
10 ms 1.00 0.92 0.72 0.47 0.22 0.03 
20 ms 1.00 0.92 0.72 0.47 0.22 0.04 
High 1 ms 1.00 0.92 0.72 0.47 0.22 0.00 
5 ms 1.00 0.92 0.72 0.47 0.22 0.01 
10 ms 1.00 0.92 0.72 0.47 0.22 0.01 
20 ms 1.00 0.92 0.72 0.47 0.22 0.02 
 
3.2.2   Physical  Setup  
The listening tests were carried out in a semi-anechoic chamber at the University of Hudders-
field, featuring a rubber floor and sound absorption on the walls and ceiling. Further absorption 
was placed on the floor between the loudspeaker and listener to reduce the effect of floor re-
flections. All loudspeakers in both experimental parts were hidden from view by an acoustically 
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transparent curtain, in order to conceal the test setup and avoid any visual bias that may occur. 
For the horizontal part, two Genelec 8040A loudspeakers (Frequency response: 48 Hz – 20 kHz 
(±2 dB)) were positioned in a left / right two-channel stereophonic loudspeaker setup with a 
base angle of 60° (±30° azimuth), positioned at a distance of 1.5 m from the listener and 1.5 m 
from each other (see Figure 3.3). The listener was positioned at a height so that their ears were 
in line with the acoustic centre of both loudspeakers. 
 
Figure 3.3  Horizontal loudspeaker setup with a 60° base angle. 
In the assessment of vertical decorrelation, two Genelec 8040A loudspeakers were vertically-
arranged in the median plane, with the lower main-layer loudspeaker positioned 1.5 m in front 
of the listener, and the upper height-layer loudspeaker elevated by +30° at a distance of 0.9 m 
directly above the lower loudspeaker (Figure 3.4). The two loudspeaker signals of the vertical 
pair were time- and level-aligned at the listening position, to accommodate for a difference in 
distance from source to receiver. As with the horizontal test, loudspeakers were hidden by an 
acoustically transparent curtain, and the listener was positioned so that their ears were in line 
with the acoustic centre of the lower (main-layer) loudspeaker.  
1.5 m 1.5 m
60° Base 
Angle
Listening 
Position
Left (-30° Azimuth) Right (+30° Azimuth)
Acoustically Transparent Curtain
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Figure 3.4  Vertical loudspeaker setup at 0° azimuth with a +30° elevation. 
3.2.3   Subjects  
The horizontal and vertical tests were carried out at separate times to ensure the testing condi-
tions remained constant for each listener. As a result, not all subjects were available to sit both 
parts of the test. In total, 14 subjects took park in the horizontal test and 13 in the vertical test, 
with 10 subjects contributing to both. The subjects were trained listeners affiliated with the 
University of Huddersfield’s music technology courses – comprising staff members, final year 
undergraduate students and post-graduate research students – all of who were experienced with 
critical listening and analysis of spatial content in a listening test environment.  
The use of 13 subjects achieves a minimum statistical power of 0.51 for the current experiment, 
based on a two-tailed t-test with an effect size of 0.6 and a error probability of 0.05 (type I 
error), as calculated using G*Power 3.1 (Faul, Erdfelder, Lang & Buchner, 2007). This indi-
cates that the probability of a type II statistical error (false-negative) is 0.49 (b), meaning there 
is a fairly high chance that some significant (perceivable) differences may be reported as insig-
nificant. In the context of the present study, this is not of real concern as it is likely that the 
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perceptual differences between these conditions are borderline perceivable, which may reduce 
even further under real listening conditions (i.e. non-anechoic). In contrast, it is more important 
that a type I error does not occur (false-positive indication of significance), which is accounted 
for with the Bonferroni correction in the analysis below. Bech and Zacharov (2007) also state 
that 5-15 subjects are adequate for subjective critical listening tests when listeners are experi-
enced, as is the case for the current experiments. It is therefore considered that the use of 13 
and 14 subjects for each part, respectively, is sufficient for the present set of tests. 
3.2.4   Test  Method  
As previously mentioned, twelve multiple comparison trials were presented for both the hori-
zontal and vertical conditions, made up of each time-delay and frequency band combination. 
Each multiple comparison trial featured 6 buttons and sliders to control and grade the 6 gain 
factor stimuli for a particular condition (with gain factors ranging from 0.0 to 1.0 at 0.2 incre-
ments). The multiple comparison test format was based on the MUSHRA standard in ITU-R 
BS.1534-3 (2015b). However, rather than a scale of 0 to 100, a bipolar scale was utilised rang-
ing from -50 to 50, with a button for a reference stimulus positioned at 0 on the scale. The 
reference chosen was the ‘0.0’ gain factor condition of that particular trial, creating a hidden 
reference amongst the stimuli. In the case of the horizontal experiment, listeners were asked to 
grade the relative horizontal image spread (HIS) of each stimulus against each other and the 
reference; and with the vertical test, listeners were instructed to relatively grade vertical image 
spread (VIS). The testing interface was constructed in Cycling ‘74’s Max 7 and can be seen in 
Figure 3.5 below. Subjects could freely switch between stimuli and the reference throughout 
the test. The order of the presented stimuli and trials were randomised for each listener to reduce 
any psychological bias. Listeners were trained beforehand by being presented with an example 
of the grading interface and extreme stimuli (gain factors = 0.0 and 1.0), to familiarise them 
with the attribute(s) (HIS / VIS) and the format of testing. 
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Figure 3.5  Multiple comparison interface used during testing, constructed in Max 7. 
 
A MUSHRA-type multiple comparison test was the preferred listening test format as it is com-
monly used to detect medium to large differences between auditory stimuli (ITU-R, 2015b). A 
double-blind triple-stimulus test was also considered (ITU-R, 2015a), however, this approach 
is more suited to small impairments of quality between stimuli. The double-blind triple-stimu-
lus format means that only one stimulus is assessed against a reference in each trial, leading to 
a greater testing load for the subject. Moreover, the subject is required to be particularly con-
sistent with their grading between trials, in order for the relative differences between stimuli to 
be revealed. With this in mind, a multiple comparison is considered to be easier and more effi-
cient for the listener, while also providing useful information on the relative differences be-
tween stimuli. Similarly, an ABX (forced choice) test was not utilised as it is often used to 
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determine whether a difference can be perceived between stimuli, however, this does not reli-
ably determine the extent of that difference and can also be time-consuming when comparing 
a large number of stimuli. 
The MUSHRA test in the current experiment featured bipolar scale to avoid any grading bias, 
as it is not yet known whether decorrelation can cause the perception of VIS to decrease. The 
MUSHRA format was initially designed to assess the audio quality of processed signals against 
an unprocessed ‘high quality’ reference, which was positioned at 100 on a 0 to 100 scale. How-
ever, unlike quality testing, it is impossible to designate a stimulus that has objectively the 
greatest or least amount of a spatial attribute. Positioning an audible reference in the middle of 
the scale allows the listener to grade both above and below the reference for a given spatial 
attribute, as has been employed in previous spatial audio studies (George et al., 2010). Addi-
tional detail and discussion on subjective listening tests can also be found in Appendix A, where 
a listening test interface tool named HULTI-GEN is presented. 
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3.3   Horizontal  Decorrelation:  Results  and  Analysis  
Results for the horizontal decorrelation test are presented in Figure 3.6 below – all data has 
been normalised in accordance with ITU-R BS.1116-3 (2015a) and analysed in SPSS. Given 
that the scale used during testing was continuous, normalisation is required to compensate for 
differences of scale use between subjects. For instance, one subject may have only used a small 
section of the scale to reflect slight differences, while another may have used the full range 
despite only perceiving slight differences. Data normalisation averages these variations out and 
involves calculating the mean and standard deviation of data, both for the entire dataset and for 
the data of each subject independently. Each individual score (xi) is then altered based on these 
mean and standard deviation results, as seen in Equation 3.1 below.  
𝑍= = (?@A?B@)CB@ ∙ 𝑠C + 𝑥C    (3.1) 
where Zi is the normalised result, xi is the score of subject i, xsi is the mean score for subject i, 
ssi is the standard deviation for subject i, xs is the mean score of all subjects and ss is the standard 
deviation for all subjects. 
The graphs below display the normalised median scores of relative horizontal image spread 
(HIS) with bars to signify notch edges, representing non-parametric 95% confidence intervals 
(McGill, Tukey & Larsen, 1978). Shapiro-Wilk tests for normality indicated that the data of 
each condition was not always normally distributed; therefore, non-parametric statistical tests 
were performed across all conditions for consistency and comparison. Friedman repeated meas-
ure tests have been conducted on each frequency band and time-delay combination, in order to 
observe the gain factor (ICC) effect on HIS. Where a significant effect is apparent, Wilcoxon 
pairwise comparison tests have been carried out between each condition of that combination. 
Statistical correlation results are presented in Table 3.2, where Spearman’s rank-order and Pear-
son’s product-moment coefficients have been calculated. Spearman’s rank-order is non-para-
metric and observes a monotonic relationship, whereas Pearson’s product-moment determines 
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the linearity of a relationship between two variables. Given that the data under analysis is not 
normally distributed, Spearman’s coefficients (rs) shall be referred to primarily; however, if 
agreement is seen with the respective Pearson coefficient (r), a linear relationship may also be 
suggested. Interpretation for both sets of correlation coefficients is as follows: 0.3-0.49 = weak, 
0.5-0.69 = moderate, 0.7-0.89 = strong, and 0.9-1.0 = very strong. 
 
 
Figure 3.6  Results of the relative horizontal image spread (HIS) by interchannel decorrelation.  
Median values and notch edges (95% confidence). 
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Table 3.2  Statistical Correlation between the gain factor of the complementary comb-filter-
ing method and the relative Horizontal Image Spread (HIS) Scores (** p < 0.01; * p < 0.05) 
 
Frequency Band Spearman’s Rank-Order (rs) Pearson’s Product-Moment (r) 1 ms 5 ms 10 ms 20 ms 1 ms 5 ms 10 ms 20 ms 
Low (63-250 Hz) 0.27* 0.46** 0.65** 0.82** 0.25* 0.40** 0.65** 0.83** 
Middle (0.5-2 kHz) 0.59** 0.88** 0.80** 0.88** 0.55** 0.87** 0.81** 0.88** 
High (4-16 kHz) 0.80** 0.81** 0.78** 0.85** 0.80** 0.81** 0.78** 0.86** 
 
 
3.3.1   Horizontal  Results:  Low  Frequency  Band  
The Friedman test results for the ‘Low’ frequency band (centre frequencies from 63 Hz to  
250 Hz) show a significant gain factor effect on HIS for the 5 ms, 10 ms and 20 ms time-delays 
(p < 0.01), but not the 1 ms time-delay (p > 0.05). With the 5 ms time-delay, post-hoc Wilcoxon 
tests indicate there are no significant differences between conditions following Bonferroni cor-
rection (p > 0.05). Wilcoxon tests with Bonferroni correction on the 10 ms data show significant 
differences between some conditions – gain factors of ‘0.6’, ‘0.8’ and ‘1.0’ had significantly 
greater HIS than the ‘0.0’ and ‘0.2’ gain factors (p < 0.05); and a gain factor of ‘0.8’ was also 
significantly greater than ‘0.4’ (p = 0.03). For the 20 ms time-delay, the Bonferroni-corrected 
Wilcoxon results indicate that gain factors of ‘0.6’, ‘0.8’ and ‘1.0’ all had significantly greater 
HIS than the ‘0.0’, ‘0.2’ and ‘0.4’ gain factors (p < 0.02). These results suggest that shorter 
time-delays are less effective at increasing HIS for lower frequencies, which is further reflected 
in the statistical correlation results of Table 3.2. It is seen that the statistical relationship be-
tween gain factor and HIS also increases as time-delay increases – 10 ms has a moderate rela-
tionship between the two variables (rs = 0.65), while the correlation for a 20 ms time-delay is 
considered strong (rs = 0.82) (p < 0.01). 
3.3.2   Horizontal  Results:  Middle  Frequency  Band  
Friedman tests on the ‘Middle’ frequency band (centre frequencies from 500 Hz to 2 kHz) 
reveal a significant gain factor effect for all time-delays (p < 0.01). The 1 ms Wilcoxon results 
with Bonferroni correlation show that the gain factor of ‘1.0’ had a significantly greater HIS 
than the ‘0.0’ and ‘0.2’ gain factors (p < 0.02). With the 5 ms time-delay, the Wilcoxon results 
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demonstrate that the gain factors of ‘0.6’, ‘0.8’ and ‘1.0’ were all significantly greater than the 
‘0.0’, ‘0.2’ and ‘0.4’ gain factors (p < 0.02), but not each other (p > 0.05). For the 10 ms time-
delay, all gain factor conditions were significantly greater than ‘0.0’ (p < 0.04); and ‘0.6’ and 
‘0.8’ were also significantly greater than the ‘0.2’ and ‘0.4’ gain factors (p < 0.04).  Lastly, the 
Wilcoxon results for a 20 ms time-delay show that gain factors of ‘0.4’, ‘0.6’, ‘0.8’ and ‘1.0’ 
all have a significant HIS increase over ‘0.0’ and ‘0.2’ gain factors; and gain factor ‘1.0’ is also 
significantly greater than ‘0.4’ and ‘0.6’ (p < 0.04). To support these results, the statistical 
correlation coefficients in Table 3.2 demonstrate that time-delays of 5 ms, 10 ms and 20 ms 
have a strong relationship between gain factor and HIS (rs > 0.7). On the other hand, the corre-
lation for a 1 ms delay is only moderate (rs = 0.59) (p < 0.01), suggesting that longer time-
delays are also more effective at middle frequencies, similar to that seen with the ‘Low’ fre-
quency band. In general, the relationship between ICC and HIS appears to be particularly strong 
for the ‘Middle’ band, as was hypothesised at the beginning of the chapter. 
3.3.3   Horizontal  Results:  High  Frequency  Band  
The Freidman tests on the ‘High’ frequency band data (centre frequencies from 4 kHz to  
16 kHz) show a significant gain factor effect for each of the time-delays (p < 0.01). Statistical 
correlation coefficients in Table 3.2 also indicate a strong relationship between gain factor and 
HIS for all time-delays (rs > 0.7) (p < 0.01). With the 1 ms delay, Bonferroni-corrected Wil-
coxon results indicate that a gain factor of ‘1.0’ had significantly greater HIS than all other 
conditions (0.0-0.8) (p < 0.05); and ‘0.6’ and ‘0.8’ were also significantly greater than the ‘0.0’ 
and ‘0.2’ (p < 0.04). For 5 ms, ‘1.0’ and ‘0.8’ were significantly greater than ‘0.0’, ‘0.2’ and 
‘0.4’ (p < 0.05). The 10 ms results show that gain factors of ‘0.4’, ‘0.6’, ‘0.8’ and ‘1.0’ were 
all significantly greater than ‘0.0’ and ‘0.2’ gain factors (p < 0.02); and ‘0.8’ is also significantly 
greater than a gain factor of ‘0.4’ (p = 0.03). Finally, for the 20 ms time-delay, a gain factor of 
‘1.0’ was significantly greater than the ‘0.0’, ‘0.2’, ‘0.4’ and ‘0.6’ gain factors (p < 0.02); and 
‘0.6’ and ‘0.8’ were significantly greater than ‘0.0’, ‘0.2’ and ‘0.4’ (p < 0.02).  
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3.4   Vertical  Decorrelation:  Results  and  Analysis  
The results for the vertical decorrelation part of the experiment are presented in Figure 3.7 
below, displaying the median and notch edge values (non-parametric 95% confidence equiva-
lent). As with the HIS results, the relative vertical image spread (VIS) data was normalised in 
accordance with ITU-R BS.1116-3 (2015a) (see Section 3.3) and analysed in SPSS. Shapiro-
Wilk tests of normality revealed that not all conditions had normally distributed data; as a result, 
non-parametric statistical tests were used to assess for significance within the data. The same 
statistical testing process was used as with the horizontal results, where Friedman tests were 
initially conducted to observe the gain factor effect within each time-delay and frequency band 
combination. Then, if a significant effect was detected, pairwise Wilcoxon tests with Bonfer-
roni correction were performed between conditions to identify any significant difference. Sta-
tistical correlation results are presented in Table 3.3 below, where both Spearman’s rank-order 
and Pearson’s product-moment coefficients have been calculated. As described above, Spear-
man’s test is non-parametric and looks at a monotonic relationship, whereas Pearson’s observes 
the linearity of correlation – both approaches can be interpreted as follows: 0.3-0.49 = weak, 
0.5-0.69 = moderate, 0.7-0.89 = strong, and 0.9-1.0 = very strong. 
 
Table 3.3  Statistical Correlation between the gain factor of the complementary comb-filtering 
method and the relative Vertical Image Spread (VIS) Scores (** p < 0.01; * p < 0.05) 
 
Frequency Band Spearman’s Rank-Order (rs) Pearson’s Product-Moment (r) 1 ms 5 ms 10 ms 20 ms 1 ms 5 ms 10 ms 20 ms 
Low (63-250 Hz) 0.42** 0.49** 0.63** 0.58** 0.45** 0.45** 0.66** 0.57** 
Middle (0.5-2 kHz) 0.41** 0.13 0.34** 0.64** 0.39** 0.16 0.31** 0.63** 
High (4-16 kHz) 0.59** 0.06 0.29** 0.62* 0.54** 0.02 0.22* 0.63* 
 
3.4.1   Vertical  Results:  Low  Frequency  Band  
Friedman tests of the ‘Low’ frequency band data (octave-band centre frequencies from 63 Hz 
to 250 Hz) reveal that all time-delays have a significant gain factor effect (p < 0.01). Post-hoc 
Wilcoxon tests with Bonferroni correction on the 1 ms data indicate that gain factors of ‘0.6’ 
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and ‘1.0’ had significantly greater VIS than ‘0.0’ and ‘0.2’ (p < 0.05); furthermore, the ‘0.8’ 
gain factor was also significantly greater than ‘0.0’ (p = 0.03). For the 5 ms and 10 ms time-
delays, the Wilcoxon tests show no significant difference between any conditions, following 
Bonferroni correction (p > 0.05). With the 20 ms delay, a gain factor of ‘0.8’ had significantly 
greater VIS than ‘0.2’ (p < 0.05). Furthermore, the statistical correlation results in Table 3.3 
suggest that the relationship between gain factor and VIS is moderate for the 10 ms and 20 ms 
time-delays (rs = 0.58-0.63), but weaker for the 1ms and 5 ms delays (rs < 0.5) (p < 0.01). 
 
 
 
 
Figure 3.7  Results of the relative vertical image spread (VIS) by interchannel decorrelation.  
Median values and notch edges (95% confidence). 
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3.4.2   Vertical  Results:  Middle  Frequency  Band  
The Friedman results for the ‘Middle’ frequency band (octave-band centre frequencies from 
500 Hz to 2 kHz) show a significant gain factor effect for all time-delays (p < 0.05). The post-
hoc Wilcoxon tests indicated no significant difference between gain factors for both the 1 ms 
and 5 ms delays, following Bonferroni correction (p > 0.05). On the other hand, with a 10 ms 
time-delay, gain factors of ‘0.4’, ‘0.6’ and ‘1.0’ had significantly greater VIS than ‘0.0’ and 
‘0.2’ (p < 0.04); and for the 20 ms delay, a ‘1.0’ gain factor was perceived as significantly 
greater than ‘0.2’ (p = 0.03). The statistical correlation results in Table 3.3 indicate a moderate 
correlation between gain factor and VIS for the 20 ms time-delay (rs = 0.64), however, the 
relationship for the other time-delays is considered weak (rs < 0.5) (p < 0.01). 
3.4.3   Vertical  Results:  High  Frequency  Band  
Results from the Friedman tests on the ‘High’ frequency band data (octave-band centre fre-
quencies from 4 kHz to 16 kHz) reveal a significant gain factor effect for the 5 ms, 10 ms and 
20 ms time-delays (p < 0.04), but not the 1 ms delay (p > 0.05). The Bonferroni-corrected 
Wilcoxon tests on the 5 ms and 20 ms data show no significant difference between any of the 
conditions (p > 0.05). However, the 10 ms Wilcoxon tests reveal that a gain factor of ‘1.0’ 
produces a significantly greater VIS than a gain factor of ‘0.0’ (p < 0.05). Furthermore,  
Table 3.3 indicates that the statistical correlation between gain factor and VIS is moderate for 
the 1 ms and 20 ms time-delays (rs = 0.59-0.62), but very weak for the 5 ms and 10 ms delays  
(rs < 0.3) (p < 0.01). 
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3.5   Discussion  of  Results  
Comparing both sets of results, there is a noticeable difference of relative spread perception 
between horizontal and vertical interchannel decorrelation. The horizontal results show that 
decorrelation is similarly effective at increasing horizontal image spread (HIS) for all frequency 
bands – however, a longer time-delay is required for the ‘Low’ and ‘Middle’ frequency bands 
to generate significantly greater levels of HIS. In contrast, vertical decorrelation in the median 
plane appears to be most effective for the ‘Low’ frequency band, though with little significant 
difference between conditions (unlike the results for horizontal decorrelation). The statistical 
correlation between gain factor and vertical image spread (VIS) is also noticeably lower for all 
vertical decorrelation conditions, in comparison to those for horizontal decorrelation. This sug-
gests that, although changes to VIS by vertical decorrelation are observed in the median plane, 
the effect is weaker than that of horizontal decorrelation between a pair of left and right loud-
speakers.  
It is assumed that the significant effect of decorrelation on HIS is directly related to the interau-
ral cross-correlation (IAC), which is well documented in the literature (Zotter & Frank, 2013). 
It is interesting to note that significant changes of horizontal decorrelation were perceivable for 
all three frequency bands, whereas the IACCE3 measurement considers that the greatest con-
tributors of ASW lie within the ‘Middle’ band (500 Hz – 2 kHz octave-bands) (Hidaka et al., 
1995). For the ‘Low’ band, it may be that these frequencies are mostly correlated in concert 
halls when summing at the ear, thus providing no contribution to the measurement of IACC. 
However, when two low frequency signals are artificially decorrelated between a left and right 
loudspeaker pair, the differences of interaural correlation would likely be greater, seemingly 
causing an increase of HIS. High frequencies were not included in the IACCE3 measure due to 
a lack of reflection energy at higher frequencies in concert halls – with that in mind, the results 
presented here strongly suggest that measuring the IACC of high frequencies can also contrib-
ute to the measurement of HIS. A greater consideration of higher frequencies (4 kHz to 16 kHz 
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octave-bands) could be the basis of accurate HIS measurement in surround sound reproduction, 
where high frequency energy may be greater. 
3.5.1   Low  Frequency  Band  Discussion  
It is apparent that the perception of the ‘Low’ frequency band differs between horizontal and 
vertical decorrelation. In order to observe the effect of time-delay on the source signals for the 
‘Low’ band, Figure 3.8 displays the difference of spectrum between the two output channels, 
with gain factors of ‘0.2’, ‘0.6’ and ‘1.0’ for each time-delay. Spectra were calculated as the 
long-term average FFT using 4096 FFT points and a frame size of 4096 samples (with 50% 
overlapping windows and no spectral smoothing). In the plots, a positive amplitude indicates a 
bias towards the right / height loudspeaker channel (for horizontal / vertical decorrelation, re-
spectively), whereas a negative amplitude is a bias to the left / main loudspeaker channel.  
 
Figure 3.8  Delta spectra between the output signals for the ‘Low’ frequency band: ‘S2 – S1’, where S1 
is the left/main source signal and S2 is the right/height source signal. 
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From the plots in Figure 3.8, it can be seen that as time-delay decreases, the distribution of 
frequencies between the two channels becomes unbalanced. This is further reflected in  
Table 3.4, where the RMS of the two output signals has been calculated for each time-delay, 
using a gain factor of ‘1.0’. With a 1 ms time-delay and gain factor of ‘1.0’, all frequencies 
below around 250 Hz are boosted in the left / main loudspeaker channel, resulting in an RMS 
difference between the two channels of 4.4 dB. In the case of horizontal decorrelation, this bias 
to the left loudspeaker may have caused the greater deviation of responses seen in the ‘Low’ 
frequency band subjective results (as suggested by the larger error bars for the 1 ms time-delay 
in Figure 3.6). Whereas for vertical decorrelation, the uneven frequency distribution with a 1 
ms time-delay would have resulted in more energy in the lower main-layer loudspeaker below 
250 Hz, potentially causing an increase of perceived loudness (despite SPL level-matching the 
conditions). Such a change in perceived loudness could have caused the greater perception of 
VIS seen for the 1 ms time-delay in Figure 3.7, potentially from an enhanced floor reflection; 
having said that, the statistical correlation between gain factor and VIS for a 1 ms delay remains 
weak (rs = 0.42). These results suggest a 1 ms time-delay is unsuitable for decorrelating low 
frequency content. In future experimentation, it may also be useful to RMS level-match the two 
decorrelated outputs of the complementary comb-filtering method, in order to reduce a bias of 
energy towards one loudspeaker channel. 
 
Table 3.4  RMS of the two output channels for the ‘Low’ frequency band 
with a gain factor of 1.0. 
 
 Left / Main Channel Right / Height Channel 
1 ms -5.8 dB -10.3 dB 
5 ms -7.2 dB -7.9 dB 
10 ms -7.4 dB -7.6 dB 
20 ms -7.5 dB -7.5 dB 
 
While uneven frequency distribution may account for the 1 ms vertical decorrelation results, 
VIS change was also seen for longer time-delays at low frequencies (though the differences 
were largely insignificant). As suggested above, a floor reflection may have influenced the 
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perception of VIS, particularly when more energy is present in the lower main-layer loud-
speaker. To look for a potential effect of the listening room on VIS perception, binaural room 
impulse responses (BRIRs) of the semi-anechoic chamber were captured using the HAART 
impulse response toolbox (Johnson, Harker & Lee, 2015), which utilises the exponential sine 
sweep approach (Farina, 2000). Sine sweeps were reproduced from both the main- and height-
layer loudspeakers independently, with the signals captured by a Neumann KU 100 dummy 
head located in the listening position. The main- and height-layer BRIRs were then time- and 
level-aligned, before being summed together to replicate the vertical test condition.  
Figure 3.9 displays the FFT of the summed BRIRs, calculated using 4096 FFT-points and a 
frame length of 4096 samples (with 50% overlapping Hann windows). On inspection of the 
spectrum, a large notch can be seen in the low frequency region around 140 Hz, as well as 
smaller notches in the ‘Middle’ frequency band (up to around 2 kHz). Given the regularity of 
the notches, it suggests a comb-filter effect due to a first reflection interacting with the direct 
sound – presumably from the rubber flooring of the semi-anechoic chamber (despite placing 
absorption on the floor between the listener and the loudspeakers). The first frequency notch of 
comb-filtering when two similar signals interact can be determined by Equation 3.2 below. The 
main-layer loudspeaker was located at 1.15 m above the ground and 1.5 m from the listening 
position – this results in a floor reflection path of around 1.25 m greater than the direct signal, 
with a delay of ~3.6 ms between their arrival at the ear. From this, it is calculated that the first 
comb-filter notch from a floor reflection should theoretically occur at 139 Hz – the similarity 
between this and the large notch observed in Figure 3.9 suggests that a floor reflection is indeed 
present. Previous research has shown that a single ceiling reflection can increase the perception 
of VIS (Furuya et al., 1995; Robotham et al., 2016). It is possible that a single floor reflection 
may also have a similar effect on the vertical image. 
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Figure 3.9  FFT of the summed main- and height-layer BRIRs (0-80 ms) from the semi-anechoic cham-
ber. The vertical dotted lines signify the cut-off frequency between the frequency bands. 
 
 
 𝑓 = 1/(2𝑡)     (3.2) 
where 𝑡	  is the time-delay between signals and 𝑓 is the first notch frequency of the comb-filter. 
Further analysis of the summed main and height BRIRs show that the ratio of early reflection 
energy to direct sound energy (ER/D) (Equation 3.3) is noticeably greatest in the ‘Low’ fre-
quency band (-1.9 dB) (Table 3.5) – in other words, the floor reflection observed in Figure 3.9 
is likely to have been heavily weighted with low frequency energy. Hypothetically, a decorre-
lation of enhanced reflections might have led to a further increase of VIS with the ‘Low’ fre-
quency band. If this were the case, it is possible that the subjective results presented here are 
specific to the listening environment in which the testing was conducted. However, despite this, 
the results still indicate that some change of VIS is perceivable at low frequencies, with further 
investigation required to ascertain the exact cause of the perception. 
𝐸𝑅/𝐷	  𝐸𝑛𝑒𝑟𝑔𝑦	  𝑅𝑎𝑡𝑖𝑜 = 10 log6+ U∫ ?WXYXW Z[∫ ?WZ[XWX\ ]   (3.3) 
where 𝑥 is the impulse signal, 𝑡1 is 0 ms, 𝑡2 is 2.5 ms and 𝑡3 is 80 ms. 
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Table 3.5  Early Reflection Energy (2.5-80 ms) to Direct Sound Energy (0-2.5 ms) 
Ratio (ER/D) for the summed main- and height-layer BRIRs 
 
Low Frequency Band Middle Frequency Band High Frequency Band 
-1.9 dB -14.2 dB -17.3 dB 
 
3.5.2   High  Frequency  Band  Discussion  
On further inspection of the vertically summed BRIR spectra in Figure 3.9, large notches can 
also be seen within the ‘High’ frequency band – these are presumably due to HRTF filtering at 
the pinna (Hebrank & Wright, 1974). To investigate the effect of the HRTF further, the vertical 
stimuli have been convolved with the sum of two anechoic head-related impulse responses 
(HRIRs) from MIT’s KEMAR dummy head database (Gardner & Martin, 1994) – where one 
HRIR represents the main-layer loudspeaker angle (0° azimuth, 0° elevation), and the other the 
height-layer loudspeaker (0° azimuth, +30° elevation). The choice of convolution with  
KEMAR HRIRs rather than the BRIRs captured in the semi-anechoic chamber was to maintain 
consistency with the spectral analysis of octave-band pink noise in Chapter 5.  
The HRIR-convolved stimuli spectra have been plotted in Figure 3.10 below for each time-
delay, with gain factors of only ‘0.0’, ‘0.4’ and ‘1.0’ to improve the clarity of the plots – these 
are long-term averaged FFTs calculated using 4096 FFT-points and a frame length of 4096, 
with 1/96 octave spectral smoothing and 50% overlapping Hann windows. The spectra in Fig-
ure 3.10 display similar high frequency spectral notches to those observed in Figure 3.9 – these 
notches are around 11.5 kHz and 17 kHz, and appear greatest when the signals are correlated 
(gain factor = 0.0). As the gain factor increases (i.e. as correlation between the main- and height-
channels decreases), a spectral boost occurs in these regions and the notches become ‘filled in’. 
This is most apparent for the 10 ms and 20 ms time-delays, whereas with shorter delays, a 
comb-filtering effect occurs that noticeably distorts the definition of the notches. If the spectral 
notches (and subsequent filling from decorrelation) are an important cue for VIS perception, 
the increased depth of comb-filter distortion seen for shorter time-delays would inevitably have 
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an impact on the detection of such cues. This is reflected in the vertical decorrelation results 
(Figure 3.7), where larger error bars are seen for the 1 ms time-delay, and a significant gain 
factor effect is only apparent for the 5 ms time-delay and above. Furthermore, the only signifi-
cant difference between individual gain factor conditions for the ‘High’ frequency band was 
with a time-delay of 10 ms. 
 
Figure 3.10  FFTs of HRIR-convolved stimuli for the vertical decorrelation conditions.  
Gain factors of 0.0, 0.4 and 1.0 are plotted for each time-delay.  
 
Despite clear spectral changes in the ‘High’ frequency band as correlation decreases, little sig-
nificant change of VIS is seen between the different gain factor conditions in the subjective 
results. It is possible that this may relate to the un-weighted sound pressure level (SPL) used 
during testing. It is known from the literature that presentation level has an impact on the per-
ceived extent of a source, where a greater level increases the size of an auditory event (Cabrera 
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& Tilley, 2003). To quantify the differences in loudness between the frequency bands,  
Table 3.6 displays the LUFS (LKFS) values (ITU-R, 2015c) for the correlated stimuli source 
signals used during testing, as calculated by Adobe Audition. The results show a +4 dB increase 
of loudness for the ‘High’ frequency band compared to the ‘Low’ frequency band (when both 
have been SPL level-matched). Table 3.6 also displays the LUFS values calculated for pink 
noise that has been filtered into the frequency bands used during testing. Pink noise has equal 
energy for each octave-band, and is thought to roughly represent the typical octave-band rela-
tionship within a complex signal. The pink noise LUFS results demonstrate that the relative 
loudness of the ‘High’ frequency band is considerably lower than that of the ‘Low’ frequency 
band. When comparing this against the LUFS of the test stimuli, it is clear that the levels used 
during testing are not representative of a typical frequency relationship found in a complex 
source. Given that the loudness of the high frequency stimuli was comparatively high during 
testing, it may have resulted in an increased perception of VIS for all conditions, resulting in 
more subtle VIS changes from decorrelation.  
Table 3.6  A comparison of loudness level (LUFS) between the correlated stimuli used during testing 
(gain factor = 0.0) and pink noise filtered into the three frequency bands. 
 
 Low Frequency Band Middle Frequency Band High Frequency Band 
Test Stimuli Signals -16 dB LUFS -14 dB LUFS -12 dB LUFS 
Filtered Pink Noise -16 dB LUFS -22 dB LUFS -27 dB LUFS 
 
The loudness level of the ‘High’ frequency band signals could also be related to a lack of re-
flective energy at high frequencies. As seen in Table 3.5, the ‘Low’ frequency band has the 
greatest amount of early reflective energy, suggesting that less amplification would be required 
to meet the target SPL. In contrast, given the greater absorption at high frequencies in the semi-
anechoic chamber, it is thought that the ‘High’ frequency band would require more amplifica-
tion at line level to match the same SPL. To better assess the frequency-dependency of VIS, it 
would be useful to observe changes for octave-band noise stimuli, which are reproduced at the 
inherent SPL of each octave-band within a broadband pink noise signal (i.e. maintaining the 
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energy relationship apparent within pink noise) – this experiment has been conducted in Chap-
ter 4 of the present thesis. 
Another reason for a lack of significant VIS difference between the ‘High’ frequency band 
conditions could be related to the “pitch-height effect” (Cabrera & Tilley, 2003; Wallis & Lee, 
2016; Lee, 2016b) and “directional bands effect” (Blauert, 1969/70; Wallis & Lee, 2015a). 
From the directional band research, it is known that 4 kHz and 16 kHz bands tend to be per-
ceived in front, and an 8 kHz band is often perceived above, under anechoic conditions. Simi-
larly, when octave-band noise signals are presented at ear height from in front of the listener, a 
“pitch-height effect” occurs which sees the 8 kHz octave-band elevated upwards (towards the 
position of the height-channel loudspeaker); whereas the 16 kHz band is localised towards the 
main-channel loudspeaker, and 4 kHz is perceived somewhere between the two (Cabrera & 
Tilley, 2003; Lee, 2016b).  
 
Figure 3.11  Possible perception of vertical image spread (VIS) for the ‘High’ frequency band, based 
on the “pitch-height effect” phenomenon (Cabrera & Tilley, 2003; Lee, 2016b; Wallis & Lee, 2016). 
 
Chapter 3: A Comparison Between Horizontal and Vertical Interchannel Decorrelation 
 142 
Wallis and Lee (2016) have demonstrated that the pitch-height effect also occurs when coherent 
octave-bands are presented in vertical stereophony i.e. the same signal reproduced in a main-
layer loudspeaker and a height-layer loudspeaker simultaneously (both of which are located in 
the median plane, similar to the vertical test condition in the current experiment). It is thought 
that this natural vertical spread of frequencies may also be apparent in the ‘High’ frequency 
band signals, resulting in an initial broad VIS when both signals are correlated (gain factor = 
0.0), with relatively small changes to VIS from decorrelation. The potential perception of this 
has been illustrated in Figure 3.11 above, showing the possible distribution of octave-bands 
across the frontal vertical image. To investigate the hypothesis further, both the relative VIS 
and absolute VIS of octave-band stimuli have been assessed in Chapter 4, to observe how nar-
row frequency bands are affected by vertical decorrelation. 
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3.6   Conclusion  
Two listening tests have been conducted to observe the effects of interchannel decorrelation 
both horizontally and vertically. Decorrelated stimuli were generated using the complementary 
comb-filtering decorrelation method, where frequencies are alternately distributed between two 
channels throughout the spectrum. The decorrelation method is controlled by two variables: 
time-delay and gain factor. Time-delay determines the bandwidth between the comb-filter 
notches, and the gain factor defines the notch depth, which controls the degree of decorrelation 
(between 0.0 and 1.0, where 1.0 is maximum decorrelation). Variations of these variables were 
assessed during testing, with time-delays of 1 ms, 5 ms, 10 ms and 20 ms, and six gain factors 
from 0.0 to 1.0 at increments of 0.2. These conditions were applied to three frequency bands: 
‘Low’ (octave-bands with centre frequencies of 63 Hz, 125 Hz and 250 Hz), ‘Middle’ (centre 
frequencies of 500 Hz, 1 kHz and 2 kHz), and ‘High’ (centre frequencies of 4 kHz, 8 kHz and 
16 kHz). 
For the horizontal decorrelation, the two decorrelated signals were routed to left and right loud-
speakers, respectively, with a base angle of 60° (±30° azimuth). During the horizontal test, 
subjects were asked to grade the relative horizontal image spread (HIS) between the different 
gain factor stimuli. With the vertical decorrelation test, signals were decorrelated in the median 
plane (0° azimuth), between a main-layer loudspeaker positioned at ear height (0° elevation) 
and another positioned directly above at an elevation of +30°. Subjects were asked to grade the 
vertical image spread (VIS) between stimuli. 
The key findings from the listening tests are as follows: 
•   A significant effect of interchannel decorrelation on auditory image spread is apparent 
both horizontally and vertically, where spread increases as correlation decreases.  
•   The decorrelation effect appears to be stronger in the horizontal domain, with moder-
ate-strong statistical correlation between gain factor and HIS for all frequency bands. 
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•   Vertical decorrelation also leads to significant increases of VIS, however, the relation-
ship between gain factor and VIS appears to be weaker.  
•   The results also suggest that the perception of vertical decorrelation is frequency-de-
pendent, with VIS change most apparent in the ‘Low’ frequency band. 
•   Perception of vertical decorrelation for the ‘Low’ and ‘Middle’ frequency bands could 
potentially be related to floor reflections within the listening room. 
•   Vertical decorrelation of the ‘High’ frequency band appears to be associated with spec-
tral notches, which may act as cues for the perception of VIS. 
•   The ‘High’ frequency band may have been influenced by the ‘pitch-height’ phenom-
ena, where different high frequencies are perceived at difference elevations. 
•   A time-delay of 1 ms causes an uneven distribution of frequencies in the ‘Low’ fre-
quency band, making it unsuitable for low frequency band-limited decorrelation. 
The above findings suggest that vertical interchannel decorrelation has some influence on the 
perception of VIS in the median plane. However, the frequency bands used during this investi-
gation were relatively broad and, given some indication of frequency-dependency, assessment 
of narrower pink noise bands would be beneficial. Moreover, the results here indicate relative 
changes of VIS are perceivable for all frequency bands, but they do not reveal the extent of 
those changes. Considering this, the following experiments in Chapter 4 investigate the percep-
tion of decorrelated octave-band pink noise, both in a relative and absolute sense. The vertical 
decorrelation testing in the current chapter was also limited to the median plane i.e. with mini-
mal interaural differences; therefore, the following investigations also consider vertical decor-
relation for different azimuth positions around the listener, to observe the interaural effect on 
VIS perception. 
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4   RELATIVE  AND  ABSOLUTE  GRADING  OF  VERTICAL  IM-­
AGE  SPREAD  FOR  OCTAVE-­BAND  PINK  NOISE  STIMULI3,4  
This chapter describes two investigations that have been conducted to observe the effect of 
vertical interchannel decorrelation on octave-band and broadband pink noise stimuli. The first 
experiment compares vertically decorrelated conditions against each other and a correlated ref-
erence, in terms of relative vertical image spread (VIS); whereas the second experiment looks 
at the absolute extent of VIS, assessing extreme stimuli from the first experiment. Chapter 3 
demonstrated that changes to VIS from vertical decorrelation in the median plane (0° azimuth) 
were perceivable for all three frequency bands tested (‘Low’, ‘Middle’ and ‘High’). Differences 
of trend were apparent between the results of the three bands, where the greatest degree of 
change was observed for the ‘Low’ and ‘Middle’ bands (Section 3.4). Given the suggested 
frequency-dependency of vertical decorrelation, the current experiments aim to investigate how 
narrower frequency bands (octave-bands) and broadband signals respond to vertical interchan-
nel decorrelation.  
Furthermore, since only the median plane (0° azimuth) was assessed in Chapter 3, the vertically 
decorrelated stimuli in the current chapter have been presented independently from three dif-
ferent azimuth angles (0°, ±30° and ±110°), to observe whether interaural differences can also 
contribute to the perception of VIS. It is still useful to assess the effects of vertical decorrelation 
in the median plane, however, the inclusion of the wider azimuth angles makes the assessment 
more representative of auditory presentation in commercial 3D surround sound systems, such 
as, Auro-3D 9.1 (Auro Technologies, 2015a). This provides a more detailed understanding of 
                                                   
3 Gribben, C., & Lee, H. (2017). The Perceptual Effect of Vertical Interchannel Decorrelation on Vertical Image 
Spread at Different Azimuth Positions. Presented at the 142th Convention of the Audio Engineering Society, 9747. 
4 Gribben, C., & Lee, H. (2018). The Frequency and Loudspeaker-Azimuth Dependencies of Vertical Interchannel 
Decorrelation on Vertical Image Spread. Journal of the Audio Engineering Society, (accepted May 2018). 
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vertical interchannel decorrelation for potential upmixing applications, as well as the control of 
auditory phantom sources around the head. 
In order to observe the ICC effect at the different azimuth angles, three degrees of interchannel 
cross-correlation (ICC) have been precisely generated using two separate decorrelation ap-
proaches. Conventional decorrelation methods can broadly be split into phase-based and spec-
tral-amplitude-based techniques, as discussed in Section 2.3 of Chapter 2. The first experiment 
in the current chapter uses one phased-based technique proposed by Kendall (1995) (all-pass 
filtering) and one amplitude-based technique by Lauridsen (1954) (complementary comb-fil-
tering, which was also the method utilised in Chapter 3), both of which are described in Section 
4.2.1 below. Comparing these two approaches side-by-side (with the same controlled levels of 
ICC) should better indicate whether a general relationship between vertical ICC and VIS exists, 
rather than simply assessing the effects for a single decorrelation method. 
From this background, the following research questions are proposed: 
•   At which frequencies is the relationship between vertical ICC and VIS strongest?  
•   What effect does the azimuth angle of presentation have on VIS perception? 
•   Are phase- and amplitude-based decorrelation methods perceived similarly? 
•   What is the extent of change to VIS by vertical decorrelation? 
•   Is the general extent of VIS dependent on frequency and/or azimuth angle? 
In order to answer the above questions, broadband pink noise was band-pass filtered into nine 
octave-bands (with centre frequencies of 63 Hz to 16 kHz). These octave-bands and the broad-
band pink noise were then decorrelated with the two decorrelation methods mentioned above, 
generating three interchannel cross-correlation coefficients (ICCCs) of ‘0.7’, ‘0.4’ and ‘0.1’ – 
monophonic (lower main-layer loudspeaker only) and correlated (ICCC = 1.0) conditions were 
also included in a multiple comparison alongside the decorrelated stimuli. In the second exper-
iment, subjects graded the absolute extent of VIS for extreme stimuli from the first experiment 
(ICCC = 0.1, ICCC = 1.0 and the monophonic condition) at azimuth angles of 0° and ±30°. 
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Responses were captured with the aid of a light emitting diode (LED) strip connected to Max 
and a rotary controller, where the listeners controlled the LEDs to visually define the upper and 
lower VIS boundaries of the stimuli for each frequency band.   
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4.1   Experimental  Hypotheses  
The results in Chapter 3 demonstrate that some significant change of VIS from vertical inter-
channel decorrelation could be perceived for all three of the frequency bands (‘Low’, ‘Middle’ 
and ‘High’). Consequently, it is hypothesised that spatial changes from vertical decorrelation 
will be perceivable for all nine octave-bands to some degree. Given that vertical localisation in 
the median plane is mostly determined by pinna spectral cues around 8 kHz (Roffler & Butler, 
1968a; Hebrank & Wright, 1974), and since potential spectral cues of vertical decorrelation 
were observed in a similar region in Chapter 3 (Section 3.5.2), it is anticipated that the 8 kHz 
octave-band may display the greatest degree of change by vertical decorrelation. In terms of 
azimuth angle, it is seen in the literature that interaural level differences (ILD) have more of an 
impact on higher frequencies at wider azimuth angles (Section 1.1.1.1); therefore, it is further 
hypothesised that the vertical decorrelation from ±110° will be aided by the additional head-
shadowing of high frequencies (> 1.5 kHz). 
The discussion in Section 3.5.2 suggests that the perception of the ‘High’ frequency band (oc-
tave-bands with centre frequencies of 4 kHz, 8 kHz and 16 kHz) in the median plane may have 
been influenced by the ‘pitch-height’ effect (Cabrera & Tilley, 2003; Lee, 2016b). That is, 
higher frequencies are inherently spread along the vertical plane, with the 8 kHz octave-band 
perceived as most elevated towards the height-channel loudspeaker. As a result, an additional 
hypothesis is that the absolute testing results will demonstrate different frequency bands at dif-
ferent heights in the median plane, specifically an elevation of the 8 kHz octave-band. It is 
further hypothesised that the lower octave-bands will generally display a greater VIS than 
higher octave-bands, in line with the literature on the inherent frequency-dependent extent of 
sound in Section 1.2.1 (Cabrera & Tilley, 2003). 
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4.2   Experiment  1:  Relative  Grading  of  Vertical  Image  Spread  (VIS)  
The first experiment of the present chapter looks to establish the relative perception of vertical 
image spread (VIS) between vertically decorrelated and correlated pink noise stimuli. Two 
decorrelation methods (Sections 4.2.1.3 and 4.2.1.4 below) were employed to control the de-
gree of signal correlation (ICC) between pairs of vertically-arranged loudspeakers. Stimuli 
were created using octave-band and broadband pink noise, in order to observe the frequency 
dependency of ICC on VIS; and were presented at three different azimuth angles to the listening 
position (0°, ±30° and ±110°). The results from this first experiment then informed the second 
experiment of the current chapter, where absolute VIS was measured to examine changes of 
the upper and lower image boundaries. 
4.2.1   Experimental  Design  
4.2.1.1   Physical Testing Setup 
Ten Genelec 8040A loudspeakers (Frequency response: 48 Hz – 20 kHz (±2 dB)) were used 
during testing, divided into two separate layers (main and height) with five loudspeakers in 
each. The five main-layer loudspeakers were spaced around the listener at azimuth angles of 
0°, ±30° and ±110°, in accordance with ITU-R BS.775-3 (ITU-R, 2012) – each loudspeaker 
was positioned 2 m from the listening position, with the acoustic centre at a height of 1.27 m 
and in line with the ear position. The height-layer loudspeakers were positioned directly above 
the main-layer azimuth positions at an elevation angle of +30° to the listener, as per Auro-3D 
9.1 (with an additional centre height) (Auro Technologies, 2015a). This resulted in five verti-
cally-arranged loudspeaker pairs around the listener, with a vertical spacing of 1.15 m between 
layers (see Figure 4.1). Auro-3D 9.1 is a well-established 3D multichannel surround sound 
format, and was chosen for this experiment due to its relationship with the standard ‘2D’ 5.1 
format (ITU-R, 2012). That is, it features four vertically-arranged pairs of loudspeakers at azi-
muth angles of ±30° and ±110°, where the four main- and height-layer loudspeakers align at 
the exact same position (i.e. left, right, left surround and right surround in 5.1 surround sound). 
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A median vertical pair (‘Centre’ at 0° azimuth, directly in front of the listener) was also included 
to observe VIS perception where interaural differences are limited. The objective analysis in 
Chapter 3 (Section 3.5.2) suggests that the perception of high frequency VIS from vertical 
decorrelation in the median plane may be related to spectral cues – therefore, the inclusion of 
the median plane condition also provides continuity from that experiment, in order to explore 
these potential spectral cues further. 
 
Figure 4.1  Physical loudspeaker setup used during testing (based on Auro-3D 9.1 (Auro Technologies, 
2015a) with an additional Centre height-channel). Five main-layer loudspeakers positioned 2 m from 
the listener at ear height with azimuth angles of 0°, ±30° and ±110°. Five upper height-layer loud-
speakers elevated directly above its main-layer pair by +30° to the listener. 
Listening tests were conducted at the University of Huddersfield in a critical listening room 
that fulfils the specification of ITU-R BS.1116-3 (ITU-R, 2015a) (6.2m x 5.6m x 3.8m;  
RT = 0.25 s; NR 12). Time and level alignment were applied between the two loudspeaker 
layers, to compensate for interlayer difference of signal arrival at the listening position. An 
acoustically transparent curtain was also used to obscure the loudspeakers from view, so as to 
avoid visual bias during testing. 
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4.2.1.2   Decorrelation Methods 
For stimuli creation, continuous broadband pink noise was band-pass filtered into nine octave-
bands, with centre frequencies of 63 Hz to 16 kHz, using a 16th-order linear phase Butterworth 
filter (96 dB/octave). To generate the stimuli, each pink noise octave-band and the original 
broadband sample were processed using the two decorrelation techniques: Complementary 
Comb-Filtering (CF) (the amplitude-based method implemented in Chapter 3) and Phase Ran-
domisation (PR) by use of all-pass filters (a phase-based approach).  
With regard to phase-based decorrelation, various suggestions have been made to improve these 
approaches in terms of colouration and transient handling – these include the use of exponen-
tially decaying white noise bursts (Faller, 2006; Pulkki, 2007), the random time-shifting of 
whole critical frequency bands (Bouéri & Kyirakakis, 2004; Pihlajamäki, Santala & Pulkki, 
2014) and extraction of transient information (Laitinen et al., 2011) – however, the added com-
plexity can make achieving low levels of ICC more difficult. The first experiment in the present 
chapter has a focus on controlling a broad range of ICCCavg values, using continuous pink noise 
as the stimulus (i.e., limited transients and little consideration towards colouration). Given this, 
it was deemed that the PR all-pass filter approach (Kendall, 1995) would be best suited for that 
purpose, as it is relatively straightforward to implement and able to achieve low levels of ICC 
across all frequencies. Some existing surround sound upmixing models also indicate the generic 
use of all-pass filters to decorrelate signals by phase randomisation (Jot & Avendano, 2003; Li 
& Driessen, 2005). 
Considering amplitude-based methods, these mostly feature frequency panning where groups 
of frequencies are alternately panned between the two output channels across the frequency 
spectrum (Section 2.3.3). The CF method in the present experiment generates fixed and regular 
frequency panning between two channels by creating two opposing comb-filter responses. This 
is also the method utilised in the experiments of Chapter 3 in the current thesis, and full details 
of its implementation can be seen in Section 3.2.1 – an FFT example of the resulting 
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complementary amplitude differences is also presented in the same section (Figure 3.1), dis-
playing the groups of panned frequencies for a 500 Hz octave-band. The CF method is very 
simple and cost-effective to implement, and the degree of ICC is easily controlled by the gain 
factor applied to the delayed signal (where a gain factor of 1.0 is maximum decorrelation). 
Many other amplitude-based methods also work on a similar principle of frequency distribution 
between two channels (Zotter & Frank, 2013; Fink et al., 2015); however, suitably low levels 
of ICC can easily be realised with CF, making it an appropriate technique to assess in the pre-
sent experiment. Furthermore, the method is also featured in some proposed surround sound 
upmixing algorithms (Irwan & Aarts, 2002; Adami, Brand & Herre, 2017). 
Although more sophisticated methods of decorrelation have been developed in recent years to 
improve tonal quality (as discussed in Section 2.3), the two approaches selected for the exper-
iments in the current chapter (PR and CF) allow for a simple controlled assessment of the ICC 
effect, due to fewer parametric variables. Moreover, informal calculations during the stimuli 
creation process demonstrated that both were easily able to achieve an ICCCavg of at least ‘0.1’, 
for each of the octave-bands under testing (63 Hz – 16 kHz) – this is considered a minimum 
requirement of the decorrelation methods used during these experiments. 
4.2.1.3   Phase Randomisation Stimuli (All-Pass Filtering) 
To implement the PR method, an original monophonic signal can simply be convolved with 
two impulses (short white noise bursts) of random phase and unit magnitude (Equation 4.1). 
These impulses represent an FIR all-pass filter, with the intention that the amplitude frequency 
responses between the input and output signals are identical. 
    (4.1) 
where  and  are the two output signals,  is the monophonic input signal, and  and  
are two FIR filter impulses. 
  
!
s1(n) = x(n)∗h1(n)
s2 (n) = x(n)∗h2 (n)
1s 2s x 1h 2h
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To create the random phase coefficients of the FIR all-pass filters, a random number sequence 
is generated for each filter (featuring random values between –π and π). This produces an in-
herent phase decorrelation between the two filter responses, where the degree of correlation 
can be controlled by a mixing matrix of the two sequences, as seen in Equation 4.2 below. The 
random numbers represent the phase component of each FFT bin in the frequency-domain, 
where the magnitude of the frequency is set to unity (1). To obtain the impulse response of each 
filter for time-based convolution with the input signal, an inverse FFT (IFFT) is performed to 
convert the FFT frequency components into the time-domain. Alternatively, convolution could 
be carried out in the frequency domain by performing an FFT of the input signal, before con-
verting back to the time-domain with an IFFT, which may be more computationally efficient. 
   (4.2) 
Where:   and  are the two random filter coefficients after mixing 
is the first random number sequence 
is the second random number sequence 
is the mixing factor between 0 and 1, where 1 is maximum decorrelation 
 
The length of the random number sequences defines the resolution of the frequencies that are 
phase-randomised, as well as the temporal length of the filter’s impulse response. To create the 
PR stimuli in the current experiment the filters were generated with a length of 30 ms, resulting 
in 1323 FFT bins at a sampling rate of 44.1 kHz. A length of 30 ms for the sequences was found 
to easily decorrelate the 63 Hz octave-band to ICCCavg 0.1, where the lowest frequency (44 Hz) 
has a cycle length of around 23 ms. It is thought that the correlation between the two generated 
impulses directly relates to the correlation between the two outputs; however, given the random 
generation of number sequences, the actual degree of maximum ICC can vary drastically be-
tween each generation, often requiring repetition until the desired ICC level is achieved.                       
!
h1[n]= a[n]
h2[n]=
1
1+ k (a[n]+ (b[n]⋅ k))
!h1 !h2!a!b!k
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It is assumed that the use of all-pass decorrelation should have little effect on the frequency 
response of the signals, though in practice, the length of the filter (white noise burst) can cause 
smearing of transient information (Laitinen et al., 2011). In the current experiment, this issue 
is not of particular concern as the subjective assessment has been conducted with continuous 
pink noise sources. In general, the longer the filter length, the greater or easier the decorrelation, 
yet at the expense of increased signal colouration. The waveform of the output can also be 
distorted by significant opposing phase-shifts of neighbouring frequencies (Bouéri & Kyiraka-
kis, 2004) – it is this random interaction of phase-shifts that leads one implementation of the 
all-pass filter to sound noticeably different from another. Although it is relatively simple to 
achieve a low level of ICC with all-pass filters, the random element requires a trial-and-error 
approach in terms of both colouration and ICC, which may not be suitable for practical appli-
cations. In this instance, MATLAB was used for the PR decorrelation processing – to achieve 
the ICCCavg values required for the present experiment (‘0.1’, ‘0.4’ and ‘0.7’), a MATLAB 
script was used to loop the decorrelation code until the correct ICCCavg value was calculated. 
4.2.1.4   Complementary Comb-Filtering Stimuli 
The two parameters of the CF method are the time-delay and the gain factor, both of which are 
applied to the summed / subtracted secondary signal (see Section 3.2.1). In Chapter 3, the CF 
method was assessed with four different time-delays (1 ms, 5 ms, 10 ms and 20 ms) and varying 
degrees of gain factor (‘0.0’ to ‘1.0’, with increments of 0.2, where ‘1.0’ is maximum decorre-
lation). It was generally found that longer time-delays (10-20 ms) were required to significantly 
change VIS for all three frequency bands. With the ‘Middle’ band, both 10 ms and 20 ms time-
delays generated a significant increase of VIS between conditions; for the ‘High’ band, only 
the 10 ms time-delay significantly increased VIS; and with the ‘Low’ frequency band, both the 
1 ms and 20 ms time-delays demonstrated a significant increase of VIS. In Chapter 3 (Section 
3.5.1), it was discussed that a 1 ms time-delay would be unsuitable for decorrelation of low 
frequencies in practice, due to the uneven distribution of frequencies within that region (Figure 
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3.8) (which may have been perceived as an increase of VIS) – as a result, a time-delay of 1 ms 
has not be been considered for the current experimental stimuli. 
 
Figure 4.2  The effect of time-delay (T) on the comb-filter notch depth and bandwidth between notches 
with the CF method, calculated with 4096 FFT-points and a frame length of 4096 samples (50% over-
lapping windows). (Broadband pink noise decorrelated with 1-20 ms delays and a gain factor of ‘1.0’) 
In order to determine a suitable time-delay, the effects of 1 ms, 5 ms, 10 ms and 20 ms time-
delays have been analysed further, with the comb-filtered results displayed in Figure 4.2 above 
(where the time-delays are split by column). The first two rows of plots represent the two output 
signals with a gain factor of ‘1.0’ (maximum decorrelation) – in these, the notch depth becomes 
more apparent for a time-delay of 10 ms or shorter (> ~12 dB), with the notch increasing con-
siderably as time-delay decreases. Calculating the ICCCavg for the 63 Hz octave-band, the min-
imum achievable ICCCavg with a gain factor of ‘1.0’ (maximum decorrelation) is 0.0 for 1 ms, 
0.1 for 5 ms, 0.1 for 10 ms and 0.2 for 20 ms. Given that an aim of this study is to test as close 
to full decorrelation as possible without separation of image (ICCCavg = 0.1), a time-delay of 
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20 ms does not give a suitable range of ICCCavg values at lower frequencies, presumably due 
to the shallower notch depth. 
Further seen in Figure 4.2, the frequency bandwidth of the individual comb-filter peaks (taken 
as the distance between notch positions) are consistent across the frequency spectrum; from 
observing the plots, this bandwidth is 1 kHz for a 1 ms time-delay, 200 Hz for 5 ms, 100 Hz 
for 10 ms and 50 Hz for 20 ms. Due to these variations in bandwidth, an uneven distribution of 
low frequencies is particularly evident in the 1 ms plots – this is the effect that was observed in 
Chapter 3 of the present thesis (Section 3.5.1). Figure 4.2 also indicates a comb-filter distortion 
when summing the outputs of shorter time-delays (as seen in the third row of plots); since both 
outputs have been RMS-matched, this spectral distortion may be caused by a combination of 
the spectral energy imbalance and also the greater notch depths seen with shorter time-delays. 
On the other hand, looking at the 10 ms and 20 ms plots, the comb-filter distortion of the 
summed outputs appears to reduce and the frequency distribution is more evenly spread 
throughout the spectrum. 
Given the above assessment, the present study chooses to utilise a time-delay of 10 ms, due to 
a suitable maximum notch depth (~12 dB with an ICCCavg of 0.1 for 63 Hz octave-band) and a 
relatively small comb-filter peak bandwidth between notches (100 Hz). Furthermore, the 10 ms 
condition in the vertical decorrelation experiment of Chapter 3 (Section 3.4) demonstrated a 
significant change of VIS for both the ‘Middle’ and ‘High’ frequency bands. Other researchers 
have also suggested that a 10 ms time-delay is a compromise to give the desired perception of 
widening, while avoiding any confusion that may be experienced with longer time-delays and 
greater diffusion (Irwan & Aarts, 2002).  
4.2.1.5   Stimuli Conditions 
For each technique described above, three ICCCavg levels of decorrelation were generated: 
‘0.1’, ‘0.4’ and ‘0.7’. Additionally, ICCCavg ‘1.0’ (fully correlated) and a monophonic signal 
routed to the main-layer loudspeaker only were also included as stimuli conditions. This 
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resulted in eight stimuli for each of the ten frequency conditions (nine octave-band and one 
broadband). Both methods were implemented using MATLAB looping scripts that repeated the 
decorrelation process until the desired ICCCavg was achieved. In the case of CF, the gain factor 
was incremented with each loop, and for PR, new random number sequences of phase were 
generated each time (with the mixing matrix set to a reasonable level). Each of the two decor-
related output signals were RMS level-matched with the input signal to maintain an equal bal-
ance of energy between the channels – this was due to the uneven frequency distribution ob-
served for low frequencies in Section 3.5.1. Of the two-channel decorrelated outputs, ‘Output 
1’ was routed to the main-layer loudspeaker and ‘Output 2’ to the height-layer loudspeaker of 
a given vertical pair.  
The level of each frequency band stimulus was determined by octave-band filtering a broad-
band pink noise signal at 75 dB LAeq, with each of the eight stimuli matched to the respective 
sound pressure level (LAeq) of the resultant bands – the SPLs for each frequency band are 
displayed in Table 4.1 below. Rather than matching all octave-bands to the same SPL, it was 
considered that maintaining the original inter-band energy relationship of pink noise (equal 
energy per octave-band) would be more appropriate. The motivation here was to examine the 
effectiveness of decorrelation for each octave-band, whilst maintaining the band’s inherent 
loudness within a broadband signal. This would also be more representative of a potential prac-
tical application, where some octave-bands are selectively decorrelated for vertical upmixing, 
without changing the spectral energy weighting of the original signal. 
 
Table 4.1  Sound pressure level (SPL) (LAeq) of the octave-band pink noise stimuli, as calculated from the 
octave-band filtering of a broadband pink noise signal with an SPL of 75 dB (LAeq). 
 
63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz 
Broad-
band 
49 dBA 51 dBA 63 dBA 66 dBA 68 dBA 68 dBA 67 dBA 64 dBA 53 dBA 75 dBA 
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4.2.1.6   Subjects 
A total of 12 subjects took part in the first experiment of this study, comprising staff, postgrad-
uate students and final year students from the University of Huddersfield’s Music Technology 
courses. All participants reported to have normal hearing and were familiar with critical listen-
ing exercises in spatial audio. The use of 12 subjects achieves a statistical power of 0.47 for the 
current experiment, based on a two-tailed t-test with an effect size of 0.6 and a error probability 
of 0.05 (type I error i.e. false-positive), as calculated using G*Power 3.1 (Faul et al., 2007). 
This indicates that the probability of a type II statistical error (false-negative) is 0.53 (b), sug-
gesting there is a fairly high chance that some significant (perceivable) differences may be 
reported as insignificant. If a type II error were to occur, it is thought that the differences be-
tween these conditions are likely to be particularly subtle, and it is better to be more restrictive 
than sensitive when testing for significance within the current context. As discussed in Section 
3.4.2, a type I error is of more concern for the present subjective listening experiments, where 
a difference is reported as significant when it is insignificant – this is accounted for with Bon-
ferroni correction of the results below, reducing the sensitivity of the statistical test. 
4.2.1.7   Testing Procedure 
During the test, subjects were presented with a total of 30 multiple comparison trials in a graph-
ical user interface (GUI) that was developed in Cycling ‘74’s Max (Figure 4.3 below) – this 
interface provided the basis for HULTI-GEN, a universal listening test interface generator that 
has since been developed by the author (Gribben & Lee, 2015) (Appendix A). For the reasons 
detailed in Section 3.2.4, trials were based on an adapted MUSHRA format (ITU-R, 2015b) 
with a bipolar scale (ranging from -30 to 30), featuring markers every 10 points to help maintain 
consistency between trials. Each trial consisted of eight buttons and sliders to trigger and grade 
the eight stimuli, with another button next to the centre of the scale (0) to trigger a reference 
stimulus. Six of the buttons/sliders corresponded to the decorrelated stimuli, with the other two 
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controlling the correlated and monophonic stimuli. The reference signal was the correlated 
sample (ICCCavg 1.0), which was also included as a hidden reference amongst the stimuli.  
 
 
Figure 4.3  Multiple comparison interface used during testing, developed in Max 7. 
 
Each stimulus was to be graded for vertical image spread (VIS) against each other and the 
reference – where above the reference (at 0 on the scale) was greater and below the reference 
was lesser. The 30 trials were made up of the ten frequency bands for three loudspeaker azimuth 
angle positions (0°, ±30° and ±110°, see Figure 4.1 above). Only one of the two 30° and 110° 
vertical loudspeaker pairs were tested for each band to limit the testing load – this was random-
ised between left and right for each 30°/110° trial. With every subject, the 30 trials were ran-
domised in order and divided into three separate sessions, each of which took no more than  
30 minutes for a listener to complete. Subjects were instructed to face forward and keep their 
head still throughout testing, which was ensured by the aid of a small headrest. 
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4.2.2   Results  and  Analysis  
Results for relative vertical image spread (VIS) testing are presented in Figure 4.4 below – all 
data has been normalised in accordance with ITU-R BS.1116-3 (ITU-R, 2015a) (as described 
in Section 3.3) and analysed in SPSS. The graphs display the median scores of relative VIS 
with bars to signify notch edges, representing non-parametric 95% confidence intervals 
(McGill et al., 1978). Shapiro-Wilk tests for normality indicated that the data of each condition 
was not always normally distributed; therefore, non-parametric statistical tests were performed 
across all conditions for consistency and comparison. 
Data was first analysed for significant difference between the two decorrelation methods, using 
Bonferroni-corrected Wilcoxon signed-rank tests to compare the two methods at each of the 
three interchannel cross-correlation coefficient (ICCCavg) levels. Friedman repeated measure 
tests were then conducted to assess the effect of ICC on VIS for either the methods combined, 
if no difference was established, or each method independently. If a significant ICC effect was 
revealed, post-hoc Wilcoxon tests with Bonferroni correction indicated the significance of re-
lationships between stimuli conditions. The monophonic stimulus was not included in the 
Friedman statistical testing, as it does not feature an ICCCavg value. Instead, additional Wil-
coxon corrected tests were carried out between the monophonic stimulus and all other stimuli 
to observe significant differences, with the median and notch data of the monophonic stimuli 
also presented in the graphs for comparative purposes. 
4.2.2.1   Comparing Decorrelation Methods 
For the 63 Hz, 500 Hz, 4 kHz, 8 kHz and 16 kHz octave-bands at all azimuth angles, there 
was no significant difference of relative VIS between the phase randomisation (PR) and com-
plementary comb-filtering (CF) methods, when performing a Wilcoxon test on each of the 
three ICCCavg pairs (p > 0.05). The 125 Hz, 1 kHz, 2 kHz and Broadband frequency bands 
also showed no significant difference between methods for 0° and ±30° azimuth (p > 0.05). 
However, with the 125 Hz, 2 kHz and Broadband frequency bands at ±110°, ‘PR 0.1’ was  
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Figure 4.4  Median of the relative Vertical Image Spread (VIS) normalised scores with 95% confidence notch edge 
bars. Each panel features the results of all average running interchannel cross-correlation coefficient (ICCCavg) and 
monophonic conditions for a given combination of loudspeaker position and frequency band. Results of the two 
decorrelation methods are clustered around the ICCCavg/monophonic points on the X-axis: 
 
Triangle / Left = Phase Randomisation (PR) 
Circle / Right = Complementary Comb-Filtering (CF) 
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significantly greater than ‘CF 0.l’ (p < 0.01); and for the 1 kHz band at ±110°, ‘PR 0.4’ was 
significantly greater than ‘CF 0.4’ (p = 0.02). For the 250Hz band at 0°, there was no significant 
difference between methods (p > 0.05) – whereas PR was significantly greater than CF for ‘0.7’ 
and ‘0.4’ at ±30° (p < 0.02), and for ‘0.7’ at ±110° (p < 0.04). In every case where there was a 
significant difference between methods, PR always had a greater perceived VIS than CF. 
4.2.2.2   Interchannel Cross-Correlation Effect 
For the 63 Hz octave-band, Friedman test results indicate a significant ICC effect for 0° and 
±110° azimuth (p < 0.05), but not for ±30° (p > 0.05). Wilcoxon post-hoc tests with Bonferroni 
correction revealed no significant difference between conditions for 0°, however, ‘0.7’, ‘0.4’ 
and ‘0.1’ were all significantly greater than ‘1.0’ at ±110° azimuth (p < 0.05). With the 125 Hz 
band, only the PR method at ±110° azimuth showed a significant ICC effect, where ‘0.1’ was 
significantly greater than ‘0.7’ (p < 0.02). The 250 Hz band results indicate a significant ICC 
effect for PR at ±30° (p < 0.01) and both methods at ±110° (p < 0.02). For the PR method at 
±30°, ‘0.7’ and ‘0.4’ were significantly greater than ‘1.0’ (p < 0.02); and for PR at ±110°, ‘0.7’ 
was significantly greater than ‘1.0’ (p < 0.05). However, post-hoc tests of the CF method at 
±110° reveal no significant differences following correction (p > 0.05). 
Friedman tests on the 500 Hz, 1 kHz, 2 kHz, 4 kHz, 8 kHz, 16 kHz and Broadband frequency 
bands demonstrate a significant ICC effect at all azimuth angles (0°, ±30° and ±110°)  
(p < 0.01). For the 500 Hz at 0°, ‘0.1’ was significantly greater than all other ICC conditions  
(p < 0.04); whereas at ±30° and ±110°, ‘0.1’ was only significantly greater than ‘1.0’ (p = 0.01). 
For the 1 kHz band at 0° and ±30°, ‘0.1’ and ‘0.4’ were both significantly greater than ‘1.0’  
(p < 0.01), but not each other (p > 0.05) – and at ±110°, ‘PR 0.4’ was significantly greater than 
‘PR 1.0’ (p = 0.02), but there was no significant difference between the CF stimuli  (p > 0.05). 
With the 2kHz band, ‘0.1’ was significantly greater than all other ICC conditions for 0°, ±30° 
and PR at ±110° (p < 0.01); whereas for CF at ±110°, ‘0.1’ was only significantly greater than 
‘1.0’ (p < 0.04). Results of the 4 kHz band at 0° indicate ‘0.1’ and ‘0.4’ were significantly 
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greater than ‘0.7’ and ‘1.0’ (p < 0.02), but not each other (p > 0.05) – whereas at ±30° and 
±110°, ‘0.1’ was significantly greater than all other ICC conditions (p < 0.03). For the 8 kHz 
band, ‘0.1’ was significantly greater than all other ICC levels at each azimuth angle (p < 0.04). 
With the 16 kHz octave-band, ‘0.1’ and ‘0.4’ were significantly greater than ‘0.7’ and ‘1.0’ at 
all angles (p < 0.04); furthermore, ‘0.1’ was also significantly greater than ‘0.4’ at ±110°  
(p < 0.01). For the Broadband 0° results, ‘0.1’ and ‘0.4’ were both significantly greater than all 
other ICC levels (p < 0.02) – whereas at ±30° and ±110° azimuth, ‘0.1’ was significantly greater 
than all other conditions (p < 0.03).  
4.2.2.3   Statistical Correlation Between ICC and VIS 
To further evaluate the apparent effect of ICC on VIS perception, the data sets of each decor-
relation method were combined and the statistical correlation between ICC and VIS was calcu-
lated for each condition (Table 4.2). The correlation coefficients were determined using both 
Spearman’s rank-order and Pearson’s product-moment measurement techniques. Spearman’s 
rank-order test is non-parametric and can be applied to ordinal data, with the results indicating 
the strength of a monotonic relationship between variables – that is, as one variable increases, 
so does the other – whereas Pearson’s approach assesses the linearity of correlation between 
two variables. Interpretation for both sets of correlation coefficients is as follows: 0.3-0.49 = 
weak, 0.5-0.69 = moderate, 0.7-0.89 = strong, and 0.9-1.0 = very strong. A strong correlation 
between ICC and VIS for a particular octave-band would suggest that measurement of the 
ICCCavg for that band might contribute to the prediction of VIS (or potentially another spatial 
attribute), and also that it may be particularly important to controlling VIS. 
Observing the Spearman rank-order coefficients in Table 4.2, it can be seen that the strongest 
correlation between ICC and VIS is for the 8 kHz band at ±30° azimuth (rs = 0.83); this is 
further reflected in the Pearson results (r = 0.80), indicating that the relationship is relatively 
linear. The Spearman results also show strong correlation for the Broadband stimuli at ±30°, 
and 2 kHz, 4 kHz, 8 kHz, 16 kHz and Broadband at ±110°. There is general agreement between 
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the two correlation results, demonstrating that the strong correlation between variables is 
mostly linear. On the other hand, at 0° azimuth in the median plane, none of the frequency 
bands exhibit a strong correlation between ICC and VIS. 
 
Table 4.2  Statistical Correlation Between the Interchannel Cross-Correlation Coefficient (ICCC) and the 
relative Vertical Image Spread (VIS) Scores (** p < 0.01; * p < 0.05) 
 
  Spearman’s Rank-Order (rs) Pearson’s Product-Moment (r) 
 Centre (0°) Front (±30°) Rear (±110°) Centre (0°) Front (±30°) Rear (±110°) 
63 Hz 0.29** 0.11 0.35** 0.24* 0.17 0.30** 
125 Hz 0.01 0.05 0.30** 0.03 0.07 0.29** 
250 Hz -0.09 0.01 0.14 -0.10 0.02 0.14 
500 Hz 0.49** 0.41** 0.33** 0.47** 0.36** 0.33** 
1 kHz 0.52** 0.42** 0.42** 0.54** 0.42** 0.41** 
2 kHz 0.63** 0.68** 0.74** 0.63** 0.66** 0.68** 
4 kHz 0.51** 0.67** 0.75** 0.50** 0.68** 0.74** 
8 kHz 0.65** 0.83** 0.73** 0.58** 0.80** 0.70** 
16 kHz 0.52** 0.56** 0.73** 0.50** 0.55** 0.70** 
Broadband 0.62** 0.77** 0.71** 0.54** 0.73** 0.69** 
 
 
Significant correlation (p < 0.01) between ICC and VIS occurs at all azimuth angles for the  
500 Hz octave-band and above, and also for 63 Hz at 0°/±110° and 125 Hz at ±110°, broadly 
agreeing with the significant results in Figure 4.4. With the 63 Hz, 125 Hz and 500 Hz signifi-
cant results, the correlation is considered to be weak (r < 0.5) – as is the 1 kHz band at ±30° 
and ±110° azimuth, whereas from 0°, the 1 kHz band shows a moderately linear correlation. 
For both the 500 Hz and 1 kHz bands, correlation between ICC and VIS is greatest at 0° azi-
muth, then appears to decrease as the azimuth angle increases – this suggests that the perception 
of VIS by decorrelation for these frequencies may be most detectable when changes occur in 
both ears equally (i.e. the median plane), potentially related to the interaural perception of 
decorrelated room reflections. In contrast, the 2 kHz, 4 kHz and 16 kHz bands show strongest 
correlation at ±110°, where interaural differences are greatest from head-shadowing – and the 
8 kHz and Broadband frequency bands indicate strongest correlation at ±30°, where there is a 
combination of both interaural differences and spectral filtering by pinna reflections. 
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4.2.2.4   Monophonic Results 
The only decorrelated stimuli to have a significantly greater VIS than the respective mono-
phonic conditions were 63 Hz, 2 kHz and 8 kHz ‘0.1’ at ±110° (p < 0.04), and Broadband ‘0.1’ 
at both 0° and ±110° (p < 0.03). In some cases, the monophonic condition was perceived as 
having a significantly greater VIS than decorrelated stimuli. For the 500 Hz band, Wilcoxon 
tests revealed that the monophonic sample was significantly greater than ‘1.0’ at both 0° and 
±30° (p < 0.03), as well as greater than ‘0.7’ and ‘0.4’ for the PR method at 0° (p < 0.04). With 
the 1kHz band, the monophonic sample was significantly greater than ‘1.0’ at ±110° (p < 0.04). 
The 2 kHz monophonic stimulus was significantly greater than ‘1.0’ and ‘0.7’ (PR method) at 
0° (p < 0.03), as well as ‘1.0’ and ‘0.4/0.7’ (CF method) at ±30° (p < 0.04). With the 4 kHz 
band, the monophonic sample was significantly greater than ‘1.0’ and ‘0.7’ at ±30° (p < 0.05), 
and greater than ‘1.0’ at ±110° (p < 0.04). It can be seen from these results that an ICCCavg of 
‘0.1’ was always perceived as having a similar or greater VIS than the monophonic condition 
for every frequency band and azimuth angle. 
4.2.3   Discussion  of  Relative  Testing  Results  
Generally speaking, there is little linear interchannel cross-correlation (ICC) effect with octave-
bands below the 500 Hz band – that is, where an increase of spread is observed as correlation 
decreases. Looking at the median and notch edge plots in Figure 4.4 above, it can be seen that 
a direct relationship between ICC and vertical image spread (VIS) begins to develop around 
the 500 Hz octave-band point – this is confirmed by the significant statistical correlation results 
seen in Table 4.2. In every case for the 500 Hz octave-band and above, either the ICC conditions 
of ‘0.1’ or ‘0.4’ (decorrelated) were significantly greater than ‘1.0’ (the correlated condition) 
across all loudspeaker angles. This perceptual effect is likely due to the introduction of vertical 
localisation cues generated by the pinna (Roffler & Butler, 1968a; Hebrank & Wright, 1974), 
torso (Algazi et al., 2001) and room reflections, as well as that of interaural cues by a head-
shadowing effect when the source is presented off-centre. It also relates back to the potential 
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spectral cues of the median plane observed in Chapter 3 of the thesis. Consequently, the pres-
ence of these features may allow the brain to interpret two largely uncorrelated signals from 
different directions simultaneously. There also appears to be some direction dependency on the 
relationship between ICC and VIS, with the statistical correlation strongest for the 500 Hz and 
1 kHz bands at 0° (the median plane), 2 kHz, 4 kHz and 16 kHz at ±110° (when head-shadowing 
is greatest), and 8 kHz and Broadband at ±30° (where frontal HRTF filtering and interaural 
differences are both present). These points have been explored further with the objective anal-
ysis in Chapter 5 of the present thesis (Section 5.3). 
Comparing the results for the two decorrelation methods, phase randomisation (PR) and com-
plementary comb-filtering (CF), there is generally little difference between them – 92% of all 
method comparisons exhibited no significant difference. In the cases where there was signifi-
cant difference, the PR method was always perceived as having a greater VIS than CF. Given 
the general similarity of VIS between methods for each ICC level, and also the linear relation-
ships seen at the 500 Hz octave-band and above, it can be suggested that the ICC relationship 
with VIS at middle to high frequency bands could be useful. Through further investigation and 
development, it may be found that vertical ICCCavg measurements at these frequencies can con-
tribute to spatial attribute prediction (e.g. VIS or listener envelopment (LEV)).  
It is worth noting that, for the majority of monophonic results, the monophonic stimuli were 
not perceived as significantly different from decorrelated conditions, when all conditions were 
SPL level-matched – the larger notch bars for the monophonic stimuli in Figure 4.4 suggest 
that a disagreement or confusion amongst listeners may have been the cause of this. In some 
cases between 500 Hz and 4 kHz, the monophonic sample was even perceived as having a 
significantly greater VIS than vertically decorrelated stimuli. One cause could be the impact of 
ICC on perceived loudness, where the interaction of two partially correlated signals at the ear 
may result in the cancelling of frequencies (e.g. by comb-filtering), leading to a perceived 
‘weakening’ of the signal. There could have also been a room effect with strong early reflec-
tions influencing the perception of the monophonic stimuli, particularly for the middle 
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frequencies around 500 Hz to 1 kHz – this has been objectively investigated and discussed in 
Section 5.5 of Chapter 5. Furthermore, the ‘directional bands’ phenomenon may have influ-
enced the grading of VIS for some of the monophonic octave-band stimuli (Blauert, 1969/70); 
in particular, the 1 kHz and 8 kHz bands tend to be perceived behind and above respectively 
when presented monophonically, which may have caused confusion of VIS perception and re-
sulted in a greater spread of responses. Given the large spread of responses and increase of 
perceived VIS for some monophonic stimuli, the only frequency bands to feature stimuli with 
a significantly greater VIS than the monophonic condition were Broadband at 0° azimuth, and 
63 Hz, 2 kHz, 8 kHz and Broadband at ±110°. 
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4.3   Experiment  2:  Absolute  Grading  of  Vertical  Image  Spread  (VIS)  
From the first experiment of the current chapter, it was established that the relative effect of 
interchannel cross-correlation (ICC) on vertical image spread (VIS) is both perceivable and 
significant, most notably for frequency bands of around 500 Hz and above. The aim of this 
second experiment is to determine the actual extent of change between vertically decorrelated, 
correlated and monophonic stimuli, through absolute measurement of the VIS upper and lower 
auditory boundaries. Results of the experiment will establish the accuracy and agreement of 
defining VIS boundaries, as well as in which direction any changes of VIS occur. 
4.3.1   Experimental  Design  
The absolute grading experiment used the same physical loudspeaker setup as the relative grad-
ing experiment, based on Auro-3D 9.1 (Auro Technologies, 2015a) (see Section 4.2.1.1); how-
ever, only the Centre 0° and Front ±30° vertically-arranged loudspeaker pairs were tested (see 
Figure 4.5 below). This was due to the practical issue of localising and defining VIS in absolute 
terms from behind the listener. Listening tests of the second experiment were conducted in the 
same critical listening room as the first and under the exact same testing conditions, with 
time/level alignment and an acoustically transparent curtain. A vertical light-emitting diode 
(LED) strip was fixed beside the 0° loudspeakers, to aid the capture of the upper and lower 
auditory boundaries, whilst avoiding potential bias from visual markers on a physical scale (as 
seen in Figure 4.5). The LED strip was linked to a physical rotary controller (Griffin Powermate 
USB) through Cycling ‘74’s Max, which the user could rotate to control the position of each 
boundary separately (depressing the controller knob to switch between boundaries). This re-
sponse method was originally proposed and evaluated by Lee et al. (2016) – in their experiment 
on vertical phantom image localisation, it was found that the LED method improved the sub-
ject’s response consistency and shortened the test duration, when compared against the con-
ventional visual marker method.  
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Figure 4.5  Loudspeaker setup for the absolute grading experiment, featuring a light emitting diode 
(LED) strip beside the ‘Centre’ 0° azimuth vertical loudspeaker pair for capturing responses. 
In order to assess the absolute difference of VIS between the narrowest and broadest perceived 
samples, three stimuli from the first experiment were selected to test for each frequency band 
– these were the correlated stimulus (ICCCavg of 1.0), the monophonic stimulus (main-layer 
only) and the vertically decorrelated phase randomisation (PR) stimulus (ICCCavg of 0.1). PR 
was chosen over the complementary comb-filtering (CF) method as the first experiment demon-
strated that, for every frequency band, PR with an ICCCavg of 0.1 consistently had the same or 
greater VIS than all other stimuli. 
Nine subjects took part in the second experiment, all of who also participated in the first. In a 
single trial, the subject was asked to define the absolute upper and lower boundary of the audi-
tory VIS, one stimulus at a time, using the LED strip and rotary controller connected to Max. 
There were 60 trials in total: three stimuli (decorrelated, correlated and monophonic) for ten 
frequency bands (63 Hz – 16 kHz octave-band and Broadband), tested at two loudspeaker azi-
muth positions (0° and ±30° (randomised between left and right)). The test was repeated twice 
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for each subject over two listening sessions of around 15-20 minutes each, and all 60 trials were 
randomised for each individual session. Repeating the test increases the statistical power of the 
test from 0.35 to 0.67, based on a two-tailed t-test with an effect size of 0.6 and a error proba-
bility of 0.05 (type I error i.e. false-positive), as calculated using G*Power 3.1 (Faul et al., 
2007) – from this, the probability of a type II statistical error (false-negative) is 0.33 (b). 
4.3.2   Results  and  Analysis  
Results from the absolute vertical image spread (VIS) testing can be seen in Figure 4.6 below. 
Each stimulus condition features two box plots that represent the data for its lower and upper 
VIS boundaries – where the grey box plot on the left is the lower boundary and the white box 
plot on the right is the upper boundary. The line within the boxes signifies the median of sub-
jects’ responses, and the extent of the boxes indicates the 1st and 3rd quartiles (the interquartile 
range) of the data. To help quantify the spread of data around the median point, median absolute 
deviation (MAD) values were also calculated from the responses of each boundary position 
(shown in Table 4.3). Furthermore, to visualise the general spatial impact of the boundary po-
sitions between stimuli and frequency bands, the median overall VIS (the difference between 
the two boundaries) is displayed in Figure 4.7 below – these values were obtained by calculat-
ing the overall VIS of each individual response, then taking the median values from the calcu-
lated data.  
Bonferroni-corrected Wilcoxon signed-rank tests have been conducted between stimuli within 
each octave-band, assessing the perceived difference of upper boundary position, lower bound-
ary position and the overall VIS (the difference between the two boundaries). Further corrected 
Wilcoxon tests were also conducted between the ‘Centre’ (0°) and ‘Front’ (±30°) loudspeaker 
positions for the boundaries and overall VIS within each condition. In the following results, 
“Mono” refers to a signal from the lower main-layer loudspeaker only, “1.0” is the correlated 
stimulus and “0.1” is the vertically decorrelated stimulus. 
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Figure 4.6  Box plots displaying the absolute location for the upper and lower boundaries of the au-
ditory Vertical Image Spread (VIS) (cm), where each box features the median (the 2nd quartile) and 
interquartile range (1st to 3rd quartile) of a boundary position. The grey shaded boxes on the left 
show the lower boundary of a condition and the white boxes on the right show the upper boundary. 
The two dashed lines indicate the acoustic centres of the lower and upper loudspeakers. 
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Table 4.3  Median Absolute Deviation (MAD) (cm) of the absolute Vertical Image Spread (VIS) lower and 
upper image boundaries for each stimuli condition in the Centre (0°) and Front (±30°) positions. 
 
Centre (0°) 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz BB 
Mono Upper 25 36 23 8 16 22 41 39 31 11 
Mono Lower 27 30 30 34 23 25 14 23 23 19 
ICCC 1.0 Upper 45 27 30 16 19 25 19 14 17 23 
ICCC 1.0 Lower 30 28 16 31 27 23 27 30 20 28 
ICCC 0.1 Upper 34 33 17 23 17 14 13 16 25 13 
ICCC 0.1 Lower 25 34 36 30 27 25 45 56 16 19 
           
Front (±30°) 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz BB 
Mono Upper 31 30 31 30 31 52 42 41 36 23 
Mono Lower 33 17 28 31 16 25 27 22 19 22 
ICCC 1.0 Upper 42 27 25 34 31 19 36 22 39 28 
ICCC 1.0 Lower 27 14 17 17 22 36 25 36 20 23 
ICCC 0.1 Upper 31 31 17 25 23 23 39 22 33 23 
ICCC 0.1 Lower 28 22 20 33 42 30 9 39 11 19 
 
 
 
4.3.2.1   63 Hz – 500 Hz Bands 
For octave-bands of 63 Hz to 500 Hz, the Wilcoxon tests revealed no significant change to the 
VIS boundary positions and the overall VIS between stimuli within each octave-band and loud-
speaker position (p > 0.05). Likewise, for the same bands, there was little significant difference 
between the 0° and ±30° azimuth positions – the only stimulus showing a significant boundary 
and VIS change between loudspeaker angles was the 250 Hz ‘0.1’ condition, with a 
Figure 4.7  The absolute median of the overall Vertical Image Spread (VIS) for each condi-
tion (cm), where the raw overall VIS scores were calculated as the difference between the 
upper and lower boundaries for each individual subject response before averaging. 
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significantly narrower VIS at ±30° (p = 0.03). Looking at the overall VIS plots in Figure 4.7, it 
is seen that a similar trend occurs with all of the 250 Hz stimuli – when presented at the 0° 
azimuth, each stimulus has a vertical extent of around 110-120 cm, whereas from ±30°, the 
extent of each condition decreases to around 70-80 cm.  
The box plots in Figure 4.6 show this decrease of the 250 Hz band is from the upper boundary 
shifting downwards in each case, with the lower boundary remaining fairly constant across all 
conditions and loudspeaker angles. Given that the three 250 Hz conditions have a relatively 
consistent overall VIS when presented at the same angle, it would suggest that this difference 
in perception between angles may be environmental, potentially due to a strong ceiling reflec-
tion increasing the upper boundary position in the median plane. In contrast, the 125 Hz octave-
band appears to have a slight increase of overall VIS when presented at ±30° – this is most 
notable for the ‘0.1’ condition, indicating a possible relationship with vertical decorrelation. 
Furthermore, Figure 4.7 also reveals that the median overall VIS of the 63 Hz octave-band 
stimuli is consistently large for each condition and loudspeaker angle (between 100-120 cm), 
supporting the minimal change of VIS seen for 63 Hz in the relative grading experiment. This 
supports the literature that states low frequencies are perceived as inherently broader than high 
frequencies (Cabrera & Tilley, 2003). 
4.3.2.2   1 kHz Band 
Wilcoxon results for the 1 kHz band show that, for both 0° and ±30° loudspeaker positions, the 
‘0.1’ upper boundary was significantly higher than the ‘1.0’ upper boundary (p < 0.01), indi-
cating an upward spread by decorrelation. Furthermore, ‘0.1’ at ±30° also had significantly 
higher upper and lower boundaries than the ‘Mono’ stimulus (p < 0.03), demonstrating an up-
ward image shift off-centre. As with 250 Hz, there appears to be some decrease of overall VIS 
for 1 kHz at ±30° compared to the 0° (most notably with the ‘Mono’ condition) (Figure 4.7); 
however, the Wilcoxon tests reveal these changes to be insignificant (p > 0.05).  
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4.3.2.3   2 kHz Band 
Looking at the 2 kHz octave-band, there were no significant changes to boundaries or overall 
VIS at 0° (p > 0.05). From ±30°, ‘1.0’ had a significantly higher lower boundary than both the 
‘0.1’ and ‘Mono’ conditions (p < 0.03) – this led to a significantly narrower VIS for ‘1.0’ at 
±30° compared to 0° (p = 0.02). Furthermore, the median absolute deviation (MAD)  
(Table 4.3) increases as the azimuth angle increases from 0° to ±30° for the ‘1.0’ lower bound-
ary (from 23 to 36 cm), as well as the ‘Mono’ upper boundary (from 22 to 52 cm), suggesting 
that off-centre presentation of the 2 kHz band may increase the difficulty of determining the 
upper and lower boundary positions. 
4.3.2.4   4 kHz Band 
The 4 kHz band showed no significant difference between stimuli boundaries within the 0° and 
±30° loudspeaker positions (p > 0.05); however, both boundaries of ‘1.0’ were significantly 
higher at 0° than ±30° (p < 0.04), indicating an upward image shift in the median plane. Despite 
this, there were no significant changes to the overall VIS, either within or between loudspeaker 
positions. It appears from Table 4.3 that this is probably due to a large disagreement amongst 
listeners – in particular, the upper boundaries at ±30° seem especially difficult to define  
(MADs = 36-42 cm). From 0°, the upper boundary of the ‘Mono’ condition also has a great 
deviation (MAD = 41 cm), which could be due to a differing perception of the pitch-height 
effect between subjects. It has previously been shown that the pitch-height effect (where higher 
pitched sounds are perceived higher in space than lower pitched ones) is evident with a 4 kHz 
octave-band in the median plane, when presented both monophonically and in vertical stere-
ophony (Lee, 2016b; Wallis & Lee, 2015b). With regard to vertical decorrelation of the 4 kHz 
band, a considerable increase of overall VIS is seen from ‘1.0’ to ‘0.1’ at 0° azimuth (Figure 
4.7); however, the lower boundary MAD of ‘0.1’ (45 cm) is notably greater than ‘1.0’ (25 cm), 
causing a statistically insignificant result due to disagreement amongst listeners (p > 0.05).  
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4.3.2.5   8 kHz Band 
Both the 0° and ±30° results for the 8 kHz band show a significant upward shift for ‘1.0’ from 
the ‘Mono’ condition (p < 0.03). Likewise, the ‘0.1’ upper boundary was significantly higher 
than the ‘Mono’ condition for both positions (p < 0.01) – however, the ‘0.1’ lower boundary 
was not significantly different (p > 0.05), due to a downward spread of VIS (though not to a 
significant level (p > 0.05)). Although there was no significant difference of overall VIS be-
tween positions or stimuli, Figure 4.7 shows that the ‘0.1’ condition had the greatest VIS at 
both azimuth angles. There was also a relatively large lower boundary deviation for the ‘1.0’ 
and ‘0.1’ conditions at both loudspeaker angles (MADs = 30-56 cm), where the upper boundary 
deviation was comparatively small and located around the height loudspeaker (MADs =  
14-22 cm) – this suggests that vertical stereophony elevates the upper boundary and auditory 
image towards the height loudspeaker, but defining the lower boundary becomes more ambig-
uous. In contrast, the upper boundary of the 8 kHz ‘Mono’ condition has a greater deviation 
than the lower boundary from both angles, which may be due to confusion from the ‘directional 
band’ or ‘pitch-height’ effect (Blauert, 1969/70; Cabrera & Tilley, 2003). Looking at the box 
plots in Figure 4.6, the upper quartile for both ‘Mono’ lower boundaries is spread upwards from 
the median (more so at 0°), indicating that some listeners perceived an elevated ‘Mono’ image, 
while others did not. 
4.3.2.6   16 kHz Band 
For the 16 kHz results at 0° azimuth, ‘0.1’ had a significantly greater VIS than both the ‘1.0’ 
and ‘Mono’ conditions (p < 0.04) – this was due to a significant upward movement of the upper 
boundary for ‘0.1’ (p < 0.03). There were no significant differences between boundaries or 
overall VIS for stimuli from the ±30° angle (p > 0.05). However, as with the 0° position, a 
slight increase for ‘0.1’ is also seen at ±30° (Figures 4.6 and 4.7). This was not a significant 
change as the MAD of the upper boundaries for all conditions at ±30° are relatively great 
(MADs = 33-36 cm), implying a difficultly with defining the 16 kHz octave-band upper 
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boundary at this angle. In comparison to the 8 kHz octave-band, it is observed that the bound-
aries for all 16 kHz stimuli are localised towards the lower loudspeaker at both 0° and ±30°, 
suggesting a lack of elevation effect when introducing 16 kHz in a height-channel. 
4.3.2.7   Broadband  
With the Broadband stimuli, there was some significant difference between boundaries for both 
loudspeaker positions. At 0° azimuth, the upper and lower boundaries of ‘0.1’ and ‘1.0’ were 
both significantly higher than the ‘Mono’ boundaries (p < 0.01), indicating an upward image 
shift when introducing a height-channel. Whereas from ±30°, only the upper boundary of ‘0.1’ 
and ‘1.0’ were significantly higher than the ‘Mono’ sample (p < 0.02), with the lower boundary 
remaining consistently below the lower loudspeaker position for all conditions. Furthermore, 
between loudspeaker conditions, the ‘0.1’ upper boundary was significantly higher at 0° than 
at ±30° (p < 0.01). In terms of overall VIS, only ‘0.1’ was significantly greater than the ‘Mono’ 
stimulus at ±30° (p < 0.04) (supporting the results seen in the first experiment), although Figure 
4.7 also shows ‘0.1’ as having the greatest VIS at 0° azimuth as well. 
4.3.3   Discussion  of  Absolute  Testing  Results  
The absolute results show no significant change to vertical image spread (VIS) boundaries or 
overall VIS for octave-bands of 500Hz and below. This is broadly in line with the results from 
the relative grading experiment (Section 4.2), where it is generally seen that the effect of inter-
channel cross-correlation (ICC) on VIS occurs significantly around the 500 Hz octave-band 
and above. The only cases of decorrelation influencing a significant increase to the overall VIS 
(the difference between the upper and lower boundaries) are for the 16 kHz octave-band at 0° 
and the Broadband condition at ±30°. However, the median values in Figure 4.7 demonstrate 
that the ‘0.1’ condition (the decorrelated stimulus) consistently had a greater overall VIS than 
‘1.0’ (the correlated stimulus) for all octave-bands of 500 Hz and above (as well as for the 
Broadband condition), supporting the relative grading results above. 
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In general, the changes of VIS appear to be fairly slight, with large deviations about the median 
point for many boundary positions (see the interquartile ranges in Figure 4.6 and the median 
absolute deviation (MAD) values in Table 4.3) – this is despite significant difference of VIS 
between the same conditions in the relative grading experiment (Section 4.2). These results 
suggest that perceiving changes to boundaries and vertical extent is probably easier when com-
paring stimuli relatively (as in the relative grading experiment), whereas absolutely defining 
the image boundaries independently is a rather difficult task. In particular, the 8 kHz octave-
band at ±30° had the strongest relationship between ICC and VIS in the first experiment of this 
chapter (which is reflected by the absolute increase of overall VIS in Figure 4.7). However, a 
noticeably high deviation of lower boundary responses for both ‘1.0’ and ‘0.1’ (MADs =  
36-39 cm) delivered a statistically insignificant VIS change between them.  
Similarly, the Broadband results from the relative grading experiment demonstrated a signifi-
cant relative VIS increase by decorrelation, although the absolute results only show an insig-
nificant increase of overall VIS from ‘1.0’ to ‘0.1’ in Figure 4.7. It is possible that the absolute 
measures of the Broadband stimuli were judged based on the inherent large spread of low fre-
quencies, as seen with the 63-250 Hz octave-bands in Figure 4.7 (i.e. the entire spectral image 
was considered); whereas the judgements in the relative grading could have been dictated by 
noticeable changes to VIS in the higher frequencies (e.g. within the 8 kHz octave-band). A 
study by Ferguson and Cabrera (2005) found that when a high frequency tweeter and low fre-
quency woofer reproduced signals simultaneously (from vertically-spaced positions), subjects 
consistently localised the sound at the tweeter position, suggesting a dominance of high fre-
quencies within spatial perception. Further investigation is required to determine whether 
changes of VIS at high frequencies take precedence over the VIS of low frequencies. Signifi-
cant movements of upper and lower boundaries (not necessarily increasing VIS) may have also 
led to a relative perception of VIS change in the first experiment – the 1 kHz result is one case 
where the perception of VIS could have been dictated by changes to a single boundary or shift 
of image, rather than an increase to the absolute VIS. 
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For the 2 kHz and 8 kHz octave-bands, the ‘1.0’ condition (the correlated stimulus) at ±30° 
appears to be elevated towards the height loudspeaker (in comparison to the ‘Mono’ condition) 
– the auditory image is then extended downwards from this position towards the lower loud-
speaker following decorrelation. In the case of the 8 kHz band, the bias towards the height-
layer loudspeaker is very strong at both 0° and ±30° when a height-channel is present (i.e. 
vertical stereophony). The results presented here suggest that the vertical localisation cues from 
an elevated 8 kHz octave-band source have dominance over a lower positioned correlated 
source, when both are presented simultaneously. A large spectral notch around 8 kHz (caused 
by the pinna from the main-layer loudspeaker direction) is likely to be the cause of this effect, 
resulting in more energy for the 8 kHz band from the height-channel direction (Lee, 2016b). 
Furthermore, the downward extension of the 8 kHz band following decorrelation suggests that 
both loudspeaker signals might be perceived independently, with the decorrelation process re-
ducing the height dominance to ‘un-mask’ the main-layer loudspeaker. In contrast, all of the  
16 kHz stimuli have a bias towards the main-layer loudspeaker, with a significant upward ex-
tension for the decorrelated stimuli. To investigate this further, a detailed analysis of the spectra 
for these key bands is presented in Chapter 5 (Section 5.3). The findings here somewhat support 
the hypothesis set out in Chapter 3 (Section 3.5.2), where the perception of the ‘High’ frequency 
band (4-16 kHz octave-bands) may have been vertically broad prior to decorrelation, due to the 
inherent vertical distribution of octave-bands based on the ‘pitch-height effect’ (Figure 3.11) 
(Cabrera & Tilley, 2003; Wallis & Lee, 2016; Lee, 2016b). 
In the relative grading experiment, it was found that some ‘Mono’ conditions were perceived 
as having the same or greater VIS than vertically decorrelated stimuli. At 0° azimuth, this was 
the case with the 500 Hz, 1 kHz, 2 kHz and 16 kHz octave-bands, and at ±30°, all octave-bands 
from 500 Hz and above showed some increase of VIS for the ‘Mono’ condition. Considering 
the absolute results of the 0° bands first, the 500 Hz, 1 kHz and 16 kHz ‘Mono’ conditions all 
demonstrate an overall VIS greater than the ‘1.0’ condition (Figure 4.7), supporting the relative 
grading results. However, with the 2 kHz band, the boundaries of the ‘Mono’ and ‘1.0’ 
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condition both feature similarly great deviations (MADs = 23-25cm) – this would suggest that 
the absolute spread of the 2 kHz band stimuli was difficult for listeners to define, but when 
compared relatively, the differences may have been more apparent.  
Looking at the ±30° absolute results for the 500 Hz octave-band and above, only the 500 Hz 
and 1 kHz bands show a very slight increase of overall VIS for the ‘Mono’ condition compared 
to ‘1.0’. Observing the median absolute deviation (MAD) of boundaries in Table 4.3, there is a 
clear inconsistency when grading the upper boundary for all ‘Mono’ stimuli at ±30° azimuth 
(except Broadband) (MADs = 30-52 cm). This would further imply a difficulty with defining 
absolute boundaries of VIS, where differences might be more obvious through a relative com-
parison of stimuli. It is not just the ‘Mono’ stimuli that see an increase of boundary deviation 
at ±30° compared to 0° – for instance, both the 4 kHz and 16 kHz octave-bands have noticeable 
increases to the vertical stereophonic upper boundary MADs at ±30°. Although these deviation 
results may be from differing perceptions or a difficulty defining the boundaries, it is also im-
portant to note that they could be related to the LED response method used during testing. Since 
the LED strip capturing a subject’s responses was positioned in the centre (0° azimuth), subjects 
were tasked with translating the boundary locations from the ±30° presentation across to 0° – 
this may have been more difficult for some octave-bands or conditions than others, causing the 
apparent inaccuracy amongst listeners.  
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4.4   Practical  Implications  
The results from both the relative and absolute grading in the present chapter suggest that ver-
tically decorrelating signals below the 500 Hz octave may not be necessary for VIS rendering. 
In general, the lower frequency bands (63-250 Hz) have an inherently broad VIS and are local-
ised in similar positions between each condition (generally towards the lower loudspeaker) – 
this is regardless of whether they are presented monophonically or decorrelated vertically. Both 
of these points would suggest that an increase of VIS upwards might still be achieved without 
these frequencies e.g. for upmixing from 2D-to-3D loudspeaker formats. It is possible that 
decorrelating a high-pass filtered broadband signal vertically, while routing the low-pass com-
ponent to the main-layer loudspeaker only, would have a similar effect to decorrelating the 
entire signal. This approach could have an impact on the tonal quality or clarity of a reproduc-
tion, by reducing the number of frequencies interacting at the ears.  
Within the octave-band stimuli, vertical decorrelation appears to be particularly effective for 
the 8 kHz octave-band. These results are in agreement with the literature that states frequencies 
around 8 kHz are important for vertical localisation in the front median plane (Roffler & Butler, 
1968a; Hebrank & Wright, 1974). A previous study by Chun, Kim, Choi, Jang and Lee (2011) 
has shown that boosting a band around 8 kHz alone can increase the vertical elevation of a 
broadband signal, based on Blauert’s boosted band hypothesis (Blauert, 1969/70); so poten-
tially a similar process could also control the vertical extent of an image as well. Having said 
that, there seems to be a general dominance of the height-channel signal when presenting the 8 
kHz octave-band signals in vertical stereophony. As mentioned above, a reason for this could 
be due to an increase of energy for the 8 kHz band in the HRTF when presented from the height-
channel direction (at +30° elevation) compared to the main-channel (0° elevation) (Lee, 2016b). 
A similar elevation effect for the 8 kHz octave-band (when presented in vertical stereophony) 
was also seen by Wallis and Lee (2015b, 2016), who investigated the height-channel gain re-
duction required to localise stereophonic octave-band conditions at the height of a monophonic 
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reference (the lower loudspeaker only). For the 8 kHz octave-band, the required upper channel 
level reduction was found to be around -9 dB (with respect to the unchanged level of the lower 
loudspeaker channel), in order to localise the auditory image at the position of the lower main-
layer loudspeaker. 
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4.5   Conclusion  
This chapter described a two-part investigation into the perception of vertical image spread 
(VIS) by vertical interchannel decorrelation. In both experiments, octave-band (centre frequen-
cies: 63 Hz to 16 kHz) and broadband pink noise stimuli were tested to assess the frequency 
dependency of VIS at different azimuth angles to the listener. 
For the first experiment, the relative VIS between stimuli was graded on a bipolar scale in 
multiple-comparison trials. Stimuli were presented through pairs of vertically-arranged loud-
speakers, positioned at three azimuth angles to the listener (0°, ±30° and ±110°). Eight stimuli 
were compared for each frequency band and loudspeaker angle combination – these featured 
two decorrelation methods with three levels of average running interchannel cross-correlation 
coefficients (ICCCavg) (0.1, 0.4 and 0.7), along with correlated (ICCCavg 1.0) and monophonic 
(lower loudspeaker only) cases. The two decorrelation methods assessed were all-pass filter 
phase randomisation (PR) and the amplitude-based complementary comb-filtering (CF). In the 
second experiment, absolute VIS was measured for the monophonic, ICCCavg 1.0 and ICCCavg 
0.1 (PR) stimuli from the first experiment. The same frequency bands were also tested, but only 
for azimuth angles of 0° and ±30° due to practical reasons. Subjects defined the upper and lower 
boundaries of the VIS for each stimulus independently using a light-emitting diode (LED) strip.  
The key findings from the two experiments are as follows: 
•   Interchannel cross-correlation (ICC) begins to have a significantly linear effect on VIS 
for frequencies around the 500 Hz octave-band and above at all azimuth angles; that is, 
VIS increases as the signal correlation between the loudspeakers decreases. 
•   The strongest correlation between ICC and VIS was for the 8 kHz band at ±30°. 
•   The strength of association between ICC and VIS appears to be divided into three di-
rectivity groups, as follows:  
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o   500 Hz and 1 kHz had the strongest effect in the median plane (0° azimuth, 
where energy is equal in both ears). 
o   2, 4 and 16 kHz at ±110° azimuth (where head-shadowing is greatest). 
o   8 kHz and Broadband at ±30° azimuth (where both interaural differences and 
frontal HRTF filtering from the pinna are present).  
•   In general, there was very little difference between the two decorrelation methods, with 
PR having a slightly greater VIS in some cases.  
•   The ‘Mono’ condition had greater VIS than vertically decorrelated stimuli in some in-
stances, possibly due to the ‘pitch-height’ or ‘directional bands’ effects – there may 
have also been a room effect (reflections) influencing some monophonic results. 
•   The absolute results demonstrate that significant changes to the boundaries occurred 
for stimuli above the 500 Hz octave-band, similar to the relative grading.  
•   Great deviations of boundary responses suggest an inherent difficulty with absolutely 
defining the image of an auditory event.  
•   A potential pitch-height or directional bands elevation effect may have caused greater 
deviations of perception, particularly with the 1 kHz, 4 kHz and 8 kHz bands.  
•   A strong bias towards the height loudspeaker was seen with the 8 kHz octave-band. 
•   The relative perception of VIS may have been influenced by changes to a single bound-
ary or shift of image, rather than an extension of overall VIS e.g. 8 kHz.  
•   Lower frequencies tend to have a greater VIS than higher frequencies. 
To investigate these findings further, all stimuli have been objectively analysed in Chapter 5 
and discussed with relation to the results presented here. In particular, potential spectral cues 
of vertical decorrelation have been observed, in an attempt to understand the strength of asso-
ciation between higher frequencies and VIS perception (most notably the 8 kHz octave-band). 
Furthermore, interaural differences have been considered, given the apparent azimuth angle-
dependency on the perception of some octave-bands. Lastly, binaural room impulse responses 
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of the listening room are analysed, in order to observe whether a room effect could have influ-
enced the VIS results seen in the current chapter. 
  185
5   OBJECTIVE  ANALYSIS  OF  VERTICALLY  DECORRE-­
LATED  OCTAVE-­BAND  PINK  NOISE  STIMULI5  
This chapter follows directly on from Chapter 4 of the present thesis, where two subjective 
experiments have been described and the results discussed. The first of the two experiments 
looked at the relative perception of vertical image spread (VIS) by vertical decorrelation of 
octave-band stimuli (Section 4.2); and the second experiment assessed the absolute extent of 
VIS in space, using extreme stimuli conditions from the first (Section 4.3).  
In the first subjective experiment of Chapter 4, subjects were asked to grade the relative vertical 
image spread (VIS) of stimuli against each other and a reference. Ten pink noise frequency 
bands were assessed: nine octave-band (with centre frequencies from 63 Hz to 16 kHz) and one 
broadband (20 Hz to 20 kHz). Within each frequency band, eight stimuli were presented in a 
multiple comparison – these consisted of three average-running interchannel cross-correlation 
coefficients (ICCCavg of ‘0.1’, ‘0.4’ and ‘0.7’) from two decorrelation methods, along with a 
correlated condition (ICCCavg of ‘1.0’, which was also the reference stimulus) and a mono-
phonic condition (lower loudspeaker only). The two decorrelation methods tested were com-
plementary comb-filtering (CF) (Lauridsen, 1954; Schroeder, 1958; Breebaart & Faller, 2007) 
and phase randomisation by all-pass filtering (PR) (Kendall, 1995). All stimuli were presented 
from vertically-arranged loudspeaker pairs at three discrete azimuth positions (0°, ±30° and 
±110°), where the height-channel loudspeakers are elevated by +30°. This resulted in a total of 
30 multiple comparison trials, one for each frequency band and azimuth angle combination. 
In the second experiment of Chapter 4, the absolute VIS was measured for three extreme stimuli 
from the first experiment. These were the monophonic condition, the correlated condition and 
a vertically decorrelated condition (the PR method with an ICCCavg of 0.1). The same ten 
                                                   
5 Gribben, C., & Lee, H. (2018). The Frequency and Loudspeaker-Azimuth Dependencies of Vertical Interchannel 
Decorrelation on Vertical Image Spread. Journal of the Audio Engineering Society, (accepted May 2018). 
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frequency bands were assessed and each stimulus was independently presented from both the 
0° and ±30° azimuth angles. A vertical light emitting diode (LED) strip positioned by the 0° 
loudspeaker pair was used to help capture the responses, where subjects were asked the define 
the upper and lower boundary of the auditory image. Further details of the decorrelation meth-
ods and the testing conditions for both experiments can be found in Chapter 4. 
Results from the first experiment indicate that a linear relationship between vertical interchan-
nel cross-correlation (ICC) and vertical image spread (VIS) begins to develop around the  
500 Hz octave-band and above. Little difference was also shown between the two decorrelation 
methods, indicating that changes of VIS might be controlled by the level of ICC. In general, 
the relationship between ICC and VIS for the 500 Hz and 1 kHz octave-bands was strongest in 
the median plane (0° azimuth, where energy is equal in both ears); for 2 kHz, 4 kHz and  
16 kHz, the relationship was strongest at ±110° azimuth (where head-shadowing is greatest); 
and 8 kHz and Broadband were strongest at ±30° azimuth (where both interaural differences 
and frontal pinna filtering are present). The greatest statistical correlation between ICC and VIS 
from all conditions was with the 8 kHz octave-band from the ±30° position. 
The second experiment broadly supported the results of the first, where significant changes to 
VIS boundaries were only seen for octave-bands above 500 Hz. There was some suggestion of 
a pitch-height (Lee, 2016b; Cabrera & Tilley, 2003) and/or directional bands (Blauert, 1969/70; 
Wallis & Lee, 2015a) effect causing deviations of VIS perception amongst listeners, where 
some subjects potentially perceived elevation, while others did not. Furthermore, an upward 
shift of an auditory image might have also been perceived as a change to VIS – this is particu-
larly the case with the 8 kHz octave-band, where the vertical stereophonic image was biased 
towards the height-channel loudspeaker. In the objective analysis of Chapter 3 (Section 3.5.2), 
potential spectral cues of vertical decorrelation were observed around the 8 kHz and 16 kHz 
octave-bands in the median plane – it is possible that such cues influenced the elevation of the 
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8 kHz image seen in the absolute testing results, as well as contributed to the strong association 
between ICC and VIS at 8 kHz observed with the relative grading. 
From the subjective results of Chapter 4, the following research questions are proposed: 
•   Do spectral cues exist that might contribute to the perception of VIS? 
•   Does the degree of vertical (de)correlation directly relate to the strength of cues? 
•   How do spectral cues differ between azimuth angles? 
•   Is there an interaural relationship that contributes to VIS at wider azimuths? 
•   Does the room have any effect on the perception of VIS? 
In order to answer the above questions, the stimuli used in the subjective experiments of Chap-
ter 4 have been binaurally synthesised for each individual loudspeaker condition (as detailed in 
Section 5.2 below), with their frequency spectra analysed and discussed in Section 5.3. Section 
5.4 then looks at the interaural cross-correlation (IAC) of the binauralised stimuli, followed by 
Section 5.5 where binaural room impulse responses (BRIRs) of the listening room have been 
analysed. 
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5.1   Hypotheses  
It is widely known that pinna spectral filtering from 3 kHz and above plays an important role 
in vertical localisation, particularly with frequencies around 8 kHz (Roffler & Butler, 1968a; 
Hebrank & Wright, 1974). Considering this, and taking into account the results above, it is 
hypothesised that similar spectral changes at high frequencies will also contribute to the per-
ception of VIS in the median plane. The subjective results also suggest that interaural differ-
ences improve VIS perception off-centre (particularly for the 2 kHz octave-band and above). 
The literature demonstrates that the interaural level difference (ILD) is most effective for these 
frequencies (Section 1.1.1.1), suggesting that head-shadowing may have contributed to VIS 
perception at ±110°. From this, it is hypothesised that a relationship exists between the vertical 
interchannel cross-correlation and interaural differences, which is explored further in Section 
5.4 below. Finally, in some cases, the monophonic condition had a greater perceived VIS than 
vertically decorrelated conditions – it is thought that this may be due to reflective energy in the 
listening room. In Chapter 3, there was suggestion of a floor reflection influencing the percep-
tion of the ‘Low’ frequency band; therefore, an additional hypothesis is that the ratio of early 
reflection energy to direct sound energy (ER/D) will reveal some association between early 
room reflections and the perception of VIS, particularly in the median plane. 
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5.2   Binaural  Synthesis  of  Stimuli  
For the objective analysis, all 240 stimuli from the first subjective experiment in Chapter 4 
(Section 4.3) were convolved with two sets of binaural impulse responses. Each set features ten 
binaural impulses for the ten loudspeaker positions used during testing. These loudspeaker po-
sitions comprised five main-layer and five height-layer angles of incidence, based on Auro-3D 
9.1 (with an additional centre height-channel) (Auro Technologies, 2015a) (Figure 4.3 in Sec-
tion 4.3.1.1 of Chapter 4). From the main-layer, the azimuth angles were 0°, ±30° and ±110° at 
0° elevation (in line with ear level), and the height-layer positions had the same azimuth angles 
with an elevation angle of +30° to the listening position. For both impulse response sets, three 
conditions were created for each stimulus and azimuth angle combination during the convolu-
tion process: the main-layer only (Equations 5.1 and 5.2), the height-layer only (Equations 5.3 
and 5.4) and the layers combined (where the time-aligned main- and height-layer impulses were 
summed) (Equations 5.5 and 5.6) (Figure 5.1). Objective analysis on both the sets of convolved 
stimuli have been carried out and discussed below, in an attempt to gain theoretical insights 
into the subjective perception of VIS by vertical interchannel decorrelation. 
 
Figure 5.1  Diagram of the convolution process for a single loudspeaker pair. ML and MR are the left 
and right ear signals of the main-layer (lower) loudspeaker, and HL and HR are the left and right ear sig-
nals of the height-layer (upper) loudspeaker. Layer impulse are summed to replicate the test stimuli. 
 
MR
ML
HRH
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  (5.1, 5.2) 
  (5.3, 5.4) 
  (5.5, 5.6) 
where 𝑆6 and 𝑆. are the two-channel stereophonic stimuli signals, 𝑀 is ‘Main’, 𝐻 is ‘Height’, 
and 𝐿? and 𝑅? are the left and right ear signals of the convolved stimuli. 
The first set of impulse responses were taken from the MIT’s anechoic head-related impulse 
response (HRIR) database, obtained using the KEMAR head and torso simulator (Gardner & 
Martin, 1994). These were applied to observe the effect of the HRTF and torso reflections on 
the stimuli signals, disregarding influence from the listening environment. Spectral analysis of 
the HRIR-convolved stimuli can be seen in Section 5.3, and calculation of the interaural cross-
correlation coefficients (IACCs) for the HRIR-convolved stimuli are presented in Section 5.4.1 
below. 
The second set of impulse responses were captured from the loudspeakers in the listening room 
where the current experiments took place (Figure 4.3 of Section 4.3.1.1 in Chapter 4). Using 
the HAART impulse response capture toolbox (Johnson et al., 2015), binaural room impulse 
responses (BRIRs) were acquired for each of the ten loudspeakers independently, using the 
exponential sine sweep (ESS) method (Farina, 2000). To capture the impulses, a Neumann KU 
100 dummy head was placed at the listening position, where the ear height was in line with the 
acoustic centre of the main-layer loudspeakers (0° elevation at a height of 1.27 m). Unlike the 
first set of impulse responses, the second did not feature a torso (thus producing no spectral 
notches due to the torso reflections below 3 kHz (Algazi et al., 2001)). Therefore, observations 
below around 3 kHz with these stimuli are likely to display effects of the listening room. Prior 
to the convolution, the listening room BRIRs were time and level aligned between the two 
loudspeaker layers, as with the alignment used during the subjective testing of Chapter 4. 
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IACCs are presented for the BRIR-convolved stimuli in Section 5.4.2 – spectral analysis was 
not conducted on the BRIR-convolved stimuli as the intention was to observe the effect of 
HRTF filtering, which is seen most clearly with the HRIR convolution. 
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5.3   Spectral  Analysis  of  HRIR-­Convolved  Stimuli  
In the subjective relative testing results of Chapter 4, there was a significant interchannel cross-
correlation (ICC) effect on vertical image spread (VIS) from around the 500 Hz octave-band 
and above, where VIS increased as the ICC coefficient (ICCC) decreased. At high frequencies 
it is hypothesised that this change to VIS may be influenced by the head-related transfer func-
tion (HRTF) filtering of signals, particularly in the median plane (Hebrank & Wright, 1974). 
To investigate this, delta spectra of the frequency amplitude difference between the anechoic 
HRIR-convolved stimuli are presented below for each azimuth angle (0°, ±30° and ±110° in 
Figures 5.2, 5.6 and 5.10, respectively). Spectra were calculated using 4096 FFT-points with a 
frame length of 4096 samples – a Hann window was used on the frames with 50% overlap, and 
1/6-octave Gaussian smoothing was applied to the FFT output.  
In the delta plots, the broadband FFT spectra of the decorrelated signals (ICCCavg of 0.1, 0.4 
and 0.7) have been subtracted from that of the correlated condition (ICCCavg of 1.0), to observe 
the differences of spectrum as correlation decreases. A positive amplitude difference indicates 
a boost of frequency for that particular ICC condition in comparison to ICCCavg 1.0. Both decor-
relation methods are presented, with Phase Randomisation (PR) in the upper panel and Com-
plementary Comb-Filtering (CF) in the lower. Spectral analysis is split by azimuth angle, with 
key frequency regions receiving further inter-layer analysis at each position. Since the spectral 
changes from vertical decorrelation are most apparent at higher frequencies, the FFT results 
below are presented with linear plots rather than logarithmic. This allows for a clearer obser-
vation of high frequency spectral changes, particularly within the 16 kHz octave-band. 
5.3.1   0°  Azimuth  Spectral  Analysis  
Considering the 0° azimuth angle first, it can be seen in Figure 5.2 that there is very little change 
of spectrum between conditions below around 5 kHz for the CF method. On the other hand, the 
PR method shows some random magnitude fluctuation of frequencies below 5 kHz. These 
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spectral changes are mostly within ± 3 dB, although a larger notch can be seen at the 500 Hz 
octave-band. Observing the other delta spectra plots (Figures 5.6 and 5.10), the same spectral 
distortions are apparent at lower frequencies, indicating that these are within the stimuli source 
signal, rather than a change of HRTF response from ICC. Figure 5.3 confirms this, where the 
two decorrelated signals are summed for each ICC condition of the PR and CF methods (left 
and right panel, respectively).  
 
 
Figure 5.2  0° azimuth delta spectra of the FFT frequency amplitude difference between the HRIR-con-
volved correlated stimulus (ICCC 1.0) and the decorrelated stimuli (ICCCs 0.1-0.7). The vertical dot-
ted lines signify the band limits of each octave-band. (Upper – PR Method; Lower – CF Method) 
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Figure 5.3  Summation of the two decorrelated output signals for both the PR (Left) and CF (Right) 
methods, displaying the sum of the actual broadband pink noise signals used during testing. 
 
The ICCC 0.1 condition of the PR method in Figure 5.2 has clear notches around 500 Hz and 
2 kHz, demonstrating a limitation of the PR method with regard to phase cancellation; whereas 
summation of the CF method decorrelated signals appear to reconstruct a broadband pink noise 
signal near perfectly. Since the greatest distortions appear to occur with the ICCC 0.1 condition 
of the PR method, it suggests that when larger degrees of phase variation are present between 
the two signals (i.e. more decorrelation), there is an increase of phase cancellation at middle to 
low frequencies when they are summed. Given the above observations, the low frequency dis-
tortion of the PR method shall not be considered in the following spectral analysis, as it is not 
an effect of ICC on HRTF filtering. 
In terms of the ICC effect in Figure 5.2, a noticeable change to the spectrum begins around the 
8 kHz octave-band and above for both decorrelation methods – that is, where a lower ICCCavg 
results in a general increase of high frequency energy. There are also clear spectral boosts at 
specific frequency points, which appear to increase as correlation decreases – these boosts 
strongly align between both methods, suggesting potential cues for the perception of vertical 
decorrelation in the median plane. The two greatest boosts are seen around 11-12 kHz and  
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17-18 kHz, which lie within the 8 kHz and 16 kHz octave-bands; consequently, both of these 
octave-bands are discussed further below. 
5.3.1.1   8 kHz Band at 0° 
Looking closer at the 8 kHz octave-band from 0° azimuth, Figure 5.4 displays the spectra for a 
monophonic main-channel signal, a monophonic height-channel signal, the correlated condi-
tion (ICCCavg 1.0) and two decorrelated conditions (ICCCavg 0.1 for PR and CF). The mono-
phonic main- and height-channel signals have been level-matched with the vertical stereo-
phonic stimuli – as a result, the monophonic main-channel signal also represents the mono-
phonic condition used during the subjective testing, as described in Chapter 4. 
 
Figure 5.4  0° azimuth 8 kHz octave-band average FFT for the main-channel only, height-channel only 
and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
 
In the subjective results of Chapter 4, it was noted that the absolute VIS position of the 8 kHz 
correlated condition was biased towards the height-channel loudspeaker at 0°, with decorrela-
tion spreading the VIS downwards (Section 4.4.2.5). In Figure 5.4, a crossover between the 
main-channel and height-channel spectra can be seen around 9.5 kHz. The spectrum of the 
correlated condition appears to follow a similar downward trend to that of the height-channel 
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loudspeaker throughout the octave-band; however, the spectra of the decorrelated conditions 
(ICCCavg 0.1) are slightly boosted and follow the spectrum of the height-channel below  
9.5 kHz, then switches to follow the main-channel above 9.5 kHz (i.e. the signal with the greater 
frequency amplitude). Taking into account the trend between ICC and spectral boosts in Figure 
5.2 above (specifically around 10-11 kHz), it is recognised that the switch between loudspeaker 
dominance above 9.5 kHz is gradual and relates directly to the degree of ICC. This indicates 
that VIS in the median plane could potentially be controlled by frequencies around 10-11 kHz. 
It was also suggested in Chapter 4 that decorrelation of the 8 kHz octave-band might perceptu-
ally unmask the main-channel loudspeaker signal (causing the downward increase of VIS from 
the height-channel dominance) – the spectra presented here appear to somewhat support that 
hypothesis.  
Further to the observations above, the large notch of the monophonic condition around 8 kHz 
is a known spectral cue of vertical localisation in the median plane (Hebrank & Wright, 1974; 
Lee, 2016b). As a source elevates upwards, the 8 kHz notch is gradually ‘filled in’, allowing 
for the auditory system to determine its vertical location. This is clearly demonstrated when 
comparing the main-channel and height-channel spectra in the plot above. Similarly, it is known 
that the pinna causes phase cancellation at higher frequencies (> 10 kHz) when sources are 
presented from height – this is shown by the decrease of energy around this region in the height-
channel spectrum. Considering this, it is interesting to observe that both of these localisation 
cues appear to be ‘filled in’ with vertical interchannel decorrelation. It is assumed that less 
correlation between the loudspeaker signals results in less high frequency cancellation at the 
pinna (i.e. the cause of notches). From this, it might be said that vertical decorrelation removes 
these important elevation cues, causing a greater perception of vertical image spread (VIS) from 
an increase of vertical localisation ambiguity. Looking back at the delta spectra of the ICC 
effect in Figure 5.2, the spectral boosts are seen to increase in line with a decreasing ICC. 
However, rather than boosting the spectrum, this spectral change with ICC actually represents 
a ‘filling in’ of the vertical localisation notch and attenuation cues. 
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5.3.1.2   16 kHz Band at 0° 
In general, the 16 kHz octave-band spectra of the decorrelated and main-channel conditions 
appear relatively similar throughout the band (Figure 5.5). However, when correlated signals 
(ICCCavg 1.0) are presented vertically, there seems to be some kind of phase cancellation and 
loss of frequencies, particularly above 16 kHz. This relates directly to the ‘boosts’ seen in Fig-
ure 5.2 above, where decorrelation reduces the degree of phase cancellation between the two 
correlated signals (similar to the effect observed for the 8 kHz band). This frequency cancella-
tion of the correlated condition is probably due to the complex filtering and phase alteration 
that occurs at the pinnae (Hebrank & Wright, 1974), which is most prevalent at higher frequen-
cies given the shorter wavelengths.  
 
Figure 5.5  0° azimuth 16 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions.  
Such a loss of frequencies may have caused the lower perception of VIS for the correlated 
condition seen in the subjective testing, due to a timbral ‘thinning’ effect or a decrease of the 
perceived loudness. This observation supports the idea that decorrelation can be beneficial to 
reducing high frequency spectral distortion, when presenting similar signals from multiple 
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directions. Since the monophonic main-layer condition also follows a similar trend to the decor-
related conditions, this may have led to the similar perception of VIS that was recorded for 
them both – it also implies a main-layer dominance, which was another observation made dur-
ing the absolute testing. Unlike the 8 kHz band, there are no specific cues related to VIS per-
ception within the 16 kHz band. This further suggests that VIS in the median plane is largely 
dictated by a ‘filling in’ of the localisation cues within the 8 kHz octave-band. 
5.3.2   +30°  Azimuth  Spectral  Analysis  
 
Figure 5.6  +30° azimuth delta spectra of the FFT frequency amplitude difference between the HRIR-
convolved correlated stimulus (ICCC 1.0) and the decorrelated stimuli (ICCCs 0.1-0.7). The vertical 
dotted lines signify the band limits of each octave-band.  
(Upper – PR; Lower – CF; Left – Contralateral Ear; Right – Ipsilateral Ear) 
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Now considering the stimuli from a +30° azimuth angle, large spectral differences can be seen 
between the left and right ears in Figure 5.6 above. With the contralateral left ear, the peaks of 
spectral boosts from decorrelation are seen around 6-7 kHz and 11 kHz (both of which are in 
the 8 kHz octave-band) – and there is also a slight increase of energy within the 4 kHz octave-
band. In contrast, the ipsilateral right ear shows a boost around 8-10 kHz from decorrelation, 
as well as a general boost of high frequency energy above 12 kHz in the 16 kHz band. Consid-
ering these observations, the inter-layer relationship and changes of spectrum for the 4 kHz, 8 
kHz and 16 kHz octave-bands have been investigated further below. 
5.3.2.1   4 kHz Band at +30° 
 
Figure 5.7  +30° azimuth 4 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
Inspecting Figure 5.7, the 4 kHz octave-band shows a small spectral boost above 4.5 kHz in 
the contralateral left ear for both decorrelated conditions (ICCCavg 0.1), when compared against 
the correlated condition (ICCCavg 1.0). Observing the ICC effect in Figure 5.6 above, it would 
appear that this slight boost increases as ICC decreases, particularly for the CF method – how-
ever with the PR method, there seems to be some slight spectral distortion, which may be re-
lated to the distortion of the summed source signals seen in Figure 5.3. In contrast for the ipsi-
lateral right ear, the spectra of both the correlated and decorrelated conditions are very similar 
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throughout the octave-band for both methods. Since the spectra are fairly similar in each ear, it 
may have been an interaural phase relationship and/or room effect that dictated the significant 
perception of VIS seen in the subjective testing (Section 4.2.2). It is also noticed that the main-
channel spectrum follows a similar trend to that of the stereophonic conditions, which could 
have influenced an increase of perceived VIS for the monophonic case in the subjective testing. 
5.3.2.2   8 kHz Band at +30° 
As with 0° azimuth, the 8 kHz octave-band from +30° appears to have a spectral crossover 
between the main-channel and height-channel spectra around 9.5 kHz (Figure 5.8). In general, 
the frequencies where the height-channel is dominant over the main-channel (< 9.5 kHz) have 
a greater amplitude than when the main-channel is dominant (> 9.5 kHz), which is the case in 
both ears. This increase of energy around 6-9 kHz could be the reason for the height-channel 
localisation dominance seen in the absolute testing (Section 4.4.2).  
 
Figure 5.8  +30° azimuth 8 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
In terms of ICC effect, decorrelation appears to influence spectral boosts that differ between 
the two ears. However, as with the median plane, these spectral boosts are actually a ‘filling in’ 
of localisation cues (which is observed through comparison of the main-channel and height-
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channel spectra). The effect of decorrelation on the degree of ‘filling in’ (i.e. the change be-
tween the correlated and decorrelated spectra) is particularly noticeable in the contralateral left 
ear below 9 kHz and above 10 kHz, while the ipsilateral right ear also has a slight change 
between 8-11 kHz. The observations here suggest that VIS could potentially be controlled by 
vertically decorrelating these specific frequency regions at ±30° azimuth. Furthermore, manip-
ulation of these frequencies in binaural content may also have an effect on perceived VIS. 
5.3.2.3   16 kHz Band at +30° 
 
Figure 5.9  +30° azimuth 16 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
For the 16 kHz octave-band spectra in Figure 5.9 above, both the decorrelated and correlated 
conditions have very similar spectra in the contralateral left ear. On the other hand, the ipsilat-
eral right ear demonstrates a general boost throughout the octave-band from decorrelation. A 
similar trend to the 0° spectra appears to occur, where the correlated signals cause frequencies 
to be ‘cancelled out’, with decorrelation reducing the amount of phase cancellation rather than 
boosting any frequencies. Again, it demonstrates the usefulness of decorrelation in applications 
where there is a risk of multiple signals interacting with one another at high frequencies. In 
general, the decorrelated condition follows a similar spectral trend to the main-channel only 
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spectra in both ears – this may have accounted for the increased perception of VIS with the 
monophonic condition in the subjective testing (Section 4.3.2.4). 
5.3.3   +110°  Azimuth  Spectral  Analysis  
 
Figure 5.10  +110° azimuth delta spectra of the FFT frequency amplitude difference between the 
HRIR-convolved correlated stimulus (ICCC 1.0) and the decorrelated stimuli (ICCCs 0.1-0.7). The 
vertical dotted lines signify the band limits of each octave-band.  
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
The +110° delta spectra in Figure 5.10 above show considerable differences of spectrum change 
between the left and right ear. In the contralateral left ear, spectral boosts from decorrelation 
can be seen at the 2 kHz octave-band, around 5-6 kHz (between the 4 kHz and 8 kHz octave-
bands) and generally across the 16 kHz octave-band (peaks around 12 kHz and 19 kHz). 
Whereas, for the ipsilateral right ear, only two main boosts are seen at 10 kHz (8 kHz octave-
.5 2 4 6 8 10 12 14 16 18 20
Frequency (kHz)
-10
-5
0
5
10
15
Am
pli
tu
de
 D
iffe
re
nc
e 
(d
B)
+110° PR Delta Spectra: "ICCCs 0.1-0.7 - ICCC 1.0" (Left Ear)
ICCC 0.1
ICCC 0.4
ICCC 0.7
ICCC 1.0
.5 2 4 6 8 10 12 14 16 18 20
Frequency (kHz)
-10
-5
0
5
10
15
Am
pli
tu
de
 D
iffe
re
nc
e 
(d
B)
+110° PR Delta Spectra: "ICCCs 0.1-0.7 - ICCC 1.0" (Right Ear)
ICCC 0.1
ICCC 0.4
ICCC 0.7
ICCC 1.0
.5 2 4 6 8 10 12 14 16 18 20
Frequency (kHz)
-10
-5
0
5
10
15
Am
pli
tu
de
 D
iffe
re
nc
e 
(d
B)
+110° CF Delta Spectra: "ICCCs 0.1-0.7 - ICCC 1.0" (Left Ear)
ICCC 0.1
ICCC 0.4
ICCC 0.7
ICCC 1.0
.5 2 4 6 8 10 12 14 16 18 20
Frequency (kHz)
-10
-5
0
5
10
15
Am
pli
tu
de
 D
iffe
re
nc
e 
(d
B)
+110° CF Delta Spectra: "ICCCs 0.1-0.7 - ICCC 1.0" (Right Ear)
ICCC 0.1
ICCC 0.4
ICCC 0.7
ICCC 1.0
Chapter 5: Objective Analysis of Vertically Decorrelated Octave-Band Stimuli 
 203 
band) and 18 kHz (16 kHz octave-band). Given these observations, the inter-layer spectra and 
spectral changes from decorrelation have been investigated further for the 2 kHz, 4 kHz, 8 kHz 
and 16 kHz octave-bands below. 
5.3.3.1   2 kHz Band at +110° 
Observing the 2 kHz octave-band from +110° in Figure 5.11, there is no difference between 
the correlated and decorrelated spectra in the ipsilateral right ear. However, the contralateral 
left ear sees a general boost from decorrelation throughout the octave-band, with a shift towards 
the monophonic height-channel spectrum, suggesting a reduction of head-shadowing. This 
change in interaural level difference (ILD) is something that was initially discussed in the hor-
izontal localisation section of the literature review (Section 1.1.1.2).  
 
Figure 5.11  +110° azimuth 2 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
5.3.3.2   4 kHz Band at +110° 
With the 4 kHz octave-band from +110° (Figure 5.12), there is very little difference between 
the spectra of the correlated and decorrelated conditions in the ipsilateral right ear, as with the 
2 kHz band. However, decorrelation seems to cause a slight boost from around 4.5 kHz and 
above in the contralateral left ear. From Figures 5.11 and 5.12, it appears that a region between 
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2-4 kHz in the contralateral ear, and 3.5-5 kHz in the ipsilateral ear may relate to elevation at 
+110° – it is seen that the vertical stereophonic spectra (both correlated and decorrelated) are 
similar and positioned directly between that of the main- and height-channel spectra. 
 
Figure 5.12  +110° azimuth 4 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
 
5.3.3.3   8 kHz Band at +110° 
 
Figure 5.13  +110° azimuth 8 kHz octave-band average FFT for the main-channel only, height-channel 
only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
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For the 8 kHz octave-band from +110° azimuth, Figure 5.13 above indicates a slight boost in 
the contralateral left ear below around 9.5 kHz, as well as a boost above 9.5 kHz in the ipsilat-
eral right ear. In the right ear, it appears decorrelation reduces a slight notch that seems to be 
generated by a similar notch in the main-channel loudspeaker signal. This further indicates the 
effect vertical decorrelation can have by ‘filling in’ vertical localisation cues, as was observed 
for the 8 kHz octave-band at both 0° and +30° azimuth. 
5.3.3.4   16 kHz Band at +110° 
Looking at the 16 kHz octave-band spectra for +110° azimuth (Figure 5.14), it is seen that the 
contralateral left ear has a similar spectral response for both the correlated and decorrelated 
conditions. In the ipsilateral right ear, it appears that some frequency cancellation occurs for 
the correlated condition, as with the 16 kHz octave-band from 0° and +30° azimuth. In the case 
of +110°, a general spectral decrease is seen above 16 kHz for the correlated condition, which 
is then boosted by decorrelation of the signals (similar to the other azimuth angles).  
 
Figure 5.14  +110° azimuth 16 kHz octave-band average FFT for the main-channel only, height-chan-
nel only and both channels combined for the ICCC 1.0 and ICCC 0.1 conditions. 
(Left – Contralateral Ear; Right – Ipsilateral Ear) 
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5.3.4   Discussion  of  Spectral  Analysis  Results  
Taking into account the above spectral analysis of the HRIR-convolved stimuli signals, vertical 
interchannel decorrelation has a clear impact on spectral changes at higher frequency bands. At 
0° azimuth (the median plane), variation of vertical ICC only affects the spectra for the 8 kHz 
and 16 kHz octave-bands. In the case of 8kHz, decorrelation appears to be related to a spectral 
boost around 10-11 kHz, where an increase of decorrelation seems to reduce the dominance of 
the height-channel, supporting the absolute testing results (Section 4.4.2). It is shown that this 
boost by decorrelation actually relates to the ‘filling in’ of a localisation notch cue from the 
height-channel position. On the other hand, the 16 kHz band shows some frequency cancella-
tion at the ear with the correlated condition, where it is seen that decorrelation reduces the 
cancellation effect, rather than affecting vertical localisation cues. These observations suggest 
that energy in the 8 kHz band, particularly around 10-11 kHz, may be important for VIS per-
ception in the median plane. This is in agreement with a widely accepted vertical localisation 
principle suggesting that accurate localisation in the median plane requires frequencies above 
7 kHz (Roffler & Butler, 1968a). Further investigation of this frequency region may also 
demonstrate that its manipulation could control the degree of VIS within binaural audio. Pre-
vious research has already shown that manipulating the 8 kHz band in a broadband signal can 
control a source’s perceived elevation (Chun et al., 2011), based on Blauert’s boosted band 
hypothesis (Blauert, 1969/70). 
With the 4 kHz octave-band at +30° and the 2 kHz and 4 kHz octave-bands at +110°, there is 
no spectral change in the ipsilateral right ear between the correlated and decorrelated condi-
tions; whereas in the contralateral left ear, there are slight spectral boosts for each of these 
octave-bands. It was seen in the subjective results that the relationship between ICC and VIS 
was strongest for the 2 kHz and 4 kHz octave-bands at ±110° – this may have been influenced 
somewhat by the spectral boosts in the contralateral ear observed here, and is possibly related 
to the head-shadowing of the signal. The elevation of a source at +110° also seems to have an 
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impact on the spectra at the 2 kHz and 4 kHz octave-bands – a boost for the height-channel 
spectrum over the main-channel spectrum is seen between 1.5-4 kHz in the contralateral ear, 
and 3.5-5 kHz in the ipsilateral ear. Furthermore, the spectra of the stereophonic conditions are 
positioned between the main- and height-channel spectra in the same regions, suggesting that 
manipulation of these frequencies could potentially enhance vertical or binaural panning at 
+110° azimuth. 
In contrast to the other high frequency bands, the 16 kHz octave-band has very little spectral 
change in the contralateral left ear for both the +30° and +110° azimuth angles. However, for 
the ipsilateral right ear, the 16 kHz octave-band displays some frequency loss with the correla-
tion condition at both angles, presumably due to pinna filtering. This is similar to the effect 
seen in the median plane, and as with the 0° azimuth, vertical decorrelation of the 16 kHz oc-
tave-band causes the phase cancellation to reduce. The spectra of the 16 kHz band here demon-
strate the benefit that decorrelation can have for reducing unwanted interaction between similar 
signals. It also implies that decorrelation could improve 3D panning between multiple loud-
speakers, where the interaction of correlated signals may cause a similar frequency cancelling 
effect at the ears. However, decorrelation for this purpose may only be beneficial at higher 
frequencies – as Figure 5.3 demonstrates, greater degrees of phase decorrelation can cause vis-
ible spectral distortion at middle to lower frequencies. 
For the 8 kHz octave-band at +30° and +110° azimuths, there are spectral boosts from decor-
relation that differ in both the contralateral left ear and ipsilateral right ear. As with the 0° 
azimuth, it is seen that these boosts relate to the ‘filling in’ of vertical localisation notches, as 
dictated by the degree of decorrelation. At +30°, the boosts are observed below 8.5 kHz and 
around 10 kHz in the contralateral left ear, and between 8-11 kHz in the ipsilateral right ear. 
Whereas, at +110°, there is a general boost below 9.5 kHz in the contralateral left ear, and above 
9.5 kHz in the ipsilateral right ear. Differences of spectra between the two ears indicate that an 
interaural relationship of spectral filtering may contribute to the perception of VIS, which 
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seems to be the case for other octave-bands as well. Given the interaural differences observed 
here, the following section examines a potential relationship between the interaural cross-cor-
relation (IAC) and ICC, for both the HRIR-convolved and BRIR-convolved stimuli. It should 
also be noted that the spectral observations discussed above are specific to interchannel decor-
relation between elevation angles of 0° and +30° – if other elevation angles were used, decor-
relation could potentially affect different frequency points. 
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5.4   Interaural  Cross-­Correlation  (IAC)  
It is already established that the interaural cross-correlation coefficient (IACC) has a strong 
relationship with the perceived horizontal extent of a sound source (Hidaka et al., 1995). How-
ever, it is not currently known whether interaural differences also have a notable impact on the 
perception of vertical spatial extent. Judging from the spectral analysis in Section 5.3 above, 
there are clear interaural differences of spectral filtering at higher frequencies when the loud-
speakers are off-axis. To follow this, consideration of IACC may further support an association 
between interaural differences and the perception of VIS. In particular, no spectral changes 
were evident for the 500 Hz or 1 kHz octave-bands from ICC change in Section 5.3, despite 
these octave-bands having a significant ICC effect in the subjective testing (Section 4.2.2). 
Using the convolved stimuli described in Section 5.2, IACCavg values have been determined for 
each of the convolved conditions using Equations 5.7 and 5.8 below, taking the average of time-
varying IACCs calculated over 50 ms-long windows, with 1 ms lag to account for interaural 
time delay (ITD) (Hidaka et al., 1995). Analysis of the IACCavg results has been separated into 
the anechoic HRIR-convolved stimuli (Section 5.4.1) and the BRIR-convolved stimuli which 
simulate the listening room (Section 5.4.2), in order to consider the impact of decorrelation on 
IACCavg both without and with room reflections. 
  (5.7) 
  (5.8) 
5.4.1   IAC  Results  –  HRIR-­Convolved  Stimuli  
A summary of the IACCavg results for the anechoic HRIR-convolved stimuli can be seen in 
Table 5.1 below. The table features IACCavg values for the extreme interchannel cross-correla-
tion (ICC) conditions of ‘1.0’ and ‘0.1’ (for both decorrelation methods) and the monophonic 
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stimuli used in the subjective experiments of Chapter 4. The IACCavg values are presented for 
each frequency band at the three azimuth angles (0°, +30° and +110°, assuming symmetry be-
tween the left and right directions). Given the stimuli were convolved with symmetrical ane-
choic HRIR impulses, results for the centre position of 0° (the median plane) display full cor-
relation between the two ears for all stimuli (IACCavg = 1.0) – as the azimuth angle increases 
off-centre, the level of IACCavg begins to decrease for higher frequencies.  
Table 5.1 Interaural Cross-Correlation Coefficient averages from 50 ms windows (IACCavg). 
KEMAR Anechoic HRIR-convolved stimuli (with the main- and height-layers combined) 
 
 Centre (0°) Front Right (+30°) Rear Right (+110°) 
 Mono 1.0 
0.1 
(PR) 
0.1 
(CF) Mono 1.0 
0.1 
(PR) 
0.1 
(CF) Mono 1.0 
0.1 
(PR) 
0.1 
(CF) 
63 Hz 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.98 
125 Hz 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 0.98 0.98 0.98 0.98 
250 Hz 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.99 0.98 0.98 0.98 0.98 
500 Hz 1.00 1.00 1.00 1.00 0.98 0.98 0.97 0.98 0.97 0.98 0.95 0.96 
1 kHz 1.00 1.00 1.00 1.00 0.93 0.95 0.94 0.94 0.96 0.96 0.94 0.94 
2 kHz 1.00 1.00 1.00 1.00 0.97 0.99 0.92 0.95 0.79 0.96 0.58 0.65 
4 kHz 1.00 1.00 1.00 1.00 0.93 0.93 0.81 0.81 0.79 0.89 0.79 0.78 
8 kHz 1.00 1.00 1.00 1.00 0.90 0.72 0.63 0.65 0.37 0.80 0.44 0.50 
16 kHz 1.00 1.00 1.00 1.00 0.86 0.66 0.58 0.62 0.51 0.83 0.45 0.47 
Broadband 1.00 1.00 1.00 1.00 0.91 0.90 0.79 0.83 0.48 0.73 0.46 0.63 
 
Observing the effect of vertical ICC on IACCavg at +30° and +110°, a comparatively noticeable 
decrease of IACCavg (> 0.1) from ICCC 1.0 to 0.1 is seen for the 4 kHz octave-band and above 
at +30°, and for the 2 kHz band and above at +110°. That is, as correlation between the vertical 
pair of loudspeakers decreases, so does correlation between the ear-input signals, which is in 
line with the spectral changes observed in Section 5.3 above. Blau (2002) determines that the 
just noticeable difference of the IACC is 0.038, suggesting that these changes in IACC are 
perceivable. It is also noted from Table 5.1 that the monophonic conditions at +110° have a 
similar IACCavg to the decorrelated conditions, which may have accounted for the increased 
perception of VIS for the monophonic stimuli when both conditions were level-matched, as 
observed in the subjective results (Section 4.2.2). It is thought that the lower IACCavg of the 
monophonic condition seen here is caused by a greater head-shadowing effect at +110°; 
whereas the low IACCavg value for the decorrelated condition is likely controlled by the 
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decorrelated height-channel signal in the contralateral ear, as a result of head shadowing from 
main-channel – this hypothesis is discussed further in Section 5.4.1.1 below. 
5.4.1.1   The Head-Shadowing Effect 
The above IACCavg values imply that the head may play an important role in VIS perception 
off-axis, through the shadowing of the main-channel signal to the contralateral ear. This head-
shadowing effect is clearly demonstrated in Table 5.2, where the interaural level differences 
(ILDs) of the HRIR-convolved stimuli are presented for each layer independently, as well as 
the correlated and decorrelated conditions. ILD has been calculated as the difference of RMS 
between the two ear input signals, taken as the average RMS of 50 ms windows over the sig-
nals’ duration. To support the discussion, Table 5.3 also displays the IACCavg values for the 
main- and height-layers independently at both +30° and +110° azimuth.  
Table 5.2 Interaural Level Differences (ILD) (dB) of the KEMAR HRIR-convolved stimuli for the main-layer, 
height-layer, ICCC 1.0, ICCC 0.1 (PR) and ICCC 0.1 (CF) at +30° and +110° azimuth positions. 
 
 
Front Right (+30°) Rear Right (+110°) 
Main-
Layer 
Height-
Layer 
ICCC 
1.0 
ICCC 
0.1 (PR) 
ICCC  
0.1 (CF) 
Main-
Layer 
Height-
Layer 
ICCC 
1.0 
ICCC 
0.1 (PR) 
ICCC 
0.1 (CF) 
63 Hz -0.7 -0.6 -0.7 -0.7 -0.6 -1.0 -0.7 -0.8 -1.0 -0.8 
125 Hz -0.5 -0.5 -0.5 -0.6 -0.5 -0.9 -0.8 -0.8 -1.0 -0.8 
250 Hz -1.0 -0.7 -0.8 -0.8 -0.8 -1.6 -1.2 -1.4 -1.4 -1.4 
500 Hz -1.7 -1.2 -1.5 -1.5 -1.5 -2.7 -1.9 -2.3 -2.2 -2.3 
1 kHz -3.3 -2.9 -3.2 -3.1 -3.1 -3.9 -3.0 -3.6 -3.3 -3.5 
2 kHz -3.7 -2.9 -3.6 -3.2 -3.4 -8.1 -4.6 -7.5 -5.1 -5.9 
4 kHz -4.6 -3.8 -5.1 -4.5 -4.4 -5.4 -4.2 -5.0 -4.6 -4.8 
8 kHz -6.6 -5.1 -6.6 -5.2 -5.5 -12.8 -4.4 -7.9 -6.9 -7.2 
16 kHz -3.9 -5.6 -2.3 -3.7 -4.0 -14.4 -9.9 -13.0 -12.9 -12.5 
Broadband -3.8 -3.3 -3.9 -3.7 -3.6 -6.8 -4.2 -6.1 -4.9 -5.2 
 
Table 5.3 Interaural Cross-Correlation Coefficient averages from 50 ms windows (IACCavg) of the KEMAR 
anechoic HRIR-convolved stimuli Main-Layer vs. Height-Layer IACCavg at +30° and +110° azimuth positions 
 
 Front Right (+30°)  Rear Right (+110°) 
 Main-Layer Height-Layer  Main-Layer Height-Layer 
63 Hz 0.99 0.99  0.99 0.99 
125 Hz 0.99 0.99  0.98 0.99 
250 Hz 0.99 0.99  0.98 0.99 
500 Hz 0.98 0.98  0.97 0.97 
1 kHz 0.93 0.97  0.96 0.96 
2 kHz 0.97 0.97  0.79 0.95 
4 kHz 0.93 0.94  0.79 0.93 
8 kHz 0.90 0.97  0.37 0.88 
16 kHz 0.86 0.81  0.51 0.84 
Broadband 0.91 0.91  0.48 0.89 
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Inspecting the difference between the main- and height-layer ILD values in Table 5.2, there is 
a slight decrease of ILD for the height-layer at +30° in most cases (i.e. an increase of level in 
the contralateral ear). However, at +110°, the difference of ILD between the main- and height-
layers is clear for the 2kHz octave-band and above, demonstrating the head-shadowing effect. 
This is also reflected in the IACCavg calculations of the main- and height-layers at +110° azi-
muth (Table 5.3), where the interaural cross-correlation is noticeably higher for the height-
channel than the main-channel with the 2 kHz octave-band and above. These results broadly 
agree with the bands at which the spectral differences occur in Section 5.3 above, however, 
they also suggest that the HRTF filtering might also have an effect on interaural cross-correla-
tion, most notably at wider azimuth angles. 
Given the head-shadowing of the main-channel signal at +110° azimuth, it is thought that the 
contralateral (far) ear is largely influenced by the height-channel signal, whereas the ipsilateral 
(near) ear is a sum of both the height- and the main-channel signals. This is particularly the 
case for the 2 kHz and 8 kHz octave-bands, where the attenuation of the main-layer signal in 
the contralateral ear is around 8-13 dB, whereas the height-layer signal is only attenuated by 
around 4-5 dB (Table 5.2). When correlated signals are presented from both the main- and 
height-layer loudspeakers (ICCC = 1.0), it results in relatively high correlation between both 
ears (as well as a decrease of ILD) – this can be seen in the IACCavg results of Table 5.1. How-
ever, when the two loudspeaker signals are decorrelated (ICCC = 0.1), the correlation between 
the two ears also decreases, given the height-channel dominance in the contralateral ear. This 
is the cause of the relationship between IACC and vertical decorrelation at higher frequencies 
seen in Table 5.1, and potentially contributes to the perception of VIS at wider azimuth angles. 
Although the results here are unable to confirm a direct relationship between IACC, ILD and 
VIS, there is certainly cause for further investigation. It may be found that the hearing system 
is able to assume an auditory source’s vertical location and spread around the head based on 
interaural cues from frequency-dependent head-shadowing. 
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5.4.1.2   Comparison of Decorrelation Methods 
In Table 5.1, differences of IACC between the two decorrelation methods under testing (Com-
plementary Comb-Filtering (CF) and Phase Randomisation (PR)) are broadly the same across 
all frequency-bands for ICCC 0.1, indicating that they may operate in a similar manner. A 
strong similarity of perceived VIS was also evident between methods in the subjective testing 
(Section 4.2.2), as well as with the spectral analysis of higher frequencies in Section 5.3. Con-
sidering this, Figure 5.15 below displays the difference of FFT frequency amplitudes (within 
the 8 kHz octave-band) between the two outputs of each method for ICCC 0.1 (4096 FFT-
points). Here it is seen that amplitude variations between the two channels are present for both 
methods. Given that the all-pass filters used with the PR approach are time-invariant, these 
amplitude differences are maintained throughout the signal, much like for the CF method. Alt-
hough the differences for PR are lower in magnitude and less regular (more random) than the 
CF method, the combination of amplitude and phase variations may contribute to a greater 
perception of VIS by decorrelation, as was occasionally the case with the PR method in the 
subjective testing (Section 4.2.2.1). 
 
Figure 5.15  Difference of spectral magnitude between the two outputs of both decorrelation methods 
(8 kHz octave-band; Upper – Complementary Comb-Filtering; Lower – Phase Randomisation) 
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5.4.2   IAC  Results  –  BRIR-­Convolved  Stimuli  
The IACC and spectral analysis of the anechoic HRIR-convolved stimuli have indicated some 
trends with VIS for around the 2 kHz octave-band and above. However, the subjective results 
also revealed significant changes to VIS with the 500 Hz and 1 kHz octave-bands, particularly 
in the median plane (0° azimuth). Since there are no interaural differences or spectral filtering 
from the HRTF for these bands, it suggests that some room effect may have had an influence 
on the perception of VIS. In order to examine this, Table 5.4 below presents the IACCavg data 
of the BRIR-convolved listening room stimuli. 
Table 5.4 Interaural Cross-Correlation Coefficient averages from 50 ms windows (IACCavg)  
BRIR-convolved stimuli, captured using a Neumann KU 100 in the listening room 
 
  Centre (0°) Front Right (+30°) Rear Right (+110°) 
 Mono 1.0 
0.1 
(PR) 
0.1 
(CF) Mono 1.0 
0.1 
(PR) 
0.1 
(CF) Mono 1.0 
0.1 
(PR) 
0.1 
(CF) 
63 Hz 1.00 1.00 1.00 1.00 0.98 0.98 0.99 0.95 0.98 0.98 0.98 0.98 
125 Hz 0.99 1.00 1.00 0.99 0.94 0.96 0.94 0.93 0.91 0.92 0.85 0.92 
250 Hz 0.97 0.97 0.98 0.97 0.92 0.90 0.92 0.90 0.86 0.88 0.92 0.83 
500 Hz 0.81 0.89 0.77 0.83 0.57 0.64 0.70 0.61 0.76 0.78 0.70 0.73 
1 kHz 0.83 0.89 0.83 0.82 0.68 0.74 0.72 0.64 0.58 0.62 0.51 0.53 
2 kHz 0.84 0.89 0.85 0.86 0.73 0.81 0.71 0.68 0.28 0.36 0.27 0.28 
4 kHz 0.88 0.89 0.87 0.87 0.73 0.80 0.75 0.73 0.40 0.34 0.24 0.28 
8 kHz 0.66 0.74 0.68 0.70 0.37 0.47 0.34 0.39 0.21 0.22 0.22 0.20 
16 kHz 0.86 0.85 0.81 0.80 0.54 0.28 0.30 0.28 0.25 0.19 0.15 0.20 
Broadband 0.95 0.97 0.96 0.94 0.79 0.81 0.81 0.77 0.70 0.73 0.73 0.71 
 
Looking at the 0° results in Table 5.4, it is evident that the IACCavg begins to decrease around 
the 500 Hz octave-band and above (IACCavg < ~0.9), which is in line with the VIS change seen 
in the subjective testing results (Section 4.2.2). Specifically, for the 500 Hz and 1 kHz octave-
bands, it is observed that the ICCC 0.1 decorrelated conditions have a slight, yet noticeable, 
decrease of IACCavg in comparison to the ICCC 1.0 correlated condition (> 0.05). This suggests 
a potential association between vertical ICC and IACCavg at these bands, which could be related 
to an increased decorrelation of reflections when presented in a non-anechoic environment. 
There is also a decrease in IACCavg for the 500Hz and 1 kHz monophonic samples compared 
to ICCC 1.0 (similar to that of ICCC 0.1) – this further corresponds with the subjective testing 
results, where the monophonic and ICCC 0.1 stimuli had a similar perceived VIS, with both 
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significantly greater than the ICCC 1.0 condition. The lower IACCavg seen for the monophonic 
and decorrelation conditions here could have invoked a greater VIS, where a lower IACCavg 
may increase general spaciousness (both horizontally and vertically).  
Looking at the +30° and +110° IACCavg results in Table 5.4, as with the anechoic HRIR-con-
volved stimuli, there is a decrease of IACC at +110° compared to +30°, presumably due to the 
head-shadowing effect discussed in Section 5.4.1.1. Additionally, as would be expected, the 
introduction of room reflections decreases the level of IACC considerably across all stimuli 
from around the 500 Hz octave-band and above – this is in contrast with the anechoic HRIR-
convolved stimuli, where the two ear signals were almost correlated below the 4 kHz octave-
band for +30° azimuth, and below the 2 kHz octave-band at +110°. This further supports the 
notion that room reflections may have influenced VIS perception for the 500 Hz and 1 kHz 
octave-bands. 
5.4.3   Discussion  of  IAC  Results  
Differences between the two sets of IACC results with the HRIR- and BRIR-convolved stimuli 
imply that the perception of VIS might be dependent on both head shadowing and the effect of 
the room. At frequencies of around the 2 kHz octave-band and above, the anechoic HRIR-
convolved stimuli results tend to align with both the subjective results and spectral analysis at 
+30° and +110°, where a decrease of vertical ICCC appears to decrease IACC. Considering the 
well-known relationship between IACC and horizontal image spread (HIS) (Zotter & Frank, 
2013; Hidaka et al., 1995), this result initially suggests that vertical decorrelation might gener-
ate an increase of HIS as well as VIS for the high frequency bands. Reversely, it could also be 
hypothesised that IACC may be a useful perceptual cue for the perception of VIS (in addition 
to HIS) at off-axis loudspeaker positions – this requires further study to verify. 
On the other hand, the BRIR IACC results in Section 5.4.2 for the 500 Hz and 1 kHz octave-
bands indicate a potential relationship between VIS and a decrease in IACCavg in the median 
plane, presumably due to the influence of room reflections. Statistical analysis of the subjective 
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data also indicated that the correlation between ICCC and VIS with the 500 Hz and 1 kHz 
octave-bands was strongest in the median plane (Section 4.2.2.3). The decrease of IACCavg in 
the median plane is likely due to the effect of multiple room reflections summing at the ears 
from different directions, given that the ears are symmetrical, i.e., the same direct sound signal 
is received at both ears. Furthermore, it is thought that early reflections may have caused the 
decrease of IACCavg seen with the monophonic condition, due to greater early reflection energy 
for the monophonic condition than the vertical stereophonic conditions, when both are level-
matched – this is explored in Section 5.5 below. 
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5.5   Ratio  of  Early  Reflection  Energy  to  Direct  Energy  (ER/D)  
5.5.1   ER/D  at  0°  Azimuth  
Taking into account the IACCavg results for the BRIR-convolved stimuli in Section 5.4.2 above, 
a relationship has been suggested between room reflections and the perception of VIS in the 
median plane. This is particularly the case for the 500 Hz and 1 kHz octave-bands, where both 
the monophonic and vertically decorrelated conditions had an increase of VIS. To investigate 
this further, Table 5.5 below displays the ratio of early reflection energy (2.5 – 80 ms) to direct 
sound energy (< 2.5 ms) (ER/D ratio) at 0° azimuth, calculated for both the main-layer loud-
speaker BRIR (the monophonic condition) and the summed result of the time-aligned main- 
and height-layer BRIRs (vertical stereophony).  
 
Table 5.5  Ratio of Early Reflection Energy (2.5-80 ms) to Direct Energy (< 2.5 ms) (ER/D) (dB) 
BRIRs at +0°, captured using a Neumann KU 100 in the listening room. 
 
Centre (0°) Left Ear  Right Ear  Main-Layer Only Layers Summed Main-Layer Only Layers Summed 
63 Hz 29.7 31.7 29.3 31.2 
125 Hz 8.0 7.4 8.8 7.9 
250 Hz 3.0 0.5 3.7 1.1 
500 Hz -1.5 -5.6 0.5 -2.7 
1 kHz -3.5 -6.8 -3.5 -7.3 
2 kHz -6.8 -8.6 -6.6 -8.2 
4 kHz -10.3 -12.5 -10.8 -12.9 
8 kHz -2.3 -4.8 -5.5 -6.3 
16 kHz -13.5 -12.4 -14.6 -14.0 
Broadband -6.8 -7.8 -6.2 -7.5 
 
Although the listening room has relatively low levels of reflective energy, due to a short decay 
time (RT = 0.25 s) and acoustic treatment compliant with ITU-R BS.1116 (ITU-R, 2015a), 
there remains a clear increase of ER/D at 500 Hz and 1 kHz for the main-layer only condition 
in Table 5.5 (with around 3-4 dB more early reflection energy). It seems a reason for this could 
be that, when the time-aligned signals of a vertical stereophonic loudspeaker pair are summed 
at the ear, the direct sound level doubles; however, the relative level of early reflections remains 
low due to differing lengths of reflection paths and a staggering of arrival. The first floor re-
flection from the main-layer loudspeaker arrives at the ears around 3.5 ms after the direct sound, 
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whereas, the first floor reflection from the height-layer arrives around 5.5 ms after the direct 
sound. In order to level match the SPL LAeq of the monophonic stimuli with the doubling of 
direct sound in the vertical stereophonic samples, the overall output level of the main-layer 
loudspeaker would have been raised to match that of the stereophonic condition, thus increasing 
both the direct sound energy and reflection energy (to a greater level than the average of the 
staggered delays). This is illustrated in Figure 5.16, where impulses that represent the direct 
signal and first floor reflections are drawn for both the vertical stereophonic condition and the 
level-matched monophonic condition.  
 
Figure 5.16  Illustration of the ‘Main-Layer Effect’, which suggests that the summed main- and height-
layer signals have less early reflective energy than a level-matched monophonic main-layer only signal. 
Further demonstration of the ‘main-layer effect’ with real room impulses can be seen in Figure 
5.17 below. This figure displays the 500 Hz and 1 kHz octave-bands, comparing the main-layer 
only condition and the condition of the summed layers, where both signals have been RMS 
level-matched (to replicate the SPL LAeq level-matching of stimuli in the subjective testing of 
Chapter 4). Greater early reflective energy is clearly seen for the monophonic condition com-
pared to the summed condition, as was hypothesised above. It is possible that, when comparing 
the monophonic main-layer stimuli directly against the correlated stereophonic stimuli (ICCC 
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1.0) under controlled conditions, this increase in early reflection energy may be perceivable 
and contribute to an increase of VIS, possibly by decreasing IACC.  
  
Figure 5.17  ‘The Main-Layer Effect’ – 500 Hz and 1 kHz octave-band filtered binaural room impulse 
responses, with RMS level-matching between the mono (main-layer only) and summed conditions. 
Left – Main-layer only impulse response (monophonic) 
Right – Summed main- and height-layer impulse responses 
In the subjective testing, the absolute VIS results for 500 Hz and 1 kHz at 0° showed that the 
ICCC 0.1 and monophonic conditions had a slight increase of spread in opposite directions 
compared to the coherent ICCC 1.0 condition (Section 4.3.2). It is possible that the decrease in 
IACCavg for these stimuli (Table 5.5) influenced an ambiguous perception of greater extent in 
all directions, given the weakness and inaccuracy of vertical localisation at these frequencies. 
This is similar to the hypothesis proposed in Section 5.4.1.1 above, where the head-shadowing 
of a monophonic stimulus at high frequencies produces a low IACCavg, potentially leading to a 
general increase of both VIS and HIS. An illustration of possible perception of VIS by IACC 
is presented in Figure 5.18 below. The left of the image displays the typical understanding of 
the IACC effect on horizontal spread, whereas the right shows how a decrease of IACC for the 
500 Hz and 1 kHz octave-bands might have been perceived.  
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Figure 5.18  The potential perception of vertical image spread (VIS) change from a decrease in IACC. 
The results in Table 5.5 also demonstrate that as frequency decreases, the ER/D ratio tends to 
increase – and for the 63 Hz, 125 Hz and 250 Hz octave-bands, the reflective energy is reported 
as greater than the direct sound energy. This room effect may be the reason for the inherent 
broad perception of lower frequencies in space, due to less distinction between direct and sec-
ondary sound signals in a reverberant room; however, it should also be noted that this effect 
could be exclusive to the impulse responses of the specific listening room in question. Although 
the effect may be room-dependent, it could potentially cause an increased perception of listener 
envelopment (LEV) for 2D main-layer only content, when SPL level-matched and compared 
directly against 3D stimuli – this is something to be explored further. 
5.5.2   ER/D  at  +30°  and  +110°  Azimuth  
Looking at the same ER/D calculations for the +30° and +110° positions (Tables 5.6 and 5.7, 
respectively), it can be seen that ER/D increases for the contralateral left ear in comparison to 
the ER/D for the ipsilateral right ear – this is likely due to a decrease of direct energy in the 
contralateral left ear from the head-shadowing effect described in Section 5.4.1.1. The differ-
ence of ratio values between the two ears becomes noticeably greater (> 10 dB) for the 4 kHz 
octave-band and above at +30°, and the 2 kHz octave-band and above at +110°, which 
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corresponds with the decrease of IACC and ILD from head-shadowing at these frequencies (as 
discussed in Section 5.4 above).  
Table 5.6  Ratio of Early Reflection Energy (2.5-80 ms) to Direct Energy (< 2.5 ms) (ER/D) (dB). 
BRIRs at +30°, captured using a Neumann KU 100 in the listening room. 
 
Front Right (+30°) Contralateral Left Ear Ipsilateral Right Ear Main-Layer Only Layers Summed Main-Layer Only Layers Summed 
63 Hz 29.1 31.2 28.7 29.3 
125 Hz 9.9 8.7 8.8 7.3 
250 Hz 2.1 -0.6 2.7 -1.0 
500 Hz 1.7 -0.4 -2.5 -4.1 
1 kHz 0.9 -1.1 -6.1 -7.4 
2 kHz -3.3 -5.8 -9.1 -11.6 
4 kHz -3.1 -5.8 -14.8 -17.5 
8 kHz 5.7 4.3 -7.3 -9.2 
16 kHz -2.4 4.5 -15.1 -14.1 
Broadband 0.0 -1.2 -9.2 -10.7 
 
Table 5.7  Ratio of Early Reflection Energy (2.5-80 ms) to Direct Energy (< 2.5 ms) (ER/D) (dB). 
BRIRs at +110°, captured using a Neumann KU 100 in the listening room. 
 
Rear Right (+110°) Contralateral Left Ear Ipsilateral Right Ear Main-Layer Only Layers Summed Main-Layer Only Layers Summed 
63 Hz 23.9 25.9 20.8 21.9 
125 Hz 12.5 6.3 8.0 4.3 
250 Hz 2.4 0.0 1.5 -0.6 
500 Hz 1.1 -1.1 -4.5 -6.3 
1 kHz -0.1 -1.0 -6.4 -8.5 
2 kHz 7.3 3.2 -7.1 -9.7 
4 kHz 1.0 2.9 -11.1 -10.5 
8 kHz 11.7 9.3 -12.8 -12.0 
16 kHz 9.8 13.5 -13.7 -11.6 
Broadband 3.0 1.6 -10.0 -10.2 
 
As with the 0° position, the main-layer only condition at +30° and +110° also shows some 
increase of early reflective energy in relation to direct sound, compared to when the layers are 
combined. From these azimuths, the main-layer effect is most prominent for the 250 Hz, 2 kHz 
and 4 kHz bands at +30° (~2-4 dB more early reflection energy in both ears), and 125 Hz and 
2 kHz at +110° (~3-6 dB more energy). For both 250 Hz at +30° and 125 Hz at +110°, this 
increase of main-layer early reflection energy coincides with an increased perception of VIS 
for the monophonic stimuli at these bands in the subjective results (Section 4.2.2). 
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5.5.3   Discussion  of  ER/D  Results  
Although the above ER/D values are specific to the acoustic condition of the listening room 
used, the results suggest that there may be a relationship between the perception of VIS and the 
level of early reflection energy in an enclosed space. This is particularly the case for lower 
frequencies when there are weak or no vertical localisation cues (Roffler & Butler, 1968a). In 
the case of this investigation, it appears that the early reflection energy may be dictated by the 
arrival of first floor reflections. It is possible that an increase of early reflection energy has a 
direct impact on decreasing IACCavg, generating a greater sense of source extent both horizon-
tally and vertically. During the listening tests described in Chapter 4, subjects were asked to 
ignore changes to the HIS of a source and only focus on the VIS; therefore, it is not known 
whether changes to HIS were also perceived. Alternatively, the hearing mechanism could po-
tentially determine the phase difference between the initial direct sound and the arrival of the 
first reflection from each source, allowing the brain to interpret each discrete source’s spatial 
position based on the subconscious visual inspection and spatial mapping of a room. It is un-
derstood that time differences for frequencies below around 1.5 kHz are interpreted on the fine 
phase structure of a signal (Blauert, 1997), which may have aided the cognition of signal di-
rectivity for the continuous low frequency noise sources.  
Furthermore, responses in a previous research investigation suggest that a single ceiling reflec-
tion can increase the perceived VIS of an auditory event (Robotham et al., 2016), indicating the 
effect a room’s acoustic can have on vertical spatial perception. From the absolute VIS results 
in the subjective testing (Figure 4.6 of Section 4.2.2), it can be seen that there is a downward 
extension of VIS for the 500 Hz and 1 kHz monophonic conditions in the median plane. This 
could be related to an increase of floor reflection energy from the ‘main-layer effect’, as dis-
cussed above. Similarly, the broadband monophonic stimulus also displays some downward 
extension at both 0° and ±30° azimuth, would could be down to a similar reason. 
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5.6   Conclusion  
This chapter describes objective analysis of binauralised stimuli from the subjective listening 
tests detailed in Chapter 4. Two sets of binauralised stimuli were created: 1) the stimuli signals 
convolved with anechoic head-related impulse responses (HRIRs) from the MIT KEMAR da-
tabase; and 2) the stimuli signals convolved with binaural room impulse responses (BRIRs) 
captured in the listening room. Firstly, the HRIR-convolved stimuli were analysed spectrally, 
in order to observe the HRTF effect from vertical interchannel decorrelation. Both sets of bin-
auralised stimuli were then analysed for interaural cross-correlation (IAC). Lastly, the raw 
BRIRs from the listening room were analysed to observe the ratio of early reflection to direct 
energy (ER/D).  
The main findings of the objective analysis are as follows, based on vertical decorrelation be-
tween a main-layer loudspeaker at 0° and a height-layer loudspeaker elevated by +30°: 
•   For the 500 Hz and 1 kHz bands, VIS appears to be influenced by room reflections, as 
demonstrated by comparing the HRIR- and BRIR-convolved stimuli, i.e., changes were 
seen with the BRIR stimuli that were not present for the HRIR stimuli. 
•   At higher frequencies, filtering from the head-related transfer function (HRTF) seems 
to have the most influence on VIS perception (either through head-shadowing or pinna 
filtering). This was observed with the HRIR-convolved stimuli and varies depending 
on the azimuth angle of incidence, as follows: 
o   In the median plane (0° azimuth), spectral changes that coincide with decorre-
lation occur in the 8 kHz and 16 kHz octave-bands.  
o   From ±30° azimuth, the contralateral ear input signal is filtered in the 4 kHz 
and 8 kHz bands, while the ipsilateral ear input signal is filtered in the 8 kHz 
and 16 kHz bands.  
o   At ±110° azimuth, filtering occurs in the 2-16 kHz octave-bands for the con-
tralateral ear, and in the 8 kHz and 16 kHz bands with the ipsilateral ear.  
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o   With the 8 kHz band, vertical decorrelation appears to ‘fill in’ the vertical lo-
calisation notch cues, which seems to be a contributor to VIS perception. 
o   For the 16 kHz band, a phase cancelling effect occurs when the vertical signals 
are correlated (ICCC = 1.0), with decorrelation reducing the degree of phase 
cancellation at the ears. 
•   For the 500 Hz and 1 kHz bands, there is a trend between IACC and VIS at 0° (seen 
with the BRIR-convolved stimuli), possibly from a greater decorrelation of reflections. 
•   For the higher frequency bands, as the azimuth angle increases, the IACC of the mon-
ophonic main-layer signal decreases due to greater head-shadowing (demonstrated 
with both the HRIR- and BRIR-convolved stimuli). 
•   When a coherent height-channel signal is introduced above the main-layer at +110°, 
IACC increases due to more direct signal in the contralateral ear. As ICC is decreased, 
IACC also decreases, which may contribute to the perception of VIS.  
•   Analysing the BRIRs, it is seen that the monophonic main-layer signal had greater early 
reflection energy than vertical stereophonic signals, potentially causing an increase of 
VIS for the monophonic condition – this has been called the ‘main-layer effect’. 
•   This ‘main-layer effect’ is most apparent for the 500 Hz and 1 kHz bands in the median 
plane, which could also be linked to the decrease of IACC seen for these bands. 
These objective results provide further insights into the perception of vertical interchannel 
decorrelation. Taking both the subjective results and objective analysis into account, it is clear 
that vertical image spread (VIS) change is mostly influenced by higher frequencies. In particu-
lar, spectral cues in the 8 kHz octave-band demonstrate a strong association with VIS percep-
tion. From these results, it is assumed that vertical interchannel decorrelation of low frequencies 
provides little contribution towards increasing VIS. Considering this, it is possible that vertical 
decorrelation may control / increase VIS with the exclusion of lower frequencies all together. 
To explore this further, Chapter 6 presents an experiment where complex stimuli have been 
‘high-pass decorrelated’. 
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6   HIGH-­PASS   FILTERED   VERTICAL   INTERCHANNEL   DE-­
CORRELATION  OF  COMPLEX  SOURCES  
This chapter describes a two-part subjective experiment investigating the perceptual effect of 
vertically decorrelating just higher frequencies, looking at both the vertical image spread (VIS) 
and tonal quality (TQ) of decorrelated stimuli. In Chapters 4 and 5, it was found that a signifi-
cant increase of VIS occurs when decorrelating pink noise octave-bands with centre frequencies 
of 500 Hz and above – that is, where VIS increased as the interchannel cross-correlation (ICC) 
decreased. Since these VIS changes were most apparent at higher frequencies, it is of interest 
to determine whether vertically decorrelating a high-pass filtered signal has a similar effect to 
decorrelating the broadband signal, i.e., where high frequencies are decorrelated between a 
main- and height-layer loudspeaker, while low frequencies are routed monophonically to the 
main-layer loudspeaker only. In particular, Chapter 5 demonstrated that potential spectral cues 
from vertical decorrelation feature in the 8-16 kHz octave-bands at 0° azimuth, the 4-16 kHz 
octave-bands at ±30° azimuth and the 2-16 kHz octave-bands at ±110°. If these spectral cues 
are dominant for VIS perception, then it may not be necessary to decorrelate lower frequencies 
at all. Furthermore, considering the application of 2D-to-3D upmixing, it is of interest to ob-
serve the impact vertical decorrelation has on perceived TQ – for example, high-pass decorre-
lation may reduce phase cancellation at lower frequencies, resulting in a more accurate repre-
sentation of the source signal. 
From these considerations, the main research questions for this investigation were as follows: 
•   Does vertical interchannel decorrelation of high-pass frequencies have a comparable 
effect on VIS to broadband decorrelation? 
•   At which high-pass frequency cut-off does VIS reach maximum extent? 
•   What impact does vertical decorrelation have on TQ? 
•   Are the subjective perceptions of VIS and TQ source-dependent? 
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In order to answer the above questions, stimuli were decorrelated using the all-pass filter phase 
randomisation method that featured in Chapters 4 and 5. Decorrelation was performed with 
varying high-pass cut-off frequencies, where only higher frequencies were decorrelated be-
tween a vertically-arranged loudspeaker pair, and the lower frequencies are routed to the main-
layer loudspeaker only. To provide a practical context, the stimuli under testing are ambient 
complex sound sources, in addition to broadband pink noise – and the same three azimuth an-
gles as Chapter 4 were assessed (0°, ±30° and ±110°). 
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6.1   Experimental  Hypotheses  
From the results of the previous subjective experiments in Chapter 4, it is hypothesised that 
decorrelation of frequencies below the 500 Hz octave-band in a broadband signal will provide 
little increase to the perception of vertical image spread (VIS). In the absolute testing, it was 
found that the lower frequency bands (centre frequencies: 63-250 Hz) were perceived as inher-
ently broad for the monophonic condition, with no significant increase of VIS following decor-
relation. Significant changes to the absolute VIS upper and lower image boundaries were only 
seen for octave-bands above 500 Hz. Similarly, in the relative VIS testing results, a direct rela-
tionship between the interchannel cross-correlation (ICC) and VIS was revealed for the 500 Hz 
octave-band and above. The strongest relationship was seen for the 8 kHz octave-band at ±30° 
azimuth, which is also known to be an important band for vertical localisation from the front 
(Roffler & Butler, 1968a; Hebrank & Wright, 1974). Given the strength of the relationship 
around 8 kHz, it is also hypothesised that only decorrelating the 8 kHz octave-band and above 
in a broadband signal will produce a perceivable increase of VIS from the monophonic condi-
tion, providing the source signal has adequate energy within this region. For the 500 Hz and  
1 kHz octave-bands, the relationship between ICC and VIS seems to be related to early reflec-
tions in the listening room. Considering this, it is further hypothesised that decorrelation of 
frequencies down to these bands will also contribute to an increased perception of VIS; how-
ever, it is thought that there will be no significant difference of VIS between broadband decor-
relation and high-pass decorrelation of only the 500 Hz octave-band and above.  
In terms of tonal quality (TQ), it was noticed in Chapter 5 that the all-pass filter decorrelation 
method generates greater distortion at lower frequencies, when the two decorrelated signals are 
summed together (as would be the case at the ear input). This is presumably due to phase can-
cellation from greater degrees of phase variation between the two channels, and was particu-
larly noticeable for the 500 Hz octave-band and below. From the above observation, it is hy-
pothesised that the decorrelation of these lower frequencies will have a detrimental effect on 
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perceived TQ, when compared against an unprocessed monophonic source. Considering this 
and the VIS hypotheses above, it is thought that high-pass decorrelation may increase VIS, 
whilst having reduced impact on the perceived TQ degradation, which would make for a desir-
able scenario. Furthermore, the phase distortions might only be perceivable for certain source 
types (e.g. broadband pink noise); therefore, various complex stimuli have been assessed during 
this part of the study, in order to assess decorrelation in a practical context. 
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6.2   Experimental  Design  
6.2.1   Physical  Setup  
The loudspeaker format used for the current subjective testing is the same as that in Chapter 4, 
based on Auro-3D 9.1 with the addition of a centre height-channel (Figure 6.1) (Auro Technol-
ogies, 2015a). As with the octave-band pink noise experiment, all stimuli were presented 
through vertically arranged loudspeaker pairs at three azimuth angles to the listener: 0°, ±30° 
and ±110°. This resulted in the use of ten Genelec 8040A loudspeakers (Frequency response: 
48 Hz – 20 kHz (±2 dB)) during testing. The five main-layer loudspeakers were positioned at 
a distance of 2 m from the listener, with the height-layer loudspeakers positioned directly above 
at an elevation angle of +30° (vertically spaced by 1.15 m).  
 
Figure 6.1  Physical loudspeaker setup used during testing (based on Auro-3D 9.1 (Auro Technologies, 
2015a) with an additional Centre height-channel). Five main-layer loudspeakers positioned 2 m from 
the listener at ear height with azimuth angles of 0°, ±30° and ±110°. Five upper height-layer loud-
speakers elevated directly above its main-layer pair by +30° to the listener. 
Testing was conducted at the University of Huddersfield in a critical listening room that fulfils 
the specification of ITU-R BS.1116-3 (ITU-R, 2015a) (6.2m x 5.6m x 3.8m; RT = 0.25 s;  
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NR 12). Time and level alignment were applied between the two loudspeaker layers, to com-
pensate for interlayer difference of signal arrival at the listening position. An acoustically trans-
parent curtain was also used to obscure the loudspeakers from view, so as to avoid visual bias 
during testing. 
6.2.2   Stimuli  Creation  
The aim of the current experiment is to look at vertically decorrelated higher frequencies only, 
by varying the cut-off frequency of high-pass decorrelation. It is of importance to observe the 
effect in a practical context, therefore, both noise and ambient complex stimuli were assessed 
during the experimentation. The source signals comprised broadband Pink Noise and five ane-
choic samples: Male Speech, Cello, Acoustic Guitar, a Drumkit and a String Quartet. Each of 
the anechoic source signals were chosen for their unique characteristics, in order to assess a 
wide variety of complex signals. The Drumkit sample was used for its transient and repetitive 
nature, which also covers a broad range of frequencies (kick, snare and high-hat). Male Speech 
is also relatively broadband and is often used for detecting unwanted artefacts within audio 
processing, due our inherent familiarity and sensitivity to the human voice. The plucked Acous-
tic Guitar provides both transient and melodic characteristics, where multiple notes are played 
simultaneously with varying dynamics. In contrast, the Cello sample has a relatively slow attack 
with rich harmonic overtones for each note and a moving melodic line. Lastly, the String Quar-
tet provides an ensemble performance with similar characteristics to the Cello, however, the 
instruments cover a broader range of high frequencies (cello, viola and violin), with multiple 
parts performing different melodies simultaneously. 
In order to generate ambient signals, as would be the case in a practical upmixing application, 
the same artificial reverb (RT = 2 s) was applied to the Male Speech and musical sources (but 
not Pink Noise). The reverb was applied using the ‘ReaVerb’ plug-in in Reaper, and the dry 
signal was removed from the output of the reverb to reproduce the ambient wet signal only. 
The waveform and frequency response of the reverb used can be seen in Figure 6.2 – these were 
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obtained by passing a unit sample through the reverb plug-in to generate the reverb’s impulse 
response. Artificial reverb was chosen over convolution with a real room impulse response so 
that more control could be had over the frequency response of the output. It was important to 
maintain high frequency energy as much as possible, in order to fully assess the effect of cut-
off frequency with high-pass decorrelation. In Figure 6.2, the FFT for the artificial reverb is 
compared against that of an impulse response captured beyond the critical distance in St Paul’s 
Concert Hall at the University of Huddersfield (i.e. capturing mostly ambience with little direct 
sound) – it is clearly seen that the artificial reverb has more high frequency energy above  
1 kHz, as well as more low frequency energy below 60 Hz.  
 
Figure 6.2  Waveform and FFT (long-term average with 4096 points, 4096 sample frame length, 50% 
overlapping and 1/6th-octave smoothing) of the artificial reverb used to create the ambient stimuli, 
with the FFT compared against that of a real concert hall impulse beyond the critical distance. 
The waveforms and FFT plots of the resultant ambient stimuli (after being processed with the 
reverb) are presented in Figure 6.3 below, where the vertical dotted lines signify the octave-
band limits. The cut-off frequency of the decorrelation was determined by octave-band lower 
limits, for octave-bands of centre frequencies 63 Hz to 8 kHz. This resulted in 8 high-pass cut-
off frequency conditions, as follows: 44 Hz (Broadband), 88 Hz, 177 Hz, 355 Hz, 710 Hz,  
1420 Hz, 2840 Hz and 5680 Hz. A condition decorrelating the 16 kHz octave-band only was 
not included as the complex source signals noticeably lack energy in this region (in particular, 
see the FFTs of the Cello, Acoustic Guitar and Male Speech ambient sources in Figure 6.3).  
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Figure 6.3  Waveforms and FFTs (long-term average with 4096 points, 4096 sample frame length, 50% 
overlapping and 1/6th-octave smoothing) of the broadband pink noise and ambient test stimuli. 
 
For decorrelation, each of the six source stimuli were filtered into octave-bands (centre fre-
quencies from 63 Hz to 16 kHz) using 16th-order linear phase Butterworth band-pass filters 
(96 dB/octave). The octave-band filtered signals were then decorrelated independently using 
the all-pass filter phase randomisation method, as featured in Chapters 4 and 5. This approach 
involves convolving the stimuli signals with random number sequences of length 30 ms (which 
equates to convolution with a short burst of noise). Further details on the decorrelation process 
can be found in Chapter 4 (Section 4.2.1.3). An interchannel cross-correlation coefficient 
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(ICCC) less than 0.3 was achieved for each octave-band filtered signal (of every source stimu-
lus). Through experimentation it was found that attempting to achieve lower levels of ICCC 
was not possible for all source signals – 0.3 was chosen as it was an easily achieved threshold 
across all samples and conditions. ICCC has been calculated as the 50 ms windowed average 
over the entire signal duration (ICCCavg), and the ICCCavg values for the octave-bands of each 
source are displayed in Table 6.1 below. 
Table 6.1  Octave-band interchannel cross-correlation coefficients (ICCCavg) 
 
 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz 
Pink Noise 0.25 0.23 0.17 0.19 0.12 0.13 0.05 0.04 0.03 
Speech 0.23 0.19 0.23 0.22 0.22 0.15 0.13 0.15 0.21 
Cello 0.20 0.26 0.25 0.24 0.23 0.18 0.20 0.15 0.13 
Drumkit 0.21 0.22 0.21 0.20 0.20 0.16 0.16 0.14 0.17 
Guitar 0.16 0.16 0.22 0.24 0.21 0.25 0.25 0.21 0.19 
Quartet 0.21 0.26 0.25 0.25 0.19 0.21 0.22 0.17 0.11 
 
The two decorrelated output signals were RMS level-matched with the input signal, then atten-
uated by -3 dB, to maintain consistent energy between the input and output. Broadband stimuli 
signals were reconstructed by summing the decorrelated and non-decorrelated octave-band sig-
nals together. For each high-pass condition, the original monophonic octave-band signals that 
had not been decorrelated were routed to the lower main-layer loudspeaker only, while one 
decorrelated signal was routed to the main-layer, and the other to the height-layer – this process 
can be seen in Equations 6.1 and 6.2 below. The -3 dB attenuation of the decorrelated signals 
ensured that the energy of the summed main- and height-layer signals at the ear remained con-
sistent with the original monophonic condition. In other words, the general energy distribution 
between the monophonic and decorrelated conditions was mostly identical, other than inherent 
spectral distortions that may occur through the decorrelation process. The resultant ICCCavg of 
the reconstructed stimuli are presented in Table 6.2 below, indicating that all conditions were 
at most 0.3 ICCCavg.  
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  (6.1) 
  (6.2) 
where 𝑆a is the main-layer loudspeaker signal, 𝑆b  is the height-layer loudspeaker signal, 𝑥= and 𝑦= are a pair of decorrelated octave-band signals, 𝑚d  is an unprocessed monophonic octave-
band signal, 𝑛 is the number of decorrelated octave-bands and 𝑘 is the number of unprocessed 
octave-bands (where 𝑘 = 9 − 𝑛, based on nine octave-bands from 63 Hz to 16 kHz) 
 
Table 6.2 Average-running interchannel cross-correlation coefficients (ICCCavg) of each stimulus condition. 
 
 Broadband 125 Hz + 250 Hz + 500 Hz + 1 kHz + 2 kHz + 4 kHz + 8 kHz + 
Pink Noise 0.08 0.03 0.03 0.03 0.02 0.02 0.01 0.01 
Speech 0.13 0.12 0.09 0.07 0.03 0.02 0.01 0.01 
Cello 0.15 0.15 0.15 0.16 0.08 0.05 0.04 0.01 
Drumkit 0.10 0.08 0.07 0.03 0.03 0.02 0.02 0.02 
Guitar 0.27 0.27 0.29 0.21 0.07 0.04 0.02 0.01 
Quartet 0.12 0.12 0.13 0.09 0.05 0.05 0.03 0.01 
 
The conditions within each source were all SPL level-matched (LAeq) (Table 6.3). Each 
source’s SPL level was determined through informal listening of the test stimuli, in order to 
match the perceived loudness between sources (ranging from 68 to 73 dBA). The SPL for each 
source was set in this way due to their differing performances. For example, the Cello, Acoustic 
Guitar and String Quartet samples had small pauses at the end of each phrase, causing a reduc-
tion in average SPL (LAeq), whereas the Drumkit loop was tight and had continuous energy 
throughout. As a result, if each source were matched to the same average SPL, the Drumkit 
would be perceived as quieter than the other samples. Informal loudness matching was seen as 
a compromise to compensate for the differences of average energy between the source signals. 
 
!" = $%&%'( + (+, ∗ 0.707)
2
,'(  
!3 = (4, ∗ 0.707)2,'(  
5 = 9 − 8 
 
!" = $%&%'( + (+, ∗ 0.707)
2
,'(  
!3 = (4, ∗ 0.707)2,'(  
5 = 9 − 8 
 
Chapter 6: High-Pass Filtered Vertical Decorrelation of Complex Sources 
 235 
 
 
Table 6.3 Playback SPL (LAeq) of stimuli for each source 
 
 Pink Noise Male Speech Cello Drumkit Acoustic Guitar 
String 
Quartet 
SPL 71 dBA 71 dBA 73 dBA 68 dBA 72 dBA 72 dBA 
 
6.2.3   Testing  Procedure  
The present subjective experiment consists of two parts – the first assesses vertical image spread 
(VIS) of the stimuli described above, and the second looks at tonal quality (TQ) of the same 
stimuli. Stimuli were presented in multiple comparison trials using an adapted version of the 
MUSHRA format (ITU-R, 2015b), based on the reasons detailed in Section 3.2.4. Each trial 
featured nine stimuli, consisting of the eight decorrelated stimuli described in Section 6.2.1 
(with the varying high-pass decorrelation cut-off frequencies) and a monophonic condition, 
where the original source stimulus was reproduced from the lower main-layer loudspeaker only. 
The monophonic condition was included to represent the practical application of 2D-to-3D 
upmixing, where a monophonic main-layer signal would be decorrelated vertically to generate 
new height-channel signals.  
 
Figure 6.4  Graphical user interface used during the subjective testing. 
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A total of 18 trials were conducted for each attribute (VIS and TQ) – one for every source and 
loudspeaker azimuth angle combination (6 x 3). An adaptation of HULTI-GEN was used to 
create the graphical user interface (GUI) for testing, as shown in Figure 6.4 above (Gribben & 
Lee, 2015) (Appendix A). Each of the nine stimuli under testing were looped in synchrony and 
the user could freely switch between them throughout. Subjects were asked to grade the stimuli 
against each other and a reference stimulus (the monophonic condition). Sliders for grading 
were on a continuous bipolar scale, ranging from -30 to 30, with the reference located at 0 on 
the grading scale. If the perception of an attribute was greater or better than the reference, sub-
jects were to grade above 0 on the scale, and if it was lesser or worse, subjects graded below. 
A familiarisation stage was carried out before testing, introducing the listener to a broadband 
pink noise source with varying degrees of ICCC, in order to demonstrate changes of VIS. The 
18 trials of each attribute were split over two sessions, totalling four sittings of around 30 
minutes each to complete both parts.  
For the TQ part of testing, the term ‘Tonal Quality’ was deliberately left open to the listener’s 
own subjective interpretation – this broadly relates the grading of TQ in this instance to a sub-
ject’s own personal preference. A sheet was given to each subject with various opposing terms 
and their definitions, in order to give them an idea of what TQ might be interpreted as. These 
terms were as follows: ‘Clear / Muddy’, ‘Natural / Unnatural’, ‘Full / Thin’, ‘Hard / Soft’, 
‘Bright / Dark’ and ‘Loud / Quiet’, along with ‘Distortion’ and ‘Phasiness’. Subjects were asked 
to write comments (name specific terms) for the highest and lowest graded stimuli of each trial, 
to indicate why they graded them the way they did – it was also made clear that the written 
responses were not limited to the terms listed on the sheet. 
6.2.4   Subjects  
The two parts of the subjective experiment were conducted at two separate times due to the 
scheduling of the listening room – the vertical image spread (VIS) test was carried out first, 
followed by the tonal quality (TQ) test at a later date. In total, 17 subjects took part the VIS part 
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of the experiment, and 13 of the same subjects participated in the TQ part – the other 4 subjects 
were unavailable at the time of TQ testing, and it was considered best not to include any new 
subjects for consistency. All subjects reported normal hearing and were familiar with exercises 
that involve the critical listening of spatial audio. A minimum sample size of 13 subjects results 
in a statistical power of 0.51 for the experiment, based on a two-tailed t-test with an effect size 
of 0.6 and a error probability of 0.05 (type I error i.e. false positive), as calculated using 
G*Power 3.1 (Faul et al., 2007). This indicates that the probability of a type II statistical error 
(false-negative) is 0.49 (b) i.e. there is a chance that a significant result will be reported as 
insignificant. Despite this, Bech and Zacharov (2006) state that 5-15 subjects are sufficient for 
critical listening exercises if the listeners are experienced, as they are in the current test. It is 
therefore considered that a minimum of 13 listeners in both parts is acceptable.   
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6.3   Experiment  Part  1:  Vertical  Image  Spread  (VIS)  Results  
The relative vertical image spread (VIS) results can be seen in Figure 6.5 below – all data was 
normalised in accordance with ITU-R BS.1116-3 (ITU-R, 2015a) (as described in Section 3.3) 
and analysed in SPSS. Shapiro-Wilk tests for normality indicated that the data of each condition 
was not always normally distributed – as a result, non-parametric statistical tests have been 
performed on all conditions. The graphs below display the median VIS with notch edge bars (a 
non-parametric equivalent of 95% confidence intervals (McGill et al., 1978)). In the plots and 
following results, ‘XXX Hz +’ indicates decorrelation of the XXX Hz octave-band and above.  
Friedman repeated measure tests assessed the effect of the high-pass cut-off frequency on VIS 
perception. These tests included the eight decorrelated conditions (excluding the monophonic 
condition), and were performed for each source stimulus and loudspeaker angle combination. 
If a significant cut-off frequency effect was observed, post-hoc Wilcoxon tests with Bonferroni 
correction were performed to ascertain where the significant difference occurs. Further Wil-
coxon tests with Bonferroni correction were conducted between the monophonic condition and 
each decorrelated condition, in order to reveal any significant difference of VIS for potential 
upmixing applications. 
6.3.1   Pink  Noise  VIS  Results  
The Friedman results for the Pink Noise source indicate a significant effect of cut-off frequency 
on VIS for all three azimuth angles (0°, ±30° and ±110°) (p < 0.01). Post-hoc Wilcoxon tests 
with Bonferroni correction reveal that there was no significant difference between any decor-
related conditions at 0° azimuth (p > 0.05). Observing the graph in Figure 6.5, a general increase 
of VIS can be seen as the high-pass cut-off decreases to ‘1 kHz +’, before levelling out – this 
suggests that decorrelation below the 1 kHz octave-band point may not be necessary (i.e. the 
63-500 Hz octave-bands). Additional Wilcoxon tests at 0° show that all decorrelated stimuli 
had significantly greater VIS than the monophonic condition (p < 0.04).  
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Figure 6.5  Relative vertical image spread (VIS) results (median score with 95% confidence). 
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For the Pink Noise at ±30° azimuth, Wilcoxon tests with Bonferroni correction indicate that 
the ‘250 Hz +’ decorrelation condition produces significantly greater VIS than the ‘1 kHz +’, 
‘4 kHz +’ and ‘8 kHz +’ conditions (p < 0.03). Wilcoxon tests also demonstrate that each decor-
related condition had significantly greater VIS than the monophonic condition (p < 0.02).  
From ±110° azimuth, the Bonferroni-corrected Wilcoxon tests on the Pink Noise results reveal 
that the ‘125 Hz +’ condition had significantly greater VIS than the ‘8 kHz +’ condition  
(p = 0.03); furthermore, ‘250 Hz +’ was significantly greater than ‘2 kHz +’, ‘4 kHz +’ and  
‘8 kHz +’ (p < 0.03). As with the 0° and ±30° angles, additional Wilcoxon tests show that all 
the decorrelated conditions had significantly greater VIS than the monophonic condition  
(p < 0.01). 
6.3.2   Male  Speech  VIS  Results  
Friedman tests on the Male Speech VIS data reveal a significant high-pass cut-off frequency 
effect for the ±30° and ±110° azimuth angles (p < 0.01), but not 0° (p > 0.05). Although there 
is no significant difference between the decorrelated conditions at 0°, Bonferroni-corrected 
Wilcoxon results indicate that every decorrelation condition had significantly greater VIS than 
the monophonic condition (p < 0.05), except for ‘4 kHz +’ (p > 0.05). 
Between the decorrelated Male Speech conditions at ±30° azimuth, Wilcoxon tests show that 
the ‘Broadband’ condition was significantly greater than ‘4 kHz +’ (p < 0.03), and both  
‘125 Hz +’ and ‘1 kHz+’ were significantly greater than ‘8 kHz +’ (p < 0.03). Further Wilcoxon 
tests demonstrate that most decorrelation conditions were significantly greater than the mono-
phonic condition at ±30° (p < 0.03), with the exception of ‘4 kHz +’ and ‘8 kHz +’ (p > 0.05). 
From the ±110° azimuth angle, the pairwise Wilcoxon tests between the Male Speech stimuli 
demonstrated that the ‘Broadband’ condition had significantly greater VIS than the ‘1 kHz +’, 
‘2 kHz +’, ‘4 kHz +’ and ‘8 kHz +’ conditions (p < 0.03). Furthermore, the ‘125 Hz +’ condition 
was significantly greater than ‘8 kHz +’ (p < 0.03); ‘250 Hz +’ was significantly greater than 
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‘4 kHz +’ and ‘8 kHz +’ (p < 0.03); and ‘500 Hz + was significantly greater than ‘2 kHz +’  
(p < 0.03). 
6.3.3   Cello  VIS  Results  
Results from Friedman tests on the Cello data indicate a significant high-pass cut-off effect for 
the ±110° azimuth angle (p < 0.01), but not the 0° and ±30° azimuths (p > 0.05). Wilcoxon tests 
on the 0° data suggest that only the ‘125 Hz +’ was significantly greater than the monophonic 
condition (p = 0.03). Whereas, from ±30°, the ‘Broadband’, ‘125 Hz +’, ‘250 Hz +’,  
‘500 Hz +’ and ‘4 kHz +’ conditions all had significantly greater VIS than the monophonic 
condition (p < 0.04). For the ±110° data, there was no significant difference between any of the 
decorrelation conditions, following Bonferroni correction (p > 0.05) – however, all decorrelated 
conditions had significantly greater VIS than the monophonic condition (p < 0.02). 
6.3.4   Drumkit  VIS  Results  
The Friedman results for the Drumkit sample indicate a significant high-pass cut-off effect for 
the ±30° and ±110° azimuth angles (p < 0.05), but not from 0° (p > 0.05). Following Bonferroni 
correction, the Wilcoxon test results show no significant difference between any decorrelated 
conditions for all azimuth angles (p > 0.05). However, when compared against the monophonic 
condition, all decorrelated conditions had significantly greater VIS from all angles (p < 0.05), 
apart from 2 kHz at ±110° (p > 0.05).  
6.3.5   Acoustic  Guitar  VIS  Results  
Friedman tests on the Acoustic Guitar data demonstrate a significant high-pass cut-off effect 
for all azimuth angles (p < 0.05). From 0°, ‘500 Hz +’ had significantly greater VIS than  
‘4 kHz +’ (p < 0.03), and the ‘500 Hz +’ condition was the only decorrelated condition with 
significantly greater VIS than the monophonic condition (p < 0.01). With the ±30° results, the 
‘500 Hz +’ condition was significantly greater than ‘1 kHz +’ and ‘8 kHz +’ (p < 0.03); and for 
±110°, ‘500 Hz +’ was significantly greater than ‘1 kHz +’, ‘2 kHz +’ and ‘8 kHz +’ (p < 0.03).  
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From both ±30° and ±110° azimuth, the ‘Broadband’, ‘250 Hz +’ and ‘500 Hz +’ conditions 
all had significantly greater VIS than the monophonic condition (p < 0.05).  
6.3.6   String  Quartet  VIS  Results  
The Friedman results for the String Quartet sample show a significant high-pass cut-off effect 
on decorrelation for all azimuth angles (p < 0.01). For 0° azimuth, Bonferroni-corrected Wil-
coxon tests indicate that the ‘Broadband’ condition was significantly greater than ‘4 kHz +’  
(p < 0.01); and ‘250 Hz +’ was also significantly greater than the ‘8 kHz +’ condition  
(p < 0.03). Furthermore, the ‘Broadband’, ‘125 Hz +’, ‘250 Hz +’ and ‘500 Hz +’ conditions 
all had significantly greater VIS than the monophonic condition at 0° (p < 0.05). 
With the String Quartet at ±30° azimuth, the Wilcoxon results show that ‘125 Hz +’,  
‘250 Hz +’ and ‘500 Hz +’ had significantly greater VIS than ‘4 kHz +’ and ‘8 kHz +’  
(p < 0.03); ‘Broadband’ was significantly greater than ‘8 kHz +’ (p < 0.01); and both  
‘125 Hz +’ and ‘250 Hz +’ were significantly greater than ‘1 kHz +’ and ‘2 kHz +’ (p < 0.03). 
Additional Wilcoxon tests indicate that all decorrelation conditions had significantly greater 
VIS than the monophonic condition at ±30° (p < 0.05). 
For ±110° azimuth, the ‘Broadband’, ‘125 Hz +’, ‘250 Hz +’ and ‘500 Hz +’ String Quartet 
conditions had significantly greater VIS than ‘8 kHz +’ (p < 0.03); and both ‘125 Hz +’ and 
‘250 Hz +’ were significantly greater than ‘2 kHz +’ and ‘4 kHz +’ (p < 0.03). Furthermore, 
Wilcoxon tests reveal that most decorrelation conditions were significantly greater than the 
monophonic condition (p < 0.05), with the exception of ‘2 kHz +’ and ‘4 kHz +’ (p > 0.05). 
6.3.7   Discussion  of  the  VIS  Results  
From the above results, no significant VIS difference was seen between the ‘Broadband’,  
‘125 Hz +’, ‘250 Hz +’ and ‘500 Hz +’ conditions for all source signals and azimuth angles. 
Moreover, the ‘500 Hz +’ condition also had significantly greater VIS than the monophonic 
condition for all sources and azimuth angles, except the cello source at 0° azimuth. This 
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suggests that vertical decorrelation of only the 500 Hz octave-band and above can significantly 
increase VIS to that of broadband decorrelation in the majority of cases. Observing the graphs 
in Figure 6.5, it is seen that the Cello sample generally has greater error bars from the 0° azi-
muth position, indicating that grading of this stimulus may have been difficult at this azimuth 
angle. A reason for this could be that the Cello is the only musical source with a monophonic 
melody, whereas the Acoustic Guitar and String Quartet samples have multiple parts playing 
at different frequencies, which potentially excite multiple VIS cues simultaneously. For exam-
ple, an inherent vertical spread may have occurred due to different frequencies (melodic parts) 
being perceived from different heights, i.e., the pitch-height effect (Cabrera & Tilley, 2003; 
Lee, 2016b). This hypothesis has also been suggested in Section 3.5.2 of the present thesis  
(see Figure 3.11)  
All samples except the Acoustic Guitar see some cases of significant VIS increase for cut-off 
frequencies higher than the 500 Hz octave-band – this indicates that decorrelation of even 
higher frequencies alone can have a significant impact on VIS perception, but the effectiveness 
appears to be largely source-dependent. In order to compare the distribution of frequency en-
ergy between the different source signals, octave-band RMS values (normalised to 0 dB for the 
1 kHz octave-band) are presented in Table 6.4 below. It is seen that the Acoustic Guitar sample 
has greatest energy in the 500 Hz octave-band, and relatively lower energy in the 2 kHz and  
4 kHz bands compared to the other samples, which may have resulted in the insignificant 
change of VIS for higher cut-off frequencies that was observed with this sample. 
Table 6.4  Octave-band RMS values for the source signals (dB), normalised to 0 dB at the 1 kHz oc-
tave-band 
 
 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz 
Pink Noise 0.2 0.1 0.1 0.1 0.0 0.0 -0.1 -0.2 -0.4 
Speech -1.9 1.0 2.5 1.8 0.0 -1.4 -1.9 -5.4 -10.4 
Cello -20.4 -9.9 0.8 1.4 0.0 -1.0 -5.2 -11.0 -17.8 
Drumkit 4.9 -0.3 4.6 3.0 0.0 0.0 -0.2 -1.2 -5.6 
Guitar -13.0 0.5 1.6 2.4 0.0 -3.4 -5.5 -9.5 -16.8 
Quartet -16.4 0.9 2.5 1.3 0.0 -0.3 -2.8 -12.0 -12.1 
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Further to the above observations, it was also revealed in the subjective results that the  
‘500 Hz +’ condition had significantly greater VIS than the ‘8 kHz +’ condition for the Acoustic 
Guitar and String Quartet samples. Looking again at the RMS values in Table 6.4, it is seen 
that these samples have noticeably less energy in the 8 kHz and 16 kHz octave-bands than the 
other sources, which would explain the subjective VIS results. Given that the greatest energy 
for the Guitar, Cello and String Quartet is around the 250 Hz and 500 Hz octave-bands, it is 
considered that decorrelation of at least the 500 Hz octave-band and above is required to 
achieve maximum levels of VIS for these (and similar) musical sources. On the other hand, for 
the Pink Noise and Drumkit sources, there was no significant difference between ‘Broadband’ 
decorrelation and ‘8 kHz +’ decorrelation for all azimuth angles – as might be expected, Table 
6.4 shows that these two samples have the greatest level of energy in the 8 kHz and 16 kHz 
bands. The ‘8 kHz +’ condition for both the Pink Noise and Drumkit samples was also per-
ceived as significantly greater than the monophonic condition for all azimuth angles.  
The results here suggest that significant VIS increase can be achieved from only decorrelating 
the 8 kHz and 16 kHz octave-bands, provided the source signal has relatively great energy 
within these octave-bands. This highlights the importance of the 8 kHz octave-band in VIS 
perception. From the objective signal analysis in Chapter 5, it is suggested that the VIS percep-
tion of the 8 kHz band may work in a similar way to vertical localisation from the front, where 
notches are ‘filled in’ and the spectrum is boosted at specific frequency points (Roffler & But-
ler, 1968a; Hebrank & Wright, 1974). In the absolute VIS testing (Chapter 4), it was observed 
that the 8 kHz octave-band was biased towards the upper height-layer loudspeaker, when pre-
sented in vertical stereophony. This biasing effect could have also influenced the perception of 
VIS for the ‘8 kHz +’ condition (i.e. through a shift of the 8 kHz band upwards from the mon-
ophonic condition). If this were the case, it is possible that simply routing the frequencies of 
the 8 kHz octave-band and above to the height-channel may significantly increase VIS, without 
the need for decorrelation. A technique known as perceptual band allocation (PBA) already 
works on a similar principle, where octave-bands are routed to either the main- or height-
Chapter 6: High-Pass Filtered Vertical Decorrelation of Complex Sources 
 245 
to increase VIS, based on their inherent vertical localisation in space (Lee, 2016b). It has pre-
viously been shown that routing frequencies of the 2 kHz octave-band and above to the height-
layer significantly increases VIS – perhaps a higher cut-off could also be used for generating 
VIS, provided the source signal has sufficient high frequency energy. 
Between loudspeaker positions, a similar relationship between high-pass cut-off frequency and 
VIS is seen for all azimuth angles. That is, where VIS generally increases as the high-pass cut-
off decreases (i.e. the bandwidth of decorrelation increases). The subjective experiment in 
Chapter 4 indicated that vertical decorrelation of octave-band pink noise is perceived differ-
ently depending on the frequency and azimuth angle. Since the results presented here are 
broadly similar for each angle, it suggests that the vertical decorrelation of multiple octave-
bands may each contribute to the same broadband perception of VIS, regardless of presentation 
location. Furthermore, when the number of decorrelated octave-bands increases, the extent of 
perceived VIS generally increases too, indicating that VIS takes cues from multiple frequencies 
simultaneously. From this, it might be assumed that decorrelation of the 8 kHz and 16 kHz 
octave-bands still provides some contribution to the perception of broadband vertical decorre-
lation, even when samples lack high frequency energy. It would be interesting to perform an 
experiment where the 8 kHz and 16 kHz bands are excluded from vertical decorrelation to 
explore this further.  
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6.4   Experiment  Part  2:  Tonal  Quality  (TQ)  Results  
The results for the relative tonal quality (TQ) part of the investigation can be seen in Figure 6.6 
below. All data was normalised in accordance with ITU-R BS.1116-3 (ITU-R, 2015a) (as de-
scribed in Section 3.3) and analysed in SPSS. Shapiro-Wilk tests indicated that not all condi-
tions had normally distributed data, therefore, non-parametric statistical tests have been per-
formed on all groups of data. In the graphs, the median TQ scores are plotted with notch edges 
(a non-parametric equivalent of 95% confidence intervals (McGill et al., 1978)). As with the 
VIS results, Friedman repeated measure tests were conducted on the data, in order to observe 
the effect of the high-pass cut-off frequency on TQ. If a significant high-pass cut-off effect was 
revealed, post-hoc Wilcoxon tests with Bonferroni correction were carried out between the 
decorrelated stimuli to determine any significant difference. Wilcoxon tests were also con-
ducted between the decorrelated conditions and the monophonic condition, to assess for signif-
icant difference of TQ from the unprocessed reference. 
6.4.1   TQ  Qualitative  Responses  
A summary of listeners’ qualitative responses for the stimuli with the ‘best’ and ‘worst’ TQ are 
presented in Tables 6.5 and 6.6 below, respectively. For each term, the total number of occur-
rences is displayed both with and without the broadband pink noise responses on the right of 
the tables – it is thought that the exclusion of pink noise is useful, as it is unusual to judge noise 
signals in terms of TQ. It is anticipated that the tally of terms presented in Tables 6.5 and 6.6 
are used to provide a general indication of the attributes that listeners used to judge TQ, rather 
than be a statistical analysis of semantic terms. The discussions surrounding these terms are a 
result of comparing individual subject’s terms against their subjective results, in order to deter-
mine the ‘best’ and ‘worst’ stimuli that the attributes refer to for each listener. 
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Table 6.5  Summary of the qualitative responses for the sample with the best tonal quality from all trials com-
bined (totals displayed both with and without the broadband pink noise responses) 
 
 Pink 
Noise Cello 
Acoustic 
Guitar Drumkit 
Male 
Speech 
String 
Quartet Total 
Total wo 
PN 
Full 15 18 21 15 13 19 101 86 
Clear 4 16 18 13 21 20 92 88 
Natural 8 15 10 16 9 11 69 61 
Bright 2 8 13 8 3 10 44 42 
Soft 6  3 1 1 3 14 8 
Loud   2 2 2 6 12 12 
Warm  2 1  2 4 9 9 
Bassy 1 2 2 1  1 7 6 
Rich   2 1  1 4 4 
Balanced 1   1  2 4 3 
Intelligible     3  3 3 
Neutral 3      3 0 
Smooth 3      3 0 
Thin  1     1 1 
Livelier    1   1 1 
 
Table 6.6  Summary of the qualitative responses for the sample with the worst tonal quality from all trials com-
bined (totals displayed both with and without the broadband pink noise responses) 
 
 Pink 
Noise Cello 
Acoustic 
Guitar Drumkit 
Male 
Speech 
String 
Quartet Total 
Total wo 
PN 
Muddy 3 15 22 6 21 17 84 81 
Phasey 20 9 2 20 14 7 72 52 
Thin 12 15 9 5 9 15 65 53 
Unnatural 5 7 4 14 12 3 45 40 
Dull 1 7 6 2 3 6 25 24 
Hard 4 3 1 3 4 4 19 15 
Harsh 6 2 4 3 2 1 18 12 
Distorted 2 4 2 3 4 2 17 15 
Metallic 2 2 
 
4 2 
 
10 8 
Too Full 1 
 
1 2 1 
 
5 4 
Dark 1 
 
1 
 
1 2 5 4 
Too Bright 2 
 
1 
  
2 5 3 
Quiet 1 
 
1 1 
  
3 2 
Bassy 
  
2 2 
  
4 4 
Distant 
  
1 2 
  
3 3 
Loud 
 
1 
  
1 
 
2 2 
Soft 
    
1 1 2 2 
Reverberant 
 
1 
    
1 1 
Twangy 
  
1 
   
1 1 
Rough 
   
1 
  
1 1 
Narrow 1 
     
1 0 
 
Observing the results for the best samples (excluding pink noise), both ‘Full’ and ‘Clear’ are 
the most regularly occurring terms, and for the ‘worst’ samples, the most common terms are 
‘Muddy’, ‘Phasey’ and ‘Thin’. The combination of ‘Clear’ and ‘Muddy’ suggests that TQ 
judgements were largely based on the clarity of the stimulus, while ‘Full’, ‘Phasey’ and ‘Thin’ 
imply a phase cancelling effect for some stimuli. In particular, ‘Full’ and ‘Thin’ refer to the 
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level of low frequency energy – considering this, it suggests that some low frequency distortion 
may be present. Furthermore, observing the qualitative results when the pink noise responses 
are included, ‘Full’ and ‘Clear’ are still the terms most referred to for the best samples; how-
ever, for the worst samples, there is a large increase of the term ‘Phasey’ (from 52 to 72 occur-
rences). It is assumed that this does not refer to the monophonic reference stimulus, which 
further suggests that phase cancellation occurs when the decorrelated signals are summed at the 
ears (this has been confirmed by looking at the worst graded sample for each individual lis-
tener). It was previously observed in the spectral analysis of Section 5.3 that summing distortion 
from decorrelation is most evident at lower frequencies – this effect has been discussed further 
in Section 6.5 below. 
6.4.2   Pink  Noise  TQ  Results  
Looking towards the subjective results, Friedman tests for the pink noise data indicate a signif-
icant high-pass cut-off frequency effect at all azimuth angles (p < 0.05). However, the Bonfer-
roni-corrected Wilcoxon tests demonstrate that only the ‘Broadband’ condition had signifi-
cantly worse TQ than the ‘4 kHz +’ condition at 0° azimuth (p < 0.03). Additional Wilcoxon 
tests show that the ‘Broadband’, ‘125 Hz +’, ‘250 Hz +’ and ‘500 Hz +’ conditions all had 
significantly worse TQ than the monophonic condition at 0° (p < 0.05); and from ±30°, the 
‘125 Hz +’ was also perceived as significantly worse than the monophonic condition (p < 0.04). 
Comments relating to all of the conditions with significantly worse TQ refer to the stimuli as 
‘Phasey’ and ‘Thin’ – as suggested above, this potentially indicates a loss of frequencies when 
the decorrelated signals are summed at the ear. Although it is difficult to subjectively judge the 
TQ of pink noise (due to its unnatural features), it is clear that as the high-pass cut-off frequency 
decreases (i.e. as more low frequencies are decorrelated), the perceived TQ appears to decrease 
almost linearly, with a greater variation of responses as the azimuth angle increases. 
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Figure 6.6  Relative tonal quality (TQ) results (median score with 95% confidence). 
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6.4.3   Male  Speech  TQ  Results  
The Friedman results for the male speech sample indicate that the high-pass cut-off frequency 
has a significant effect on TQ at ±110° azimuth (p < 0.05), but not 0° and ±30° (p > 0.05). 
However, the Bonferroni-corrected Wilcoxon tests show no significant difference between the 
decorrelated conditions from all azimuth angles (p > 0.05). Compared against the monophonic 
condition, ‘Broadband’ at ±110° is the only decorrelated condition to be graded as significantly 
worse (p < 0.03). Comments for the ‘Broadband’ stimulus refer to terms such as ‘Muddy’, 
‘Distorted’, ‘Unnatural’ and ‘Dull’ (when looking at subjects’ individual responses), suggesting 
that decorrelation of lower frequencies may have an impact on the intelligibility of speech 
sources. Observing the plots in Figure 6.6, a general decrease of TQ is seen as the high-pass 
cut-off frequency decreases, similar to the Pink Noise sample – however, unlike the Pink Noise 
source, this decrease of TQ appears to be most prominent from ±110° azimuth. 
6.4.4   Cello  TQ  Results  
With the Cello source, the Friedman results show no significant high-pass cut-off frequency 
effect at all azimuth angles (p > 0.05). There was also no significant difference between the 
monophonic condition and all of the decorrelated conditions (p > 0.05). Looking at the graphs 
in Figure 6.6, a slight improvement of TQ is seen with some decorrelation conditions at both 
0° and ±110° azimuth. The most common terms for the Cello sample with the best TQ are 
‘Full’, ‘Clear’ and ‘Natural’, suggesting there may be some tonal benefit to decorrelation. 
6.4.5   Drumkit  TQ  Results  
The Friedman results for the Drumkit sample indicate a significant high-pass cut-off frequency 
effect on TQ at all azimuth angles (p < 0.05). However, the Wilcoxon tests show no significant 
difference between any of the decorrelation conditions, following correction (p > 0.05). Addi-
tional Wilcoxon tests also demonstrate that the ‘Broadband’, ‘125 Hz +’ and ‘1 kHz +’ condi-
tions had significantly worse TQ than the monophonic condition at ±110° (p < 0.05). As with 
the pink noise and male speech sources, a general decrease of TQ as the cut-off frequency 
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decreases can also be seen in Figure 6.6 for the Drumkit sample. The comments for the Drumkit 
stimuli with significantly worse TQ were also similar to that of the Pink Noise and the Male 
Speech samples: ‘Phasey’, ‘Thin’, ‘Unnatural’, ‘Distorted’ and ‘Muddy’. For the total tally of 
responses in Table 6.6, the most common term for the worst sample was ‘Phasey’ (20 occur-
rences) followed by ‘Unnatural’ (14 occurrences) – this further implies that vertical decorrela-
tion is causing a noticeable loss of frequencies. 
6.4.6   Acoustic  Guitar  TQ  Results  
Friedman analysis of the acoustic guitar data reveal a significant high-pass cut-off frequency 
effect for the 0° azimuth angle (p < 0.05), but not ±30° and ±110° (p > 0.05). The post-hoc 
Wilcoxon tests suggest that the difference between the decorrelated conditions are not signifi-
cant, following correction (p > 0.05). Observing the graphs in Figure 6.6, it is seen that most 
conditions see no change of TQ from the monophonic reference. Some slight increase of TQ is 
observed for the ‘500 Hz +’ condition at 0° and ‘250 Hz +’ at ±110°. 
6.4.7   String  Quartet  TQ  Results  
The Friedman results for the String Quartet sample show a significant effect of the high-pass 
cut-off frequency for the 0° azimuth angle (p < 0.05), but not ±30° and ±110° (p > 0.05). From 
0°, Wilcoxon tests reveal that the ‘125 Hz +’ condition had significantly better TQ than both 
the ‘8 kHz +’ and monophonic conditions (p < 0.04). In contrast to the other samples, TQ 
generally appears to increase slightly as the high-pass cut-off frequency decreases (i.e. when 
more low frequencies are decorrelated). The subject comments for the significant ‘125 Hz +’ 
condition suggest that decorrelation made the sample ‘Warmer’, ‘Softer’, ‘Livelier’, ‘Fuller’ 
and ‘Clearer’. This increase of TQ could be due to the musical nature of the source, where the 
frequency content from multiple parts varies over time, potentially leading to a richer sound. 
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6.4.8   Discussion  of  the  TQ  Results  
In general, high-pass vertical decorrelation appears to have little negative effect on TQ – there 
is no significant difference between the monophonic unprocessed condition and the ‘2 kHz +’, 
‘4 kHz +’ and ‘8 kHz +’ conditions for all sources. Apart from the Pink Noise stimuli, only the 
Male Speech and Drumkit samples saw a significant decrease of TQ from decorrelation (both 
at ±110°). These results could be related to the inherent nature of speech and drums; for exam-
ple, the familiarity of speech and transient response of the drums may have revealed signal 
degradation more clearly. Observing the FFTs in Figure 6.3, it is also seen that both the Male 
Speech and Drumkit sources have relatively greater low frequency content than the other sam-
ples – this is further reflected by the octave-band RMS calculations in Table 6.4 above. In the 
spectral analysis of Chapter 5 (Section 5.3), it was noticed that summing the decorrelated sig-
nals resulted in a distorted spectrum, particularly at lower frequencies – this was presumably 
due to large opposing shifts of phase in either signal. When summing the broadband decorre-
lated signals of the present stimuli, a similar distortion is also seen. Figure 6.7 shows the delta 
plot of the difference between the monophonic and broadband decorrelated conditions, repre-
senting the monophonic FFT spectra taken from the summed decorrelation FFT spectra. It is 
observed that the distortions vary for each source. However, there appears to be a general ten-
dency for greater distortion between the 63 Hz and 500 Hz octave-bands. Given the increased 
lower frequency energy in the Pink Noise, Male Speech and Drumkit samples, it is possible 
that these low frequency distortions were more noticeable than with other samples, causing a 
decrease of perceived TQ. Relating this back to the qualitative comments for TQ in Table 6.6, 
it is seen that the most common term for the worst Pink Noise and Drumkit samples is ‘Phasey’ 
– which further suggests that the degradation of TQ seen for these stimuli is related to the phase 
relationship when summing at the ear (particularly at lower frequencies). For the worst Male 
Speech stimuli, the most common terms are ‘Muddy’ and ‘Phasey’, suggesting that this decor-
relation distortion may also have an impact on intelligibility and clarity. 
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Figure 6.7  Delta spectra: ‘Summed broadband decorrelated signals - unprocessed monophonic signal’ 
With the Cello, Guitar and String Quartet samples, there was some evidence of improved TQ 
following decorrelation. Observing spectrograms of the samples in Figure 6.8 (displaying the 
short-time Fourier transform (STFT) over time), the time-varying change in spectrum is clearly 
seen for the musical sources, and there are also clear harmonic tones above the fundamental 
frequency of the notes (particularly with the Cello). In contrast, the Male Speech and Drumkit 
samples have mostly consistent or repeating spectrums over time, particularly at lower frequen-
cies. It is possible that the negative effects of decorrelation on TQ (i.e. the distortion seen in 
Figure 6.7) are less perceivable for polyphonic musical sources with moving parts; whereas for 
relatively steady-state broadband sources with repetitive or familiar patterns (e.g. Speech and 
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Drums), the low frequency distortion causes a noticeable degradation of TQ. This suggests that 
for application on a wide variety of sources, 2D-to-3D upmixing may benefit from high-pass 
decorrelation, in order to reduce the low frequency summing distortion when using the all-pass 
filter approach. 
 
Figure 6.8  Spectrogram showing the short-time Fourier transform (STFT) of the ambient source signals, 4096 
FFT-points calculated with a frame length of 1024 samples and 50% overlapping windows  
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6.5   Overall  Discussion  of  Results  
The vertical image spread (VIS) testing results appear to suggest that the VIS increase from 
high-pass decorrelation peaks around the 500 Hz octave-band cut-off, with decorrelation of 
lower frequencies resulting in an insignificant change to VIS in comparison. This is in line with 
the subjective results of the octave-band decorrelation tests in Chapter 4 (Section 4.2.2), where 
no significant increase of VIS was seen for octave-bands with centre frequencies of 63 Hz,  
125 Hz and 250 Hz. These results imply that the decorrelation of lower frequencies may not be 
necessary in terms of increasing overall VIS, and when compared against a monophonic refer-
ence, a significantly greater level of VIS can be achieved from just decorrelating the higher 
frequencies in broadband signals (similar to that of broadband decorrelation).  
Further to this, the tonal quality (TQ) part of the experiment seems to indicate that signals with 
great and steady low frequency energy experience a loss of TQ (i.e. the Male Speech, Drumkit 
and Pink Noise samples). It is thought that this decrease of TQ is related to summation distor-
tion when using the all-pass filter phase randomisation method, where greater distortion is seen 
at lower frequencies. Given this and the VIS findings, it is proposed that the ‘500 Hz +’ condi-
tion might be a suitable compromise for increasing vertical extent, while reducing the low fre-
quency distortion effect. In some instances, the TQ of the musical sources improved through 
decorrelation of lower frequencies, where the spectrum is varied over time due to the musical 
melody. Results from Robotham et al. (2016) indicate that the inclusion of a single ceiling 
reflection can lead to a preferred perception of musical sources – this may be similar to the 
effect observed here. For the ‘500 Hz +’ condition, the musical samples were graded as similar 
or slightly greater than the monophonic unprocessed reference, implying that decorrelating the 
500 Hz octave-band and above could potentially be applied universally to increase VIS, with 
little detrimental effect to the perceived TQ. Having said that, it should also be noted that the 
samples used in this experiment were ambient to represent an upmixing scenario. It is possible 
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that if dry or anechoic signals were used, the detrimental effects of vertical decorrelation on TQ 
might be more apparent.  
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6.6   Conclusions  
A two-part listening test has been conducted, investigating the effect of high-pass decorrelation, 
with varying degrees of cut-off frequency. The first part observed relative vertical image spread 
(VIS) between stimuli, and the second looked at the perceived tonal quality (TQ) differences 
from vertical decorrelation. The high-pass cut-off frequencies were based around eight octave-
bands with centre frequencies from 63 Hz to 8 kHz, where the lower limit of each octave band 
defined the cut-off frequency. For example, the ‘1 kHz +’ condition was decorrelation of the 1 
kHz octave-band and all octave-bands above.  
Decorrelation was applied to each octave-band independently, then stimuli were constructed 
by routing the two signals of a decorrelated octave-band between a main- and height-layer 
loudspeaker pair, with the unprocessed octave-bands routed to the main-layer loudspeaker only 
(i.e. the octave-bands below the cut-off). A monophonic condition was also included as a ref-
erence stimulus, where all octave-bands were routed to the lower main-layer loudspeaker only. 
The decorrelation technique used was the all-pass filter phase randomisation method, which 
was also implemented in Chapter 4 of this study. Six source signals were tested: Broadband 
Pink Noise, Male Speech, Cello, Drumkit, Acoustic Guitar and String Quartet. All stimuli were 
presented from the same three azimuth angles as assessed in Chapter 4 (0°, ±30° and ±110°). 
The key findings from the listening tests are as follows: 
•   The ‘125 Hz +’, ‘250 Hz +’ and ‘500 Hz +’ high-pass conditions had a similar per-
ceived VIS to ‘Broadband’ decorrelation for all sources and azimuth angles. 
•   The Pink Noise and Drumkit samples had greater energy at 8-16 kHz, resulting in the 
‘8 kHz +’ condition having significantly greater VIS than the monophonic sample. 
•   Summing two phase-decorrelated (all-pass filtered) signals results in spectral distor-
tion, most notably at lower frequencies. 
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•   Samples with strong and steady low frequency energy (Pink Noise and Drumkit) had a 
significant decrease of TQ with decorrelation of lower octave-bands (63-125 Hz). 
•   Low frequency decorrelation of musical sources (where the frequency content varies 
over time i.e. Cello, Acoustic Guitar and String Quartet) sees an improvement of TQ. 
•   For all sources except Pink Noise at 0°, the ‘500 Hz +’ condition has no significant 
difference in TQ from the monophonic reference. 
These results demonstrate the source-dependency of vertical interchannel decorrelation on both 
VIS and TQ perception, as well as the importance of the 8 kHz octave-band as seen in the 
previous subjective experiments of Chapter 4. From the VIS and TQ results presented here, it 
appears that high-pass decorrelation of the 500 Hz octave-band and above significantly in-
creases VIS, with no significant degradation to the TQ of complex stimuli. Considering this, 
the following experiment in Chapter 7 compares both broadband decorrelation and ‘500 Hz +’ 
decorrelation in a practical upmixing scenario – and similar to the present experiment, both the 
spatial effect (listener envelopment (LEV)) and TQ have been assessed. 
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7   2D-­TO-­3D   UPMIXING   BY   VERTICAL   INTERCHANNEL  
DECORRELATION  
This chapter describes a two-part experiment that investigates the perception of vertical inter-
channel decorrelation in the application of 2D-to-3D upmixing. To assess the spatial effect of 
this application, the first part looks at the perception of listener envelopment (LEV) between 
2D and 3D upmixed stimuli; while the second part assesses the subjective tonal quality (TQ) 
of the same stimuli, similar to that of the second listening test in Chapter 6. In the previous 
chapters, the concern has been on vertical decorrelation at discrete azimuth angles to the lis-
tener. Potential cues at higher frequencies were found in Chapters 4 and 5, which seem to con-
tribute to the perception of vertical image spread (VIS) (from around the 2 kHz octave-band 
and above, depending on the angle of incidence). However, these observations were not made 
in a practical upmixing scenario, and the effects of vertical decorrelation must also be investi-
gated within an established surround sound system (i.e. presented from multiple azimuth angles 
simultaneously). Consequently, the present experiment looks at vertical decorrelation of mul-
tiple ambient signals, using both phase-based and amplitude-based decorrelation methods, in 
order to generate 3D content for the commercial Auro-3D 9.1 format (Auro Technologies, 
2015a). Furthermore, it was found in Chapter 6 that when vertically decorrelating frequencies 
of the 500 Hz octave-band and above only, the perception of vertical image spread (VIS) was 
similar to decorrelating the broadband signal, with little detrimental effect to the TQ. As a re-
sult, both broadband and high-pass decorrelation have been assessed for each decorrelation 
method, in order to observe whether upmixing low frequencies is necessary. 
From the above considerations, the research questions for this investigation are as follows: 
•   What influence does vertical decorrelation of ambience in 3D formats have on LEV? 
•   Does the decorrelation method have an impact on the effectiveness of upmixing? 
•   Is there a perceptual difference between broadband and high-pass decorrelation? 
Chapter 7: 2D-to-3D Upmixing by Vertical Interchannel Decorrelation 
 260 
•   What impact does 2D-to-3D upmixing by decorrelation have on TQ? 
•   Are the subjective perceptions of LEV and TQ source-dependent? 
In order to answer these questions and to provide a practical scenario, 5-channel test stimuli 
(5.1 content) were created with both direct and ambient components. The ambient signals were 
then decorrelated between the main- and height-layer loudspeakers of Auro-3D 9.1, in order to 
create the 3D upmixed stimuli. The level of direct sound energy and ambience energy were 
kept constant between the original 2D stimulus and the 3D upmixed stimuli, so that only the 
effects of vertical decorrelation on the ambient signals can be observed. A total of three decor-
relation methods have been assessed: the phase-based all-pass filter technique used in Chapters 
4 and 6, along with another phase-based approach and an amplitude-based method – details of 
which can be seen in Section 7.2.1.5 below. 
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7.1   Experimental  Hypotheses  
Since the previous experiments of the present thesis have focused on vertical decorrelation at 
discrete azimuth angles, it is unknown whether similar effects will be perceivable in a 2D-to-
3D upmixing scenario (i.e. when decorrelated signals are presented simultaneously from mul-
tiple angles). Some studies in the literature indicate that LEV is related to the energy of late 
reflections arriving from above, as well as from lateral directions (Furuya et al., 1995; Furuya 
et al., 2001; Furuya et al., 2007). It is therefore hypothesised that the inclusion of artificially 
decorrelated ambience from elevated positions will also increase the sensation of LEV.  
Considering the differences between amplitude- and phase-based decorrelation, a phase-based 
approach relies on slight phase differences between two signals. It may be found that when 
many similar ambient signals are reproduced simultaneously (of which the phase is already 
randomised), these perceptual cues become confused and break down. For example, if VIS 
perception is reliant on the phase relationship between a specific pair of signals, the inclusion 
of additional phase-decorrelated signals at the ear may reduce the effectiveness of discrete in-
terchannel VIS cues. In contrast, it is thought that an amplitude-based method could provide 
perceptually clearer interchannel differences between multiple signals. With amplitude-based 
methods, each decorrelated pair is to be processed using the exact same pair of filters, from 
which the regular amplitude differences are generated. If each pair were processed identically 
in 2D-to-3D upmixing, the interchannel amplitude differences would effectively become inter-
layer amplitude differences. Given this, it is hypothesised that, if a difference between the 
decorrelation techniques is apparent, the amplitude-based method will outperform the phase-
based methods. 
The results of Chapters 4, 5 and 6 suggest the importance of high frequencies in vertical decor-
relation. Chapter 6 demonstrated that sources with greater energy in the 8 kHz and 16 kHz 
octave-bands resulted in a greater perception of vertical image spread (VIS), when these octave-
bands were vertically decorrelated alone. As a result, it is hypothesised that the effectiveness 
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of upmixing by vertical decorrelation is also reliant on sufficient high frequency energy in the 
source signals. Furthermore, it is thought that if upmixing by decorrelation proves effective, 
then both broadband and high-pass decorrelation will perform similarly (provided the source 
signal has adequate high frequency information). The results of Chapter 6 also suggest that 
signals with a greater low frequency energy result in lower TQ when subjected to broadband 
decorrelation, due to low frequency spectral distortion when the signals are summed at the ear. 
From this, it is lastly hypothesised that high-pass decorrelation will improve TQ for sources 
with greater energy in the low frequencies (63 Hz – 250 Hz octave-bands), whilst providing a 
similar perception of LEV.   
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7.2   Experimental  Design  
7.2.1   Physical  Setup  
During testing, the commercial 3D loudspeaker format being upmixed to was Auro-3D 9.1 
(Figure 7.1) (Auro Technologies, 2015a), which consisted of nine Genelec 8040A loudspeakers 
(Frequency response: 48 Hz – 20 kHz (±2 dB)) surrounding the listener. With this format, five 
main-layer loudspeakers were positioned 2 m from the listener at ear height, with azimuth an-
gles of 0°, ±30° and ±110° from the centre position in front. Four height-layer loudspeakers 
were positioned directly above the four ±30° and ±110° main-layer loudspeakers, at an eleva-
tion angle of +30° to the listening position (vertically spaced by 1.15 m). Auro-3D was chosen 
as the main-layer is identical to the 5.1 format (ITU-R, 2012), allowing for a straightforward 
comparison between 2D and 3D content. It is also a similar layout to the vertically-arranged 
loudspeaker conditions tested during the subjective experiments of Chapters 4 and 6, minus the 
centre height-channel loudspeaker.  
 
Figure 7.1  Physical loudspeaker setup used during testing (Auro-3D 9.1 (Auro Technologies, 2015a)). 
Five main-layer loudspeakers positioned 2 m from the listener at ear height with azimuth angles of 0°, 
±30° and ±110°. Four height-layer loudspeakers positioned directly above the ±30° and ±110° main-
layer loudspeakers at +30° elevation from the listening position. 
Testing was conducted at the University of Huddersfield in a critical listening room that fulfils 
the specification of ITU-R BS.1116-3 (ITU-R, 2015a) (6.2m x 5.6m x 3.8m; RT = 0.25 s; NR 
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12). Time and level alignment were applied between the two loudspeaker layers, to compensate 
for interlayer differences at the listening position. An acoustically transparent curtain was used 
to obscure the loudspeakers from view, so as to avoid visual bias during testing. 
7.2.2   Stimuli  Creation  
The present investigation focuses on ‘upmixing’ 2D 5.1 content to Auro-3D 9.1, by applying 
vertical interchannel decorrelation to ambient signals. Typically, ambient signals feature in the 
rear Left Surround (Ls) and Right Surround (Rs) channels of 5.1 content, which would make a 
simple scenario for practical upmixing; however, ambient signals can also be obtained through 
ambience extraction techniques (Avendano & Jot, 2002), or by using the raw ambient signals 
captured in surround sound recording. When recording audio for 5.1 surround sound, a common 
method is to divide the recording into the frontal stereo image and ambient parts (Rumsey, 
2001). The frontal stereo image refers to the auditory image across the Left (L: -30°), Centre 
(C: 0°) and Right (R: +30°) loudspeaker channels – these three signals are often recorded by 
positioning three directional microphones to capture (mostly) direct sound from the source. In 
contrast, the ambient signals for the L, R, Ls (-110°) and Rs (+110°) channels are captured by 
facing directional microphones away from the source to capture the reflective energy. In the 
context of the current experiment, the inclusion of direct sound with each stimuli condition is 
important for providing a realistic upmixing situation, rather than just assessing the upmixed 
ambience alone.  
7.2.2.1  Multichannel Room Impulse Responses (MRIRs) 
To represent different 2D-to-3D upmixing scenarios, it is thought that using multichannel room 
impulse responses (MRIRs) of recognised surround sound recording techniques would be a 
versatile approach. Convolution of anechoic signals with concert hall MRIRs gives the ability 
to keep the direct and reverberant conditions consistent between stimuli, while also replicating 
the practical scenario of upmixing from a 5.1 surround sound recording. To generate the frontal 
array (C, L and R), MRIRs of the Optimised Cardioid Triangle (OCT) microphone technique 
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were convolved with anechoic samples (Thiele, 2001). The OCT method features a central 
cardioid microphone facing the source to capture the direct sound for the C channel; and two 
hypercardioid microphones are spaced either side of the centre microphone, angled off-centre 
from the source by -90° for L and +90° for R (i.e. facing the side walls), so that the direct sound 
is reduced by -9 dB and mostly lateral reflections are captured. This approach gives a focused 
direct image in the C channel, while providing a slight apparent source width (ASW) due to the 
lateral reflections.  
For the ambient signals of the L, R, Ls and Rs channels, the source signals were convolved 
with MRIRs captured using the “Hamasaki-Square” (HS) microphone technique (Hamasaki, 
2003) (Figure 7.2). This technique employs four side-facing figure-of-eight microphones in a 
2 by 2 m square, positioned beyond the critical distance of the performance space (one micro-
phone for each of the four channels). It is these four ambient signals that are decorrelated 
(upmixed) into their respective height-channels. Given that the HS technique captures ambi-
ence, all four impulses have a similar frequency response; therefore, Figure 7.2 only shows the 
waveform and FFT of the ‘Ls’ impulse. Both the direct and ambient MRIRs were obtained from 
a database of impulses captured in St. Paul’s Concert Hall at the University of Huddersfield 
(RT = avg. 2.1s), using the HAART impulse response toolbox (Johnson et al., 2015) with an 
exponential sine-sweep (Farina, 2000). A summary of how these MRIRs translate to both the 
5.1 and Auro-3D 9.1 formats in the stimuli creation can be seen in Table 7.1. 
 
Figure 7.2  Waveform and impulse response of the ‘Ls’ impulse from the Hamasaki-Square array. 
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Table 7.1  Loudspeaker channel routing for multichannel room impulse response stimuli. 
 
Format Loudspeakers OCT  
(Direct Signal) 
Hamasaki-Square  
(Ambient Signal) 
5.1 (2D) 
9.1 (3D) 
Centre (C) Centre  
Left (L) Left Front Left 
Right (R) Right Front Right 
Left Surround (Ls)  Rear Left 
Right Surround (Rs)  Rear Right 
9.1 (3D) 
 
 
 
Left Height (LH)  Front Left (Decorrelated) 
Right Height (RH)  Front Right (Decorrelated) 
Left Surround Height (LsH)  Rear Left (Decorrelated) 
Right Surround Height (RsH)  Rear Right (Decorrelated) 
 
7.2.2.2  MRIR Convolution with Anechoic Stimuli 
The six anechoic sources used for the MRIR convolution were samples of a Cello, Drumkit, 
Acoustic Guitar, String Quartet, Male Speech and Trumpet, waveforms of which are presented 
in Figure 7.3 below. With the addition of the trumpet, these were the same complex anechoic 
samples used during the high-pass decorrelation experiment in Chapter 6 (for reasons discussed 
in Section 6.2.2). The Trumpet was included as a continuous condition, since pink noise would 
not be suitable for the assessment of 2D-to-3D upmixing under practical conditions. 
 
Figure 7.3  Waveforms of the raw anechoic stimuli prior to convolution. 
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There are inherent time-delays between each impulse response of the MRIRs, due to the differ-
ent distances from the source to the microphone receivers in the concert hall. These were re-
tained for all conditions during convolution, as would be the case in the mixing of surround 
recordings, which also helps to reduce the precedence effect (Litovsky, 1999) (i.e. a slight delay 
for the ambient signals from the direct signals (~14-23ms)).  
Convolution was performed in MATLAB and long-term average FFTs of both the OCT-con-
volved direct signal (C channel) and a HS-convolved ambient signal (Ls Channel) are displayed 
for each source in Figure 7.4 – FFTs were calculated with 4096 FFT-points and a frame length 
of 4096 samples, with 50% overlapping windows and 1/6th-octave spectral smoothing. Com-
paring the direct and ambient FFT plots, it is generally seen that the ambient signals have less 
high frequency energy than the respective direct signals above around 1 kHz, and more low 
frequency energy than the direct signals below around 100 Hz. Chapters 4, 5 and 6 of the pre-
sent thesis indicate that octave-bands of 500 Hz and above are most important to VIS perception 
by vertical decorrelation, particularly around the 8 kHz band. Given this, it is possible that the 
reduction of high frequency content seen in the ambient signals may have an impact on the 
effectiveness of vertical decorrelation; however, it is thought that the configuration used here 
would most accurately represent a typical upmixing scenario.  
7.2.2.3  ‘Real-Life’ Stimulus 
Another source used during testing was an extract from a professional ensemble recording of 
The Debussy Trio, providing a ‘real-life’ example of how decorrelation might be used to upmix 
existing content. The Debussy Trio sample featured a pair of Left and Right direct signal audio 
tracks and a pair of Left and Right ambient signal tracks – waveforms and FFTs of which are 
displayed in Figure 7.5 below. In the FFT plots, a similar trend to the MRIR-convolved stimuli 
is seen, where the ambient signals have slightly less high frequency energy and slightly more 
low frequency energy than the direct signals.  
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Figure 7.4  Long-term average FFT over time of the convolved direct (C) and ambient (Ls) stimuli sig-
nals. Calculated with 4096 FFT-points and a 4096 sample frame length, with 50% overlapping win-
dows and 1/6th-octave spectral smoothing. 
 
Figure 7.5  Waveforms and FFTs of the Debussy Trio sample. FFTs were calculated with 4096 FFT-
points and a 4096 sample frame length (50% overlapping windows), with 1/6th-octave smoothing. 
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For the current test, the direct signals from The Debussy Trio sample were routed to the front 
Left (L) and Right (R) loudspeaker channels, and the ambient signals to the Left Surround (Ls) 
and Right Surround (Rs) (with vertical decorrelation / upmixing into the rear surround height-
channels only) – the Centre (C) channel and front L & R height-channels were not used at all. 
Since vertical decorrelation was only performed at the rear, it provides a realistic upmixing 
example of where ambient signals are only available from the surround channels. Furthermore, 
as it was a real recording, the instruments are panned broadly across the frontal image between 
the L & R channels – whereas with the anechoic samples, the direct sound was focused at the 
C channel – this provides another interesting factor that may affect spatial perception.  
7.2.2.4  Vertical Interchannel Decorrelation (Upmixing) Techniques 
Combining the six MRIR-convolved samples (Section 7.2.1.3) with the ‘real-life’ Debussy Trio 
sample (Section 7.2.1.4), a total of seven complex sources have been assessed, consisting of 
transient, continuous, monophonic and polyphonic stimuli. The ambient signals of each source 
have been vertically decorrelated between each main-layer loudspeaker channel and its respec-
tive height-channel pair – in the case of the MRIR-convolved stimuli, this was the four Ha-
masaki-Square ambient signals (L, R, Ls and Rs), and for the Debussy Trio sample, it was the 
two rear surround ambient signals (Ls and Rs).  
Three decorrelation methods have been implemented and compared in the study. The first 
method is the all-pass filter phase randomisation method proposed by Kendall (1995), as fea-
tured in Chapters 4 and 6 of this study. Full details of the process and implementation can be 
found in Section 4.2.1.3. As with the previous experiments, two random numbers sequences of 
length 30 ms were generated as the all-pass filter coefficients. Only two all-pass filters were 
used for each source: one for the main-layer loudspeakers and another for the height-layer loud-
speakers. This was to preserve the original horizontal correlation between the ambient signals, 
so that only the effect of vertical decorrelation between the two layers is observed (as discussed 
in Section 7.2.1.4 below). From here on, this method shall be referred to as ‘KP’.  
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The other two decorrelation techniques used in the current experiment were developed more 
recently by Zotter and Frank (2013). One of the approaches changes the phase of the input 
signal, as with the all-pass filter method. The other creates regularly opposing amplitude dif-
ferences between the two channels, similar to that of the complementary comb-filtering method 
used in Chapters 3 and 4 (Breebaart & Faller, 2007). In the remainder of this chapter, the phase-
based of the two methods is referred to as ‘ZP’, and the amplitude-based is referred to as ‘ZA’. 
Both methods are based on a delay network, of which weighting coefficients are derived from 
Bessel functions of the first kind (Figure 7.6). The delay networks of ‘ZP’ and ‘ZA’ can be seen 
in Figures 7.7 and 7.8, respectively. In the delay networks, ‘gx’ refers to the integer order of the 
Bessel function (represented graphically in Figure 7.6) and ‘N’ is the time-delay between the 
taps. Decorrelation is controlled through the modulation depth and tap-delay – modulation 
depth is along the x-axis in Figure 7.6, and the weightings for each tap are obtained from the 
values of each Bessel function order at the chosen modulation depth. The ‘gx’ weighting at each 
tap is then multiplied by either +1 or -1, depending on whether the decorrelation is phase-based 
or amplitude-based (as per Figures 7.7 and 7.8). 
 
Figure 7.6  Bessel functions of the first kind with integer orders of 0-3. The vertical dotted lines at 63 
and 70 are the modulation depths used for the amplitude- and phase-based decorrelation, respectively. 
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Figure 7.7  Phase-based decorrelation delay-network by Zotter and Frank (2013), where ‘gx’ is the Bes-
sel function order coefficient weighting and ‘N’ is the time-delay between taps. 
 
Figure 7.8  Amplitude-based decorrelation delay-network by Zotter and Frank (2013), where ‘gx’ is the 
Bessel function order coefficient weighting and ‘N’ is the time-delay between taps. 
The time-delay and modulation depths of both methods were selected through informal testing 
and ICCC calculation using the seven different sources. For the phase-based approach, a  
tap-delay of 2.5 ms and phase modulation depth of 70 was decided upon; and for the amplitude-
based method, the parameters were set to a 2.5 ms tap-delay with an amplitude modulation 
depth of 63. Both of these were chosen as a compromise for achieving the maximum possible 
decorrelation across all seven sources, while maintaining a consistent time-delay and modula-
tion depth throughout. The resulting four tap weightings of each method can be seen in  
Table 7.2 below, and the impulse responses of both the ‘ZP’ and ‘ZA’ filters are shown in 
Figure 7.9, alongside an example of the all-pass filter responses for the two channels of the 
‘KP’ method. From observation of Figure 7.9, it is thought that the ‘ZA’ and ‘ZP’ approaches 
may improve the TQ of decorrelation in comparison to the KP method, particularly with regard 
to transient smearing (Laitinen et al., 2011). 
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Table 7.2  The coefficient weightings used during testing for each tap of the ‘ZP’ and ‘ZA’ delay net-
works, as derived from the Bessel functions in Figure 7.5 (based on the set modulation depth (MD)). 
 
Bessel Function Order Phase-based (ZP) (MD = 70) Amplitude-based (ZA) (MD = 63) 
0 (g0) 0.6690 0.7280 
1 (g1) 0.4994 0.4656 
2 (g2) 0.1603 0.1326 
3 (g3) 0.0332 0.0245 
 
 
Figure 7.9  Normalised impulse responses of the decorrelation filters for the KP, ZP and ZA decorrela-
tion methods, showing Output 1 on the top row and Output 2 on the bottom. 
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been included for each decorrelation method (‘KP’, ‘ZP’ and ‘ZA’). With the high-pass condi-
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observe whether decorrelation of low frequencies is necessary in 2D-to-3D upmixing. When 
creating the stimuli, the respective low-passed frequencies below the 500 Hz octave-band were 
routed to the lower main-layer loudspeaker only – that is, the 63 Hz, 125 Hz and 250 Hz octave-
bands were reproduced monophonically at ear height and not decorrelated vertically. These 
bands were also amplified by +3 dB, in order to maintain the original spectral distribution when 
the decorrelated main- and height-layer signals are summed at the ear. From here on, the high-
pass decorrelation conditions are referred to as ‘KP500’, ‘ZP500’ and ‘ZA500’, representing 
the three decorrelation methods (as described above). 
Figure 7.10 below displays decorrelation of a broadband pink noise signal using the six ap-
proaches described above (‘KP’, ‘KP500’, ‘ZP’, ‘ZP500’, ‘ZA’ and ‘ZA500’). The first two 
rows show the main- and height-layer decorrelated signals, respectively, and the bottom row is 
the sum of these decorrelated signals. Given the random nature of the Kendall all-pass filter 
method (‘KP’ and ‘KP500’), the spectra displayed here are only an example of the distortions 
that can occur, as each generation of the all-pass filters causes random and unique frequency 
distortion. On the other hand, the ‘ZP’, ‘ZP500’, ‘ZA’ and ‘ZA500’ methods use the same 
filters each time (based on the delay-networks above), and consequently feature the same fre-
quency distortion with each implementation (as displayed in Figure 7.10). Looking at the 
summed signals in Figure 7.10, it is seen that all decorrelation methods seem to suffer from 
greater distortion at lower frequencies, whereas for the high-pass conditions, this distortion is 
noticeably decreased. The spectra presented here suggest that the high-pass condition may im-
prove the TQ for all decorrelation conditions, as was previously demonstrated in Chapter 6. 
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Figure 7.10  Long-term average FFTs of the output signals for each decorrelation condition, using 
broadband pink noise as the input. Each column features one decorrelation condition, where the top 
two rows are the two decorrelated outputs, and the bottom row is the sum of the two outputs.  
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7.2.1.5  Interchannel Cross-Correlation (ICC) 
With all three decorrelation methods, the exact same decorrelation filters or settings were ap-
plied to each of the four loudspeaker pairs (L, R, Ls and Rs). This was in an attempt to preserve 
the original horizontal spatial image of the source signal, by only reducing the interchannel 
cross-correlation coefficient (ICCC) vertically between the main- and height-layer signals. For 
instance, if a unique all-pass filter were applied to every channel, it would result in horizontal 
decorrelation as well as vertical, likely increasing the horizontal image spread (HIS) (Zotter & 
Frank, 2013). The aim of this study is to observe the effect of vertical decorrelation on LEV 
and TQ; therefore, it is important to maintain the same ICCCs between the main-layer channels, 
as changes to HIS could potentially bias the perception of LEV – Berg and Rumsey (2001) 
report that width extension can sometimes be interpreted as an increase of LEV. The original 
horizontal ICCCs between the L, R, Ls and Rs convolved Hamasaki-square signals (i.e. the 
original ambient signals before decorrelation) and the two ambient Debussy Trio signals are 
presented in Table 7.3.  
Table 7.3  Interchannel cross-correlation coefficients (ICCCs) 
 
 L / R Ls / Rs L / Ls R / Rs L / Rs R / Ls 
Cello 0.45 0.36 0.27 0.26 0.27 0.26 
Drumkit 0.58 0.48 0.24 0.28 0.27 0.26 
Guitar 0.48 0.33 0.19 0.27 0.24 0.23 
Quartet 0.42 0.36 0.24 0.24 0.29 0.23 
Speech 0.55 0.46 0.18 0.17 0.18 0.18 
Trumpet 0.42 0.32 0.35 0.38 0.34 0.34 
Debussy N/A 0.30 N/A N/A N/A N/A 
 
Table 7.3 displays the natural decorrelation between the raw ambient signals used during test-
ing, where the ICCC between the front L & R channels is around 0.4-0.6 for the Hamasaki-
Square signals, and around 0.3-0.5 between the rear Ls and Rs channels for all sources. It was 
thought that similar levels of ICCC should also be achieved when decorrelating between the 
vertical pairs of channels in the present experiment. The resulting vertical ICCCs of each source 
and condition from decorrelation are presented in Table 7.4 below. Since the same decorrelation 
filters and settings were applied to the four vertical pairs within a condition (L, R, Ls and Rs), 
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a similar ICCC value was calculated for each of them; therefore, the values shown in Table 7.4 
are the average ICCC of the four pairs. 
Table 7.4  Vertical interchannel cross-correlation coefficients (ICCCs) of the decorrelated ambient sig-
nals for the L, R, Ls and Rs vertical pairs (taken as the average of the four pairs), where ‘BB’ is broad-
band decorrelation, ‘500+ Only’ is high-pass decorrelation and ‘500+ w/ Low’ is high-pass decorrela-
tion with the low frequencies routed to one of the channels (the high-pass test condition).  
 
 Kendall Phase (KP) Zotter Phase (ZP) Zotter Amplitude (ZA) 
 BB 500+ Only 
500+ w/ 
Low BB 
500+ 
Only 
500+ w/ 
Low BB 
500+ 
Only 
500+ w/ 
Low 
Cello 0.26 0.24 0.18 0.32 0.38 0.30 0.34 0.33 0.24 
Drumkit 0.23 0.25 0.07 0.21 0.19 0.07 0.20 0.12 0.04 
Guitar 0.26 0.25 0.16 0.21 0.23 0.16 0.22 0.23 0.16 
Quartet 0.23 0.22 0.12 0.33 0.35 0.26 0.25 0.26 0.19 
Speech 0.25 0.22 0.09 0.22 0.22 0.13 0.36 0.16 0.08 
Trumpet 0.26 0.22 0.21 0.38 0.31 0.30 0.45 0.36 0.34 
Debussy 0.27 0.30 0.25 0.31 0.29 0.27 0.34 0.26 0.22 
 
It was more difficult to achieve consistently low levels of ICCC for some sources than others. 
However, every source and condition achieved at least a vertical ICCC of 0.5, with the vast 
majority ranging between 0.2 and 0.4. The Trumpet source was particularly hard to decorrelate, 
which may relate to its continuous and relatively narrow-band nature (see Figures 7.3 and 7.4). 
In general, lower levels of correlation appear more achievable for signals with transient infor-
mation (e.g. the Drumkit and Guitar), although it is known that decorrelation of such signals 
can have a detrimental effect on tonal quality through transient smearing (Laitinen et al., 2011). 
7.2.2.6  SPL and Ambience to Direct Sound Ratio (A/D) 
When combining the direct and ambient components, the decorrelated ambience for each 
source and condition were SPL level-matched to 72 dB LAeq, with the OCT direct sound set 
to 69 dB LAeq – this provided an ambience to direct sound ratio (A/D) of +3 dB. Given that 
The Debussy Trio excerpt only featured ambience from the rear (Ls and Rs), the direct sound 
was set at 72 dB LAeq, in order to balance the front-back SPL (D/A = 0 dB), while keeping the 
ambience level consistent with the other sources. Along with the six decorrelated stimuli (KP, 
KP500, ZP, ZP500, ZA and ZA500), three further control conditions were included in the 
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multiple comparison trials as follows (where the OCT direct sound is set to 69 dB LAeq and 
the Debussy direct sound is set to 72 dB LAeq):  
1)   “Lower” – the original ambient signals in the lower main-layer only, level-matched 
with the decorrelated ambient signals (72 dB LAeq; A/D = +3 dB for the HS-convolved 
stimuli and 0 dB for The Debussy Trio). 
2)   “Lower -3dB” – the original ambient signals in the lower main-layer only, attenuated 
by 3dB against the decorrelated ambient signals (69 dB LAeq), giving a A/D ratio of 0 
dB for the convolved stimuli and -3 dB for The Debussy Trio. 
3)   “Upper” – the original ambient signals routed to the upper height-channels only, level-
matched with the decorrelated stimuli (72 dB LAeq; A/D = +3 dB for the convolved 
stimuli and 0 dB for The Debussy Trio).  
The above SPL LAeq values for each component and condition are summarised in Table 7.5 
below, separated by the Hamasaki-Square (HS-convolved) stimuli and the stimuli of The De-
bussy Trio sample.  
Table 7.5  Sound pressure level (SPL) (dB LAeq) of the direct and ambient sound components for 
both the Hamasaki-Square convolved stimuli and The Debussy Trio sample 
 
 
Direct Sound 
Lower Only 
Ambience 
Lower Only 
-3dB Ambience 
Upper Only 
Ambience 
Decorrelated 
Ambience 
HS-Convolved 69 dB 72 dB 69 dB 72 dB 72 dB 
Debussy Trio 72 dB 72 dB 69 dB 72 dB 72 dB 
 
An A/D of +3 dB for the decorrelated conditions was chosen through informal listening – it 
was found that little-to-no change was perceived between any conditions when A/D was 0 dB, 
due to the dominance of the direct sound. A +3 dB A/D is also the equivalent of adding four 
decorrelated ambient height-channels to a 5.1 surround sound recording where the A/D is 0 dB 
(i.e. doubling the number of ambient signals) – this represents a possible upmixing scenario 
where ambience energy normalisation is not present. As one might expect, the higher the am-
bience level, the easier it was to perceive differences from decorrelation. However, the intention 
Chapter 7: 2D-to-3D Upmixing by Vertical Interchannel Decorrelation 
 278 
was to keep the experiment as practical and realistic as possible, so a +3 dB increase of ambi-
ence was considered a suitable compromise. 
7.2.3   Testing  Procedure  
Testing was conducted over two sittings of 20-25 minutes each, split by the two attributes under 
testing (Listener Envelopment (LEV) and Tonal Quality (TQ)). Each session consisted of 7 
multiple-comparison trials, one for each of the seven sound sources (Table 7.6), based on an 
adaptation of MUSHRA (ITU-R, 2015b) (as discussed in Section 3.2.4). The testing interface 
was constructed using HULTI-GEN, a Max tool that was developed by the author (Gribben and 
Lee, 2016). In a single trial, subjects were asked to grade the perceived LEV or TQ on a bipolar 
scale of -30 to 30, comparing the nine different ambience conditions (described above and 
summarised in Table 7.6 below). Stimuli were compared relatively against each other and a 
reference at 0 in the centre of the scale (Figure 7.11). The reference stimulus was the ‘Lower’ 
5.1 condition, where ambient signals were routed to the lower main-layer loudspeakers only 
and SPL level-matched with the decorrelated stimuli.  
Similar to the procedure of the TQ experiment in Chapter 6, subjects were further instructed to 
report descriptive terms for the stimuli they perceived as having the best/greatest and 
worst/least TQ and LEV. A list of potential LEV and TQ terms and their definitions were pro-
vided to each listener, in order to give them an idea of attributes to listen for. For the LEV part, 
the suggested terms were ‘Narrow / Wide’, ‘Vertically Spread’, ‘Enveloping / Flat’, ‘Dry / 
Reverberant’, ‘Deep / Shallow’, ‘Spacious’ and ‘Full / Thin’; and the potential terms for TQ 
were ‘Clear / Muddy’, ‘Natural / Unnatural’, ‘Phasiness’, ‘Full / Thin’, ‘Hard / Soft’, ‘Bright / 
Dark’, ‘Loud / Quiet’ and ‘Distortion’. It was made clear that the descriptors provided were 
only a guide for listeners, and written responses were not limited to those listed. The aim of this 
was to give further insight into which aspects of LEV and TQ were typically influencing sub-
jects’ judgements, as well as to provide an informal understanding of how decorrelation and 
ambience level affect the perception of each attribute. 
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Table 7.6  Summary of the seven source signals for the seven trials of each attribute and a 
summary of the nine ambience stimuli conditions within each multiple comparison trial 
 
Source Signals  Ambience Stimuli Conditions 
Cello  Lower Only (Reference) 
Drumkit  Lower Only -3dB 
Acoustic Guitar  Upper Only 
String Quartet  Kendall Phase (KP) 
Male Speech  Kendall Phase 500+ (KP500) 
Trumpet  Zotter Phase (ZP) 
The Debussy Trio  Zotter Phase 500+ (ZP500) 
  Zotter Amplitude (ZA) 
  Zotter Amplitude 500+ (ZA500) 
 
 
Figure 7.11  The listening test interface used during testing, comparing 9 stimuli on a bipolar scale. 
7.2.4   Subjects  
A total of 18 subjects participated in the listening tests, all of who reported normal hearing. The 
same 18 listeners took part in both the LEV and TQ testing sessions, consisting of staff and 
students from the University of Huddersfield that are experienced in critical spatial listening 
exercises. A sample size of 18 achieves a statistical power of 0.67 for this experiment, based 
on a two-tailed t-test with an effect size of 0.6 and a error probability of 0.05 (type I error i.e. 
false-positive), as calculated using G*Power 3.1 (Faul et al., 2007). This indicates that the prob-
ability of a type II statistical error (false-negative) is 0.33 (b). All subjects were instructed to 
remain still and forward-facing throughout the judgement and grading of stimuli, which was 
ensured by the use of a small headrest.   
Chapter 7: 2D-to-3D Upmixing by Vertical Interchannel Decorrelation 
 280 
7.3   Experiment  Part  1:  Listener  Envelopment  (LEV)  Results  
Results from the Listener Envelopment (LEV) part are displayed in Figure 7.12 below, where 
the medians of the subjects’ scores are presented with 95% confidence notch edge bars (McGill 
et al., 1978). All scores were normalised in accordance with ITU-R BS.1116-3 (ITU-R, 2015a) 
(as described in Section 3.3) and the subsequent analysis was performed in SPSS. Shapiro-Wilk 
normality tests indicated that the data for each condition was not always normally distributed; 
therefore, all groups of data have been compared using the non-parametric Wilcoxon signed-
rank test with Bonferroni correction. In the graphs and following results, ‘Lower’ is ambience 
presented in the main-layer only (the level-matched ‘Reference’), ‘Lower-3’ is ambience in the 
main-layer only attenuated by -3 dB, and ‘Upper’ is ambience in the height-layer channels only 
(level-matched). For the decorrelated stimuli, ‘KP’ refers to the Kendall all-pass filter method, 
and ‘ZP’ and ‘ZA’ refer to the Zotter phase and amplitude methods, respectively. ‘KP500’, 
‘ZP500’ and ‘ZA500’ indicate the use of high-pass decorrelation (of the 500 Hz octave-band 
and above) with each method. 
A tally of the written responses for stimuli with the greatest and least LEV are presented in the 
Tables 7.7 and 7.8, respectively. These responses are intended to provide a general indication 
of the reasoning behind judgements, rather than be a statistical assessment of semantic terms 
related to LEV. For the sample with the greatest LEV, it is seen that the most common term 
used was ‘Reverberant’ (32 occurrences), which was defined as the ratio of ambience energy 
to direct sound energy i.e. the level of ambience. Other relatively frequent terms included 
‘Wide’, ‘Full’, ‘Spacious’, ‘Deep’ and ‘Enveloping’ (20-29 occurrences each). In contrast, 
‘Vertical Spread’ (the assumed effect of vertical decorrelation) was only used to describe the 
greatest stimuli 12 times. These results suggest that the perception of LEV may relate most to 
the perceived level of ambience and low frequencies, along with other lateral / horizontal spatial 
attributes, rather than the perception of vertical spread. If vertical decorrelation does generate 
a greater vertical image spread in the application of 2D-to-3D upmixing, it appears that the 
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effect may be relatively weak and less influential in the grading of LEV, compared to the other 
descriptive terms mentioned here. 
Table 7.7  Summary of the qualitative responses for the sample with the greatest listener envelopment (LEV) 
 
 Cello Drumkit Acoustic Guitar 
String 
Quartet 
Male 
Speech Trumpet 
Debussy 
Trio Total 
Reverberant 4 9 6 3 7 2 1 32 
Wide 6 3 7 4 3 5 1 29 
Full 5 4 2 6 1 2 6 26 
Spacious 4 5 1 4 2 4 2 22 
Deep 3 5 2 3 6 1 2 22 
Enveloping 4 2 1 3 3 2 5 20 
Vertical Spread  1 2 2 2 2 3 12 
Open  1 1  1 1  4 
Diffuse 1 1      2 
Spread 1       1 
Distance  1      1 
Bright  1      1 
Resonant  1      1 
Side Spread       1 1 
 
Table 7.8  Summary of the qualitative responses for the sample with the least listener envelopment (LEV) 
 
 Cello Drumkit Acoustic Guitar 
String 
Quartet 
Male 
Speech Trumpet 
Debussy 
Trio Total 
Narrow 11 8 10 8 10 7 9 63 
Thin 8 4 5 4 3 3 8 35 
Dry 5 6 7 2 7 5 1 33 
Flat 2 3 1 2 2 2 1 13 
Shallow 1  1 5  4 2 13 
Quiet 1 1 1 1 2 2 1 9 
Focused  1 1  2 1  5 
Less Enveloping 1   2 1   4 
Dense  1      1 
Artificial      1  1 
 
Looking at the responses for the sample with the least LEV in Table 7.8, the most frequent term 
reported was ‘Narrow’ (65 occurrences), which refers to the width of the auditory image and 
was defined as the opposite of ‘Wide’ (seen in Table 7.7). The second and third most common 
descriptors were ‘Thin’ (opposite of ‘Full’) and ‘Dry’ (opposite of ‘Reverberant’), with 35 and 
33 occurrences, respectively. It is clear that a narrow horizontal width had the greatest impact 
on negative LEV perception – this could potentially relate to the level of ambience, where less 
ambient energy would have given more focus to the direct sound in the centre channel (thus 
relating ‘Narrow’ to ‘Dry’ and ‘Focused’ as well). Furthermore, as with the positive responses, 
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both ‘Thin’ and ‘Dry’ also suggest that LEV may be largely influenced by the level of low 
frequency energy and ambient energy.  
For the subjective LEV results of the Cello in Figure 7.12 below, the Bonferroni-corrected 
Wilcoxon tests indicated no significant difference between the 2D ambience reference 
(‘Lower’) and any of the 3D upmixed stimuli, when both are level-matched (p > 0.05). How-
ever, ‘Lower-3’ had significantly less LEV than ‘Lower’ and some upmixed conditions (‘KP’, 
‘KP500’, ‘ZA’ and ‘ZA500’) (p < 0.02). The most common term to describe ‘Lower-3’ was 
‘Narrow’, as determined by looking at the individual scores for each subject. This supports the 
hypothesis that a lower level of ambience may cause the auditory image to become more fo-
cused towards the direct sound, resulting in less LEV, and also suggests the importance of 
ambience level on the perception of LEV. Considering differences between the decorrelation 
methods, ‘ZA’ and ‘ZA500’ both had significantly greater LEV than ‘ZP500’ (p < 0.05). Fur-
thermore, ‘KP500’, ‘ZA’ and ‘ZA500’ also had significantly greater LEV than the ‘Upper’ 
condition (p < 0.05). 
Looking at the Drumkit source, ‘ZA’ and ‘ZA500’ had significantly greater LEV than both the 
2D reference (‘Lower’) and ‘Upper’ conditions (p < 0.01). All 3D upmixed stimuli and the 
‘Lower’ reference also had significantly greater LEV than the ‘Lower-3’ condition (p < 0.05). 
Looking at the grades for each subject, ‘Lower-3’ was mostly referred to as ‘Narrow’ and ‘Dry’, 
again suggesting the impact ambience level can have on LEV. In terms of differences between 
decorrelation methods, ‘ZA’ and ‘ZA500’ were both significantly greater than ‘KP’, ‘KP500’ 
and ‘ZP500’ (p < 0.04), while ‘ZA500’ was also significantly greater than ‘ZP’ (p < 0.01) – 
demonstrating that the perception of decorrelation can differ between techniques. Table 7.8 
indicates that the most frequent term to describe the greatest LEV for the Drumkit sample was 
‘Reverberant’, of which all nine occurrences were for either the ‘ZA’ or ‘ZA500’ condition 
(when looking at the individual scores for each listener). 
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Figure 7.12  Listener Envelopment (LEV) median scores with 95% confidence notch edge bars. 
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For the Acoustic Guitar, Trumpet and The Debussy Trio sources, the Wilcoxon tests indicated 
no significant increase or changes to LEV for any of the 3D upmixed conditions, when com-
pared against each other and the 2D ‘Lower’ reference (p > 0.05). However, as seen above, the 
perception of LEV for ‘Lower-3’ was significantly less than the ‘Lower’ reference (as well as 
most upmixed conditions) for all three sources (p < 0.04). Again, the ‘Lower-3’ condition was 
most often described as ‘Narrow’ and ‘Dry’ in each case, when looking at the subjects’ indi-
vidual scores. Observing the Acoustic Guitar results in Figure 7.12, a slight increase of LEV is 
also seen for the ‘ZA’ condition, though not to a significant level (p > 0.05). Similarly, in the 
Trumpet results, the ‘KP’ LEV score is slightly greater than other methods, but not significantly 
so (p > 0.05). This variation of results for different methods suggests that vertical interchannel 
decorrelation perception is source-dependent, and one single method may not be suitable for 
all applications. 
For the Male Speech sample in Figure 7.12, the ‘Lower’ reference had significantly greater 
LEV than ‘Lower-3’ (p < 0.04) – this further supports the idea that the perception of LEV is 
largely level dependent, with comments mostly referring to the ‘Lower-3’ condition as  
‘Narrow’ (when looking into the results for each listener). There was also no significant differ-
ence between the 2D ‘Lower’ reference and all 3D upmixed stimuli (p > 0.05), with the only 
significant difference between upmixed methods seen for ‘ZA500’, which was significantly 
greater than ‘ZP’ (p < 0.04). 
Unlike other sources, the String Quartet 2D ‘Lower’ reference was actually perceived as having 
significantly greater LEV than the 3D ‘ZP’ upmixed condition (p < 0.04), with no significant 
difference between the reference and other upmixed conditions (p > 0.05). Table 7.7 shows that 
the most common term for the String Quartet samples with the greatest LEV was ‘Full’, which 
suggests that stimuli with lesser LEV may have lacked low frequency energy, possibly from 
phase cancellation. Between decorrelation methods, ‘ZA’ had significantly greater LEV than 
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both ‘ZP’ and ‘ZP500’ (p < 0.05). Furthermore, the ‘Upper’ condition also had significantly 
less LEV than the ‘Lower’, ‘ZA’ and ‘ZA500’ conditions (p < 0.04). 
7.3.1   Discussion  of  the  LEV  Results  
In general, upmixing by vertical decorrelation seems to have little effect on the perception of 
listener envelopment (LEV), particularly between level-matched conditions. The only upmixed 
3D stimuli to have a significant increase of LEV over the 2D level-matched reference were 
both the Zotter amplitude-based conditions (‘ZA’ and ‘ZA500’) for the Drumkit sample. The 
results and objective analysis in Chapters 4 and 5 suggest that the perception of vertical image 
spread (VIS) by vertical decorrelation is largely influenced by higher frequencies, particularly 
around the 8 kHz octave-band. Table 7.9 below presents the RMS distribution of octave-band 
energy for an ambient signal of each source (Left Surround (Ls) channel), normalised to 0 dB 
at the octave-band with the greatest energy. It can be seen that the Drumkit sample has the 
greatest relative energy in the 8 kHz and 16 kHz bands, which may have improved the percep-
tion of vertical decorrelation, resulting in a greater sense of LEV. The Drumkit sample also has 
the greatest amount of energy in the 63 Hz octave-band, which could contribute further to an 
increase of LEV – it was seen in the absolute grading of VIS in Chapter 4 that low frequencies 
have an inherently broad VIS. In contrast, the Trumpet was the only source that had no signif-
icant change of LEV with the ‘ZA’ method – Table 7.9 clearly shows that the Trumpet has the 
least amount of energy in both low (63-250 Hz) and high (8-16 kHz) octave-bands. These re-
sults suggest that the effectiveness of vertical decorrelation may be dependent on the level of 
low and high frequency energy in the source content. 
Table 7.9  Octave-band RMS levels of the convolved ambient stimuli (Left Surround (Ls) channel), 
normalised to 0dB at the octave-band with the greatest energy for comparison. 
 
 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz 
Cello -20.3 -11.1 -0.3 0 -2.7 -5.2 -9.6 -15.6 -26.8 
Drumkit -1.9 -5.4 0 -2.2 -6.9 -8.9 -8.6 -10 -20.9 
Guitar -15.3 -2.9 -1.3 0 -3.5 -8.7 -11.7 -15.3 -28.5 
Quartet -17.6 -3.9 -0.1 0 -4.4 -6.2 -8.2 -17.6 -27.7 
Speech -2.4 -0.9 0 -0.6 -4.2 -7 -7.6 -11.6 -22.3 
Trumpet -29.2 -28.3 -12.2 -0.5 0 -1.7 -10.7 -23.2 -32.2 
Debussy -18.8 -12.4 0 -0.3 -2.6 -6.1 -12.3 -19.8 -25.6 
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Comparing the three decorrelation methods, the Zotter amplitude-based approach generally ap-
pears to be most effective for increasing listener envelopment (LEV). In certain cases, the Cello, 
Drumkit, String Quartet and Male Speech samples all display a significant increase of LEV 
with the Zotter amplitude-based method over the other two phase-based techniques, both with 
broadband and high-pass decorrelation. Although this approach appears to be effective, the 
differences in amplitude between signals only reconstruct to give a flat spectrum in the central 
listening position, where the signals are time and level aligned. If the listener were positioned 
outside of this ‘sweet-spot’, the reconstruction would be biased toward one of the channels, 
potentially causing a comb-filtering effect and destruction of the signal at the ears – this is 
something to consider when using such a method. In terms of the phase-based methods, there 
is little change to LEV between the 3D upmixed stimuli and the 2D ‘Lower’ reference. As 
hypothesised at the beginning of the chapter, it may be that when many similar signals are 
reproduced simultaneously, differences in phase between two specific channels are difficult or 
impossible for the hearing system to detect. Considering this, it might be suggested that an 
amplitude-based method is most suitable when decorrelating signals for high-order 3D multi-
channel systems. Further investigation is required to determine the effectiveness of phase-based 
decorrelation methods, in particular, it would be of interest to observe changes from varying 
the number of decorrelated signals arriving at the ear.  
Comparing the perception of LEV between the broadband and high-pass decorrelation condi-
tions, there is no significant difference between the two for any source or decorrelation method. 
These results agree with those of Chapter 6, suggesting that there is no significant benefit to 
decorrelating lower frequencies vertically, in terms of increasing spatial perception. Decreasing 
the number of signals containing lower frequencies could also have a positive impact on main-
taining the low-end of a sample, reducing the risk of phase cancellation and loss of frequency 
– as demonstrated in Figure 7.10, decorrelation appears to cause greater distortion at lower 
frequencies than higher frequencies. 
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An interesting finding from this part of the experiment is the influence of ambience level on 
the perception of LEV. For every source except the String Quartet, the ‘Lower-3’ condition 
(ambience from the main-layer only with -3 dB attenuation) had significantly less LEV than 
the level-matched ‘Lower’ reference. For the MRIR-convolved stimuli, ‘Lower-3’ gives an 
ambience to direct sound ratio (A/D) of 0 dB i.e. equal energy for both components. In this 
case, if the ambient channel-count were simply doubled by introducing four decorrelated 
height-channels with no level adjustment / normalisation, the overall ambience level would 
increase to +3 dB greater than the direct sound (A/D = +3 dB), giving the impression of greater 
LEV. However, the results here show that when the 2D ambience is amplified to match the 
ratio of A/D = +3 dB (i.e. the ‘Lower’ reference), the perceived LEV is also increased to match 
that of the 3D upmixed stimuli. Given this similarity, it suggests there might not be a reason to 
upmix ambience into height-channels at all, if simply adjusting the ratio of reverberation to 
direct sound in the main-layer can control LEV as effectively. In concert hall acoustics, alt-
hough overhead ceiling reflections can contribute to LEV perception, it is widely accepted that 
the perception of LEV remains largely dictated by lateral reflection energy (Furuya et al., 1995; 
Furuya et al., 2001; Furuya et al., 2007). It seems there may still be some benefit of using 
height-channels in terms of 3D localisation and increasing the audio coverage of large spaces. 
However, if the additional height-channels are not required for ambience enhancement in 
smaller listening environments, discarding them may improve comb-filtering and phase can-
cellation issues, potentially increasing the ‘sweet-spot’ of the listening area. Of course, the 
greater the energy of ambience emanating from the height-channel loudspeakers, the greater 
the influence it will have on LEV and immersion – though this is unlikely to be a realistic 
representation of an actual concert hall environment. 
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7.4   Experiment  Part  2:  Tonal  Quality  (TQ)  Results  and  Discussion  
The Tonal Quality (TQ) results can be seen in Figure 7.13 below, displaying the median scores 
with 95% confidence notch edge bars (McGill et al., 1978) (normalised as per ITU-R BS.1116-
3 (ITU-R, 2015a) described in Section 3.3). All conditions throughout the results and discussion 
are named the same as in the listener envelopment (LEV) results section. As with the LEV 
results, the TQ data for each condition was not normally distributed; given this, non-parametric 
Wilcoxon signed-rank tests were performed between the groups of data for each condition. 
Results of the Bonferroni-corrected Wilcoxon tests indicate that there are no significant differ-
ences in TQ between any of the conditions tested (p > 0.05). This suggests that changes of 
ambience may have an insignificant impact on overall quality when direct sound is present. 
Having said that, observations of the 95% confidence bars in Figure 7.13 can also suggest some 
general trends, despite statistical insignificance. For the Cello, String Quartet, Trumpet and The 
Debussy Trio sources, such observations still demonstrate little-to-no apparent change of TQ 
across all conditions. 
A summary of the qualitative responses for the samples with the best and worst TQ are pre-
sented in Tables 7.10 and 7.11, respectively. As with the tallied written responses for LEV, the 
TQ terms presented here are intended to give a general insight into the differences of TQ that 
were perceived, rather than provide a statistical analysis of semantic terms for elicitation pur-
poses. The most common TQ descriptor used for the ‘best’ sample(s) was ‘Clear’ with 49 oc-
currences, followed by ‘Bright’, ‘Full’ and ‘Natural’ (22-29 occurrences each). For the ‘worst’ 
samples, the most frequent term was ‘Muddy’ with 38 occurrences, while ‘Thin’ also featured 
relatively often (28 occurrences). These results clearly indicate that the interpretation of TQ is 
largely focused on the clarity of the source. Reference to ‘Full’ and ‘Thin’ also suggest potential 
differences of low frequency energy between conditions, possibly relating to low frequency 
distortion from decorrelation. Comparing these comments against those for the TQ results in 
Chapter 6 – where ambient signals were vertically decorrelated between single loudspeaker 
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pairs only – the term ‘Phasey’ has notably less occurrences in the present experiment. This 
could be due to a masking effect from the direct sound signal, or there may be a potential re-
duction of the ‘Phasey’ effect at the ear when more signals are introduced around the listener. 
 
Table 7.10  Summary of the qualitative responses for the sample with the best tonal quality (TQ) 
 
 Cello Drumkit Acoustic Guitar 
String 
Quartet 
Male 
Speech Trumpet 
Debussy 
Trio Total 
Clear 9 8 5 7 10 3 7 49 
Bright 6 4 1 5 3 6 4 29 
Full 2 4 5 4 2 4 3 24 
Natural 4 4 4 6  3 2 23 
Loud 2 1 1 3 2 2  11 
Balanced 1 1 1 1 1  1 6 
Focused 1  1  1   3 
Less Phasey 1   1 1   3 
Rich  1  1 1   3 
Warm   2   1  3 
Defined       2 2 
More Attack  1      1 
Hard  1      1 
More Body  1      1 
Reverberant  1      1 
Controlled    1    1 
Open    1    1 
Soft       1 1 
Dry       1 1 
Bassy       1 1 
 
Table 7.11  Summary of the qualitative responses for the sample with the worst tonal quality (TQ) 
 
 Cello Drumkit Acoustic Guitar 
String 
Quartet 
Male 
Speech Trumpet 
Debussy 
Trio Total 
Muddy 4 5 8 6 8 2 5 38 
Thin 4 4 3 4 2 7 4 28 
Quiet 4 2 2 2 1 1 2 14 
Phasey 2 4 1 4 1   12 
Dark 2 3 1 3 2 1  12 
Unnatural 1 3  1 3   8 
Dull 3 1  1  2  7 
Boomy   2 1 2  1 6 
Distorted 1 1 2  1   5 
Soft 1   1  1 1 4 
Hard 1  1   1  3 
Too Narrow 1   1  1  3 
Loud   1  1  1 3 
Too Wide   1   1 1 3 
Too Reverberant   2     2 
Muffled   1  1   2 
Shallow 1       1 
Resonant  1      1 
Slurred     1   1 
Too Bright      1  1 
Harsh      1  1 
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Figure 7.13  Tonal Quality (TQ) median scores with 95% confidence notch edge bars. 
Looking at the subjective TQ results for the Drumkit sample in Figure 7.13 above, there appears 
to be a significant decrease of TQ when using phase-based broadband decorrelation. However, 
TQ appears to improve slightly when decorrelating just the 500 Hz octave-band and above, 
resulting in a similar level of quality to the unprocessed reference. Comments for the ‘KP’ and 
‘ZP’ conditions were both ‘Phasey’ and ‘Thin’ (as found when looking at subjects’ individual 
responses), possibly indicating the low frequency distortion when the signals are summed at 
the ear. The Zotter amplitude-based method also appears to have an improvement of TQ when 
high-passing the decorrelation, which actually results in a considerably greater TQ than the 
reference for ‘ZA500’. Going back to the octave-band RMS levels in Table 7.9 (Section 7.3.1), 
it is seen that the Drumkit has the greatest energy in the 63 Hz octave-band compared to the 
other sources (due to the kick drum), as well as relatively great energy in the 250 Hz octave-
band from the snare. Given the slight improvement of TQ seen for the high-pass decorrelation, 
it suggests that the low frequency distortion seen in Figure 7.10 may have a negative effect on 
TQ. It is possible that broadband decorrelation noticeably distorts the low frequencies from the 
kick and snare elements, potentially smearing the transients of the hits, whereas the high-pass 
condition maintains the low frequency energy and transient attack – this may have also influ-
enced the increase of perceived LEV (Figure 7.12).  
The only other two sources with any noticeable change of TQ are the Acoustic Guitar and Male 
Speech samples, although these appear to be related to the level of ambience rather than the 
processing of decorrelation. With the Acoustic Guitar, the ‘Lower-3’ condition has been graded 
with less TQ compared to all other conditions (which were graded similarly), comments of 
which were ‘Thin’ and ‘Muddy’ (when looking at individual responses). These results suggest 
that an increase of ambience might be preferable for this particular sample, potentially from a 
boost of lower frequency energy. For the Male Speech source, the opposite occurs, where the 
lower ambience of the ‘Lower-3’ condition actually improves perceived TQ. The most common 
Chapter 7: 2D-to-3D Upmixing by Vertical Interchannel Decorrelation 
 292 
written response for this sample was ‘Clear’, suggesting that a decrease of ambience improves 
the intelligibility of the direct speech signal, as might be expected.  
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7.5   Objective  Analysis  of  the  Stimuli  Signals  
Both the LEV and TQ results appear to be somewhat related to the frequency-dependent level 
within the source signals. In order to investigate this further, the stimuli signals have been bin-
auralised and objectively assessed over the following sections. As with Chapter 5, head-related 
impulse responses (HRIRs) from the MIT KEMAR database (Gardner & Martin, 1994) have 
been convolved with the stimuli signals for the nine loudspeaker positions. These were chosen 
to maintain consistency with the objective analysis in Chapter 5 of the present thesis. The nine 
HRIR-convolved signals of each ear were then summed together independently to create bin-
aural signals of the stimuli. Assuming relative symmetry between the two ears, the observations 
discussed below are for the left ear signal only.  
The left ear RMS levels (dB) for each stimulus condition can be seen in Table 7.12, normalised 
to 0 dB at the ‘Lower’ reference for ease of comparison. Here it is seen that ‘Lower-3’ generally 
has the least amount of energy for each source, as would be expected due to the reduced ambi-
ence level. However, for the String Quartet source, the RMS levels for the ‘Upper’, ‘KP’, ‘ZP’ 
and ‘ZP500’ conditions are also relatively low compared to the ‘Lower’ reference and 
‘ZA/ZA500’ decorrelated stimuli – it seems that this slight reduction in level might relate to 
the grading of less LEV for these samples in the subjective testing (Figure 7.12). Furthermore, 
the ‘ZA’ and ‘ZA500’ conditions have the greatest RMS level for each source, and it was these 
samples that were generally graded as having the most LEV throughout testing.  
Table 7.12  Broadband RMS levels (dB) of the HRIR-convolved stimuli (Left Ear), normalised to 0 dB at 
the ‘Lower’ reference for comparison between conditions and sources. 
 
 Lower Lower-3 Upper KP KP500 ZP ZP500 ZA ZA500 
Cello 0.0 -0.7 -0.4 -0.1 0.0 -0.4 -0.4 0.3 0.2 
Drumkit 0.0 -0.6 -0.1 0.1 -0.2 0.2 0.1 0.2 0.3 
Guitar 0.0 -0.8 -0.3 0.0 -0.3 -0.2 -0.3 0.1 0.1 
Quartet 0.0 -0.7 -0.8 -0.8 -0.5 -0.7 -0.7 0.2 0.3 
Speech 0.0 -0.7 -0.2 0.1 -0.1 -0.3 -0.2 0.3 0.1 
Trumpet 0.0 -0.7 0.0 0.1 -0.2 -0.2 -0.2 0.2 0.2 
Debussy 0.0 -0.5 0.5 -0.3 0.1 0.0 0.2 0.7 0.5 
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Given the subjective LEV results for the ‘Lower-3’ condition (where it was perceived as having 
significantly less LEV than the reference for all sources), it has been suggested that the percep-
tion of LEV may largely be influenced by the ratio of ambience energy to direct sound energy 
(A/D). This can be related to concert hall acoustics, where Lee (2013) demonstrates that the 
strength factor (G) of late reflections has a strong correlation with the perception of LEV at 
different source-listener distances. Although the differences of RMS observed in Table 7.12 
are relatively small (~1 dB), the present results also suggest that ambient sound strength (or 
sound strength in general) may contribute most to LEV perception, rather than any perceptual 
effect from vertical interchannel decorrelation. Moreover, the cause of these changes in level 
is not clear, and there is no indication of the frequencies at which the changes occur. To inves-
tigate this further, the following section looks at energy differences within octave-bands, in 
order to provide insights into how different frequencies affect the perception of LEV (and TQ). 
7.5.1   Octave-­Band  RMS  Levels  
Octave-band RMS levels have been calculated from the left ear signals of the HRIR-convolved 
stimuli. The relative differences of octave-band RMS for the stimuli test signals from the 
‘Lower’ reference levels are presented in Figure 7.14 (i.e. all loudspeaker signals combined at 
the ear). The ‘Lower’ reference octave-band RMS levels are displayed in Table 7.13 below, 
normalised to 0dB for the octave-band with the greatest energy – the relative differences of 
octave-band RMS in Figure 7.14 are derived from these values.  
Table 7.13  Octave-band RMS levels (dB) of the ‘Lower’ reference condition for each source, taken from 
the Left Ear of the HRIR-convolved stimuli, normalised to 0dB at the octave-band with the greatest energy. 
 
 63 Hz 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz 8 kHz 16 kHz 
Cello -26.4 -14.4 -3.7 -2.9 -4.1 0 -5 -13.9 -19.9 
Drumkit -8.5 -6.6 -1.4 -2.1 -5.2 0 -2 -5.2 -9.2 
Guitar -18.5 -2.1 -1.1 -0.4 -1.4 0 -4.7 -10.5 -17.4 
Quartet -23.6 -6.3 -3.5 -3.1 -6 0 -3.7 -15.6 -21 
Speech -8.3 -4.3 -2.3 -2.4 -4.1 0 -2.5 -8.5 -12.5 
Trumpet -40.8 -34.6 -17.7 -6.3 -4.2 0 -8.4 -24.1 -30.9 
Debussy -26.5 -14 -0.9 -2 -2.6 0 -5.8 -16.2 -20.8 
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Figure 7.14  Difference of octave-band RMS (dB) from the ‘Lower’ reference for each test condition – 
calculated from the left ear of the HRIR-convolved stimuli. The ‘Lower’ RMS is represented by the 
dotted line at 0 on the y-axis, where above the dotted line is more octave-band energy for a particular 
condition and below the dotted line is less energy. 
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The plots in Figure 7.14 display the difference of octave-band RMS from the ‘Lower’ reference 
– that is, the octave-band RMS levels for the ‘Lower’ reference (Table 7.13) subtracted from 
the octave-band RMS levels of each source condition. The x-axis is split by condition, with the 
markers indicating the different octave-bands for each particular stimulus – the three columns 
divide the octave-bands into tri-octave groups for clarity. Above the reference line at 0 dB 
indicates an increase of RMS level for that octave-band in comparison to the ‘Lower’ reference, 
and below shows a decrease of RMS level. 
In general, little RMS deviation from the ‘Lower’ reference is seen for the higher frequency 
bands in Figure 7.14. However, looking at lower frequency bands, the low frequency distortion 
that was seen in previous experiments is clearly present for the broadband decorrelated signals 
(‘KP’, ‘ZP’ and ‘ZA’), particularly within the 63 Hz octave-band (±1-3 dB). This variation is 
shown to decrease for the high-pass decorrelation conditions, where the low frequency energy 
(63 – 250 Hz octave-bands) is relatively similar to that of the ‘Lower’ condition, as might be 
expected. Related to this, the subjective TQ results for the Drumkit in Figure 7.13 show a slight 
trend of TQ improving with high-pass decorrelation, in comparison to the broadband decorre-
lated conditions for each method. It is also seen in the ambience RMS octave-band levels of 
each source signal in Table 7.9 (Section 7.3.1) that the Drumkit sample has the greatest amount 
of energy in the 63 Hz octave-band. Considering these points, it is likely that the observed low 
frequency decorrelation distortion would have been more noticeable in the ambience for the 
Drumkit than other samples, with high-pass decorrelation reducing the negative effect. 
With regard to the other subjective results, there appears to be some further association between 
octave-band RMS levels at the ear and the perception of LEV. Of the decorrelated Cello con-
ditions, ‘ZA’ was graded as the sample with greatest LEV, while ‘ZP’ was the least enveloping. 
Observing the plots in Figure 7.14, the ‘ZA’ condition has considerably more energy around 
the 63 Hz band than ‘ZP’ (~6 dB). Similarly, the Acoustic Guitar ‘ZA’ condition had greater 
LEV than the other conditions – Figure 7.14 shows that this sample also has an increase of 
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energy in the 63 Hz octave-band, when compared against the other stimuli (~2-5 dB). With the 
String Quartet source, the ‘ZP’ condition was graded as having significantly less LEV than the 
‘Lower’ reference. It appears that this result may also relate to the 63Hz band,  which sees a 
noticeable reduction of energy compared to the other conditions (~2-6 dB). 
7.5.2   Front-­Back  Energy  Ratio  (F/B)  
The RMS octave-band levels in Section 7.5.1 above appear to show some relationship between 
the energy of stimuli signals at the ears and the perception of LEV. In concert halls, it is thought 
that LEV is typically dictated by the energy and direction of late reflections (Furuya et al., 
2007). Studies have demonstrated that comparing the energy of reflections from in front of the 
listener, with the energy of those from behind, can indicate the degree of LEV – this energy 
ratio has been shown to be applicable with both early reflections (where direct sound is present) 
and late reflections (Morimoto & Iida, 1993). The described objective measure is named the 
Front-Back energy ratio and can be calculated using Equation 7.1 below.  
 (7.1) 
Since a relationship between F/B energy and LEV has previously been established in concert 
halls, it is of interest to calculate the F/B energy ratio for the stimuli of the current experiment. 
Given that the F/B ratio of both early reflections (with direct sound) and late reflections seem 
to be associated with LEV, the direct signal and ambience parts have both been preserved when 
assessing the F/B energy ratio below. Further binauralised stimuli were created for the front 
loudspeaker array and rear loudspeaker array independently, using the MIT KEMAR HRIR 
database (Gardner & Martin, 1994). For the ‘Front’ part, the signals from the frontal loudspeak-
ers include both direct and ambient sound from the Centre, Left, Right, Left Height and Right 
Height channels; whereas the ‘Back’ signals feature ambience only from the Left Surround, 
Right Surround, Left Surround Height and Right Surround Height. In effect, the ratio of energy 
is calculated between the frontal loudspeaker signals (C, L, R, LH and RH) and the rear 
!/#$%&'()*$+,-./ = 10log67 89(-)<-=7 >9(-)<-=7  
#/!$%&'()*$+,-./ = 10log67 >9(-)<-=7 89(-)<-=7  
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loudspeaker signals (Ls, Rs, LsH and RsH) at the ear position. Calculation of the energy ratio 
was performed on binauralised signals, so that the spectral HRTF filtering can be included in 
the calculation i.e. representing the F/B ratio that is actually experienced by the listener. 
Given that the direct sound from the front was at a consistent level for all conditions, it is 
thought that presenting the Back-Front energy ratio (B/F) would more relevant to this study. 
B/F can be calculated using Equation 7.2 below, where the ‘Back’ energy is the overall energy 
from the HRIR-convolved rear loudspeaker array and ‘Front’ is the overall energy from the 
HRIR-convolved frontal array (as calculated at the ear from the binaural signals). The B/F val-
ues for each HRIR-convolved source condition are displayed in Table 7.14 below, where the 
dB values indicate the amount of energy from the back array in relation to the front. 
 (7.2) 
Table 7.14  Back-Front energy ratio (B/F) (dB) between the HRIR-convolved stimuli for the back loud-
speaker signals only and front loudspeaker signals only (Left Ear). 
 
 Lower Lower -3 dB Upper KP KP500 ZP ZP500 ZA ZA500 
Cello -5.1 -7.1 -5.6 -5.5 -4.9 -5.8 -5.9 -4.3 -4.4 
Drumkit -5.8 -7.9 -6.0 -5.7 -6.2 -5.3 -5.6 -5.5 -5.1 
Guitar -5.2 -6.9 -5.4 -4.6 -5.5 -6.0 -5.9 -4.6 -4.7 
Quartet -5.8 -7.8 -7.4 -7.7 -6.4 -6.7 -7.2 -5.3 -5.1 
Speech -5.4 -7.3 -5.5 -4.7 -5.6 -6.0 -5.8 -4.6 -5.0 
Trumpet -6.1 -8.2 -5.2 -5.6 -5.7 -6.5 -6.5 -5.2 -5.2 
Debussy -1.6 -4.6 -0.4 -2.0 -1.0 -1.0 -0.5 1.0 0.2 
 
In these results, it is seen that the B/F energy ratio does not vary greatly between conditions. 
The ‘ZA’ and ‘ZA500’ conditions generally show the greatest energy from behind for each 
source, which corresponds with a slight increase of LEV for the same conditions in the subjec-
tive testing (Figure 7.12). This is likely due to a decrease of phase cancellation at the ear in 
comparison to the phase-based methods (ZP and KP), however, it is not known whether such a 
small change of B/F would have a noticeable effect. Further research is required to investigate 
whether B/F energy contributes to the perception of LEV within multichannel surround sound 
systems, in addition to determining the just noticeable difference of B/F energy ratio. 
!/#$%&'()*$+,-./ = 10log67 89(-)<-=7 >9(-)<-=7  
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7.6   Practical  Implications  
For the conditions of the current experiment, vertical decorrelation of ambience appears to have 
little benefit in terms of increasing LEV. The subjective results and objective analysis seem to 
suggest that the perception of LEV in this experiment was mostly related to the ear-input level 
of the stimuli, both overall and potentially between the front and back loudspeaker arrays (i.e. 
the Front-Back energy ratio). Furthermore, the 2D condition with -3 dB less ambience was 
consistently graded as having significantly less LEV than all other 2D and 3D samples. This 
also supports the notion that the level of ambience plays a more important role in LEV percep-
tion than the vertical decorrelation of ambient signals. 
Of the three decorrelation approaches assessed in the current experiment, the amplitude-based 
‘ZA’ appears to be slightly more effective than the phase-based methods (‘KP’ and ‘ZP’). It is 
hypothesised that cues from phase-based decorrelation may break down with the inclusion of 
multiple similar signals. On the other hand, vertical interchannel amplitude differences effec-
tively result in interlayer amplitude differences, which may have been easier to perceive. For 
decorrelation to have any significant effect, it is thought that the source signal must have suffi-
cient relative high frequency energy, as previously demonstrated in Chapter 6 of the present 
thesis. The ‘ZA’ method results in the current experiment support this with comparative LEV 
results between the broadband and high-pass decorrelation conditions. Moreover, broadband 
and high-pass decorrelating the Drumkit sample with the ‘ZA’ method were the only conditions 
to show a significant increase of LEV, which is likely due to the Drumkit being the source with 
the greatest amount of energy in the 8 kHz and 16 kHz octave-bands.  
Additional study is required to investigate the above points, in order to fully determine the 
effectiveness of vertical decorrelation for 2D-to-3D upmixing applications. In particular, it 
would be interesting to experiment with the number and position of loudspeakers, as well as 
assess a broader range of source material and decorrelation techniques.  
Chapter 7: 2D-to-3D Upmixing by Vertical Interchannel Decorrelation 
 300 
7.7   Conclusion  
Two listening tests have been conducted to assess the perceptual effect of vertical interchannel 
decorrelation in a 2D-to-3D upmixing scenario. The first test looked at the perception of Lis-
tener Envelopment (LEV) by decorrelation, and the second at the impact of decorrelation on 
Tonal Quality (TQ). Three decorrelation techniques were assessed: 1) Kendall’s all-pass filter 
approach, 2) Zotter and Frank’s phase-based approach, and 3) Zotter and Frank’s amplitude-
based approach. These decorrelation methods were applied to ambient signals only between the 
main-layer and height-layer loudspeakers of the Auro-3D 9.1 format. Both broadband decorre-
lation and high-pass decorrelation of the 500 Hz octave-band and above were assessed for each 
of the methods. Level-matched ambience in the main-layer only, -3 dB ambience in the main-
layer only and level-matched ambience in the height-layer only were also compared against the 
decorrelated stimuli during testing. Furthermore, direct sound was present for all conditions in 
the front left, right and centre loudspeakers, to provide a realistic situation. For both attributes 
under testing, LEV and TQ, a multiple-comparison test was performed on a bipolar scale, with 
the level-matched ambience in the main-layer only as a reference for the centre of the scale i.e. 
the 2D condition. A variety of complex sources were assessed, consisting of a Cello, Drumkit, 
Acoustic Guitar, String Quartet, Male Speech, Trumpet and an ensemble recording. 
The key findings from the listening tests are as follows: 
•   Upmixing of ambience by decorrelation to 3D had little significant effect on LEV, in 
comparison to the level-matched ambience from the 2D main-layer only reference. 
•   The relative level of ambience to direct sound appeared to be most influential on the 
perception of LEV– this was shown by the significant decrease of LEV for the condi-
tion where the ambience was attenuated by -3 dB compared to the other conditions. 
•   There was no perceptual difference between broadband and high-pass decorrelation, 
suggesting that the decorrelation of low frequencies is unnecessary for enhancing spa-
tial perception, as was suggested by the results in Chapters 4 and 6. 
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•   The amplitude-based decorrelation method appeared to be marginally more effective 
than the phase-based methods at increasing LEV. This was particularly the case for 
sources with greater energy in the 4 kHz to 16 kHz octave-bands.  
•   In contrast, both phase-based methods demonstrated little change to LEV across the 
majority of sources – it has been suggested that phase changes from decorrelation are 
difficult or impossible to detect when multiple similar signals are present. 
•   Some changes to LEV appear to be influenced by changes of energy in low frequency 
bands (63 Hz to 250 Hz octave-bands), potentially from a phase cancellation effect. 
•   The decorrelation of ambience had very little impact on TQ in the listening position, 
possibly due to the direct sound masking any spectral distortions. 
•   The only negative effect on TQ by decorrelation was with the broadband phase-based 
methods on the Drums sample, which may be related to low frequency decorrelation 
distortion or the smearing of the kick and snare drums transients. As a result, a slight 
improvement of TQ was seen for the high-pass decorrelation conditions.  
•   There was some source-dependency of ambience level on TQ – for the Male Speech, 
less ambience resulted in better TQ due to clarity and intelligibility, whereas for the 
Acoustic Guitar, less ambience seemed to decrease the TQ. 
•   For sources with sufficient high frequency content, high-pass decorrelation may be a 
useful approach for achieving similar levels of LEV with little-to-no impact on TQ.
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8   SUMMARY  AND  CONCLUSIONS  
This chapter summarises the findings of the experiments and subsequent analysis that are pre-
sented in the current thesis. The first section details the experiments that have been undertaken, 
along with the key findings during each phase. Following this, overall conclusions are drawn, 
featuring discussions that regard the practical implications of the findings. Lastly, further work 
is considered based on the experimental results described in this thesis. 
8.1   Summary  of  Chapters  
8.1.1   Chapter  0  (Introduction)  
The first chapter of the present thesis (Chapter 0) introduces the background of the study and 
the initial research questions that were proposed. The basic understanding of interchannel 
decorrelation in the horizontal plane is described – that is, as signal correlation between a pair 
of left and right loudspeakers decreases, the horizontal extent of the phantom auditory image 
increases. However, it is determined that little knowledge is known about the perception of 
interchannel decorrelation between vertically-arranged loudspeakers. This leads to the main 
research question being: “What is the perceived effect of vertical interchannel decorrelation?” 
A focus of the study is placed on 2D-to-3D upmixing as a potential application of vertical 
interchannel decorrelation. In this regard, it is stated that upmixing from 5.1 Surround to Auro-
3D 9.1 (Auro Technologies, 2015a) shall provide the basis for the proceeding experiments. As 
a result, the effects of vertical interchannel decorrelation have been observed at three azimuth 
angles throughout the current thesis: ±30° and ±110°, along with 0° to assess the median plane. 
Furthermore, all presentations of vertical interchannel decorrelation in the thesis are between a 
main-layer loudspeaker at ear height, and a height-layer loudspeaker elevated directly above 
by +30°, as specified for the Auro-3D 9.1 format. 
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8.1.2   Chapter  1  (The  Spatial  Perception  of  Audio)  
Chapter 1 reviews the auditory mechanisms for localising and perceiving sound within space. 
The chapter begins with the fundamental cues of horizontal (lateral) localisation (Section 1.1.1) 
– these are a combination of interaural level difference (ILD) at high frequencies (> 1.5 kHz) 
and interaural time difference (ITD) at low frequencies (< 1.5 kHz), known as the ‘duplex the-
ory’. The effect of ILD in 3D surround sound reproduction is also considered, with regard to a 
reduction of the head-shadowing effect (less ILD) when sources are presented from height. 
Following this, the auditory mechanisms for localisation in the vertical domain are explored 
(Section 1.1.2). These primarily come in the form of spectral cues at higher frequencies (par-
ticularly around 8 kHz from the front); however, it is thought torso and shoulder reflections can 
also generate elevation notch cues as low as 700 Hz. Phenomena that see the inherent distribu-
tion of frequencies in the vertical domain known as the ‘pitch-height’ effect and the ‘directional 
bands’ effect are also discussed, suggesting an association with high frequency pinna filtering. 
The second section of Chapter 1 (Section 1.2) examines literature regarding the inherent spread 
of sound sources, both horizontally and vertically, where it is seen that lower frequencies are 
generally perceived as broader than higher frequencies. Furthermore, it is shown that loudness 
and signal duration can also have an impact on spread perception, in addition to frequency. The 
following section (Section 1.3) looks at spatial impression (the perception of sound within an 
enclosed space – e.g. a concert hall), of which the two main components are apparent source 
width (ASW) and listener envelopment (LEV). It is shown that both attributes are strongly 
dictated by lateral reflections, where early reflections (< 80 ms) contribute to ASW and late 
reflections (> 80 ms) contribute to LEV, with the impact of reflections from above (the ceiling) 
also considered in this section. A discussion on the role of the interaural cross-correlation co-
efficient (IACC) within ASW perception follows, which relates directly to the perception of 
horizontal decorrelation. The final section of the chapter (Section 1.4) looks at objective 
measures for quantifying and predicting spatial attributes (i.e. ASW and LEV). 
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8.1.3   Chapter  2  (The  Spatial  Control  of  Audio  in  Surround  Sound)  
In Chapter 2, the perception of sound by loudspeaker reproduction is considered, particularly 
with regard to commercial multichannel surround sound systems. The first section (Section 2.1) 
describes the loudspeaker formats that are widely in use today – from two-channel stereophony 
(left and right) up to more recently developed 3D surround sound systems (such as, Dolby 
Atmos, Auro-3D and DTS:X). The following section (Section 2.2) considers the control of a 
point source within loudspeaker reproduction, mostly by way of amplitude panning. It is found 
that the perception of panning between a pair of vertically spaced loudspeakers is largely inac-
curate. However, the studies demonstrate that a phantom auditory image can still be perceived 
in the vertical domain. There is also some suggestion that high frequencies contribute to the 
perception of vertical panning, which corresponds with the cues for vertical localisation.  
Section 2.3 discusses interchannel decorrelation and its perceived effects. It is found that decor-
relation techniques can broadly be split into phase-based and amplitude-based approaches. 
Phase-based methods alter the phase component of frequencies, typically by implementing all-
pass filters or random time-delays of critical bands. On the other hand, amplitude-based ap-
proaches tend to manipulate the spectral-amplitude of the input. This can be achieved both 
randomly or with fixed filters, and is often complementary between a pair of signals i.e. oppos-
ing differences. The potential effects of vertical interchannel decorrelation are also considered, 
however, little literature exists on the subject at present. The final section of the chapter (Section 
2.4) describes proposed two-to-five channel upmixing methods, most of which feature ambi-
ence extraction and decorrelation to generate signals for reproduction in surround channels. 
Lastly, recent proposals of potential 2D-to-3D upmixing algorithms are discussed. 
8.1.4   Chapter  3  (Horizontal  and  Vertical  Decorrelation)  
Chapter 3 describes a two-part experiment comparing horizontal and vertical interchannel 
decorrelation using the same stimuli. Three frequency bands were assessed: ‘Low’ (octave-
bands with centre frequencies of 63 Hz, 125 Hz and 250 Hz), ‘Middle’ (centre frequencies of 
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500 Hz, 1 kHz and 2 kHz) and ‘High’ (centre frequencies of 4 kHz, 8 kHz and 16 kHz). These 
frequency bands were decorrelated using the complementary comb-filtering method with time-
delays of 1 ms, 5 ms, 10 ms and 20 ms and gain factors between 0.0 and 1.0 (at increments of 
0.2, which varies the ICC). In the horizontal domain, stimuli were presented between a left and 
right loudspeaker pair with a base angle of 60°; and in the vertical domain, stimuli were pre-
sented through a vertically spaced loudspeaker pair in the median plane, with one position at 
0° elevation (ear height) and the other at +30° to the listening position. 
The key findings from the experiment are as follows: 
•   Interchannel decorrelation contributes to both horizontal and vertical image spread. 
•   The vertical decorrelation effect is noticeably weaker than horizontal decorrelation. 
•   Horizontal decorrelation was effective for all frequency bands, presumably due to the 
relationship with the interaural cross-correlation (IAC). 
•   Vertical decorrelation appears to be slightly more effective at lower frequencies (‘Low’ 
and ‘Middle’), though this may be due to a strong floor reflection in the listening room. 
•   Vertical decorrelation of the ‘High’ band is associated with spectral notches. 
•   The lack of VIS change for the ‘High’ frequency band could be related to an inherent 
vertical spread of frequencies from the ‘pitch-height’ effect. 
•   A time-delay of 1 ms with the complementary comb-filter method is unsuitable for low 
frequency decorrelation, due to an uneven distribution of frequencies. 
8.1.5   Chapter  4  (Octave-­Band  Decorrelation:  Subjective  Testing)  
Two experiments are described in Chapter 4, concerning the vertical interchannel decorrelation 
of octave-band stimuli from different azimuth angles. The first experiment looks at the relative 
perception of vertical image spread for octave-bands with centre frequencies from 63 Hz to 16 
kHz and broadband pink noise. Eight conditions were tested for each of the nine frequency 
bands: a monophonic condition (signal from the lower main-layer loudspeaker only), a 
Chapter 8: Summary and Conclusions 
 306 
correlated condition (coherent signals from both loudspeakers where the interchannel cross-
correlation coefficient (ICCC) is 1.0) and six decorrelated conditions. The decorrelated condi-
tions consisted of two decorrelation methods (phase randomisation by all-pass filters (PR) and 
complementary comb-filtering (CF)), each with three degrees of correlation (ICCCs of 0.1, 0.4 
and 0.7). These eight stimuli were presented as a multiple comparison trial from three azimuth 
angles of vertically-arranged loudspeaker pairs (based on Auro-3D 9.1 with an additional centre 
height): 0°, ±30° and ±110° azimuth, where the height channels were elevated by +30°. 
The key findings from this first experiment are as follows: 
•   A linear association between ICC and VIS appears to occur around the 500 Hz octave-
band and above. That is, as correlation decreases, the perceived VIS increases. 
•   The strongest relationship was seen for the 8 kHz octave-band at ±30°. 
•   The strength of the trend appears to be direction-dependent for each band: 
o   500 Hz and 1 kHz produced the strongest results in the median plane at 0° 
azimuth (where energy is equal in both ears). 
o   2 kHz, 4 kHz and 16 kHz produced the strongest results at ±110° (where head-
shadowing is greatest, increasing ILD from the main-layer channel). 
o   8 kHz and Broadband pink noise produced the strongest results at ±30° (where 
interaural differences and frontal spectral filtering from the pinna are present). 
•   PR and CF performed similarly, with PR producing slightly greater VIS in some cases. 
•   The monophonic condition was perceived as having a similar VIS to other conditions, 
which may have been related to the ‘pitch-height’ effect and/or room reflections. 
The second experiment assessed the absolute VIS of extreme stimuli conditions from the first 
experiment. These consisted of the monophonic condition, the coherent condition and one 
decorrelated condition (PR with an ICCC of 0.1) for each frequency band. Azimuth angles of 
0° and ±30° were tested, and a light emitting diode (LED) strip by the 0° azimuth position was 
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used to help capture the responses of absolute VIS. Controlling the LEDs, subjects were asked 
to visually define the upper and lower boundary of the VIS for each stimulus independently. 
The key findings from this second experiment are as follows: 
•   Lower frequencies tended to have a greater inherent VIS than high frequencies. 
•   Significant changes to boundaries were seen for octave-bands above 500 Hz. 
•   Large deviation around the boundary positions indicates a difficulty defining them. 
•   Evidence of the ‘pitch-height’ effect is observed with the 4 kHz and 8 kHz bands. 
•   ‘Directional bands’ may have influenced the 1 kHz, 4 kHz and 8 kHz band results.  
•   The 8 kHz band was strongly biased towards the height-channel loudspeaker. 
8.1.6   Chapter  5  (Octave-­Band  Decorrelation:  Objective  Analysis)  
Chapter 5 presents objective analysis of the stimuli signals from the subjective experiments in 
Chapter 4, as well as analysis of the binaural room impulse responses (BRIRs) captured in the 
listening room. Stimuli signals were binauralised with two sets of impulse responses – the first 
were anechoic head-related impulse responses (HRIRs) from the MIT KEMAR database, and 
the second were the BRIRs from the listening room. In the first analysis section, the spectra of 
the HRIR-convolved stimuli were inspected. The next section looks at the interaural cross-
correlation (IAC) of the both the HRIR-convolved and BRIR-convolved stimuli. Lastly, the 
early reflection to direct sound ratio is calculated from the BRIRs of the listening room. 
The key findings from the objective analysis are as follows: 
•   Spectral changes associated with decorrelation occur in the 8-16 kHz octave-bands at 
0° azimuth, 4-16 kHz bands at ±30° azimuth and 2-16 kHz bands at ±110° azimuth. 
•   There is a strong association between vertical decorrelation and spectral cues in the 8 
kHz band at all angles, where decorrelation ‘fills in’ vertical localisation notch cues. 
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•   For the 16 kHz band, the spectra of the decorrelated and monophonic conditions are 
mostly similar. However, the correlated condition results in phase cancellation at the 
ipsilateral ear – this cancellation is then reduced as the signal correlation decreases. 
•   Perception of VIS for the 2 kHz and 4 kHz bands appear to be mostly affected by a 
head-shadowing effect and changes to the spectrum in the contralateral ear. 
•   At wide azimuths (±110°) vertical decorrelation relates to IACC, due to the head-shad-
owing of the main-channel signal and decorrelation of the height-channel signal.  
•   VIS for 500 Hz and 1 kHz may have been affected by decorrelated early room reflec-
tions (IACC), hence the strong median plane result (where reflective energy is equal). 
•   ‘The Main-Layer Effect’ is observed, where a monophonic main-layer signal has 
greater early reflective energy than a vertical pair of loudspeaker signals (when both 
are level-matched), which in turn decreases IACC. This is particularly the case for the 
500 Hz and 1 kHz bands, where the monophonic conditions had greater perceived VIS. 
8.1.7   Chapter  6  (High-­Pass  Decorrelation  of  Complex  Stimuli)  
In Chapter 6, a two-part experiment is described that observes the effect of decorrelating high 
frequencies only in ambient complex signals. The first part assessed the relative vertical image 
spread (VIS) of stimuli, and the second part looked at tonal quality (TQ). Six sources were 
presented for each part: Male Speech, Cello, Drumkit, Acoustic Guitar, a String Quartet and 
Broadband Pink Noise. The cut-off frequencies for the high-pass decorrelation were defined by 
the lower limit of octave-bands between 63 Hz and 8 kHz, resulting in high-pass cut-offs of 44 
Hz (Broadband), 88 Hz, 177 Hz, 355 Hz, 710 Hz, 1420 Hz, 2840 Hz and 5680 Hz. Each of the 
eight cut-off conditions and a monophonic reference (lower main-layer loudspeaker only) were 
compared in multiple comparison trials (9 stimuli). All six sources were presented from three 
azimuth angles of vertically-arranged loudspeaker pairs (0°, ±30° and ±110°, where the height-
channel is elevated by +30°) – this resulted in 18 trials for both the VIS and TQ parts of testing. 
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The key findings of the experiment are as follows: 
•   High-pass vertical decorrelation with cut-off frequencies of 355 Hz and below (i.e. 
decorrelating the 500 Hz band and above) had a similar VIS to broadband vertical 
decorrelation for all sources and azimuth angles (0°, ±30° and ±110°). 
•   Vertical decorrelation causes a summing distortion, notably at low frequencies. 
•   For sources with a relatively static response at low frequencies (e.g. Pink Noise, Speech 
and Drumkit), TQ begins to decrease as the cut-off frequency is decreased. 
•   For dynamic musical sources (e.g. Cello, Acoustic Guitar and the String Quartet), 
decorrelation of lower frequencies can cause a slight increase of TQ in some cases. 
•   Decorrelating only the 8 kHz band and above can result in a significant increase of VIS 
over the monophonic reference, if the source signal has sufficient high frequency en-
ergy (e.g. the Drumkit and Pink Noise). 
•   For all the sources except Pink Noise from 0°, decorrelating the 500 Hz octave-band 
and above had no significant difference in TQ from the monophonic reference. 
•   It is concluded that high-pass decorrelation of the 500 Hz band and above (355 Hz cut-
off frequency) can significantly increase VIS, with little impact on TQ for the vast 
majority of conditions (by avoiding the summing distortion at low frequencies). 
8.1.8   Chapter  7  (2D-­to-­3D  Upmixing)  
Chapter 7 describes a two-part experiment where 2D-to-3D upmixed stimuli are assessed for 
both listener envelopment (LEV) and tonal quality (TQ). All 3D upmixed stimuli were created 
using vertical interchannel decorrelation of ambient signals between a main-layer and a height-
layer of loudspeakers – this was based on upmixing from 5.1 Surround to Auro-3D 9.1. Three 
decorrelation methods were used for upmixing the ambience: two phase-based (Kendall, 1995; 
Zotter & Frank, 2013) and one amplitude-based (Zotter & Frank, 2013). For each decorrelation 
method, two decorrelation conditions were implemented: broadband decorrelation and high-
pass decorrelation of the 500 Hz octave-band and above only (based on the results from Chapter 
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6). Three control conditions were also included (ambience in the main-layer only (the refer-
ence), ambience in the main-layer only attenuated by -3 dB and ambience in the height-layer 
only). This resulted in a total of nine conditions being compared in multiple comparison trials 
for both TQ and LEV. With all nine conditions, direct sound was also included in the front left, 
right and centre channels, providing a practical context for the experiment. A total of seven 
sources were assessed: Cello, Drumkit, Acoustic Guitar, String Quartet, Male Speech, Trumpet 
and an ensemble recording.  
The key findings from the experiment are as follows: 
•   Upmixing by vertical interchannel decorrelation had little significant effect on LEV. 
•   The strength of ambience had a significant effect on LEV, where the -3 dB attenuated 
condition had significantly less LEV than the main-layer reference for all sources. 
•   There was no significant difference between broadband and high-pass decorrelation. 
•   The amplitude-based method had slightly greater LEV than the phased-based ones. 
•   The greatest increase of LEV was seen for sources with more high frequency energy. 
For example, the Drumkit sample had the greatest energy in the 8 and 16 kHz bands 
and was the only source to show a significant increase of LEV.  
•   For sources with less high frequency energy, LEV appears to be dictated by changes in 
low frequency energy (from the summing distortion seen in Chapter 6). 
•   Changes in the ratio of front-back energy (F/B) also seem to correspond somewhat with 
perceived LEV, however, the variation between conditions is slight. 
•   Upmixing by vertical decorrelation had very little impact on perceived TQ. 
•   Only the Drumkit sample showed a slight decrease of TQ with broadband decorrelation 
using the phase-based methods – this was improved with high-pass decorrelation.  
•   Ambience level had some impact on TQ – for example, the -3 dB condition for the 
Male Speech improved TQ, due to an increase of clarity and intelligibility.   
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8.2   Conclusions  
In Section 8.1 above, a summary of the experimental findings from the present thesis are broken 
down by chapter. This section aims to consolidate some of the key findings and briefly discuss 
the practical implications that they bring. Firstly, it was seen in Chapters 4 and 5 that the per-
ception of vertical image spread (VIS) was strongly associated with the 8 kHz octave-band 
(particularly from the front). This relates directly to vertical localisation notches that occur 
within this region (Roffler & Butler, 1968a; Hebrank & Wright, 1974). The spectral analysis in 
Chapter 5 demonstrated how vertical decorrelation ‘filled in’ these directivity notches, most 
notably around 10-11 kHz. In the case of binaural rendering, it may be found that artificially 
‘filling in’ localisation notches of HRTFs can invoke a virtual sense of VIS – alternatively, 
vertically decorrelating between virtual loudspeakers is likely to have a similar effect. Chapter 
5 also suggests that vertical interchannel decorrelation at wide azimuth angles (±110°) could 
be related to changes in ILD and IACC, due the head-shadowing of the main-channel signal. It 
may be found that these cues can also influence the perception of VIS around the head in bin-
aural rendering, as well as provide a general improvement of localisation accuracy to the side. 
As is clearly demonstrated in the subjective results of Chapter 6, similarly significant increases 
of VIS can be generated by vertically decorrelating high frequencies only (when compared to 
vertical decorrelation of a broadband signal) i.e. ‘high-pass decorrelation’. This is of particular 
use for avoiding the low frequency summing distortion that has been observed in Chapters 5, 6 
and 7. It was determined that a potential cut-off frequency for high-pass decorrelation might be 
355 Hz (the lower limit of the 500 Hz octave-band), which produced a significant increase of 
VIS with little impact on the tonal quality for all complex sources. Having said that, the results 
in Chapter 6 also demonstrate that when the source signal has sufficient high frequency energy, 
a significant increase of VIS can be achieved by vertically decorrelating just the 8 kHz and 16 
kHz bands in a broadband signal. This supports the case that the 8 kHz octave-band is particu-
larly important for VIS perception. In object-based surround sound, where direct sound objects 
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are likely to contain more high frequency energy than ambient signals, it may be found that 
simply decorrelating the 8 kHz octave-band between spaced points is able to provide greater 
control over the object’s extent. 
An interesting effect that has been called the ‘main-layer effect’ is discussed in Chapter 5. It 
was observed that a monophonic signal from the main-layer loudspeaker had greater early re-
flection energy than a vertical stereophonic pair of signals, when both conditions were level-
matched. This is due to reflections from the two vertically-arranged loudspeaker signals arriv-
ing at the ears at different times, causing a distribution of reflection energy, whereas the two 
direct signals are summed together in alignment. When the monophonic signal is amplified to 
match the summed direct signals, the reflection energy is amplified along with it. It appears 
that this increase in early reflection energy may have caused an increase of VIS for monophonic 
conditions in the subjective testing (particularly for the 500 Hz and 1 kHz octave-bands). An 
implication of this might be that, if the presentation room is important to spatial perception, use 
of height-channel loudspeakers may be unnecessary for enhancing spatial impression. That is, 
a greater sense of LEV might be generated by utilising early reflections within the listening 
room. This hypothesis is somewhat shown in the upmixing experiments of Chapter 7, where 
there was very little change in LEV between the 2D main-layer reference and 3D upmixed 
stimuli, when both conditions are level-matched.  
One of the research aims proposed in the Introduction (Chapter 0) was to determine whether 
interchannel decorrelation is suitable for 2D-to-3D upmixing. The results in Chapter 7 suggest 
that there may be some slight increase of LEV when using an amplitude-based decorrelation 
method. However, it seems to rely on the source signal having sufficient high frequency energy, 
which is often lacking in ambient signals. To counter this, the high frequency energy of the 
source could be boosted, though this would not preserve the energy balance of frequencies 
within the original signal and may sound unnatural. Furthermore, vertical decorrelation could 
potentially be used in conjunction with other upmixing methods, for example, the perceptual 
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band allocation (PBA) method proposed by Lee (2016b). PBA routes different octave-bands to 
either main-layer or height-layer loudspeakers, based on their inherent vertical location due to 
the ‘pitch-height’ phenomena. It is shown to be an effective method for 2D-to-3D upmixing, 
however, it may also lead to specific frequency bands being perceived as points rather than a 
vertical spread of sound. Decorrelation could potentially be used in this instance, by generating 
a greater spread for frequencies that are inherently quite focused (e.g. 8 kHz). 
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8.3   Further  Work  
Based on the conclusions drawn in Section 8.2, further experiments are proposed to lead on 
from the work presented in the current thesis. Firstly, it appears that the effect of vertical inter-
channel decorrelation for upmixing may be weak with four decorrelated pairs (Chapter 7). As 
a result, it is proposed that a following experiment should be conducted with less vertically 
decorrelated pairs. In other words, comparing vertical decorrelation from the front left and right 
loudspeakers against decorrelation from rear left and right vertical pairs alone, in order to ob-
serve whether the sense of LEV can be increased. This is to try and preserve the spectral local-
isation cues that appear to be associated with vertical interchannel decorrelation, as displayed 
in Chapter 5 for discrete pairs of vertically-spaced loudspeakers. It was also shown in Chapter 
7 that changes in LEV broadly correspond with changes in energy from behind; therefore, it 
might be assumed that vertical decorrelation of the rear channels only (±110°) will be most 
effective, particularly when direct sound is present from in front. 
A second experiment proposed is related to the potential binaural rendering of VIS. In Chapter 
5, it was seen that vertical decorrelation had a clear influence on interaural differences, partic-
ularly at wider azimuth angles (±110°). It is thought that these are from the head-shadowing of 
the main-layer loudspeaker signal, resulting in vertical decorrelation contributing to a decrease 
of IACC from the decorrelated height-channel signal. It would be interesting to investigate 
whether simply applying interaural level difference (ILD), interaural time difference (ITD) and 
interaural decorrelation (decreasing IACC) can control the perception of VIS over headphones, 
based on the octave-band observations made in Chapter 5. To achieve this, vertically-decorre-
lated conditions would be binauralised as reference signals, much like the process described in 
Chapter 5 – these reference signals would then be octave-band analysed for ILD, ITD and 
IACC, with the results applied to an unprocessed sample. Comparing the artificially generated 
‘VIS’ signals against the binaural references could potentially provide further insight into how 
we perceive VIS and vertical interchannel decorrelation. 
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Lastly, the vertical decorrelation experiments described in the present thesis have been limited 
to a small number of decorrelation methods: complementary comb-filtering (Lauridsen, 1954; 
Schroeder 1958), phase randomisation by all-pass filtering (Kendall, 1995), and deterministic 
delay networks for both amplitude and phase decorrelation (Zotter & Frank, 2013). Given the 
similarity between the results for the two methods assessed in Chapter 4, it suggests that VIS 
may be controlled by the interchannel cross-correlation (ICC) between a single pair of verti-
cally-arranged loudspeakers, rather than the specific decorrelation method that is used to con-
trol ICC. Further testing is required to explore this hypothesis; therefore, it is proposed that 
other methods of decorrelation should also be assessed for vertical decorrelation. These could 
include random critical band delays (Bouéri & Kyirakakis, 2004) and random amplitude dif-
ferences as a function of frequency (Faller & Baumgarte, 2003; Fink et al., 2015). Furthermore, 
the absolute grading in Chapter 4 was only observed for one method of decorrelation (phase 
randomisation by all-pass filtering) – it would also be useful to observe whether the vertical 
phantom image is perceived differently for different decorrelation techniques. 
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APPENDIX  A:  HULTI-­GEN6  
A.0   Abstract  
This appendix describes HULTI-GEN (Huddersfield Universal Listening Test Interface Gen-
erator), a tool based in Cycling ‘74’s Max. HULTI-GEN is a user-customisable environment, 
which takes user-defined parameters (e.g. the number of trials, stimuli and scale settings) and 
automatically constructs an interface for comparing auditory stimuli, whilst also randomising 
the stimuli and trial order. To assist the user, templates based on ITU-R recommended methods 
have been included. As the recommended methods are often adjusted for different test require-
ments, HULTI-GEN also supports flexible editing of these presets. Furthermore, some existing 
techniques have been summarised within this appendix, including their restrictions and how 
they might be altered through using HULTI-GEN. HULTI-GEN is freely available online at: 
http://www.hud.ac.uk/research/researchcentres/mtprg/projects/apl/ 
A.1   Introduction  
Within the audio industry, efficient and reliable means of assessing auditory attributes are vital 
to helping us understand our perception of sound. Subjective listening tests on a computer are 
often used to carry out such assessments, where a listener is presented with a graphical user 
interface and asked to grade auditory stimuli one way or another. There is no ‘one method fits 
all’ approach to listening tests, and there are cases where the formats of existing recommenda-
tions and methods (as discussed briefly in Section A.2 below) require adjustment to test for 
novel attributes. When designing a listening test for these attributes, a robust and repeatable 
testing method is often thought to be the most important consideration. A few key features that 
require thought during test design are: the scale on which the user is grading, whether there are 
                                                   
6 Gribben, C. & Lee, H. (2015). Towards the Development of a Universal Listening Test Interface Generator in 
Max. Presented at the 138th Convention of the Audio Engineering Society. 
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audible reference or anchor points on the scale, and also how a large number of stimuli might 
be split into separate trials, to make testing more manageable for the listener. 
The content of this appendix describes HULTI-GEN (Huddersfield Universal Listening Test 
Interface Generator), a Cycling ‘74 Max-based tool that generates a listening test interface from 
user-defined parameters. The main aim of HULTI-GEN is to address the key features of test 
design mentioned above, by delivering a step-by-step process to customise and build a listening 
test interface. This has resulted in an adaptable tool that can be used for a broad range of listen-
ing test scenarios, as well as being a platform for novel test development. 
Initially developed for final year students at the University of Huddersfield, HULTI-GEN can 
be useful to both experienced and inexperienced audio researchers alike. In particular, those 
who want to pilot various approaches for comparing auditory stimuli, as well as develop new 
techniques, can benefit from the user-friendly flexibility of the software. Templates based on 
commonly used listening test methods have also been included, along with the ability to alter 
these presets. 
A.2   Listening  Test  Methods  
This section provides a brief summary and discussion on common listening test methods. 
As defined in ITU-R Recommendation BS.1116-3 (ITU-R, 2015a), the double-blind triple-
stimulus test method features a set of three auditory stimuli per trial. Two of the stimuli are 
graded for impairments against a third reference signal; one of those being graded is a hidden 
case of the reference signal. These judgments are made on a continuous five-grade scale, with 
descriptive anchors ranging from ‘Imperceptible’ (5.0) to ‘Very annoying’ (1.0). The method 
is commonly used to compare and detect small impairments of audio quality between high 
quality audio samples. It is recommended that ‘Basic audio quality’ be set as the single, global 
attribute during testing, although an experimenter may also choose to define and evaluate other 
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attributes. Potential attributes in the document, include, ‘Stereophonic image quality’, ‘Timbral 
quality’, and ‘Localisation quality’. Although these attributes also relate to audio quality, the 
grading scale might benefit from alternative labelling, which is something to consider during 
test design. The five-grade scale implemented here is also similar to the Mean Opinion Score 
(MOS) standard, which has been used for assessing the transmission quality of audio (ITU-T, 
1996). 
In contrast to the double-blind triple-stimulus, a format named the “MUltiple Stimulus test with 
Hidden Reference and Anchor (MUSHRA)” concerns medium to large impairments of inter-
mediate audio quality, as described in ITU-R Recommendation BS.1534-2 (ITU-R, 2015b). 
While MUSHRA also assesses perceived audio quality, the test features a multi-comparison 
layout instead, and was designed to test for the impairments of audio codec processing. These 
judgments are made on a continuous scale of 0-100, with five grading regions from Bad (0-20) 
through to Excellent (80-100). For each trial, multiple stimuli are compared against a high qual-
ity, unprocessed reference. Amongst the stimuli, three anchor samples derived from the refer-
ence are included – two with low-pass filters at 3.5 and 7 kHz (low and intermediate anchors), 
and the third is the unprocessed reference (hidden reference i.e. high anchor at 100). 
Variations of both the main test methods described above are often used for assessing auditory 
attributes other than audio quality (e.g. spatial characteristics, such as, apparent source width 
and listener envelopment). For example, if there were large spatial differences between stimuli, 
a multi-comparison method based on MUSHRA might be used. In this instance, the choice of 
reference is subjective and requires rational consideration. It would be invalid for an investiga-
tor to use the stimulus they perceive to be most spacious as the high anchor reference (i.e. 100 
on a scale of 0-100), as a test subject may perceive another stimulus to be more so. Therefore, 
movement of the reference from 100 would reduce bias and give room for the listener to grade 
higher. One solution for this has been to use a continuous bipolar scale (e.g. -50 to 50) where 
the reference is at 0, similar to the seven-grade comparison scale in BS.1284 (ITU-R, 2003). 
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This type of scale could also feature a semantic differential grading system, where two opposing 
adjectives are at either end of the scale (i.e. louder and quieter).  
All of the examples discussed so far use a continuous scale. A potential issue with this scale-
type is a lack of control over the way a subject grades it, in terms of the different spread of 
scores between listeners – this is usually addressed by normalisation of the results (ITU-R, 
2015b). Alternatively, a practical method to guide the use of a scale has been to introduce ad-
ditional audible anchors, helping to audibly define the scale limits and support the labelling 
(George et al., 2010). However, this technique may bring unwanted bias and affect the scale’s 
continuous nature, removing the option to normalise the data. An ABX test is a simple alterna-
tive for detecting slight perceptual difference between two samples, without the need for a scale. 
It is the same triple-stimulus format as (ITU-R, 2015a), but instead of grading, the listener is 
forced to identify which of the two stimuli is the hidden reference. Likewise, a pairwise com-
parison test is also used for small impairments, but does not feature a reference (De Man & 
Reiss, 2013). 
As there are many factors contributing to the design of a listening test, no single test method is 
correct for all situations, and new formats may need to be developed as novel auditory attributes 
are proposed. When contemplating test features, for instance, the inclusion of audible reference 
anchors or suitable labelling during test design, a listening test interface tool that allows the 
user to easily alter them would be of great use. 
A.3   Software  
A.3.1   Existing  Software  
Considering the thoughts in Section A.2 above, a number of adaptable listening test interfaces 
are already in existence (Ciba, Wlodarski & Maempel, 2009; Giner, 2013; De Man & Reiss, 
2014); however, they all have their limitations in terms of customisability, with some only 
available commercially. A large proportion of the open-source listening test programs are based 
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in MATLAB, due to its existing functions for handling audio and creating graphical user inter-
faces. Despite this functionality, it has been found that programming knowledge can be advan-
tageous when preparing and designing a test in MATLAB-developed software, which can limit 
the adaptation and flexibility for a less experienced user. There have also been occasional in-
stances of incompatibility with different versions of MATLAB, as well as some software being 
limited to certain operating systems. 
A.3.2   Development  Software:  Cycling  ‘74  Max  
Given these restrictions, the tool described in this brief (HULTI-GEN) is a patch that has been 
developed using the software Max (also referred to as Max/MSP, of which MSP is the Max 
Signal Processing module). Max is a cross-platform visual programming language from Cy-
cling ‘74, specifically designed for developing music and multimedia applications. Some useful 
features of Max, which have contributed in part to the initial development of HULTI-GEN, 
include: real-time manipulation of digital audio signals including multi-channel playback, an 
object/modular-based environment that encourages rapid prototyping, the ability to generate 
new objects (i.e. sliders) for a user without background editing, the capacity to export developed 
software as a standalone application or collective file, and the availability of graphical objects 
that allow the user to easily input and store data.  
Many listening tests have already been conducted using reliable interfaces developed in Max. 
However, these patches are often restricted to a particular testing method, making them an in-
flexible tool to the layman who has no prior knowledge of programming in Max. As far as the 
authors are aware, no such universal listening test generator, similar to those mentioned in Sec-
tion A.3.1, exists in the Max environment at the time of writing. Therefore, HULTI-GEN is 
considered to be a useful tool for both professionals and students conducting auditory research, 
no matter their level of experience in listening test design. 
Appendix A: HULTI-GEN 
 321 
A.4   HULTI-­GEN  Overview  
HULTI-GEN is a flexible listening test tool that generates a graphical user interface (GUI) for 
audio comparison tests. It has a focus on simplifying the user-experience for both the test de-
signer and test subject, and provides a customisable foundation on which to build novel testing 
formats. At present, HULTI-GEN has templates based on the ITU-R Recommendations 1534-
2 (MUSHRA) and 1116-2, as described above. 
No previous knowledge of the running software (Max) is needed to use HULTI-GEN, as all 
end-users interact solely with the GUI. The tool features a simple drag-and-drop system to 
import and store the audio filenames of the stimuli for testing, as well as a step-by-step guide 
for constructing and editing a listening test. This allows the test designer to efficiently prototype 
different test methods during pilot experimentation, through the swift adjustment of various test 
parameters and instantaneous generation of a new interface. 
In an attempt to address some of the listening test limitations discussed in Section A.2, key 
features of HULTI-GEN include the following: 
•   Full randomisation of the trial order and of stimuli within trials for each test conducted. 
•   Listening test templates of established methods are included, which can also be altered. 
•   A drag-and-drop function to quickly import the stimuli filenames when preparing a test. 
•   Definition of the scale limits and resolution, as well as the starting position of the slider. 
•   Flexible customisation of the scale labelling. 
•   The option to include an audible reference/ anchor at varying positions on the scale. 
A basic flow-chart detailing the listening test design process of HULTI-GEN’s GUI can be seen 
in Figure A.1. It demonstrates the ability to easily navigate from the Main Menu and edit many 
parameters, for instance, the distribution of stimuli, use and position of a reference, alterations 
to the grading scale, and importing new stimuli. There are also options to load the saved settings 
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or to create a completely new interface, which guides the user through the process and consid-
erations to make. 
 
 
Figure A.1  Flow-chart of the process in HULTI-GEN. 
 
An example of a listening test interface that has been generated in a prototype of HULTI-GEN 
can be seen in Figure A.2 – it features a multi-comparison format similar to MUSHRA, but 
with a bipolar scale, a reference signal at 0 and customised labelling. 
 
 
Figure A.2  An example HULTI-GEN interface in Max 7. 
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A.5   Conclusion  and  Future  Work  
HULTI-GEN is a Max-based tool for generating customisable listening test interfaces. It is 
thought the tool will be of interest (and use) to all audio researchers, particularly those inter-
ested in developing new testing methods. HULTI-GEN is freely available from: 
http://www.hud.ac.uk/research/researchcentres/mtprg/projects/apl/ 
In future, the tool would benefit from the incorporation of additional features, such as a control 
for the subject to adjust the loop size and the capability of multi-channel playback, giving an 
increased compliance with the recommended documents. There is also the potential to include 
other test methods in further development, for example, Pairwise Comparison, ABX, Mean 
Opinion Score and a way to help elicit novel auditory attributes. 
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