We introduce more general concepts of Riemann-Liouville fractional integral and derivative on time scales, of a function with respect to another function. Sufficient conditions for existence and uniqueness of solution to an initial value problem described by generalized fractional order differential equations on time scales are proved.
Introduction
The theory of fractional differential equations, specifically the question of existence and uniqueness of solutions, is a research topic of great importance [1, 8, 24] . Another important area of study is dynamic equations on time scales, which goes back to 1988 and the work of Aulbach and Hilger, and has been used with success to unify differential and difference equations [4, 6, 18] .
Starting with a linear dynamic equation, Bastos et al. have introduced the notion of fractional-order derivative on time scales, involving time-scale analogues of Riemann-Liouville operators [9] [10] [11] . Another approach originate from the inverse Laplace transform on time scales [12] . After such pioneer work, the study of fractional calculus on time scales developed in a popular research subject: see [13-15, 17, 29] and references therein. Recent results, since 2015, cover fractional q-symmetric systems on time scales [33] ; existence of solutions for delta Riemann-Liouville fractional differential equations [35] ; existence and uniqueness of solutions for boundary-value problems of fractional-order dynamic equations on time scales in Caputo sense [34] ; existence of solutions for impulsive fractional dynamic equations with delay on time scales [21] ; and existence of solutions for Cauchy problems with Caputo nabla fractional derivatives [36] . As a real application, we mention the study of calcium ion channels that are retarded with injection of calcium-chelator Ethylene Glycol Tetraacetic Acid [20] . In fact, physical applications of fractional initial value problems in different time scales abound [25, 32] . For example, fractional differential equations that govern the behaviors of viscoelastic materials with memory and the creep phenomenon have been proposed in [19] for the continuous time scale T = R; fractional difference equations in discrete time scales T = hZ, h > 0, or T = q Z , with relevance in the description of several physical phenomena, are studied in [2, 27] ; nonlocal thermally sensitive resistors on arbitrary time scales T are investigated in [31] . Here, we extend available results in the literature by introducing more general concepts of fractional operators on time scales of a function with respect to another function. Then, we investigate corresponding generalized fractional order dynamic equations on time scales.
The paper is organized as follows. In Section 2, we briefly recall necessary definitions and results. Our own results are then given in Section 3: we define a fractional integral operator of Riemann-Liouville type on time scales (Definition 3.1) and a generalized fractional derivative (Definition 3.2). Such generalizations on time scales help us to study relations between fractional difference equations and fractional differential equations. On the other hand, they also provide a background to study boundary value problems including fractional order difference and differential equations. In this direction, we generalize the recent results of [16] by proving some sufficient conditions for uniqueness and existence of solutions of a fractional initial value problem on an arbitrary time scale (see Theorems 3.5 and 3.6). We end with Section 4 of illustrative examples.
Preliminaries
In this section, we recall some definitions and results that are used in the sequel. We use C(J , R) to denote the Banach space of continuous functions with the norm
where J is an interval. A time scale T is an arbitrary nonempty closed subset of the real numbers. The calculus on time scales was initiated by Aulbach and Hilger [7, 26] in order to create a theory that can unify and extend discrete and continuous analysis. The real numbers R, the integers Z, the natural numbers N, the nonnegative integers N 0 , the h-numbers (hZ = {hk : k ∈ Z}, where h > 0 is a fixed real number), and the q-numbers (q [2, 3] are intervals of real numbers. Any time scale T, being a closed subset of the real numbers, has a topology inherited from the real numbers with the standard topology. It is a complete metric space with the metric (distance) d :
Consequently, according to the well-known theory of general metric spaces, we have for T the fundamental concepts such as open balls (intervals), neighborhoods of points, open sets, closed sets, compact sets, and so on. In particular, for a given number N > 0, the N -neighborhood U δ (t) of a given point t ∈ T is the set of all points s ∈ T such that d(t, s) < N . By a neighborhood of a point t ∈ T it is meant an arbitrary set in T containing a N -neighborhood of the point t. Also, we have for functions f : T → R the concepts of limit, continuity, and the properties of continuous functions on general complete metric spaces (note that, in particular, any function f : Z → R is continuous at each point of Z). The main task is to introduce and investigate the concept of derivative for functions f : T → R. This proves to be possible due to the special structure of the metric space T. In the definition of derivative, an important role is played by the so-called forward and backward jump operators.
Definition 2.1 (See [18]). For t ∈ T, one defines the forward jump operator
while the backward jump operator ρ : T → T is defined by ρ(t) = sup{s ∈ T : s < t}.
In addition, we put σ(max T) = max T if there exists a finite max T, and ρ(min T) = min T if there exists a finite min T.
Obviously, both σ(t) and ρ(t) are in T when t ∈ T. This is because of our assumption that T is a closed subset of R. Let t ∈ T. If σ(t) > t, then we say that t is right-scattered, while if ρ(t) < t, then we say that t is left-scattered. Also, if t < max T and σ(t) = t, then t is called right-dense, and if t > min T and ρ(t) = t, then t is called left-dense.
The derivative makes use of the set T κ , which is derived from the time scale T as follows: if T has a left-scattered maximum M , then T κ := T\{M }; otherwise,
Definition 2.2 (Delta derivative [3] ). Assume f : T → R and let t ∈ T κ . One defines
provided the limit exists. We call f ∆ (t) the delta derivative (or Hilger derivative) of f at t. Moreover, we say that f is delta differentiable on
Definition 2.4 (See [3, 18] 
All rd-continuous bounded functions on [a, b) are delta integrable from a to b. For a more general treatment of the delta integral on time scales (Riemann, Lebesgue, and Riemann-Stieltjes integration on time scales), see [18, 23, 28] . 
Definition 2.7 (Fractional integral on time scales [16]). Suppose T is a time scale, [a, b] is an interval of T, and h is an integrable function on [a, b].
Let 0 < α < 1. Then the (left) fractional integral of order α of h is defined by
where Γ is the gamma function.
Using Definition 2.7, one defines the Riemann-Liouville fractional derivative on time scales. Definition 2.8 (Riemann-Liouville derivative on time scales [16] ). Let T be a time scale, t ∈ T, 0 < α < 1, and h : T → R. The (left) Riemann-Liouville fractional derivative of order α of h is defined by
Main Results
We begin by generalizing the concepts of fractional integral and fractional derivative given by Definitions 2.7 and 2.8, by introducing the concept of fractional integration and fractional differentiation on time scales of a function with respect to another function.
Definition 3.1 (Generalized fractional integral on time scales). Suppose T is a time scale, [a, b] is an interval of T, h is an integrable function on [a, b]
, and g is monotone having a delta derivative g ∆ with g ∆ (t) = 0 for any t ∈ [a, b]. Let 0 < α < 1. Then, the (left) generalized fractional integral of order α of h with respect to g is defined by , and g is monotone having a delta derivative g ∆ with g ∆ (t) = 0 for any t ∈ [a, b]. Let 0 < α < 1. Then, the (left) generalized fractional derivative of order α of h with respect to g is defined by Let z be a monotone function having a delta derivative z ∆ with z ∆ (t) = 0 for any t ∈ J . We consider the following initial value problem: In what follows, T is a given time scale and J = [t 0 , t 0 + a] ⊆ T. 
Proof. By Definitions 3.1 and 3.2, we have
Moreover,
It follows from (3.2), (3.1) and Definition 3.1 that
The proof is complete.
Our first main result is based on the Banach fixed point theorem [22] .
Theorem 3.5. Let f : J × R → R be continuous and assume there exists a constant L > 0 such that
where 4) then problem (3.1) has a unique solution on J .
Proof. We transform problem (3.1) into a fixed point problem. Consider the operator F : C(J , R) → C(J , R) defined by
We need to prove that F has a fixed point, which is a unique solution of (3.1) on J . For that, we show that F is a contraction. Let x, y ∈ C(J , R). For t ∈ J , we have
Then, it follows from (3.4) that
By (3.3), F is a contraction and thus, by the contraction mapping theorem, we deduce that F has a unique fixed point. This fixed point is the unique solution of (3.1). Now, we give our second main result, which is an existence result based upon the nonlinear alternative of Leray-Schauder, applied to completely continuous operators [22] . Theorem 3.6. Suppose f : J × R → R is a rd-continuous bounded function such that there exists N > 0 with |f (t, y)| ≤ N for all t ∈ J , y ∈ R. Then problem (3.1) has a solution on J .
Proof. We use Schauder's fixed point theorem [22] to prove that F defined by (3.5) has a fixed point. The proof is given in four steps.
Step 1: F is continuous. Let y n be a sequence such that y n → y in C(J , R). Then, for each t ∈ J ,
Since f is a continuous function, we have −
Examples
When function z is the identity id, we have I α a;id = I α a , that is, we get the ordinary left Riemann-Liouville fractional integral. In this very particular case, existence of solution to fractional problem (3.1) on time scales has been recently investigated in [16] . Here we cover the general situation: existence of solution to the fractional initial value problem (3.1), for a general function z. For illustrative purposes, let z(t) = t 2 , T = 2 N , α = Then the conditions of Theorem 3.5 are satisfied, and we conclude that there is a function y ∈ C(J , R) solution of (3.1).
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