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Abstract
We establish a short exact sequence to relate the germ model of invariant subspaces of a Hilbert space
of vector-valued analytic functions and the sheaf model of the corresponding coinvariant subspaces. As a
consequence we obtain an additive formula for Samuel multiplicities. As an application, we give a different
proof for a formula relating the fibre dimension and the Samuel multiplicity which is first proved in Fang
(2005) [11]. The feature of the new proof is that the analytic arguments in Fang (2005) [11] are now
subsumed by algebraic machinery.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we prove an additive formula (5) for Samuel multiplicities on Hilbert spaces of
analytic functions. To prove the formula we establish a short exact sequence (4) which enables us
to capture the information in the much-studied sheaf model [7,16] of a quotient module, by the
germ model of a submodule, a model which has received less attention in the past (see Section 4).
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is of fundamental importance for applications in algebraic geometry and a parallel version in
operator theory (see (2)) is proved, say, for the Hardy space H 2(D) and the Dirichlet space D
over the unit disk, but not possible for the Bergman space L2a(D) [10]. The obstacle for L2a(D)
is largely the fact that the codimension dim(M  zM) of an invariant subspace can be arbitrary
[1,3]. In several variables, the formula (2) is true for the symmetric Fock space H 2d [13], but the
problem remains open for the Hardy space over the ball or over the polydisc in Cd , d  2. For
more details on Samuel additivity on these function spaces, see Section 3.
The purpose of this paper is to show that a modification of the Samuel additivity formula
holds for natural Hilbert spaces of analytic functions, such as those related to weighted shifts.
Namely, we define Samuel multiplicities on coinvariant subspaces by the sheaf model, while on
invariant subspaces we use the germ model to define these multiplicities. Then we show that they
naturally add up to the total multiplicity.
Our motivation is to obtain a conceptual understanding of the following formula (1) from [11],
which holds for invariant subspaces M ⊂ H ⊗ CN of a large class of Hilbert spaces of analytic
functions, such as the Hardy space or the Bergman space over the unit ball or the polydisc:
f d(M)+ e(M⊥)= N. (1)
For explanation of notations, see Theorem 6. In this formula the fibre dimension f d(M), an
analytic invariant, is added to the Samuel multiplicity e(M⊥), an algebraic invariant. The novelty
in our new proof of (1) is probably that many of the analytic and computational arguments in [11]
are now replaced by algebraic ones.
Because the arguments in this paper have a heavy algebraic and sheaf-theoretic flavor, in order
to see the relevance to other problems in operator theory, we recall that the case of the symmetric
Fock space allows one to show that the curvature of a pure d-contraction is equal to the Samuel
multiplicity [12]. Also formula (1) can be used to calculate Fredholm indices of many Hilbert
modules [11].
2. Definition of Samuel multiplicity in operator theory
For a single operator T ∈ B(H), the Samuel multiplicity is defined to be
e(T ,H) = lim
k→∞
dim(H/T kH)
k
,
which is well defined and is indeed a finite integer if dim(H/TH) < ∞ [9].
In general, by a Hilbert module H over the polynomial ring A = C[z1, . . . , zd ] [4] we mean
a complex, separable Hilbert space H which admits an A-module structure such that the action
of each zi induces a bounded operator Ti on H . Then let T = (T1, . . . , Td). The assumption we
will need is that dim(H/TH) < ∞, where TH  T1H + · · · + TdH.
Let I = (z1, . . . , zd) ⊂ A be the maximal ideal at the origin. According to results on Hilbert
polynomials [5,6,14], the function
φH,T (k) = dim
(
H/IkH
)
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e(H) = d! · lim
k→∞
dim(H/IkH)
kd
exists, and is an integer, which we define to be the Samuel multiplicity of H with respect
to I [8]. This is an important invariant in algebraic geometry and its Hilbert space version has
found many connections with operator theory in recent years.
Examples of e(·). Let H 2 be the Hardy space or the Bergman space over the unit ball or the
polydisc in Cd , and let H = H 2 ⊗ CN , where N ∈ N. Assume that M ⊂ H is a submodule and
M⊥ is the associated quotient module, with module actions induced by the multiplication of
coordinate functions z1, . . . , zd .
(1) e(H) = N , which can be checked directly from the definition of e(·).
(2) e(M⊥) is always finite since we have
M⊥/IM⊥ ∼= H/(IH + M),
which is finite dimensional. Indeed, we have
M⊥/I kM⊥ ∼= H/(I kH + M), ∀k ∈ N.
Since the dimension of H/(IkH + M) is at most that of H/IkH , it follows that
e
(M⊥) e(H) = N.
(3) e(M) = dim(M  zM) when d = 1. In general, e(M) < ∞ if and only if
dim(M/IM) < ∞.
(4) When H 2 is the symmetric Fock space H 2d and M ⊂ H 2 ⊗ CN , e(M) is either at most N
or equal to ∞ [13].
Notations and Conventions. In this paper we mainly work with Hilbert modules of ana-
lytic functions, as well as their submodules and quotient modules. We always assume that
the module actions are induced by the multiplication of coordinate functions. Moreover, we
use I = (z1, . . . , zd) to denote the maximal idea at the origin, either in the polynomial ring
A = C[z1, . . . , zd ] or in O0, the local ring of germs of analytic functions around the ori-
gin. Samuel multiplicities are always taken with respect to I , unless otherwise specified. Let
Iλ = (z1 − λ1, . . . , zd − λd) be the maximal ideal of A at λ = (λ1, . . . , λd) ∈ Cd .
3. Additivity of Samuel multiplicities
Let H be a Hilbert module of analytic functions over a domain Ω ⊂ Cd containing the origin.
Let M ⊂ H ⊗CN be a submodule, and M⊥ be the associated quotient module. Then the Samuel
additivity formula concerns whether the following equation holds:
e(M)+ e(M⊥)= e(H ⊗ CN ). (2)
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the formula does hold, one has
e
(
H ⊗ CN )= N, and e(M) = dim(M  zM).
In particular, the codimension-N property
dim(M  zM)N
follows since e(M⊥) 0,
Indeed the study of (2) has led the second author to show in [10] that
dim(M  zM) = sup
λ∈D
dim
(M(λ))N,
where
M(λ) {f (λ): f ∈ M}
is a subspace of CN .
On the other hand, for H = H 2d , the symmetric Fock space over the unit ball in Cd , the
additivity formula (2) holds if and only if dim(M/IM) < ∞ [13].
Lastly, for the Bergman space H = L2a(D), it is well known that e(M) = dim(M  zM) can
be arbitrarily large [1,3], hence the additivity formula is far from being true.
In summary, it appears that the failure of the Samuel additivity (2) is largely due to the fact
that dim(M  IM) can be too large. In order to rescue the formula, one needs to modify the
definition of e(M) on M to ensure its finiteness.
4. Sheaf model vs. germ model
The (rather successful) idea of sheafifying a Hilbert module H encodes information about H
by algebraic modules and in this vein the standard procedure is to consider the so-called sheaf
model H˜ [7,16],
H˜ = O(H)/(T −w)O(H).
Here O(H) denotes the sheaf of H -valued analytic functions, the tuple T = (T1, . . . , Td) de-
notes the module actions of multiplication of z1, . . . , zd on H , w = (w1, . . . ,wd) the coordinate
functions for the sheave O, and
(T − w)O(H) = (T1 −w1)O(H) + · · · + (Td −wd)O(H).
Moreover, we are interested in the stalk H˜λ at a point λ ∈ Cd ,
H˜λ = Oλ(H)/(T − w)Oλ(H),
which is a module over Oλ.
For further discussion more notations and conventions are needed. We will write a basic tensor
f ∈ O(H) or O0(H) as h⊗g(w), where h ∈ H , w being the variable for the sheaf O, and g being
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an element f ∈ O0(H) is represented by an H -valued analytic function over a neighborhood of
the origin, so we have a power series expansion
f =
∑
i0
fi ⊗ wi,
where fi ∈ H. In several variables, one just replaces the index i by a multi-index I = (i1, . . . , id ).
(There seems to be no danger of confusing it with the ideal I = (z1, . . . , zd).)
On the other hand, there is another rather naive way to sheafify a submodule M if we assume
that elements of M are E-valued analytic functions over a domain Ω ⊂ Cd . Here E is another
Hilbert space. Namely, we consider the sheaf Mˆ generated by elements of M as analytic func-
tions. For the stalk of a function f ∈ M at a point λ ∈ Ω , we send the function directly to its
germ
f ∈ M → fλ ∈ Oλ(E),
and call the resulting sheaf Mˆ the germ model of M over Ω . Note that this is not a functorial
operation. Also note that an element in Mˆλ is a finite linear combination of elements of the form
r · fλ, where r ∈ Oλ and f ∈ M.
Comparison of H˜ and Mˆ. The sheaf model H˜ has been thoroughly studied [7], while the germ
model Mˆ receives less attention, probably because Mˆ is not a functorial construction, while
the sheaf model H˜ is. In particular, H˜ is a right-exact functor. For Mˆ, from the viewpoint of
homological algebra, an operation with no exactness and no functoriality is usually of less value.
Another serious drawback of Mˆ is that it applies only to submodules.
The germ model Mˆ, however, is clearly much easier to define, and one of the main findings
of this paper is to show that under natural conditions the germ model Mˆ encodes essentially all
information in the sheaf model M˜⊥ of the associated quotient module. In particular, for Samuel
additivity, we have the following result.
Theorem 1. Let H be the Hardy space or the Bergman space over the unit ball or the polydisc
in Cd (d ∈ N), and M ⊂ H ⊗ CN (N ∈ N) be an invariant subspace. Then
e(Mˆ0)+ e
(M˜⊥0)= N. (3)
So this version of Samuel additivity circumvents the difficulty associated with the largeness
of dim(M  zM). The proof of Theorem 1 is given after Proposition 5.
Remarks.
(1) Both Samuel multiplicities are taken with respect to I = (z1, . . . , zd) ⊂ O0.
(2) Note that e((H˜ ⊗ CN)0) = e((Ĥ ⊗ CN)0) = N .
(3) The theorem is not stated in the most general form and follows from Theorem 2.
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Let E be a Hilbert space and let H be a Hilbert module of E-valued analytic functions over a
domain Ω ⊂ Cd . We say that H is regular at a point λ ∈ Ω if
dim(H/IλH) < ∞.
By a natural Oλ-module homomorphism jλ : Hˆλ → H˜λ we mean an Oλ-module homomor-
phism such that
jλ(fλ) = (f˜ ⊗ 1)λ, ∀f ∈ H.
Recall that fλ ∈ Oλ(E) is the germ at λ of f ∈ H as an E-valued analytic function, and f ⊗ 1 is
a constant function in the space O(H) of H -valued analytic functions. Moreover, the ˜(·) denotes
the class in the sheaf model O(H)/(T −w)O(H).
Remark. To connect the sheaf model H˜ and the germ model Hˆ it is natural to construct homo-
morphisms between them. We do not know reasonable conditions to guarantee the existence of
morphisms in the reverse directions H˜λ → Hˆλ, other than isomorphisms. We also do not know
the implications that the existence of such morphisms has.
Theorem 2. If a Hilbert module H of vector-valued analytic functions over a domain Ω ⊂ Cd
satisfies that
(1) H is regular at λ ∈ Ω , that is, dim(H/IλH) < ∞,
(2) there is a natural Oλ-module homomorphism jλ : Hˆλ → H˜λ, extending jλ(fλ) = (f˜ ⊗ 1)λ
for f ∈ H ,
then for any submodule M ⊂ H , one has a short exact sequence of finitely generated Oλ-
modules
0 → Mˆλ kλ−→ H˜λ qλ−→ M˜⊥λ → 0. (4)
It follows the Samuel additivity formula
e(Mˆλ)+ e
(M˜⊥λ)= e(H˜λ). (5)
Here the Samuel multiplicities are taken with respect to Iλ. The map kλ in (4) is the composition
of the map iλ : Mˆλ → Hˆλ, which is induced by the inclusion i : M ↪→ H , and the natural map
jλ : Hˆλ → H˜λ. Lastly, qλ is induced by the quotient map q : H → H/M ∼= M⊥.
The existence of jλ is discussed in Section 6. The proof of Theorem 2 is in Section 7. It is
probably natural to ask whether e(Mˆλ) and e(M˜⊥λ) admit more operator-theoretic interpreta-
tion such as that e(M) is just dim(M  zM) in one variable. For e(Mˆλ), as we will see in
the proof of Theorem 6, it is equal to the fibre dimension under fairly natural conditions. For
e(M˜⊥λ), although it is not obvious from definition, it is indeed always equal to the Samuel mul-
tiplicity e(M⊥) defined by spatial actions directly [13]. These observations form the idea of our
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below, can be regarded as a lifting of formula (1) to the sheave level.
Theorem 2 admits a sheaf version.
Theorem 3. If a Hilbert module H of vector-valued analytic functions over a domain Ω ⊂ Cd
satisfies that
(1) H is regular at any λ ∈ Ω , dim(H/IλH) < ∞,
(2) there is a natural O|Ω -module homomorphism of analytic sheaves j : Hˆ |Ω → H˜ |Ω , extend-
ing jΩ ′(f |Ω ′) = (f˜ ⊗ 1)|Ω ′ for f ∈ H and any open Ω ′ ⊂ Ω ,
then for any submodule M ⊂ H , one has a short exact sequence of coherent analytic sheaves
0 → Mˆ|Ω → H˜ |Ω → M˜⊥|Ω → 0. (6)
Proof. By standard results in sheaf theory, the exactness of the above sheave sequence is equiv-
alent to the exactness of the sequence of stalks at each point, which is the conclusion of Theo-
rem 2. 
So under the conditions of Theorems 2 and 3, the study of the sheaf model M˜⊥ of M⊥ can
be, in principle, transformed into the study of the germ model Mˆ of M. Next we show that
conditions (1) and (2) of Theorem 2 are satisfied for many natural Hilbert modules.
6. On the existence of the natural map jλ : Hˆλ → H˜λ and the proof of Theorem 1
Once we know that Hˆ0 ∼= H˜0 ∼= O0 when H is the Hardy space or the Bergman space over the
unit ball or the polydisc in Cd , Theorem 1 will follow from Theorem 2. Here we prove a more
general result.
Lemma 4. Let H be a Hilbert module of scalar-valued analytic functions over a domain Ω ⊂ Cd ,
d ∈ N, obtained by completing the polynomials A = C[z1, . . . , zd ] with respect to a Hilbert space
norm. That is, H = A¯.
If H is regular at λ ∈ Ω , that is, dim(H/IλH) < ∞, and λ ∈ int(bpe(H)), the interior of the
set of bounded point evaluations of H , then
Hˆλ ∼= H˜λ ∼= Oλ.
Moreover, the isomorphism between Hˆλ and H˜λ can be chosen to be an Oλ-module homomor-
phism jλ such that jλ(fλ) = (f˜ ⊗ 1)λ for any f ∈ H .
Proof. Without loss of generality we assume that λ = 0, so Iλ = I . The natural isomorphism
between Hˆ0 and O0 is easy: since Hˆ0 is a submodule of O0 generated by germs f0, f ∈ H , and
Hˆ0 contains a generator 10, the germ of the constant function f (z) = 1, the two modules are
indeed equal.
For H˜0 = O0(H)/(T −w)O0(H), we claim that
(1) any element x ∈ H˜0 can be represented by 1 ⊗ f0 ∈ O0(H) for some f0 ∈ O0;
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(3) 1˜ ⊗ f0 = (f˜ ⊗ 1)0 ∈ H˜0 for any f ∈ H .
For (1), we first show that dim(H/IH) < ∞ implies dim(H/IH) = 1. Notice that
dim(H/IH) < ∞ implies that IH is a closed subspace, hence 1C + IH is still closed. On
the other hand, 1C + IH contains all polynomials, so 1C + IH = H .
Let {hi ∈ H }dim(H/IH)i=1 be such that {hi + IH } span the space H/IH . By a result of
Markoe [15], when H is regular at the origin, the O0-module H˜0 is finitely generated and
is indeed generated by (h˜i ⊗ 1)0. Since dim(H/IH) = 1, 1 + IH spans H/IH . So (1˜ ⊗ 1)0
forms a generator of H˜0 and the submodule generated by (1˜ ⊗ 1)0 is of the form O0 · (1˜ ⊗ 1)0 =
{ ˜1 ⊗ f0(w), f0 ∈ O0}. Now (1) is verified.
To show (2), that is, H˜0 ∼= O0, it suffices to show that 1˜ ⊗ f0 = 0 for any nonzero f0 ∈ O0.
For convenience, we use 1z to denote the constant function 1 in H . Suppose that ˜1z ⊗ f0(w) = 0
for some f0 ∈ O0, that is, there are x(1), . . . , x(d) ∈ O0(H) such that
1z ⊗ f0(w) =
d∑
j=1
(Tj −wj)x(j). (7)
Then it is sufficient to show that f0 = 0.
Since f0 and x(j) are analytic functions around the origin, we can expand them into power
series
f0(w) =
∑
I
cIw
I and x(j)(w) =
∑
I
x
(j)
I ⊗wI .
Note that cI ∈ C and x(j)I ∈ H . By comparing the coefficients of each wI in (7), we have
c01z = T1x(1)0 + · · · + Tdx(d)0 , (8)
and for each I = (i1, . . . , id ),
cI 1z =
d∑
j=1
Tjx
(j)
I − x(j)I−ej . (9)
For each k  0, let
Sk =
d∑
j=1
∑
I : |I |=k
T I x
(j)
I−ej .
Claim One: ∑
cI z
I = Sk+1 − Sk.
I : |I |=k
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S1 = T1x(1)0 + · · · + Tdx(d)0
and S0 = 0, since x(j)I−ej are automatically zero. In general, we look at those I ’s such that |I | = k,
∑
I : |I |=k
cI z
I =
∑
I : |I |=k
T I · cI1z =
d∑
j=1
∑
I : |I |=k
(
T ITjx
(j)
I − T I x(j)I−ej
)
.
The second term yields Sk . The first term is equal to
d∑
j=1
∑
I : |I |=k
T I+ej x(j)I .
For each J with |J | = k + 1, there are d ways to rewrite it J = I + ej for j = 1, . . . , d . For each
rewriting, the vector x(j)I is determined by j , so we have
d∑
j=1
∑
I : |I |=k
T I+ej x(j)I =
d∑
j=1
∑
J : |J |=k+1
T J x
(j)
J−ej  Sk+1.
Claim Two: Sk = 0 for each k  1.
Proof of Claim Two. We will use induction. First, for k = 1, we have
c0 = S1 = z1x(1)0 + · · · + zdx(d)0 .
Since, as analytic functions around the origin, the left side is a constant and the right side vanishes
at the origin, we have both sides to be zero. Hence c0 = 0 and S1 = 0.
Now assume that Sk = 0. To deal with Sk+1, by Claim One, we have∑
I : |I |=k
cI z
I = Sk+1.
As analytic functions around the origin, the left side is a homogeneous polynomial of degree k
and the right side is of vanishing order at least k+ 1. It follows that both sides are zero. So Claim
Two is proved and so is (2).
For (3), by the definition of the sheaf model, one has
z˜f ⊗ r = T˜f ⊗ r = f˜ ⊗wr
for any f ∈ H and r ∈ O0. In particular, (p˜ ⊗ 1)0 = 1˜ ⊗ p0 for any polynomial p ∈ H . For
any f ∈ H , by the polynomial density assumption in the lemma, we can choose a sequence of
polynomials {pi} such that
‖pi − f ‖H → 0 as i → ∞.
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pi ⊗ 1 → f ⊗ 1 as i → ∞,
where the convergence is the convergence of analytic functions on any small neighborhood of
the origin. It follows
(f˜ ⊗ 1)0 = lim
i→∞(p˜i ⊗ 1)0,
which is equal to
lim
i→∞
˜1 ⊗ (pi)0.
Since pi → f in H -norm and 0 ∈ int (bpe(H)), we have pi → f as functions on some neigh-
borhood of 0. That is, (pi)0 → f0 in O0. It follows that
lim
i→∞
˜1 ⊗ (pi)0 = 1˜ ⊗ f0. 
Next we show that if we drop the polynomial density condition in Lemma 4, then it is possible
that there exists no required natural map jλ : Hˆλ → H˜λ.
Proposition 5. Let H be a C[z]-Hilbert module of scalar-valued analytic functions over a do-
main Ω ⊂ C. If H is regular at a point λ ∈ Ω , but dim(H/IλH) = 1, then there can be no
Oλ-module homomorphism jλ : Hˆλ → H˜λ such that jλ(f0) = (f˜ ⊗ 1)0, f ∈ H .
Proof. Without loss of generality we assume that λ = 0. Let t = dim(H/IH) ∈ N. Note that the
operator T = Mz, the multiplication by z, is a Fredholm operator on H with a trivial kernel; that
is, ker(T ) = {0}. By basic properties of Fredholm operators one has
dim
(
H/IkH
)= kt.
It follows that the Samuel multiplicity of H is
e(H) = t.
According to Theorem 1 in [13],
e(H˜0) = e(H) = t > 1.
Since H is regular at 0, by [15] H˜0 is generated (f˜1 ⊗ 1)0, . . . , (f˜t ⊗ 1)0, where f1 + IH, . . . ,
ft + IH forms a basis for H/IH . If the map j0 exists, then by the assumption on j0, one has
(f˜i ⊗ 1)0 = j0((fi)0). It follows that j0 is surjective; that is, j0(Hˆ0) = H˜0.
For Noetherian modules, the Samuel multiplicity of a module is at least the Samuel multiplic-
ity of its image under a module homomorphism, so
e(Hˆ0) e(H˜0).
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e(Hˆ0) t . But Hˆ0 is just a submodule of O0, so
e(Hˆ0) e(O0) = 1.
Contradiction. 
Now Theorem 1 follows from Theorem 2, which is proved in the next section.
Proof of Theorem 1. We just need to show the existence of the natural module homomorphism
j0 which is the identify map according to Lemma 4. Now the proof follows from Theorem 2.
7. Proof of Theorem 2
We first collect some facts about the I -adic topology on a module from [17]. Let R be a
Noetherian ring, I ⊂ R be an ideal, and M be an R-module, with a natural filtration {I kM}k1.
Define the I -adic topology on M by declaring the closure of a subset S ⊂ M to be
S¯ =
⋂
k1
(
S + I kM).
This topology is Hausdorff on M if and only if
⋂
k1 I
kM = {0}. More importantly, we need the
following fact.
Fact. (See [17, Corollary 4, p. 18].) If I is contained in the radical of R, that is, the intersection
of all the maximal ideals of R, then any submodule N of a finitely-generated R-module M is
closed under the I -adic topology on M ; that is, N¯ = N .
For the proof of Theorem 2, we assume without loss of generality that λ = 0. First we show
that the map j0 must be injective.
Claim. When H is regular at 0, there are finitely many f1, . . . , fr ∈ H such that (f1)0, . . . , (fr)0
generate Hˆ0. In particular, Hˆ0 is finitely generated.
Proof of Claim. First note that IHˆ0 = (ÎH)0 since each is the submodule of Hˆ0 generated by
IH . Next, since H is regular at 0, we can choose f1, . . . , fr ∈ H , where r = dim(H/IH), such
that
H = span{f1, . . . , fr} + IH.
It follows that
Hˆ0 = span
{
(f1)0, . . . , (fr)0
}+ (ÎH)0.
Hence the representatives of f1, . . . , fr span Hˆ0/IHˆ0. By Nakayama’s lemma [6, p. 124], the
germs of f1, . . . , fr generate Hˆ0. The claim is proved. 
Now we can write any element of Hˆ0 as
x = s1 · (f1)0 + · · · + sr · (fr)0,
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since we assume j0((fi)0) = f˜i ⊗ 1 and j0 is an O0-module homomorphism. If x = 0, we can
expand x into a power series around the origin
x = x0 + x1 + · · · ,
where we assume that xj is a homogeneous polynomial of degree j . Assume that x0 = · · · =
xK−1 = 0 and xK is the first nonzero term in the expansion. Then we call K = ord(x) the order
of x at the origin. Let PK(sj ) denote the Taylor polynomial of sj of degree K . Then we write
x = PK(s1) · (f1)0 + · · · + PK(sr ) · (fr)0 + x′,
and note that ord(x′)K + 1 and j0(x′) ∈ IK+1H˜0.
Suppose that j0(x) = 0, that is, there exists h(1), . . . , h(d) ∈ O0(H) such that
j0(x) = ˜(T − w)h,
where (T −w)h =∑dj=1(Tj −wj)h(j). We can expand h(j) at the origin to get where h(j)I ∈ H .
Since ˜fi ⊗ PK(si) = ˜PK(si)f ⊗ 1, if we let
f = f1PK(s1)+ · · · + frPK(sr ) ∈ H,
then we have
f ⊗ 1 + x′′ =
d∑
j=1
(Tj −wj)h(j),
where x′′ ∈ IK+1O0(H). In particular, the order of x′′ at the origin satisfies ord(x′′)K + 1.
Note that
d∑
j=1
(Tj − wj)h(j) =
d∑
j=1
T h
(j)
0 +
∑
I =(0,...,0)
d∑
j=1
(
Tjh
(j)
I − h(j)I−ej
)⊗ wI .
Here I = (i1, . . . , id ) ∈ Zd denotes the multi-index and ej = (0, . . . ,0,
j th︷︸︸︷
1 ,0, . . . ,0) denotes
the j th coordinate index for j = 1, . . . , d . If any component it of I is negative, that is, it < 0,
then we assume that h(j)I = 0 for any j .
By comparing the coefficients of elements in O0(H) in terms of power series of w, one has
f =
d∑
Tjh
(j)
0 ∈ H, (10)
j=1
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d∑
j=1
Tjh
(j)
I − h(j)I−ej = 0 (11)
for all 1 |I |K . Here |I | = i1 + · · · + id .
Claim. For each 1 t K + 1, one has
f =
d∑
j=1
∑
|I |=t
T I h
(j)
I−ej .
The case t = 1 is just (10). Now assume that the claim is proved for t  K and, in order to
prove the statement for t + 1, we look at
f =
∑
|I |=t
T I
d∑
j=1
Tjh
(j)
I =
∑
I,j
T I+ej h(j)I .
Note that for each h(j)I , its sup-index and sub-index determines the power of T in each term.
Rewrite I = J − ej , we have
f =
d∑
j=1
∑
|J |=t+1
T J h
(j)
J−ej .
Since each h ∈ H and each Tj is the multiplication by zj , it follows that ord(f )K + 1, hence
ord(x)K + 1. Contradiction. The injectivity of j0 is proved.
Next we consider the image of j0 ◦ i0, which is the submodule generated by (f˜ ⊗ 1)0 in H˜0.
We denote this submodule by N1 ⊂ H˜0. Let N2 ⊂ H˜0 be the submodule generated by represen-
tatives of O0(M) ⊂ O0(H) in H˜0, and we want to show that
N1 = N2
when H is regular at 0. Clearly, N1 ⊂ N2.
Next we prove N1 = N2 by considering their I -adic topology closures in H˜0. When H is
regular, H˜0 is finitely generated [15]. So any submodule of H˜0 is closed in this topology, by the
fact at the beginning of this section, since I is equal to the radical of O0. It follows that, in order
to show N1 = N2, it suffices to show
N1 + I kH˜0 = N2 + I kH˜0
for each k  1 by the definition of the I -adic closure. It is clear that N1 + I kH˜0 ⊂ N2 + I kH˜0.
For the other direction, we just need to show that
f˜0 ∈ N1 + I kH˜0
2040 G. Cheng, X. Fang / Journal of Functional Analysis 260 (2011) 2027–2042for any f ∈ O0(M). Expand f =∑∞l=0 fl ⊗wl , with fl ∈ M. Let
g =
k−1∑
l=0
zlfl ∈ M,
then
f˜0 = (g˜ ⊗ 1)0 +
( ˜∞∑
l=k
fl ⊗ wl
)
0
∈ (g˜ ⊗ 1)0 + I kH˜0.
Now we have proved N1 = N2.
Next we consider the left exactness of the sheaf model over the short exact sequence
0 → M → H → M⊥ → 0.
From this we obtain an exact sequence
→ O0(M)/(T − w)O0(M) l→ O0(H)/(T − w)O0(H) → M˜⊥ → 0.
We can complete the left end of the above exact sequence by observing that
image(l) = (O0(M) + (T −w)O0(H))/(T −w)O0(H).
So we have
0 → (O0(M)+ (T −w)O0(H))/(T −w)O0(H) → O0(H)/(T −w)O0(H) → M˜⊥ → 0.
Note that image(l) is equal to the submodule N2 of H˜0 generated by O0(M), hence it is also
equal to the submodule N1 generated by (f˜ ⊗ 1)0.
On the other hand, we observe that N1 = j0(i0(Mˆ0)). Since both j0 and i0 are injective O0-
module homomorphisms,
Mˆ0 ∼= image(l),
and we have the desired exact sequence
0 → Mˆ0 j0◦i0−→ H˜0 → M˜⊥0 → 0.
Now the Samuel additivity formula
e(Mˆ0)+ e
(M˜⊥0)= e(H˜0)
follows from standard results on Samuel additivity in algebra [6] since all involved modules are
now finitely generated over a Noetherian ring O0.
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In this section we give another proof of the following Theorem 6 which, under slightly differ-
ent technical assumptions, is proved by rather different methods in [11]. Our proof here is shorter
because the bulk of the argument is absorbed by the algebraic version of Samuel additivity.
Theorem 6. Let H be a Hilbert module of scalar-valued analytic functions over a domain
Ω ⊂ Cd containing the origin, d ∈ N, obtained by completing the polynomials A = C[z1, . . . , zd ]
with respect to a Hilbert space norm. That is, H = A¯.
If H is regular at 0 ∈ Ω , that is, dim(H/IH) < ∞, and 0 ∈ int (bpe(H)), the interior of the
set of bounded point evaluations of H , then for any submodule M ⊂ H ⊗ CN , N ∈ N, one has
f d(M)+ e(M⊥)= N.
Here the fibre dimension is defined as
f d(M) = sup
λ∈Ω
dim
(M(λ)),
with M(λ) = {f (λ), f ∈ M} ⊂ CN for any λ ∈ Ω . Moreover, the Samuel multiplicity e(M⊥)
is still taken with respect to I = (z1, . . . , zd), the maximal ideal at the origin.
Proof. By Theorem 1 in [13] we know that e(M⊥) = e((M˜⊥)0), hence by Theorem 2 and
Lemma 4 in this paper, it suffices to show that e(Mˆ0) = f d(M). This is basically a consequence
of properties of coherent analytic sheaves.
By the upper-semicontinuity of the codimension function λ → dim(H/IλH), we know that
H is regular on a neighborhood of the origin. Without loss of generality, we assume that H is
regular on Ω . By the claim at the beginning of the proof of Theorem 2, we know that Hˆ is
coherent on Ω . It follows that Mˆ as a subsheaf of Hˆ is also coherent. Now we need to recall two
natural ways to localize the coherent analytic sheave Mˆ at a point λ ∈ Ω [2]. First, let C = Cλ
be an Oλ-module with the module action given by (f ∈ Oλ, c ∈ C) → f (λ)c, and consider the
tensor
Mˆλ ⊗Oλ Cλ,
which is the first localization we need. For the second localization, we consider
Mˆ(λ) = {g(λ), g ∈ Mλ}
with the Oλ-module action given by (f ∈ Oλ, g(λ)) → f (λ)g(λ). Note that Mˆ(λ) is a subspace
of CN .
We claim that there are nowhere dense, analytic subsets S1, S2, S3 of Ω such that
(1) for λ ∈ Ω \ S1, f d(M) = dim(M(λ));
(2) for λ ∈ Ω \ S2, Mˆλ ⊗Oλ Cλ ∼= Mˆ(λ);
(3) for λ ∈ Ω \ S3, e(Mˆλ) = dimC Mˆλ/IλMˆλ.
2042 G. Cheng, X. Fang / Journal of Functional Analysis 260 (2011) 2027–2042For (1), this is a property of fibre dimension.
For (2), this is a property of subsheaves of the locally free sheave O(N) [2].
For (3), this is a property of any coherent analytic sheaves. For instance, we can choose S3
such that Mˆ is locally free on Ω \ S3. Then e(Mˆλ) is equal to the rank of the locally free
sheave, where the rank is equal to dimC Mˆλ/IλMˆλ. Moreover, e(Mˆλ) is independent of λ on
the entire Ω . In particular, e(Mˆλ) = e(Mˆ0).
Since S1, S2, S3 are nowhere dense in Ω , we can choose λ ∈ Ω \ (S1 ∪ S2 ∪ S3). Now the
proof of e(Mˆ0) = f d(M) can be completed once we observe that
(a) dim M(λ) = dim Mˆ(λ) for any λ ∈ Ω ; indeed, we have M(λ) = Mˆ(λ) ⊂ CN .
(b) Mˆλ ⊗Oλ Cλ ∼= Mˆλ/IλMˆλ, which is a general algebraic fact, true even for non-Noetherian
modules. 
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