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ABSTRACT 
Let M be an n X n real matrix, and let E,, be the elementary matrix with 1 in 
the (x, y) position and zero elsewhere. For L E C we call the matrix M + .zE,, an 
elementary matrix perturbation of M. Let X be any eigenvalue of M. Then there 
exists an (x, y) pair, 1~ x, y < n, and an analytic function h,,(z) defined in a 
neighborhood N of the origin such that: (a) h,,(O) = X. (b) h,,(z) is an eigenvalue of 
the elementary matrix perturbation M + .z~(~)E_, for any z E N, where k(X) is the 
dimension of the largest block containing X in the Jordan canonical form of M. 
(c) For any z E N, .z # 0, M + zE,, has k(X) distinct eigenvalues, all different from 
X. If X(z) is any one of these, then 1X - h(z)1 = O(l~li/~(~)). (d) For any z E N, 
.z # 0, M + zE,, has eigenvalue X with multiplicity s(A) - k(X), where s(X) is the 
(algebraic) multiplicity of X in M. (e) For all real positive or negative t E N, but 
generally not for both, M + tE,, has an eigenvalue with magnitude bigger than 1x1. If 
k(X) > 3 this is true for all t E N (both positive and negative). Part (e) has some 
interesting applications to matrices which have an eigenvalue of critical size with 
respect to some property of interest (for example, pulse processes on directed graphs). 
1. INTRODUCTION 
There are many situations in applied mathematics where matrices can be 
used to describe some system under consideration. Further, it is often the 
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case that the eigenvalues of such matrices have special significance relating to 
properties of interest of the system, including convergence over time or 
stability. Some examples are systems described by simultaneous differential 
equations, where the matrix in question contains the equation coefficients, 
and systems depicted by graphical models, where the associated matrix is the 
adjacency matrix of the graph. 
In the real world the entries in these matrices often are known only 
imprecisely. Thus, it is of interest to understand how small shifts in the 
entries of these matrices could affect the matrix eigenvalues and thence 
stability or convergence properties of the system. There is a vast literature 
dealing with both the theory and computational aspects of eigenvalue evalua- 
tion and more particularly how the eigenvalues, particularly those of extreme 
modulus, may be affected by perturbation of the matrix entries. (See, for 
example, [3,7, lo].) 
In this paper we examine a very special perturbation question from a 
slightly different perspective which does not appear to have been discussed in 
the literature. Suppose M is a given n X n real matrix with eigenvalue A. 
Then we consider the relation of the eigenvalues of M to those of a 
perturbation of M formed by changing the value of a single entry in M (what 
we call an elementary matrix perturbation). In particular we show that there 
is always some entry in M, say mxy , such that any slight change in the value 
of m,y -either up or down, but generally not in both directions-will mean 
that the resulting new matrix will have an eigenvalue with magnitude bigger 
than Ihl. 
This result means that whenever a real matrix M has an eigenvalue of 
critical size with respect to some property of interest, there always exists at 
least one entry in M such that the smallest change in its value in a specified 
direction will result in a new matrix without the specified property. For 
example, it is well known that the solution to a system of ordinary (constant 
coefficient) differential equations is unbounded if and only if the magnitude 
of any eigenvalue of the coefficient matrix is bigger than one. Let M be the 
coefficient matrix of a system of differential equations with at least one 
eigenvalue with magnitude one and all eigenvalues of magnitude less than or 
equal to one. Then there is at least one entry in M for which any slight 
change-up or down, but not generally both-will make the solution to the 
new system unbounded. 
The outline of this paper is as follows. In Section 2 we introduce the 
required definitions and notation. The main result (Theorem 3.1) is stated in 
Section 3. In this section we also give an application of particular interest to 
us and sketch the proof of Theorem 3.1. In Section 4 we establish six 
preparatory lemmas. These are required in Section 5, where the proof of 
Theorem 3.1 is detailed. 
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2. DEFINITIONS AND NOTATION 
Let M = ( mij) be a real n X n matrix. For integers X, y such that 
1~ X, y < n define E,, as the n X n matrix with 1 in the (x, y) position and 
0 elsewhere. For simplicity we Write E,, = (6(x, i)6(y, j)), where 6 is the 
Kronecker delta function, namely 6(a, b) = 1 if and only if a = b and 0 
otherwise. 
Let C = (cij) be the Jordan canonical form of M. Then there exists an 
invertible n x n matrix Q = (qij) such that Q- ‘MQ = C. It is well known 
(see, for example, [l, p. 2061) that we can write 
c= & C,, (2.1) 
r=l 
where C, is an nr X n, (complex) matrix containing some characteristic value 
X, of C on the diagonal and 1 on the superdiagonal if n, > 1. That is, 
c, = 
. 1 
0 A, 5 x n, 
Clearly c~=‘,~n, = n. Note that the XI’s need not be distinct for different 
values of r. 
It wiU be useful in the following to define the numbers A,. and B,, 
1~ r < R, as the beginning and end, respectively, of the rth block C,. 
That is, 
r-1 
A,= c n,+l 
p=l 
and 
B,= e np. 
p=l 
(2.3) 
126 
It follows readily that 
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cii = A, if A, < i < B,, (2.4) 
ci_l i=l if A,<ig B,, (2.5) 
cij = 0 if j#i,i+l. (2.6) 
For any XEQ=, let 
S(X)= {r:X=X,}. (2.7) 
Then S(A) is the set of all indices r for which the matrix C, has h as its 
diagonal element. Clearly S(X) is nonempty if and only if X is an eigenvalue 
of M. Define 
s(X) = 1 n,. (2.8) 
r‘sS(h) 
If s(X) # 0, then A is an eigenvalue of M with (algebraic) multiplicity s(X). 
For such X we define the dimension of the largest summand C, containing A 
as the index of X, denoted by k(A). Thus 
3. STATEMENT AND APPLICATION OF MAIN RESULTS 
THEOREM 3.1. Let M be a real n x n matrix. Let X be an eigenvalue of 
M. Then there exists an (x, y) pair, 1~ x, y < n, and an analytic function 
h,,(z) defined in a neighborhood N of the origin such that: 
(4 h,,(O) = A. 
(b) h,,(z) is an eigenvalue of M + z~(‘)E,~ for any z E N. 
(c) For any z E N, z # 0, the matrix M + zE,, has k(h) distinct eigen- 
values, all of which are diffment from A. Further, if A( z ) is any one of 
these then (h - X(z)1 = O(IZ~‘/~(‘)). 
(d) For any z E N, z + 0, M + zE,, has the eigenvalue X with multiplic- 
ity s(X) - k(h). 
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(e) For all real positive t E N, or for all real negative t E N, but generally 
not for both, M + tE,, has an eigenvalue whose magnitude is bigger than 1x1. 
Further, if k(A) > 3, then M + tE,, has an eigenvalue bigger than IhI in 
magnitude for all (both positive and negative) real t in N. 
The key result is (e). The latter part of (e) is perhaps somewhat startling, 
as least on first inspection. It results from splitting of eigenvalues of a sort 
which is known to occur (e.g. [lo, Section 3.2.61); the significance of the 
present paper is rather to show how generally eigenvalues are sensitive in the 
way which we are studying. 
Before giving some heuristic arguments justifying Theorem 3.1 (the 
rigorous proof occupies us in Sections 4 and 5) we provide an application. 
As suggested earlier, Theorem 3.1 has some interesting applications, one 
of which motivated this result. During the past two decades a number of 
alternative mathematical approaches have been developed to deal with 
problems which are characterized by a highly complex environment, a large 
number of relevant variables with interdependencies of varying importance 
among them, and imprecise or otherwise inadequate data. Such problems 
particularly proliferate in the health, social, and management sciences, where 
a very diverse set of criteria frequently must be brought to bear in decision- 
making. Some examples include energy use and air pollution in transportation 
systems and alternative policies for the efficient allocation of medical re- 
sources. 
One mathematical approach popularized by Roberts and others (see [4, 
Chapter 41 and the references cited therein) is the application of weighted 
directed graphs (digraphs) for representing and analyzing the underlying 
system. A directed graph, or digraph, D = (V, A) consists of a set V = 
{L2,..., n } of n labeled vertices and a subset A c V x V called the arc set. 
A weighted digraph is a digraph with a real number weight w(i, j) associ- 
ated with each arc (i, j) E A. The n X n matrix W = (w(i, j)) is the adjac- 
ency matrix of D, where the (i, j) entry is set to 0 if the arc (i, j) is not 
contained in A. If w(i, j) = f 1 for all (i, j) E A, then D is called a signed 
digraph. 
Digraph models are constructed as follows: the variables of the system are 
the vertices of the digraph. A directed arc from one vertex to another means 
that a change in the value of the first variable has a direct effect on the value 
of the second. The strength and direction (increasing or decreasing) of the 
effect is given by the weight associated with the directed arc. By introducing 
a time dimension, together with a rule for describing the propagation of 
changes through the vertices (change of value rule or pulse process rule) the 
system is endowed with dynamic properties. The basic problem is then to 
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determine the behavior of the system over time as a result of the interaction 
of external disturbances with the system’s internal structural dynamics. 
Stability notions for such systems have been defined and explored in 
certain cases. Roberts, in collaboration with others [4,5], defined a class of 
linear, autonomous pulse processes and developed stability criteria in terms of 
the magnitudes of the eigenvalues of the adjacency matrix of the digraph. 
THEOREM 3.2 (Roberts and Brown [6]). Suppose D is a weighted digraph 
and J is the Jordan canonical form of its adjacency matrix W. Then the 
following are equivalent: 
(a) D is pulse stable under all autonomous pulse processes. 
(b) D is pulse stable under all simple pulse processes. 
(c) Every eigenvalue of W has magnitude less than or equal to unity and 
every eigenvalue of W which is linked in J has magnitude less than unity. 
Further, D is value stable if and only if it is pulse stable and unity is not an 
eigenvalue of W. (An eigenvalue X of D is linked in 1 if there is an 
off-diagonal entry of 1 in some row of J in which A appears as the diagonal 
element.) 
The following corollary is of particular interest [5, p. 2481: 
COROLLARY 3.3. Suppose D is integer weighted and J is its Jordan 
canonical form. Then D is pulse stable if and only if every nonzero ei- 
genvalue of W has magnitude equul to unity and no nonzero eigenvalue of D 
is linked in I. 
The entries in W, representing the strength of the pairwise interactions 
between factors in the system, often are known only imprecisely. Thus it is 
important to assess how small changes to the entries in W will affect the 
stability properties of the overall system. 
Waterhouse [8] observed that if the absolute value of all the nonzero 
weights of a stable signed digraph D are increased by an arbitrarily small 
amount, then the resulting digraph is unstable. 
Further, it follows directly from Theorem 3.2 and standard analysis 
arguments (see, for example, [4]) that if a pulse stable weighted digraph has 
an eigenvalue with magnitude 1, then arbitrarily small changes to some of the 
weights can make the digraph pulse unstable. 
In model terms, in view of the relative imprecision attached to the 
weights in a typical application, this result emphasizes that weighted di- 
graphs with eigenvalues close to 1 in magnitude must be treated carefully. 
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So far we have examined situations in which many or perhaps even all of 
the weights in the original stable digraph would have to be shifted slightly 
according to some preset pattern in order to yield a new weighted but 
unstable digraph. The fact that pulse stability under all simple pulse processes 
is enough to guarantee overall pulse stability (Theorem 3.2) led us to 
investigate how stability properties of the digraph might be affected by small 
perturbations in precisely a single weight. 
The following result is direct consequence of Theorem 3.1(e). 
COROLLARY 3.4. Suppose that a weighted digraph D with adjacency 
matrix M is pulse stable and at least one of its eigenvalues has magnitude 
one. Then there exists at least one entry (i, j) such that M + &Eij has an 
eigenvalue bigger than one in magnitude for E an arbitrarily small real 
number (either positive or negative, but not generally both). In other words, 
M + &Eij is pulse unstable. 
In practical terms Corollary 3.4 means that weighted digraphs which are 
pulse stable but which have spectral radius 1 are unreliable for simulation 
purposes, since there is at least one weight for which a small perturbation can 
make the digraph unstable. That is, there is at least one pair of factors 
(represented by two vertices) such that if their interaction (arc weight) is in 
actual fact very slightly bigger or smaller than the indicated value then the 
resulting digraph is unstable. 
Suppose the entries of M are all integers. This is often the case in models, 
for example, where the weights reflect comparative judgements. (The special 
case where the weights are f 1 occurs frequently in the management 
literature. The rationale for developing these models is to make the dynamics 
of the structural interrelationships more apparent to aid decisionmaking (see 
Diffenbach [9], where these are called influence diagrams.)) Then the digraph 
is pulse stable if and only if all of the nonzero eigenvalues have magnitude 
one [4]. Further, these nonzero eigenvalues are not linked. But then Corollary 
3.4 asserts that for each such eigenvalue there exists at least one entry in M 
such that a slight increase or decrease (but not both) in this entry will result 
in a matrix with an eigenvalue bigger than one in magnitude, and thus the 
perturbed process is unstable. This underscores the extreme sensitivity of the 
weighted digraph model in the frequent applications where the weights are 
integers. 
In the special case where all the eigenvalues of M have magnitude equal 
to one, the first part of (e) of Theorem 3.1 can be shown in a very simple 
manner. Observe that the determinant of the perturbed matrix is a linear 
function of the perturbation, namely, det( M + tE,,) = det M + tMxy, where 
M,, is the (x, y) cofactor of M. Since in this case M is nonsingular, M,, is 
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nonzero for some choice of x, y. Also the determinant of M is the product of 
its eigenvalues, so it equals 1 in magnitude. The required result readily 
follows. 
We have been unable to discover a comparably compact demonstration of 
the far more general result stated here. However, we continue to adopt a 
similarly direct approach, this time working with the characteristic polynomi- 
als of the original and perturbed matrices. The details of the proof, which is 
somewhat lengthy and computationally involved, are given in the following 
two sections. However, it is worthwhile to sketch the basic idea first and 
indicate how the succeeding lemmas are used. 
We begin by explicitly calculating the characteristic polynomial j&(X, z) 
of the matrix M + zE,, where z E C. We show that if A* is an eigenvalue of 
M, then we can write, using the notation introduced in Section 2, 
f,,(h,=)=p(h)(A-X*)“‘A*‘-~~(A)(X-X*)”’”*’-”’””, (3.1) 
where p(X) and q(X) are polynomials not involving A*, and p(X*) is 
nonzero. To get this far we will use Lemmas 4.1, 4.2, and 4.3, together with 
the arguments up to the derivation of Equation (5.15). Using Lemma 4.4, we 
show q(A*) is nonzero for a suitable choice of x and y. 
If we set &,(A, z) equal to 0, and treat h and z as variables, we can 
approximate an eigenvalue X of the perturbed matrix M + ZE,, which is near 
A* as follows: first 
p(X)(X - A*p*)= q(X)z. (3.2) 
Taking k( A* )th roots and rearranging yields 
s(A) 
[ 1 
l/&A*) 
x=x*+ - 
P(A) 
Zvw*) (3.3) 
Then for z sufficiently small we can replace h by A*: 
q@*) 
[ 1 
l/&A’) 
h=h*+ - 
P@“) 
Zvw*) + 0 ( ~z~~/w” . 1 (3.4) 
This expansion is somewhat analogous to the Puiseux series [3]. 
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We now consider two cases. Suppose k(A*) = 1 and A* # 0 (if A* = 0 the 
result is trivial). Then 
(3.5) 
We will show (the second part of Lemma 4.4) that for suitable x, y, the 
quantities A* and Q( X*)/p(h*) are not orthogonal, that is, Re(h* . 
q( A* )/p( A*)} # 0. This ensures, using the estimates from Lemma 4.6, that 
for small real z, either positive or negative but not both, ]A] will be greater 
than (A]*. 
[Note that the nonorthogonality condition is needed; for example, if 
consider M + ZE,,. The eigenvalues of M are f i, so k(i) = k( - i) = 1, and 
Choose A* = i. Then f,,(h, z) = 0, so 
ThenRe(i-i)=O.Ifzisreal, ]z]<i,then 
Ixlz_(~)2+(l-~) =l. 
Thus, no small real perturbation of the weight in the (1,l) position yields a 
matrix with an eigenvalue greater than 1 in magnitude.] 
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If k(A*) > 1, then for real z > 0, there are k(X*) choices for .z~/~(‘*). 
There are a further k(X*) choices for ( - n) l/k(A*), These choices are ex- 
plicitly: 
[ 
ilrl In z 
exp I+*) + I+!*) 1 for 1=1,2 ,..., 2k(A*). 
This yields 2k(A*) equally spaced directions n/k(X*) radians apart on which 
A will vary for small z (i.e. when the linear approximation is reasonable). This 
is illustrated in Figure 1. 
k(A*) = 3 
L=6 
Ix 
FIG. 1. In this example, k(X*) is 3 and X* is in the first quadrant. The figure 
shows the possible directions along which X may vary depending on the choice of the 
cube roots of + z or - z for z > 0. Here there are three different directions along 
which 1x1~ 1X*1 for f z sufficiently small, namely for 1 = 1, 2, or 6. The odd values of 
I correspond to - z and the even values to + z. 
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If k(A*) = 2, then it is possible (the “worst case”) that two of the four 
directions are orthogonal to X*. In such a case it might happen that the 
magnitude of A is the same as A* for both positive and negative z = t. The 
remaining two directions would have to be along A* (either toward the origin 
or away from it), so that for either positive or negative t, but not both, the 
magnitude of h would be greater than that of X*. 
If k(X*) > 3, then at least two consecutive directions yield an eigenvalue 
outside the circle of radius 1X*1, and these directions are associated with 
opposite signs for z = t (in Figure 1, for 1 = 1 and 2 and 1= 6 and 1). Thus 
follows the second part of Theorem 3.1(e), which is now much less mystify- 
ing: the reason that M + tE,, has an eigenvalue bigger than IX*1 in magni- 
tude for all real t small enough, both positive and negative, is that more than 
one branch of the k(X*) available is used. In fact, from the above discussions 
it is evident that in general for k(A*) > 3, there are at least k( A*) - 1 
eigenvalues with magnitude greater than IX*1 for small t both positive and 
negative. 
4. PRELIMINARY REQUIREMENTS 
Our proof of Theorem 3.1 unfortunately requires a substantial number of 
computational and/or intuitive results, whose straightforward proofs are 
presented here in order to avoid a lengthy digression in the course of the 
main argument. The reader might do well to scan these rapidly on first 
reading and return to them as they are required in Section 5. We continue to 
use the notation introduced in Sections 2 and 3. 
LEMMA 4.1. Let Ex, = Q-‘E_,Q, 
E,y = (Eij(x> Y))* nen 
where Q=(qij), Q-‘=(9ij)T and 
‘ijCX> Y) = 91!X9yj* (4.1) 
Proof. By direct computation 
~ij(~, Y) = 2 9ip(Ez,9)pj 
p=l 
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Let r be a permutation of { 1,2,. . . , n } = [n]. We call r admissible if 7~ 
is not the identity and if a(k) = k or k - 1 for all but exactly one k E [n]. 
LEMMA 4.2. Let n be admissible. Then there exist k, and k, such that 
l~k,<k,~nand~containstheuniquenontrivialcycle(k,,k,-l,...,k,). 
That is, admissible permutations correspond precisely to cycles of this type, 
since the converse is trivial. 
Proof. Let k, be the smallest integer not fixed by r, and let k, = rr(kl). 
Since k, is not fixed, k, + k,. If k, < k,, then rr(k,) = k, by the minimal 
property of k,. Thus Ir(k2) = k, = r(k,), so k, = k,, which is a contradic- 
tion. We conclude that k, > k,, so that k, is the unique integer in [n] for 
which n(k) # k or k - 1. It follows that a(k,) = k, or k, - 1. But k, = n(k,) 
and k, # k,, so Ir(ks) = k, - 1. Repeating this argument, we conclude that 
r(k) = k - 1 for k, < k < k,. This establishes the existence of the nontrivial 
cycle (k,,k,-l,..., k,). But no other nontrivial cycle can exist, since any 
such cycle must map at least one integer in [n] to a value greater than itself. 
Recall that C = ( ci j) in (2.1) has all entries 0 except possibly for those on 
the diagonal or superdiagonal. The admissible permutation r defined above is 
called C-admissible if and only if ilk, < k Q kz~,(,j, = 1. 
LEMMA 4.3. An admissible permutation rr is C-admissible if and only if 
A,<k,<k,<B, forsomer, l<r<R. 
Proof. For any k satisfying k, < k < k,, r(k) = k - 1. Thus, 
n k, <kgkzc,,(k)k = I if and only if nk,< kg k,ck-l,k = I, or equivalently, 
C k-1,k - - 1 for all k in k, < k Q k,. But (2.5) and (2.6) imply that there exists 
T such that A, < k, < k, < B,. n 
LEMMA 4.4. Let X be an eigenvalue of M. Then there exist x, y E [n] 
such that 
c 4?,&4,+ 09 
rcS(h) 
n, = k(h) 
(4.2a) 
where the sum is taken over all indices r for which C, has X on the diagonal 
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and n,, the number of rows (columns) of C,, is as large as possible (cf. (2.7), 
2.9)). In addition, if X # 0 and if k(X) = 1, then there exist x, y such that 
9&,9,A, + 0. (4.2b) 
Note that (4.2b) implies (4.2a) in this latter case. 
Proof. Since Q is nonsingular, its columns are n independent vectors. If 
r E S(X) and n, = k(X), let 
’ 9lA, \ 
92~, 
qA,= : ’ 
\ 9nA, 
For one such value of r, say without loss of generality the smallest, choose x 
such that q;,, # 0. Such an x must exist, or else the nonsingular Q- ’ would 
have a zero row, which is not possible. Thus 
c q&&A, 
r E S(h) 
“, = k(h) 
is a nonempty sum of independent vectors with not all coefficients zero, so it 
cannot be the zero vector. Thus, there exists y such that (4.2a) holds. 
Now, if k(h) = 1 then A, = B, for every r E S(X), and n, = 1. Using 
Q- ’ MQ = C, we have 
n n 
c c 9i,umuo9vA,= CB,A,. 
u=l o=l 
But since A, = B,, CBrA,= CA,B,= A, = h. Summing over the s(X) values of r 
in S(X), 
n n 
c c c d3,umuo%A,=S(X)X~ 
rcS(h) u=l o=l 
(4.3) 
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Multiply the left hand side of (4.3) by h and rearrange: 
t f mu” x 
[ 
c 4i3,u4”A, 
u=l o=l 1 
=4W12. (4.4) 
rsS(h) 
Since for h z 0 the right hand side of (4.4) is positive and mu0 is real, (4.2b) 
follows [otherwise the left hand side of (4.4) would be pure imaginary]. n 
LEMMA 4.5. Let f(z) =(z - X)%(z), where z, h E C, k is a positive 
integer, and a(z) is analytic in a neighborhood of X with a(h) z 0. Then 
there exists a function h analytic in a neighborhood of the origin such that 
zk= {h(z)-A}‘a(h(z)) (4.5) 
and h(0) = A. 
Proof. Since a(X) # 0, a(z) has k different kth roots in some neighbor- 
hood of A. Let g(z) be one such kth root. Then g(z) is analytic in a 
neighborhood of A, and { g(z)}k = a(z). Let fiz) = (z - A)g(z). Then 
f(X) = 0 and j’(h) = g(X) z 0. Thus, by the inverse function theorem (see 
[2, p. 5501) there is an analytic function h defined in a neighborhood of 0 
such that z = {h(z)- X}g(h(z)) and h(O)= A, from which (4.5) im- 
mediately follows. W 
LEMMA 4.6. Let wk = eni/k, where k is a positive integer, a, b E C, and 
b z 0. Zf k = 1, we also require Re(ui) z 0. Then for t > 0 sufficiently small 
la + tbw;l> lal+ ty (4.6) 
for some constant y and at least one positive integer 1 such that 1~ 1~ 2k. Zf 
k > 3, then (4.6) holds f or at least two consecutive 1, where we regard 2k 
and 1 as consecutive. 
Proof. If a = 0 then ]a + tbw:l = tlbl, so (4.6) holds for all 1. 
Suppose a # 0. Let a = a, + ia,, b = b, + ib,. Direct computation yields 
la + tbw;12 = u: + u; + t2(b: + b,2) 
+2t(a,b, + a,b,)cos +2t(a,b, - a,b,)sin 
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If k = 1 then the right hand side of (4.7) can be reduced to 
2t(a,b, + a&,)( - 1)’ 
loI2 
Since Re(Cb) # 0 if and only if a,b, + u,b, # 0, it follows that (4.6) holds for 
small t > 0 by choosing 2 = 1 or 2, so that (u,b, + u,b,)( - 1)’ > 0. [Note 
that we use fi = 1+ x/2+ 0(x2) for small x.1 
Observe that u,b, + u,b, and u,b, - a ,b, cannot both be 0, since 
a # 0 # b. Let A2 = (u,b, + u2b2)2+(u2b, - a,b,)’ > 0. Then there exists 
6, 0 < 6 < 2n, such that sinS =(a,b,+u,b,)/A and COSS =(u,b,- 
a ,b,)/A. Thus 
]u + tbw~~2=u~+u~+ t’(bT+ bi)+2tAsin (4.8) 
If k > 1, there exists a unique 1, such that 0 < 1, < 2k and 
Let 1=2k-l,.Then lglg2k and 
(4.9) 
(4.10) 
Thus, sin(S + lvr/k) > 0, so (4.6) now follows readily from (4.8) with 1 as 
defined above. H 
Note that if k >, 3, then it is easy to see that sin[S + (1 + l)r/k] > 0, so 
(4.6) also holds for 1 + 1 as weII as I. 
In fact the above arguments show that for ah smah enough t > 0 
I Ial+ 
t( - l)‘(& + a&z) 
]a + tbw:l = I4 
+O(t’) k=l, 
tA sin( In/k + 6) 
(4.11) 
Ial+ Ial 
+ O(P) k>l. 
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5. PROOF OF MAIN THEOREM 
The characteristic polynomial of the matrix M + tE,, is 
f,,(X,t)=det(M+tE,,-AZ), (5.1) 
where Z is the n X n identity matrix. This is a polynomial in A and t. 
Expanding the determinant along the xth row or yth column yields 
f,,(X,t)=det(M-XZ)+tM,,, (5.2) 
where M,, is the (x, y) cofactor of M. But M,, is a polynomial in X, while 
det( M - AZ) is the characteristic polynomial of M. Thus we can write 
f,,(W = ft 0, -w+ QL,@). (5.3) 
r=l 
Since the characteristic polynomial is invariant under similarity transforma- 
tions we have 
&,(h,t)=det{Q-‘(M+tE,,-AJ)Q) 
=det(C+ tE,,- AZ). (5.4) 
We seek to compute f,,(X, t) directly. While the form of C is very simple 
(only diagonal and superdiagonal entries can be nonzero), EX, is more 
complicated (its entries are given explicitly in Lemma 4.1). 
Let 9 be the set of all permutations on [n]. Rewrite (5.4) using the 
permutation definition of the determinant: 
f,t4(‘~ t, = TI9( - l)"'"'Jfil(cw(j)j + tEr(j)j- "n(j)j)Y (5.5) 
where E,,(~)~ = elrcjjj (x, y) and a(r) is the number of transpositions in 7r. 
Each of the n! summands in (5.5) is a product of n factors and is a 
polynomial in X and t. From (5.3) we know that all terms in (5.5) which 
contain t to the power 2 or more can be ignored. 
It turns out, as we now show, that the only permutations 7r which 
contribute terms with t are the identity and C-admissible permutations. For, 
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if n is the identity, then it contributes the summand 
~~l(Cjj+f'jj-h)=~~l(cjj-h)+ti: Liil~l(Cjjeh) 
i=l 
j#i 
+terms in t2,t3,..., (5.6) 
and these higher order terms in t can be ignored. If r is any other 
permutation, then 
'n(j)j + tEvr(j)j - A6,(j)j = tEr(j)j (5.7) 
whenever m(j) # j or j - 1. Thus, if v is not admissible, its contribution to 
(5.5) is 0 or is a multiple of t to the power 2 or higher, and thus can be 
ignored. Hence we need only consider admissible permutations. 
If r is admissible, then it is a cycle (k,, k, - l,.. ., k,) with k, < k,. 
Then r( k,) = k,, and its contribution to (5.5) is given by 
( _ $-k, 
I<!-!, ( 
II 
k,<jak, 
(Cj-l,j+tej-l,j . 
k,<l& 
)I 
(5.6) 
This reduces to 
( - l)k2 - k’ttk,&, Il(Cll-h)Ilcj-l,j (5.9) 
plus terms in t2,t3,... which can be ignored. But (5.9) will be zero unless n 
is C-admissible. In this latter case, by Lemma 4.3, the contribution to (5.5) by 
7~ is (5.9) with ll~~_i,~ = 1, and A, < k, < k, < B, for some r (1~ r < R). 
Using (5.3), (5.6) and (5.9), and noting that 
fi (cjj-h)=r~l(h.-A)nr, 
j=l 
we deduce that 
(5.10) 
g&v = f c (-l)k~Pk%k2k, n (Cjj_X), (5.11) 
r=l A,<k,<kzsB, lgj<k, 
kz <j<n 
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where allowing k, = k, represents the contribution from the identity permu- 
tation. 
Suppose h* is an eigenvalue of M, that is, A* is one of Xi, ha,. . . , A, (not 
necessarily all distinct). Then S( A*) # 0. The factor (X* - X) occurs s(h*) 
times in ns_i(cjj - A), so we can write 
fi (cjj-x)=(A*-x)“‘x*’ I-I (A,-A)“‘. (5.12) 
j=l reS(A**) 
Consider Equation (5.11): if r 4 S( X*), then the factor (X* - X) occurs s(h*) 
times in (5.11) for all k,, k, satisfying A, < k, < k, < B,, since none of the 
blocks in the matrix with X* on the diagonal are omitted in the term 
n(c,, - X) in (5.11). If r E S(X*), then the factor (X* - A) occurs precisely 
s(X*)-(k,- k,+l) times in (5.11). Th is multiplicity is minimized for a 
particular value of r when k, = B, and k, = A,. Finally, s(A*) - (B, - A, + 
1) = s(A*) - n, is minimized when n, is as large as possible, that is, when 
n, = k(X*). 
Thus, g,,( h ) contains the factor (A* - X ) with multiplicity at least 
s(A*) - k(X*). It follows from (5.12), (5.10) (5.3) and (5.1) that for any 
complex number z and any location (x, y), M + zE,, has A* as an eigen- 
value with multiplicity at least s(X*) - k(X*). (Note that z E Q= is 
arbitrary-we need not restrict ourselves in the choice of z.) This, together 
with the observation immediately following, proves (d) of Theorem 3.1. 
In (5.11) the factor (h* - X) occurs a minimum number of times if and 
only if r E S(X*), n, = k(X*), A, = k,, and B, = k,. In this case, by Lemma 
4.1, the coefficient of (A* - X)s(X*)-k(X*) is ( - l)k(X*)-lq&~yA,. Define 
A(X*,X,~)=(-~)~‘“*’ c &,&A,. 
rES(A*) 
n, = k(X*) 
(5.13) 
Then using (5.12) and (5.13) we can explicitly remove this lowest power of 
(A* - X) in (5.11) as 
g,,@> = - (A* - A) s(X*)-k(A*)A(X*, ~,y)~~v~*,(x, - A)“’ 
+(A* -A) W-W*)+lgxy(q, (5.14) 
where &,(A) is some polynomial. Combining (5.3) (5.12), and (5.14) yields a 
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new expression for j&(X, t): 
f,,(X, t) = (A” - A)@*‘*’ l--I (A,- A)“’ 
YES(h’) 
- t( x* - A) s(A*i-k(A*)A(h*,r,y)~~~A~)(~~-~)"' 
+ t( x* - A) s(wo+‘a,y(~)* (5.15) 
By Lemma 4.4, we can choose an x, y pair such that A(X*, x, y) Z 0 (in fact, 
if X* f 0 and k(X*) = 1, we can choose X, y so that Re[X*A(X*, X, Y)] Z 0). 
Let f;,(z) =(X* - ~)~(~*)a,,(z), where 
Then a.,( Z) is nonzero and analytic in a neighborhood of X* [since 
A(h*, x, y) f 0 and II resCX*j(Xr - 2)“’ z 01. Note that 
Ly(G E,(4) = 0. (5.17) 
By Lemma 4.5 there exists an analytic function h,,(z) defined in a neighbor- 
hood N of the origin such that h,,(O) = X* and 
zk@‘)= {h,y(z)-A*}k’A*~a~y(h,y(z)) (5.18) 
Thus &(/z,,(z)) = .zkCA*), so &(/t,,(z), zkCA*)) = 0 for all 2 E iV. This means 
that h,,(z) is an eigenvalue of M + zk(‘*)E,,. This proves (a) and (b) of 
Theorem 3.1. 
From (5.18) and (5.16) it is easily seen that 
{h:,(0)}k(A*)=~=A(~*,~,~), 
XY 
which means in particular that h&,(O) # 0. Now for z E N, 
h,,( 2) = A* + zh:,(o) + O( 2”). 
(5.19) 
(5.20) 
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If z E N, z # 0, select any z’/~(‘*), a k(X*)th root of z. Let XT(z) = 
h (e2nil/k(X*)Zl/k(A*)) f 
n;“+ ZE 
or 1 Q 1 Q k(X*). Then XT(z) is an eigenvalue of 
ly. Since the k(X*) roots of unity are distinct, (5.20) implies that the 
X:(z) are distinct for 1.~1 sufficiently small, and IX:(z) - X*1 = O((.Z~‘/~(‘*\*)). 
This proves (c) of Theorem 3.1. 
Finally, let t be a sufficiently small positive real number. As in Lemma 
4.6, let wk(,,*) = e ni/k(h*). 
M + ( - l)‘tE,,. 
Then h,,( w:~,,+‘/~(~*)) is an eigenvalue of 
From (5.20) we deduce that for t small 
I ( h l/k(A*) XY w:(A*)t )I 1 > ii* + w&t l’k(A*)h:y(0) I- Klt2’k’A*‘, (5.21) 
where K, is some positive constant. Now hXy(0) # 0, and furthermore, if 
k(h*) = 1, then (5.19) and the remark following (5.15) that Re{ %*A(A*, X, y)} 
# 0 imply that Re{ i*hXy(0)} # 0. We can now apply Lemma 4.6 to the first 
term on the right hand side of (5.21). Thus there exists a constant K, > 0 
such that 
A* + w&t l/k(A*)h;y(0) I>, IA*1 + t 1’k(A*)K2 (5.22) 
for at least one positive integer 1 such that 1~ 1~ 2k(X*) and for two 
consecutive 1 if k(X*) 2 3. From (5.21) and (5.22) we have for this I that 
I ( h l/k(A*) XY w:(A*)t )I > IA*]+ tl/k’A*‘K (5.23) 
for some K > 0 and t sufficiently small. 
Thus, M + ( - l)“tE,, has an eigenvalue bigger than X* in magnitude for 
positive real t sufficiently small. If k(h*) < 3, 2 may be odd or even. When 
k(X*) > 3 then (5.23) holds for at least two consecutive values of 1 so that 
both M + tE,, and M - tE,, have an eigenvalue with magnitude bigger than 
A* for t sufficiently small. This completes the proof of (e) of Theorem 3.1, 
concluding the proof. 
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