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1. INTRODUCTION 
Ordinarily, duality in mathematical programming is defined only for 
convex objective functions with similar inequality constraints, in which case 
a number of results have been derived relating the solutions of the so-called 
primal and the dual problems [l-4]. In Ref. [5] (Theorem 2), however, the 
converse duality theorem is extended for pseudo-convex objective functions 
with quasi-convex inequality constraints. 1 In this paper, both parts of the 
duality theorem are proved under somewhat weaker conditions than con- 
vexity. 
The weakening of the convexity assumption in the conditions for the 
direct duality theorem (i.e., when the solution of the primal problem solves 
the dual) is not particularly significant. More interesting than the results in 
this part is the proof which, based on somewhat unusual arguments, is very 
simple. The new conditions are readily seen to be satisfied for convex func- 
tions. 
The relaxation of the convexity assumptions for the converse duality 
theorem appears more significant. The given conditions are considerably 
weaker than those in Refs. [l-4], but neither weaker nor stronger than those 
in Ref. [5] (Theorem 2). 
2. THE PRIMAL AND THE DUAL PROBLEMS 
Letf(x) and q(x) denote the mappings: 
f :S+R; q: T+Rk; S, T open subsets of Rn such that 
SnTAU#f. 
1 An earlier but unsuccessful attempt to extend the duality theorem for what are 
called “functionally convex” functions was made in Ref. [6]. The proof appears to be 
based on the false conclusion that the sum of two such functions remains functionally 
convex. 
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The following minimization problem 
c = {x : x E u, q(x) < 0}2 (2-l) 
is called the primal problem (P.P.). 
Provided that f and q are differentiable, the dual problem (D.P.), associated 
with the primal problem, is defined as follows: 
D={(x,y):x~~,y~Rk,y30,~,(~,y)=0}. (2.2) 
Either one of the following two assumptions will be made to serve as an 
appropriate constraint qualification [7]: 
ASSUMPTION Al. Let q(x) be dagerentiable. For any x E C there exists a 
z E Rn such that 
z’q,i(x) > 0, for i EI(x) & {i : q”(x) = O}. (2.3) 
ASSUMPTION A2. Let q(x) be differentiable. At an 2 solving the P.P., the 
vectors qzi(x), i E I(S) are linearly independent. 
In that case the following theorem, needed later, holds: 
THEOREM 1. Let f (x) be d#erentiable and let either Al or A2 hold. If i 
solves the P.P., there exists a 9 E Rk, 9 > 0, such that 
h&c 3 = 0, j’q(4) = 0. (2.4) 
3. DUALITY THEOREM 
A set of sufficient conditions under which a solution of the P.P. also solves 
the D.P. and, conversely, a solution of the D.P. solves the P.P., are contained 
in the following main duality theorem. 
THEOREM 2. The functions f (x) and q( x are assumed to be differentiable. ) 
2 The order relation 3c Q 0 (> 0) for an x = (x1, x2 ,..., x.) is defined by 
xi < O(> O), i = 1,2 ,..., 78. 
* The scalar product of two vectors a and b is denoted a’b, and the gradient of a 
scalar function f(x) by f&v). 
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I. Assume that 
4 solves the P.P. and either Al or A2 holds. (9 
Whenever there exists a solution Z(y) E U to the equation &(x, y) = 0 for 
any JJ E Rk, y > 0, assume that the minimum property 
G(Y), Y) = $$ d(x, Y) 
holds. Then (a, j), with 5 satisfying (2.4), solves the D.P. 
II. Conversely, assume that (&5) solves the D.P., i.e., that 
a% 9) 2 54x9 Y) for all (x, Y> E D; (2, y) E D. 
If, in addition, the minimum properties 
9(% 9) = $g 4(x, 9) 
and 
+(a, j) <4(x, j) for x # 2, I/ x - 2 1) < 6 with some 
hold, then 4 solves the P.P. In both cases,f(S) = 4(a, j). 
PROOF. I. For every y : y E Rk, y 2 0, 
f(s) >f(4 + y’4W A dt% r> 2 min #(-T Y). x0.7 
(ii) 
(iii) 
(3 
6 > 0, 
(9 
(3-l) 
The first inequality holds because y’q(4) < 0 for y 3 0, and the second 
because .S E U. Thus, 
(3.2) 
There exists at least one point (x, y) within the range indicated for which 
the limitf(a) in (3.2) is attained. Indeed, if j satisfies (2.4), then by (ii) and 
by the fact that 4 E C, 
Moreover, the point (a, 5) E D. That no other point of D can produce a 
greater value for the function 4(x, y) is ensured by condition (ii), together 
with (3.1). Thus, ($9) solves the D.P. 
II. The first and the only somewhat laborous task is to show that q((a) < 0; 
i.e., that 4 E C. The proof hinges on the fact that for any 
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Y positive and small enough, the equation &(x, y) = 0 has a solution, which 
is proved next. 
Consider the sets: 
Continuity of 4(.x, y) and condition (v) imply that for some small enough 
6 E R, 8 > 0, there must exist a c,, E R, c, > 0, such that the sets A, are open. 
This quite obvious and easy-to-prove conclusion merely states that among 
the sets {x :4(x, y) -#(S, 3) ,< c, 0 < c ,< c,,} for c,, small enough, there 
exists a family of neighborhoods of R, all within the cell N(4, 6) and ordered 
by containment. 
Now let d g max,,xc /I q(x) Ij and 4 A +(& 9). Then for all x E A, and 
Y EN(j, 0 
4(x, 5) - yd < 4(x, Y) = (b(x> 9) + (Y - 9)’ d4 G 9(x> 9) + rd. 
Thus, for all x belonging to the boundary of A, , i.e., to 
&\A, = {x : +(x, 9) - 6 = c}, 
the inequality 4(x, y) 3 4 + c - rd holds. On the other hand, at 3 belonging 
to the interior A, of A, : d(S, y) < 6 + rd. If now r = c/4d, the inequalities 
are true. But this shows that the minimum of the continuous function 
4(x, y), surely attained in the bounded closed set A, , must lie in the open set 
A, . At this point, n(y) A f, not necessarily unique, &(n, y) = 0 by differ- 
entiability of 4, proving that the equation 
A&> Y) = 0 (3.4) 
has a solution for any y E N(j, c/M). 
Let next y E N(j, c/4d), y - 3 > 0. By (iv): 
?w, $1 = w, Y> - (Y - 3’ !a 2 4. 
But since (2, y) ED, then by (iii) and the previous inequality 
d - (Y - 9)’ c?(R) 2 4 
or 
(Y - 9)’ MY)) G 0 for all YEN($>&), y-j>o. (3.5) 
Consider now the sequence of real numbers {c~ = c,/n, it = 1,2,...) and 
the corresponding family of closed neighborhoods N,, & N(?, c,/4d). For 
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each n choose a ym E N, , yn - j > 0, and let z,, denote any solution to (3.4) 
corresponding to y,, . Since $,, E Acn for each tl, {%a} is a Cauchy-sequence 
converging to the unique limit 2. 
Now, since (3.5) holds for any yn - 5 3 0, yn E N, , it follows that 
9(&J < 0. This, by continuity of q(z) and by the fact that *n -+ 2, entails 
q(S) < 0. (3.6) 
The rest of the proof is simple. Since (2, 0) E D, it follows from (iii) that 
f(a) + 9’!@> >f(+q. 
Furthermore, since by (3.6), yq(i) < 0, the equality 
j’q(S) = 0 
must hold. 
Finally, by (3.7) and (iv) 
9% $1 = f(ff) = ~$q~, 9) 
and, consequently, for all x E C C U 
(3.7) 
proving that 4 solves the P.P. 
In both casesf(2) = $(8, f), completing the proof. 
&MARKS. In this theorem the minimum properties (ii) and (iv), related 
to the high value property in Ref. [4], are used to replace the earlier assump- 
tions of convexity [l-4]. They are weaker, however, since iff(x) and q(x) 
are both convex, so is 4(x, y), y > 0; and any solution to (3.4) in U must 
satisfy the minimum properties (ii) and (iv). 
In the first part of the theorem the new conditions hardly represent any 
significant weakening, since the minimum property (ii), to hold for every y 
for which a solution to (3.4) in U exists, is a strong requirement and difficult 
to check in general. 
The situation is, however, different in the second part. There the minimum 
property (iv) need hold for one value y =$, only; and, therefore, this 
condition is both easier to check and less restrictive than (ii). 
Condition (v) replaces the stronger requirement used in Ref. [3] that the 
“Hessian” matrix +,,(.G, 9) be nonsingular. It is also seen to be satisfied when 
4(x, $) is strictly convex in a neighborhood of 4, which condition was given 
in the strict converse duality Theorem 5.7 in Ref. [4] together with the 
requirement thatf(x) and q(x) are convex in all of Rn. 
The minimum property (iv) is in particular satisfied if #(x, j) is a pseudo- 
convex function of X; i.e., when (x2 - xl)‘&(x, 5) < 0 implies 
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+(x2, 9) < +(x1, y> for every x1 and x2 in U. For (iv) to hold it is not necessary 
that f(x) is pseudo-convex and q(x) quasi-convex [5]; i.e., that qi(x2) < qi(xl) 
implies qi(cxl + (1 - c) x2) < qi(xl) f or every c: 0 < c < 1 and 9 and x2 
in U. Thus, part II of Theorem 2 is not implied by Theorem 2 in Ref. [5]. 
But neither does Part II imply this latter theorem, since the sum of a pseudo- 
convex and a quasi-convex function need not satisfy the minimum property 
(iv). However, Theorem 2 in Ref. [5] can be improved by replacing the 
requirement of the nonsingular “Hessian” matrix $,,(a, 5) by condition (v). 
Finally, the converse duality theorem is just another form of the saddle 
point theorem [8] for differentiable functions. Indeed, the saddle point prop- 
erty of the differentiable function 4(x, y) at ($5): 
4(x, P) 2 w7 3 3 466 Y), XEU, YER”, y>O 
is equivalent to conditions (iii-v), as can be shown using Eqs. (3.6-7). 
EXAMPLE. As a simple example of a primal problem involving a non- 
linear equality constraint consider the following: 
C = {x : x E R2, x1 > 0, x2 = In x1}. 
The dual problem is found to be: 
czyyyD {4(x, Y) 2 x’x + Y(% - h-l Xl)) 
D = {(x, y) : xl > 0, &(x, Y) = O)*. 
The solutions to the equation &(x, y) = 0 are readily found to be: 
.f = (* (g2, - +) 
from which only w = ((y/2)ll”, - y/2) belongs to D, provided that y > 0. 
The “Hessian” matrix, 
is positive definite for all y > 0, implying the minimum properties in (ii) 
and (iv-v). Theorem 2 thus applies. 
* An equality Y(X) = 0 will be written as two inequalities: Y(X) < 0, - Y(X) < 0, 
which then lead to the D. P. formulation. In particular, under convexity assumption, 
only linear equations can be handled. 
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To check this, the solution to the dual problem is found by solving the 
problem: 
The maximizing value for y is defined by: y = 2e-‘, and the corresponding 
4~) by: 
21 = e-%‘, 2, = - $2. 
The solution of the primal problem leads to: 
with the same solution as given above. 
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