We give upper bounds for the Dilworth number of a graph. These bounds are formulated in terms of the rank of the adjacency matrix (vertex-vertex matrix) of the graph.
Introduction
We consider simple graphs G = (V, E) ( see Berge [l] for the terminology), i.e. finite, undirected, without loops or multiple edges. The adjacency matrix A(G) = [aij] of a graph G is the square matrix in which Uij = 1 if the vertex i is adjacent to the vertex j, if not aij = 0. The rank r(G) of the adjacency matrix of G is called the rank of the graph G. The rank is calculated over the field of the real numbers.
The vertices adjacent to a vertex x (the neighbourhood of x) are denoted by N(x). A vertex x precedes a vertex y, denoted by x cy iff:
x GY -N(x) = N(Y) u (Y).
A chain is a subset C c V such that for any two vertices x and y of C, x my or y s x must hold. An antichain is a subset A c V such that for any x, y E A, x c y implies x = y.
It is easy to see that s is in fact a preorder on the set of vertices V, i.e. a reflexive and transitive relation. We define the preorder graph GP of a graph G such that it has the same vertex-set as the graph G but two vertices in G,, are adjacent iff x <y or y SX.
The Dilworth number V(G) of a graph G is the cardinality of the maximum size antichains or equivalently the independence number cu(G,) of the preorder graph GP.
Theorem (Dilworth 1950 [3] ). Th e cardinality of a maximum size antichain equals the minimum number of chains covering the vertex-set V in the graph.
By this theorem we have the following connections with other graph-theoretical invariants:
in which cy denotes the independence number, w the clique number, K the clique covering number and y the chromatic number, G is the complementary graph of G. It is also easy to see that V(G) = V(G,) and (G,) = (r;,). (1974 , 1976 ) [7, 81, Trotter (1975 ) [13], G reene and Kleitman (1976 [9], Hoffman and Schwartz (1977) [ll], Griggs (1979) [lo]. I n a paper of Foldes and Hammer (1978) [4], many relations are studied between the Dilworth number and other graph invariants. These relations are of particular interest because as one can expect from the above given definitions (l) , that the calculation of the Dilworth number is an NP-complete problem (see also Garey and Johnson [6] for this matter).
The submatrix xy * * * x'y' ---
Consider the following submatrix of the adjacency matrix of the graph. -The order of the submatrix is V X V where V is the Dilworth number. -The number of l's is equal for each row and for each column.
-The structure of the considered submatrix
Start the first row with k -1 elements 1. Write 1 in the last column of the first row. Each following row is a cyclic permutation of the preceding by moving the elements one position to the right. Remark: the vertices can be numbered in such a way that the first two rows of the submatrix start with one. The next IZ rows start with zero, followed by k -2 rows starting with one.
Example:
-There are exactly k elements 1 in each row and in each column -There are exactly IZ elements 0 in each row and in each column -k+n =V. where the number k of l's varies from 1 to V -1 and n is the number of zero's in each row.
Case 1: k in. 
+ 1 rows in echelon.
The n rows starting with zero taken together with the second row form an echelon matrix. This means that those (n + 1) rows are linear independent. The submatrix contains k rows starting with 1. Now the (k -2) last rows which start with 1 are replaced by the considered row subtracted from the first row.
Finally the second row is replaced by the first row minus the second and the result is placed in the last row. The undermentioned submatrix shows the result of these transformations. .
. ,i-((V/2)-2).
Then the equal@ holds for each V V(G) = 2[r(G) -11. Example (Fig. 1) . V = 6.
Proof. As was pointed out in the previous theorem, there are at least rz linear independent rows for the case k = IZ. We can prove that there are exactly n linear independent rows in the case of these graphs. We therefore consider the submatrix (with k = n): The row r, is by this transformation replaced by a row consisting of k -1 elements 0, one element -1, k elements 0 and one element 1 (in that order). Then we make the transformation:
r;+ rz = rk+, + r;.
Now we see that row r!J is precisely row rk+2.
* We leave unchanged the next k rows namely r, to rk+Z.
* Then we make transformations on the rows starting at rk+3 to rv. On each of these rows we apply: r k+i+ rL+i = rl -rk+i r;+i+= ri+i = r, -r;+i.
As an example we take rk+,. The result of the last transformation is r"k+l = T~+~. 
Proof.
Case k > n. Consider the submatrix x, y, z, . . . , x', y', z', . . . in which the first row consists of n -1 consecutive elements 1, then n -1 elements 0 and finally one element 1. 'The submatrix x, y, z, . . . , x', y', z', . . Finally we transform the row r; to rz = r; + r,,,, .
The matrix becomes n-l n-l Now it is clear that this matrix has at least n + 1 linear independent rows. Case k < n.
The worst case is the one with n -1 elements 1 and n elements 0 in the first column. This implies that the first row and the n rows starting with zero form a system of II + 1 linear independent rows. The proposed inequality thereby follows immediately.
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