Near Infrared (NIR) extinction measurements can be used to determine the cerebral hemodynamics of adult patients. To be able to interpret and verify measurement data, it is necessary to know the three-dimensional light intensity distribution in the human head. This light intensity map can advantageously be created by numerical simulations. Such simulations of light intensity in the head are complex, since the light is crossing several tissue types with very distinct optical properties. The Monte-Carlo method proved to represent a reliable tool for simulation of light intensity in turbid media. The desired result of a Monte-Carlo simulation is the spatially resolved average light intensity, which has to be derived from the statistical output of the MonteCarlo simulation. We propose a novel analysis method which directly tracks the intensity based on a linedrawing algorithm to attain a 3D intensity map of the whole computational domain. The proposed method largely operates independently of the underlying Monte-Carlo algorithm itself. The algorithm is verified through comparison with analytical approximations of the Radiative Transport Equation. As a challenging example, the simulation of the light intensity distribution inside the human head based on segmented MRI data is presented.
INTRODUCTION
Optical diagnosis has always been a pivotal part of detection and recognition of diseases in medicine. With modern laser technology, light can be exploited for treatment and monitoring of various kinds of diseases. Lasers are not only used in diagnosis, surgical aid or even cancer treatment, light is also employed in medical imaging, such as optical tomography or functional brain imaging. A technology attracting a lot of attention recently, is near infrared (NIR) extinction measurements. Since the early 1970s, NIR extinction measurements are applied for pulse oximetry at the finger and towards the end of the 1970s they were proposed to monitor cerebral hemodynamics. Nowadays, this is done either in a minimal invasive approach 1 which has the major advantage that the light is transmitted and received directly in the white matter without being influenced by other areas of the head. Or, following an non-invasive approach, laser light is emitted from a patch placed on the scalp and thus has to pass through skin, skull, cerebrospinal fluid (CSF) layer, meninges and grey matter before it reaches white matter. Unfortunately, these intermediate tissue layers distort the light signal significantly. Therefore, it is important to investigate and understand the distribution of the average light intensity in the whole area of interest. Since the structure of the head is complex and contains areas with very different optical properties, the only feasible approach to investigate light distribution are numerical simulations. The goal is to obtain a three-dimensional average intensity map of the head to be able to interpret measurement data of hemodynamics.
Light propagation in tissue is generally described by the Radiative Transport Equation (RTE). This equation can not be solved in a closed form, but analytical approximations exist for the two cases where either diffusion or absorption prevails. Various studies have used the diffusion equation 2 with different adaptations 3 or hybrid approaches 4, 5 to analyze light propagation and reflection in head models. In contrast, the Monte-Carlo (MC) method offers a universal approach to simulate light distribution in highly heterogeneous media with arbitrary optical parameters. However, MC simulations do not inherently yield the average light intensity. The intensity must be derived from the paths of the photons launched in a MC simulation. Most of the Monte-Carlo algorithms presented until now store the photon absorption and derive the average intensity from this relative absorption grid. Although this approach is straightforward, it is unpractical for materials with a low absorption coefficient. We are interested in a general procedure to generate intensity maps in arbitrary materials and for this reason we introduce a new intensity-analysis algorithm, which is tracking the photon paths and which can be independently applied on top of general MC simulations. The principle problem behind tracing of a photon path in a regular grid is well known in computer graphics as "line drawing". We use a three-dimensional adaptation of the Bresenham line-drawing algorithm which serves as a fast and stable approach to track the path of photon packets. The underlying main 3D MC algorithm has been developed from scratch. It incorporates established MC theory [6] [7] [8] [9] [10] [11] [12] [13] and can handle arbitrary geometries and material distributions. The proposed intensity-tracking algorithm is verified by comparison with approximative solutions of the RTE for highly absorbing and highly scattering materials.
In order to achieve a satisfactory approximation of the RTE, a huge number of photon packets is required, resulting in a heavy computational burden. This obstacle is overcome with a parallelized code exploiting today's multicore systems. For this work we favor a Message Passing Interface (MPI) parallelization which is advantageous because the serial code can be parallelized with little extra effort. Finally, as a challenging example, the proposed algorithm is employed to create a three-dimensional map of light average intensity in the adult head based on MRI data.
LIGHT PROPAGATION IN TURBID MEDIA
The theory for a heuristic description of light propagation in turbid media was initiated already in 1905.
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The RTE is generally describing the transport of energy through a material containing particles and is applied to various problems in different areas, as e.g. underwater visibility, radiant energy in the atmospheres of stars and galaxies 15 and also light transport in tissue
The total extinction coefficient μ t = μ a + μ s is the sum of the absorption coefficient μ a and the scattering coefficient μ s . I( r,ŝ) [W/m 2 · sr] is called specific intensity or radiance and describes the distribution of photon power per unit area at position r in directionŝ. 15 Since absorption of light in tissue occurs irrespective of the incident direction, the fluence rate or average intensity φ( r) is of more interest in the area of biomedical optics and radiotherapy. The average intensity is the integration of the specific intensity over all solid angles
From the RTE we can identify two parts which contribute to the change in radiance. The first part accounts for the decrease in radiance at point r in directionŝ due to scattering and absorption. The second part describes the increase of the fluence rate I( r,ŝ) due scattering fromŝ' intoŝ. Scattering here means the mere directional deflection of radiance since the interaction is assumed to be completely elastic and hence no energy is consumed or deposited.
The RTE can not be solved in a closed form. For the two extreme cases, where either absorption or scattering prevails, analytical approximations exist (see Figure 1a ). For highly absorbing materials (μ a μ s ) the Lambert law 16 serves as an approximation of the RTE. In Cartesian coordinates it reads as follows where P 0 is the power amplitude of the source. Strictly this is only valid if μ s = 0.
For highly scattering materials (μ s μ a ), the diffusion equation 15 can be derived from the RTE. For an isotropic point source its solution is given by
where φ is the fluence rate and P 0 is the power amplitude of the source. The effective transport coefficient
The anistropy coefficient g = cos θ is given by the expectation value of the scattering angle θ of the phase function p(ŝ,ŝ ) which is commonly approximated by the Henyey-Greenstein phase function. 
AVERAGE-INTENSITY TRACKING ALGORITHM
For a general solution of the RTE, numerical methods have to be applied. A successful approach to solve the RTE numerically is the Monte-Carlo method. Monte-Carlo methods sample a given physical quantity statistically. In the case of the RTE, this quantity is the average intensity φ( r). A MC simulation hence simply creates a spatially resolved relative probability of the intensity. It is tempting to employ the picture of simulating the path of individual photons in a Monte-Carlo simulation. However, it is the nature of MC simulations that single events do not have a physical meaning, but only the resulting probability distribution has. For simplicity we will nevertheless use the term "photon packet", representing one statistical sample of the average intensity. The MC simulation itself does not conceptually rely on a discretized computational space. If the underlying geometry contains arbitrary spatial material distributions, a strong coupling to the geometrical grid is however inevitable.
The simulation analysis is decoupled from the simulation domain bringing along great flexibility for the evaluation of the simulation. The simulation analysis can comprise several different methods at the same time, for example the absorption and average intensity can be tracked in parallel. In contrast to the MC simulation, spatially resolved results for the absorption and average intensity indispensably require a grid, which can be arbitrarily defined. Yet, when working with MRI data, it is an obvious choice to use the same grid dimensions as provided by the MRI data. Figure 2 illustrates the flexibility and decoupling of the analysis domain from computational domain. In Figure 2a , an example of a cubical computational space is shown. The grey square represents the plane, where a photon packet is propagating. Figure 2b shows the photon path in a magnified view of this plane. The tracking of the photon path employing the Bresenham line drawing algorithm is shown in Figure 2c .
Absorption Tracking
Whenever the weight of a photon packet is reduced (due to absorption), the absorbed weight w a is added to the cell corresponding to the photon packet's current position [i, j, k] in the absorption grid. By normalizing with the total number of simulated photon packets N t one obtains a relative absorption probability
where This is the usual procedure for MC simulations. Although the average intensity φ can be computed from the number of absorbed photons φ = P A /μ a , 10 this is unpractical for materials with low absorption coefficients μ a since during a large portion of the simulation time nothing is contributed to the result. In the example we present in the end this holds in particular for the CSF layer. The value of the absorption and hence the fluence furthermore depends on the analysis-grid spacing. To achieve a similar statistical accuracy a larger amount of photons has to be simulated when the analysis-grid spacing is decreased (i.e. the resolution increased).
Average-Intensity Tracking
We are interested in a universal method to analyze Monte-Carlo simulations independently of the material parameters and the analysis-grid spacing. In order to obtain the light average intensity we track the total photon path in an intensity grid rather than single absorption events. The intensity grid can hereby have an arbitrary spacing. This procedure is very similar to line drawing in bitmap images. The Bresenham line-drawing algorithm 18 is an efficient way to determine the pixels (or cells in our case) which are covered by a line (photon path). The Bresenham algorithm is borrowed and adapted to the needs in a Monte-Carlo simulation. The 3D adaption 19 of a Bresenham line-drawing algorithm 20 is employed in our implementation. As illustrated in Figure 2c , the cells being crossed by a photon path are determined based on this algorithm. The photon weight w p is then added in the fluence rate grid Ψ to each crossed cell which has been identified by the Bresenham algorithm. The relative fluence is determined by
where 
Validation
The average intensity analysis of the MC simulation is compared to the analytical approximations of the RTE presented in section 2. The rational is that if the Monte-Carlo simulation is able to reproduce the The values obtained from the average-intensity analysis grid are a probability of the intensity averaged over the cell size of the grid. These values are compared to the analytical solution averaged over the same cells size, which is computed as follows 
Implementation
The core of the developed MC code is a fully object-oriented shared library written in C++ with an interface to the python script language. An important piece of a Monte-Carlo simulator is the random number generator (RNG). Here, the RNGs available in the GNU Scientific Library 21 are employed. A Mersenne-Twister-based 22 generator is sufficiently fast and has a very long period (2 19937 ). Each process of the simulator has its own RNG engine seeded with the individual process number. The Visualization Toolkit 23 is used for visualization of the results and description of the input geometries. Results are also saved as binary Matlab R files, allowing for a fast and easy analysis of the data.
One major burden of MC simulations are the generally high computational costs since achieving small statistical errors requires a huge amount of simulation events. In the context of the RTE, this number additionally depends on simulation parameters like the size of the computational domain and the optical parameters of the tissues. Improvements to the speed can be achieved on the algorithmic side with for example the photon packet technique or programming optimizations like replacing the computation of trigonometric functions with approximations. 24 Yet, in order to be able to simulate large volumes like the human head it is inevitable to parallelize the code to achieve reasonable simulation times. Recent implementations make use of graphics card processors (GPU) which provide large numbers of parallel threads. 11, 25, 26 In the framework presented here, a message passing interface (MPI) 27 parallelization scheme has been implemented. Such, processes can be spread over different machines in a cluster and adaptations to the code are not necessary if the environment changes. Monte-Carlo algorithms are very appreciative for parallelization, since they consist of series of independent processes which do not depend on results from previous processes. Still, care has to be taken at the step of data reduction at the end of a simulation. The parallelized code speeds up virtually linear with the number of processes (cores) available.
INTENSITY DISTRIBUTION IN HUMAN HEAD
For an accurate monitoring of the hemodynamics of the brain based on NIR extinction monitoring, it is paramount to know the exact light average intensity distribution inside the human head. For this reason, different studies have been performed on simplified layered head models.
2, 28-30 These studies have investigated for example the reflected light of the structure or the partial optical path lengths in the different tissue types. Employing more advanced computational models, recent publications show results based on structural data obtained by MRI and CT. 10, 11, 31 In the example presented in the following, the light average intensity distribution inside a detailed model of the human head is presented. Our MC code and analysis algorithm presented in this paper are used in order to determine a 3D average intensity map. The input data for the simulation is constructed using an MRI dataset of the head. It is segmented using image processing algorithms available in the open source program Seg3D2 . 32 The segmented dataset distinguishes five different regions, namely skin, skull, cerebrospinal fluid, grey/white matter and the ventricle region. For this simulation, the segmented volume data is cut into 8 parts and only one segment serves as input data. The optical properties that are employed for the different tissue types in the simulation are listed in Table 1 . A point source is placed on the surface of the skin tissue and emits light in direction of the center of the head. Figure 6 shows the average intensity plotted on the surface of the skull (left) and on the surface of the grey/white matter (right). The relative average intensity is plotted in logarithmic scale (arbitrary units). The results show that the average intensity rapidly drops inside the head and only a small fraction of the light reaches the grey and white matter. The structure is simulated on a Linux computer using 20 Xeon CPUs averaged over all cells of the intensity grid. After 10 10 photons, the statistical error has decreased to approximately 2 · 10 −2 .
CONCLUSION
In the context of NIR extinction measurements the determination of the light average intensity in the whole computational domain is the desired result of MC simulations. Whereas most MC simulations are based on absorption tracking algorithms, we proposed a new average intensity tracking algorithm. The presented approach tracking the average intensity offers great flexibility, because it operates independently of the underlying MC simulation. The average intensity tracking algorithm has been successfully verified by comparison with analytical approximations of the RTE. Our MC code is parallelized and hence allows the simulation of complex and large structures in reasonable time while achieving a small statistical error. A segmented MRI dataset of a human head served as an example to demonstrate the capability of the versatile framework to simulate light distribution in complex structures.
