Recently, convolutional neural networks (CNNs) are the leading defacto method for crowd counting. However, when dealing with video datasets, CNN-based methods still process each video frame independently, thus ignoring the powerful temporal information between consecutive frames. In this work, we propose a novel architecture termed as "temporal channel-aware" (TCA) block, which achieves the capability of exploiting the temporal interdependencies among video sequences. Specifically, we incorporate 3D convolution kernels to encode local spatio-temporal features. Furthermore, the global contextual information is encoded into modulation weights which adaptively recalibrate channel-aware feature responses. With the local and global context combined, the proposed block enhances the discriminative ability of the feature representations and contributes to more precise results in diverse scenes. By stacking TCA blocks together, we obtain the deep trainable architecture called enhanced 3D convolutional networks (E3D). The experiments on three benchmark datasets show that the proposed method delivers state-of-the-art performance. To verify the generality, an extended experiment is conducted on a vehicle dataset TRANCOS and our approach beats previous methods by large margins.
Introduction
Crowd counting algorithms aim to produce an accurate estimation of the true number of individuals in a still image or a video. It has drawn much attention due to the important geo-political and civic applications in video surveillance, traffic control, and abnormally detection. Moreover, some crowd counting methods with great generality can be extended to c 2019. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
* other applications, such as automobile counting at traffic jams, cell or bacteria counting from microscope images and animal estimation in wild scenes. However, it's still a challenging vision task to obtain accurate individual number because of severe occlusion, diverse distribution and perspective distortion. Recently, researchers have leveraged Convolutional Neural Networks (CNNs) for an accurate crowd density map generation [2, 16, 33, 37] . Some works focus on explicitly incorporating multi-scale information based on multi-column architectures [1, 36] . They use different filter sizes for different columns which are adaptive to the scale variation in crowd size. Instead, FCN-7c [13] feeds an image pyramid of the input image into a single column network in order to alleviate heavy computational overhead. Though these methods have made significant progress, they are restricted by capturing the informative representations with local receptive fields, which isolates the pixels from the global scene context. In CP-CNN [25] , Contextual Pyramid CNNs are proposed to explicitly incorporate global and local contextual information of crowd images which are fused with high-dimensional feature maps to generate accurate density maps. However, they need to train two additional networks to evaluate the context of crowds, which suffers from high computation complexity. Moreover, existing CNN-based methods are faced with inherent algorithmic weaknesses: when dealing with video sequences, they still regard the data as single still images, thus ignoring the temporal information stored in neighbouring frames. To exploit the strong correlation in video data, Xiong et al. [32] propose a variant of LSTM in order to process the sequence of images into density maps. However, that LSTM is difficult to train hinders the wide application of the proposed method.
To practically resolve these problems, we propose a novel temporal channel-aware (TCA) block to utilize the correspondence among video sequences and capture global feature statistics simultaneously. Motivated by the achievement of 3D CNN in action recognition [26] , we employ 3D convolutions in the proposed block to encode spatio-temporal features for videos, especially improving the representation ability in temporal dimension. Besides, global contextual information is transformed into modulation weights which adaptively highlight the useful features by rescaling each channel-aware feature response. We also leverage short skip connections to ease the training of the model. Therefore, we could stack several TCA blocks together to form very deep network, named as enhanced 3D convolutional networks (E3D). Extensive experiments on three benchmark datasets (inculding WorldExpo '10 [33] , UCSD [5] and MALL [6] ) show that the proposed E3D yields significant improvement over recent state-of-the-art methods. Furthermore, we evaluate E3D on a vehicle dataset TRAN-COS [10] to demonstrate the generality for counting other objects.
To summarize, we make the following contributions:
• To the best of our knowledge, it's the first attempt to adopt 3D convolution for crowd counting. By introducing 3D kernels, the model is capable of capturing the temporal and spatial information simultaneously, thereby boosting the performance on video datasets.
• We design a novel temporal channel-aware (TCA) block to incorporate both local and global spatio-temporal information. By applying the proposed block into the enhanced 3D convolutional networks (E3D), the network achieves tremendous improvement in strengthening the discriminative ability of feature representations.
• We conduct a throughout study on the number of frames sent to network, the number of TCA blocks and the components of the whole architecture.
Related Work
Plenty of algorithms have been proposed for crowd counting to solve related real world problems [17, 20, 22, 24] . Most of the early researchers focus on detection-based framework using a moving-window-like detector to estimate the number of individuals. These methods require well-trained classifiers to extract low-level features from a full body such as Haar Wavelets [28] and HOG [7] . However, for crowded scenarios, objects are highly occluded and difficult to detect. To tackle this problem, researchers have attempted to detect particular body parts instead of the whole body to estimate the count [14, 31] . For instance, Li et al. [14] incorporate a foreground segmentation algorithm and a HOG-based head-shoulder detection algorithm to detect heads, thus implementing crowd scenes analysis. Although the part-based detection methods alleviate the problem of occlusion, they perform poorly on extremely congested scenes and high background clutter scenes. Researchers make an effort to deploy regression-based approaches which learn a mapping between extracted features from cropped images patches and their count or density [5, 6] . Moreover, some methods [4, 9] leverage spatial or depth information and take approach of segmentation methods to filter the background region, thereby regressing count numbers only on foreground segments. These methods are sensitive to different crowd density and have addressed the problem of severe occlusion in dense crowds.
Recently, CNN-based approaches have become ubiquitous owing to its success in a large number of computer vision tasks [18, 27, 35] . Many researchers have shifted their attention towards CNN-based methods, which have achieved significant improvements over previous methods of crowd counting. Zhang et al. [36] propose a multi-column based architecture to tackle the large scale variations in crowd scenes. Similarly, Onoro et al. [19] develope a scale-aware counting model called Hydra CNN for object estimation. Sam et al. [1] use a switch layer to select the most optimal regressor for the particular input patches. In order to pursue the quality of the density maps, Sindagi et al. [25] propose contextual pyramid networks to generate high-quality density maps by explicitly combining global and local contextual information at the expense of complicated structures. However, multi-column structures are much more difficult to train because each subnet may have different loss surfaces. Therefore, SCNet [30] makes a balance between pixel-wise estimation and computational costs by designing a single-column network. Further, Li et al. [15] incorporate dilated convolutions to aggregate multi-scale contextual information.
Despite the promising results, all the methods mentioned above neglect the otherwise powerful temporal information when dealing with video data. To deal with this problem, some methods [32, 34] attempt to utilize variants of LSTM to access long-range temporal dependencies. However, the complex LSTM architecture indicates the requirement of heavy computational costs and difficulty of training relevant parameters. Instead, we introduce 3D convolutions to exploit temporal information among videos in this paper. A novel architecture termed as "temporal channel-aware" (TCA) block is designed to capture temporal interdependencies and encode global contextual information simultaneously.
Our approach
Existing CNN-based crowd models mostly fail to take the temporal information into account for those images captured from video datasets. To overcome this issue, our solution is to adopt enhanced 3D convolutional network stacked by temporal channel-aware block to capture the strong temporal correlation. 
Backbone architecture
The architecture of the proposed E3D network is shown in Fig. 1 . Given multiple successive frames stacked as inputs, this sequence is first processed by a 3D convolution with a kernel size of 7x7x7 and stride 1x2x2. With the help of the sliding convolution operation among the time dimension, the temporal correlation between neighbouring input frames is captured. Then a max-pooling with pooling size of 3x3x3 and stride 1x1x1 is applied to downsample the extracted feature maps. To further explore the spatio-temporal information, we stack eight TCA blocks which can analyze the features from both local and global perspectives. The number of TCA blocks is chosen according to the performance on all testing datasets. There are two different types of TCA blocks used in the stream with slight nuance as one type changes the stride of the first convolution to 1x2x2 in order to downsample features in the spatial dimension while the others stay 1x1x1. We stack these two TCA blocks alternately and make sure that the output of the stack module is 1/16 of the input size. The detailed description of the TCA block will be introduced in the next section. After this stage, we use a 3D convolution with a kernel size of 1x1x1 to match the channel of output feature maps with the ground-truth density maps. Meanwhile, we scale the ground-truth density maps using bilinear interpolation with the factor of 1/16 to match the size of the final density maps. The proposed E3D is a fully convolutional network to accept inputs of arbitrary sizes and can be optimized via an end-to-end training scheme. The critical component of our architecture is the TCA block, as is depicted in Fig. 2 . This block can be divided into two branches, namely the mainstream and the shortcut branch. The mainstream branch deals with the feature maps and reconstructs the channel-wise feature response, while the shortcut branch here is to leverage the effectiveness of the residual learning for effective training whose spirit is similar to ResNet [11] . Specifically, in the mainstream branch, the feature maps X input to the block first pass two 3D convolutional layers. In this transformation, the number of channels remains unchanged. We use c and c to represent the number of input and output channels, respectively. For simplicity, bias terms are omitted and each 3D convolutional transformation can be formulated as:
TCA Block
where * denotes convolution,
Global contextual information is expected to be fused into both spatial and temporal dimensions because of the specific informative features in each channel, which indicates that it's inapposite to treat all channels with equality. Therefore, we send the output features to a channel descriptor by aggregating feature maps across their spatio-temporal dimensions. The channel descriptor is produced by global average pooling to generate channel-wise weights so that our network can selectively increase its sensitivity to useful informative features which can be effectively exploited by subsequent transformations. Formally, channel-wise means v c are generated by shrinking O through spatiotemporal dimensions D × H ×W :
To further exploit the channel dependencies, we use a dimensionality-reduction convolution layer followed by a dimensionality-increasing convolution layer to automatically learn the subtle interaction relationships between channels. We then utilize a sigmoid activation to normalize the weights of multiple channels. This procedure can be defined as:
where u = [u 1 , u 2 , · · · , u c ] is the normalized weight, δ refers to the ReLU function, σ refers to the sigmoid function, W 1 ∈ RC ×C , W 2 ∈ R C×C are the convolutions,C = C r and r is the reduction ratio. In this paper, r is set to 4. With the normalized channel weights, the channel information in the TCA block is adaptively rescaled. The output of the mainstream branch can be achieved by channel-wise multiplication between the feature map o c ∈ R D×H×W and the normalized channel weight u c . The process of producing output can be formulated as:
Finally, by integrating information from both branches, we can get the final output of TCA block as:X = X +Õ.
TCA-2D: a degenerate variant of TCA block
To get a further understanding of the effectiveness of exploiting temporal information, we propose a degenerate variant of TCA block in a 2D version called TCA-2D, which is stacked to form enhanced 2D convolutional networks termed as E2D. Except for the downsampling layer, we replace all the 3D kernels with the corresponding 2D ones. With regard to the downsampling layers with stride 1x2x2, we use 2x2 to replace the original stride.
In the experiments to be reported in the next section, whenever the dataset consists of images not captured from the same video sequences, the E3D will not come into effect but only E2D will be employed.
Ground Truth Generation
Following the method of generating density maps in [33] , we generate the ground truth by blurring each head annotations via a Gaussian kernel which is normalized to sum to one. Therefore, the total sum of the density map equals to the actual crowd counts. The ground truth G is given as follow:
where N is the total number of the individuals and G σ (x) represents 2D Gaussian kernels. Considering the negative effect of perspective distortion to some extent, we employ the geometry-adaptive kernels [36] to process the datasets lack of geometry information. The geometry-adaptive kernels are defined as:
For each head x i , we used i to indicate the average distance of k nearest neighbours. δ (x − x i ) is convolved with a Gaussian kernel with standard deviation parameter σ i where x is the position of pixel in each image. In the experiment, the ratio β is set to 0.3 and k is 3.
Experiment
We demonstrate the effectiveness of the proposed E3D model on three popular video datasets as well as the vehicle dataset TRANCOS. Some statistics of these datasets and the corresponding kernels we use are summarized in Table 1 . Besides, ablation studies are conducted on the UCSD dataset to analyze the impact of the number of video frames sent to the network, the effect of the number of the stacked TCA blocks and the capability of each component in our network. Qualitative results are visualized in Fig. 3 . 
Evaluation metrics
The widely used mean absolute error (MAE) and the mean squared error (MSE) are adopted to evaluate the performance of different methods. The MAE and MSE are defined as follows:
Here, N represents the total number of frames in the testing datasets, q i andq i are the ground truth and the estimated count, respectively.q i is calculated by summing up the estimated density map over the entire image.
Results
UCSD. The UCSD crowd counting dataset [5] consists of 2000 video frames of pedestrians on a walkway of the UCSD campus captured by a stationary camera. The video was recorded at 10fps with dimension 238 × 158. A region of interest(ROI) is provided for the scene in the dataset so that all frames and corresponding ground truth are masked with ROI. In the final output feature map, the intensities of pixels out of ROI is also set to zero, thereby constraining the error to the ROI areas to backpropagate during training. Following the setting in [5] , we use frame 601-1400 as the training data and the remaining 1200 frames as test data. We adopt a fixed spread Gaussian to generate ground truth density maps for training the network as the crowd is relatively sparse. Considering the fact that the resolution of each frame is small and fixed, each image is resized to two times the original size before it is sent to the network. We send 16 frames to the network at a time. The results of the different methods are shown in Table 2 . Compared with other state-of-the-art approaches, our method achieves the best result, which can be regarded as a verification that temporal information can boost the performance for this dataset. Mall. The mall dataset [6] was provided by Chen et al. for crowd counting. It was collected from a public accessible webcam in a shopping mall. The video contains 2000 annotated frames of over 60000 pedestrians with their head positions labeled. The ROI is also provided in the dataset. We use the first 800 frames for training and the remaining 1200 frames for testing. With more challenging lighting conditions and glass surface reflection, it's difficult to find the underlying relationship between the head size and density map. Thus geometry-adaptive kernels are applied to generate the density map. Also, 16 frames are sent to the network simultaneously. We perform a comparison against previous methods and our method achieves state-of-the-art performance with respect to both MAE and MSE. The results are shown in Table 3 , which also verifies the effectiveness of the powerful temporal information between recurrent frames.
WorldExpo'10. The WorldExpo'10 dataset [33] is made up of 3980 annotated frames from 1132 video sequences captured by 108 different surveillance cameras. This dataset is split into a training set of 3380 frames collected by 103 cameras and a testing set of 600 frames from 5 different scenes. The region of interest (ROI) are provided for these five test scenes. Each frame and its dot maps are masked with ROI during processing. We still use 16 frames as inputs and the MAE metric for evaluation. As shown in Table 4 , the proposed E3D achieves the best accuracy in 4 out of 5 scenes and delivers the lowest average MAE compared with previous methods.
TRANCOS. In addition to counting pedestrians, an extended experiment is conducted on the vehicle dataset TRANCOS [10] to present the generality of our model. It consists of 1244 images of different congested traffic scenes with a total of 46796 vehicles annotated. Different from crowd counting datasets, TRANCOS contains multiple scenes from different video sequences, which indicates intercepted frames are not consecutive. Since there is no temporal correlation between them, we can not make use of the advantage of 3D convolutions. Therefore, we degenerate the 3D model into a 2D version named E2D, which is made up of TCA-2D blocks. Strictly following the setting in [10] , we adopt the Grid Average Mean absolute Error (GAME) metric, which is:
where N is the number of test images, C l I n is the estimated count of image n within region l and C l GT I n is the corresponding ground truth result. The GAME metric aims at subdividing the image into 4 L non-overlapping region and evaluating the accuracy of the estimated position. When L=0, the GAME is equivalent to MAE. We compare our approach with five previous methods in Table 5 and achieve a significant improvement in four different GAME metrics. This illustrates that our model can still obtain robust results in the absence of temporal information. Table 6 : The ablations on UCSD about the capability of each component in our network, the impact of the number of video frames sent to the network and the effect of the number of the stacked TCA blocks. 
Ablation study
To have more insights into our proposed method, we conduct ablation studies on UCSD datasets for its representative temporal information. 1) Component analysis: Our first study is to investigate the capability of each component in the proposed E3D and the results are listed in Table 6 (left). The first method E2D (w/o gc) means that we remove the mainstream branch (the global context branch) in each TCA-2D block of the E2D, the same goes for E3D (w/o gc) based on E3D. From the table, we could see that incorporating global context can reduce the MAE from 1.10 (E2D (w/o gc)) to 1.00 (E2D) or from 1.00 (E3D (w/o gc)) to 0.93 (E3D), which demonstrates its effectiveness in improving the performance of the proposed model. Besides, the performance discrepancy between E2D (w/o gc) and E3D (w/o gc) or E2D and E3D illustrates that it is useful to exploit the temporal information in video sequences, which supports our justification for the use of the 3D convolutions.
2) Frame length: Given the benefits of temporal convolutions above, it is interesting to study the impact of the number of the frames sent to the network on the final performance. As shown in Table 6 (middle), we gradually increase the number of frames at intervals of 4. It is obvious that the results are comparative in the case of frames 4 and 8 (MAE 1.26 vs 1.27). However, the network achieves significant performance improvement when the number of frames is 12 or 16. It is because the UCSD dataset is recorded at 10fps. There is little temporal information to make use of when frame length is less than 10. This may suggest that our model benefits from the increase of the number of frames sent to the network. Considering the limited computing resources, we finally set the frame length to 16.
3) TCA numbers: The proposed method is composed of several TCA blocks, and it is necessary to analyze the effect of the number of TCA blocks on the final performance. We gradually increase the number of TCA blocks at intervals 2 shown in Table 6 (right).
As is mentioned above, there are two types of TCA blocks stacked alternately to make up the whole architecture. The difference between them is whether there exists downsampling operation. When changing the number of TCA blocks, we only add or remove blocks without downsampling. Therefore, the output size of the network is maintained at 1/16 of the input resolution. It is obvious that the network delivers the best performance when the number of blocks equals to 8.
Conclusion
In this paper, we propose a novel block named temporal channel-aware (TCA) block, which not only captures the temporal dependencies in video sequences, but also combines global context information with local spatio-temporal features to boost the accuracy for crowd counting. By stacking the TCA blocks to form the enhanced 3D convolutional network (E3D), we can achieve state-of-the-art performance over the existing methods on three benchmarks. Besides, we propose a degenerate variant of E3D by replacing 3D convolutions with 2D convolutions and test it on the vehicle datatset TRANCOS, which demonstrates our model can still achieve good results in case the temporal information is not available.
