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Precise manipulation of high brightness electron beams requires detailed knowledge of the particle
phase space shape and evolution. As ultrafast electron pulses become brighter, new operational
regimes become accessible with emittance values in the picometer range, with enormous impact on
potential scientific applications. Here we present a new characterization method for such beams and
demonstrate experimentally its ability to reconstruct the 4D transverse beam matrix of strongly
correlated electron beams with sub-nanometer emittance and sub-micrometer spot size, produced
with the HiRES beamline at LBNL. Our work extends the reach of ultrafast electron accelerator
diagnostics into picometer-range emittance values, opening the way to complex nanometer-scale
electron beam manipulation techniques.
I. INTRODUCTION
The advent of ultrafast lasers and rapid development
of particle accelerator technology paved the way to the
generation of dense, ultrashort electron pulses. Using
time-varying electromagnetic fields in the radiofrequency
range, electron beams can be rapidly accelerated to rel-
ativistic energies and longitudinally compressed down to
the single-digit femtosecond durations [1]. Similarly, the
peak beam transverse brightness greatly benefits from
the smaller and denser volumes in the transverse trace
space generated with the help of large field amplitudes
at emission plane [2][3]. Moving one step further and
coupling high fields with MHz repetition rates results in
a leap in average electron flux [4][5], which can in turn
be used to produce transverse emittance values in the
nanometer and picometer range [6][7][8], with a poten-
tially enormous impact on scientific applications, includ-
ing free-electron lasers (FEL) [9][10], ultrafast electron
diffraction (UED) [11][12] and microscopy (UEM)[13], in-
jection into laser-driven microstructure accelerators [14]
[15], inverse Compton scattering[16], and high average
power THz generation [17]. In order to take full advan-
tage of the small transverse phase space generated, accu-
rate knowledge of the four-dimensional (4D) transverse
beam matrix is essential. A variety of different diagnos-
tics techniques have been developed to measure trans-
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verse beam properties, including quadrupole/solenoid
scan techniques [18], pepper pot [19] and slit scan[20]
methods.
Quadrupole/solenoid scans are widely used for emit-
tance measurements. The beam dimensions at a fixed
point along the beamline are recorded as function of the
strength of upstream electron optics, retrieving the full
4D beam matrix [18]. In typical setups the beam projec-
tion in the (x,y) plane is measured via optical imaging
methods providing a resolution of few micrometers at
best.
The pepper pot method[19] uses an electron mask
for sampling the beam transverse phase space at mul-
tiple positions simultaneously. It is therefore a natu-
ral choice for retrieving single-shot information. Indeed
the shadowgraph of transmitted beamlets on a down-
stream screen carries information on the coupled four-
dimensional beam matrix. The trade-off between signal-
to-noise ratio (SNR), mask aperture size (≥ 10 µm), dis-
tance between mask and detector (∼ m), and imaging
system spatial resolution and efficiency determines the
final resolution, practically limiting it to emittance val-
ues in the few-nanometer range. Recently the TEM grid
method[7][21] has been introduced as an alternative to
pepper pot. By analyzing the the positions and sharp-
ness of the grid bars, as well as the intensity of the image,
the entire transverse beam matrix at the grid plane can
be reconstructed. Unlike the pepper pot, here a large
portion of the beam is transmitted trough the holes in
the grid leading to higher contrast (SNR) and accuracy
of the measurement. The shadowgraph of the TEM grid
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2FIG. 1. (a) Sketch of the knife-edge scan setup. Red dot
indicates the reconstruction point, and red dashed lines rep-
resent beam edges. (b) A typical knifed beam image on the
detector, note that the projection of the cut undergoes a rota-
tion of angle α after propagation (c) The transmitted intensity
profile in the knife-edge scan, Erf fitting gives the rms beam
size at the knife-edge plane
is used to retrieve the beam properties, requiring a beam
waist before the grid and a beam size of at least few grid
holes at the grid. Measurements of beams close to the
waist or with strongly tilted ellipses in the phase space
are subject to large errors [21].
In general the smallest emittance values measured so
far with the techniques described above are of the order
of few nanometers [7].
In this work, we introduce a new methodology for char-
acterization of the four-dimensional transverse beam ma-
trix of electron beams extending the reach of the mea-
surement space into picometer-scale emittance values and
nanometer-scale spot sizes. The technique merges the
methodology typical of quadrupole scan described above
with the high spatial precision in beam size measure-
ments given by the knife-edge scan technique (widely
used in laser optics[22]) assisted by a powerful data anal-
ysis and global fitting routine. The knife-edge scan mea-
surement technique is conceptually simple. By mov-
ing a knife-edge obstacle into the electron beam with
nanometer-scale precision on the edge positioning, sub-
micrometer spot sizes can be reliably measured by detect-
ing the amount of electrons surviving the obstacle. The
main idea behind our work is to go one step further and
utilize all of the information in the actual image gen-
erated by the knife-edge instead of only measuring the
transmitted charge.
We describe the concept, simulation results, experi-
ments as well as the data analysis of an example measure-
ment. This work was conducted at the High Repetition-
rate Electron Scattering (HiRES)[5] beamline at LBNL.
Our results show the flexibility and the potential for such
technique as high accuracy tool for measuring the evo-
lution of transverse 4D phase space beam matrix sub-
micrometer beam size and picometer range emittance, ex-
tending the reach of ultrafast instrumentation techniques
by more than one order of magnitude in the transverse
space.
The paper is organized as follows: In Section II, the
knife-edge scan technique is described and formalized. In
Section III, a numerical simulation of virtual measure-
ment is presented. In Section IV, application of knife-
edge scan technique at the HiRES beamline is described.
The experimental results and detailed data analysis are
presented. In Section V we summarize the work and dis-
cuss possible future applications of the technique in the
R&D of ultrahigh brightness electron sources
II. THEORETICAL MODEL
The experimental setup consists of an electron-opaque
metal obstacle with a sharp edge (≤ 10 nm RMS rough-
ness) intercepting the beam. The edge is moved through
the beam using a calibrated translation stage with 100
nm resolution and the transmitted electrons are imaged
0.6 m downstream by a scintillator and an intensified
CCD camera (see Fig. 1). The resulting series of beam
images carry information on the beam size at the obstacle
position, the local angle distribution as function of edge
position along the beam, and the beam correlations in
the four-dimensional transverse phase space (x,x’,y,y’).
Assuming a Gaussian beam distribution, the total
transmitted charge as function of edge position along the
x direction has the shape of a cumulative distribution
function:
Q(xe) =
Q0
2
[
1 + erf
(
xe − x0√
2σke,x
)]
, (1)
where Q0 is the total charge, xe and x0 are respectively
the edge position and the beam center position, and σke,x
is the beam size at the knife-edge plane. Figure 1(c)
shows an example of measurement, where the intensity
change recorded as function of the knife-edge position is
used in a least-square-fit procedure using Eq.1.
In the general case of electron beams with correlated
transverse planes, the knife-edge method presented al-
lows the reconstruction of the entire 4D beam matrix
Σ4D:
Σ4D =

〈
x2
〉 〈xx′〉 〈xy〉 〈xy′〉
〈xx′〉 〈x′2〉 〈x′y〉 〈x′y′〉
〈xy〉 〈x′y〉 〈y2〉 〈yy′〉
〈xy′〉 〈x′y′〉 〈yy′〉 〈y′2〉
 , (2)
3and the 4D emittance:
4D =
√
det (Σ4D) (3)
As described below in detail, in this case recording
only the transmitted intensity is not enough, but rather
the information of the entire projection on the (x,y)
plane is needed. The full reconstruction of the transverse
beam matrix assumes a particularly important role in the
case of electron beams tightly focused to sub-micrometer
scales, as it allows to measure and diagnose non-idealities
in the focusing systems, such as astigmatism and other
aberrations. For example, if a slightly astigmatic system
is used on a beam with correlated transverse planes, then
measuring separately the beam size along two orthogonal
directions provides values always larger than the actual
waist size.
Let us consider a Gaussian distribution in the 4D
transverse phase space that is partly intercepted by the
knife-edge at the position xe, such that only the parti-
cles with x > xe are transmitted to the detector. After
drifting for a distance L downstream the obstacle, the
distribution limit is defined as:
ρ(x, x′, y, y′) =

Q0
4pi24D
exp
− 12 (x x′ y y′)Σ−14D
xx′y
y′

, if x > xe + Lx′
0, if x ≤ xe + Lx′
(4)
where Σ−14D is the inverse of the 4D beam matrix at the
detector plane. The resulting transverse profile, ρx(x, y),
is obtained by integrating over the angular distribution
in x and y:
ρx(x, y) =
∫ x−xe
L
−∞
dx′
∫ ∞
−∞
dy′ρ(x, x′, y, y′) (5)
The solution of the integral can be written in the form:
ρx(x, y) =
1
2
ρ0(x, y)
[
1 + erf
(
x−Mxxe − tan(αx)y√
2σx
)]
,
(6)
where ρ0(x, y) corresponds to the transverse spatial pro-
file of the beam when the knife-edge does not block the
beam:
ρ0(x, y) =
Q0
2pi
√〈x2〉〈y2〉 − 〈xy〉2×
exp
[
−1
2
(
x− x0 y − y0
)(〈x2〉 〈xy〉
〈xy〉 〈y2〉
)−1(
x− x0
y − y0
)]
(7)
and includes the x-y second moments at the screen that
can be retrieved with a fit of the full beam to a 2D Gaus-
sian function. The other three parameters contained in
the error function of Eq. (6), which depend on the dis-
tance between knife-edge and detector plane L, describe
the point-projected image of the knife-edge at the screen:
Mx is the magnification factor of the cut edge position;
σx is the cut width or sharpness of the edge at the screen;
and αx is the cut angle of the edge at the screen, which
is typically not zero when x-y coupling is present (See
Fig 1(b)). Analogous analysis can be made for a knife-
edge scan in the vertical direction. In this case, the beam
profile at the screen previously intercepted by the knife-
edge at the position ye is:
ρy(x, y) =
1
2
ρ0(x, y)
[
1 + erf
(
y −Myye − tan(αy)x√
2σy
)]
,
(8)
A fit of the beam profile to Eqs. (6) and (8) in hori-
zontal and vertical edge scans, respectively, allows for re-
trieving a total of nine parameters to describe the beam
(x-y second moments, magnification, cut width and an-
gle). Adding the beam sizes at the knife edge plane
{σke,x, σke,y} obtained from a charge scan using Eq. (1),
the set of data is, in principle, sufficient to reconstruct
the ten elements of the 4D transverse beam matrix. For
the sake of simplicity, let us write the inverse of the beam
matrix as:
Σ−14D =
a b g hb c l mg l d e
h m e f
 (9)
Solving the integral in 5 the magnification factor, cut
angle and cut width can be espressed in terms of the
4inverse beam matrix elements as follows:
Mx =
1
1 + L bf−hmcf−m2
(10)
tan(αx) =
em− fl
bf − hm+ cf−m2L
(11)
σx =
√
f(cf −m2)
bf − hm+ cf−m2L
(12)
My =
1
1 + L ce−lmcf−m2
(13)
tan(αy) =
bm− ch
ce− lm+ cf−m2L
(14)
σy =
√
c(cf −m2)
ce− lm+ cf−m2L
(15)
The dependence of these parameters from the edge-to-
screen distance L becomes very strong when for longitu-
dinal positions of the obstacles around the focal plane.
When the beam is focus and knife-edge plane coincide,
neither the magnification, the cut angle nor cut width
are well-defined, as will be shown in simulations in the
following section. For this measurement a tightly focused
beam is desirable to maximize the magnification at the
detector, and to decrease the error in retrieving the local
angular spread from fitting the cut width (Eqs. (6) and
(8)).
Our measurement is actually composed by a series
of knife-edge scans at different longitudinal positions
around the beam waist. This is particularly important
as the data can be combined together in a global fit-
ting strategy to increase the strength of the fit and min-
imize the systematic/statistics error. The fit is based on
the minimization of the squared error between the data
s
(k)
i and the parametric model t
(k)
i (Σ
(recon)
4D , L0), where
Σ
(recon)
4D is the 4D transverse beam matrix at the up-
stream reconstruction point, located at distance L0 from
the knife-edge plane. (See Fig. 1), the subscript i indi-
cates the scan measurement at an arbitrary longitudinal
plane zi and superscript k indicates the measured vari-
able (rms size at edge and detector, magnification factor,
cut angle and cut width). The errors are weighted by the
uncertainty δs
(k)
i of each measurement point and they are
added into an overall sum:
χ2
(
Σ
(recon)
4D , L0
)
=
∑
k,i
(
s
(k)
i − t(k)i (Σ(recon)4D , L0)
δs
(k)
i
)2
(16)
A nonlinear solver routine in MATLAB[23] is used to
find the parameters (Σ
(recon)
4D , L0) that minimize the cost
function χ2. Additional constraints have been included
to prevent the solution to be unphysical (i.e. the solution
eigenvalues of the beam matrix must be positive).
Note that to speed up the convergence of the fit it is
important to pick a reasonable a starting solution. In our
case we estimated beforehand an initial condition for the
beam matrix using the reconstruction of the beam profile
with the affine mapping (See Appendix).
III. SIMULATIONS OF THE MEASUREMENT
To verify the analysis approach, we performed virtual
measurements using a particle tracking code (General
Particle Tracer, [24]). Figure 2 shows an example of such
tests. Starting from real measured data, we derived the
initial electron beam matrix parameters and beam distri-
bution, reported in Table I. A random distribution of 105
electrons was generated from the beam matrix, and then
propagated through the knife-edge obstacle and a drift
of 0.6 m up to the detector plane (Fig 1). The knife-edge
was simulated using an hard-edge model, i.e. by remov-
ing the electrons with x(y) < 0 for vertical (horizontal)
scan configuration. The detector resolution was set to
23.81 µm/pixel, equal to the camera resolution in the
real experimental setup.
Simulations of knife-edge scans are performed at sev-
eral longitudinal positions along the beam propagation.
These span a distance of 14 mm, equal to the total travel
distance of our picomotors in experiments. The different
positions are labeled from z = −6mm to z = 8mm to
match the motor encoder readback, with -6 mm being
the furthest distance between the lens and the obsta-
cle (about 32 mm). To better show the beam behavior
in Fig. 2 we report one example of the simulated beam
(x,y) distributions at the detector after intercepting the
obstacle in the center. The projection of the edge on the
detector undergoes a rotation during the scan for both
horizontal and vertical directions; this rotation is due to
the presence of x-y correlations in the initial beam ma-
trix.
For each z location the edge was moved along the en-
tire beam with a step size of 250 nm, generating a se-
ries of images used in the fitting procedure described in
Sect II with Eq. 6,7,8. The extracted values for cut an-
gle, cut width and magnification, as well as the the rms
beam size at the knife-edge plane and detector (Eq. 1)
are shown in Fig. 2, error bars are from the fitting
confidence interval due to the limited number of par-
ticles used. The extracted data points are used as in-
put to the global fitting procedure (see Sect. II) to ob-
tain the 4D beam matrix at the reconstruction point.
Table I shows a comparison between the original beam
matrix and the fitting result, indicating excellent agree-
ment in terms of all matrix elements as well as the pro-
jected and 4D transverse emittance. Note that the re-
constructed 4D transverse emittance (geometric) is very
small (0.00195(nm · rad)2 = (0.044nm · rad)2) with a
relative error of 0.1%.
The virtual measurement is an ideal case where the
precision is mainly limited by errors due to the limited
number of particles used and the sampling resolution at
the detector plane. In practical measurements, system-
5FIG. 2. Virtual measurement and its data analysis. (top) Simulated electron beam transverse shape at the detector screen
after intercepting a vertical (top row) and horizontal (lower row) semi-infinite plane, for different longitudinal positions of the
plane. The (x,y) planes are coupled. Example of curve fitting of virtual data: (middle) cut width, cut angle and magnification;
(bottom) rms beam sizes at the knife-edge and the detector.
atic errors like the calibration error of the camera and
error of the distance between knife-edge and the detector
need to be considered. Since the knife-edge scan is a form
of multi-shot/single optics measurement, beam position
jitter and drift at the knife-edge plane over the scan need
to be compensated.
6FIG. 3. Measured intensity profiles of the half-cut beam over the longitudinal scan, the cut projection rotation is clearly seen
TABLE I. Results of the 4D beam matrix and emittance re-
constructed from the virtual measurements.
Initial Reconstructed
〈x2〉 [µm2] 59.83 59.20
〈xx′〉 [µm mrad] −2.432 −2.406
〈x′2〉 [mrad2] 0.1087 0.1079
〈y2〉 [µm2] 256.5 256.4
〈yy′〉 [µm mrad] −11.38 −11.37
〈y′2〉 [mrad2] 50.76 50.69
〈xy〉 [µm2] 11.27 11.18
〈xy′〉 [µm mrad] −0.2045 −0.2085
〈x′y〉 [µm mrad] 1.065 1.074
〈x′y′〉 [mrad2] −0.06062 −0.06082
4D(geometric) [(nm rad)
2] 0.001950 0.001948
4D(normalized) [(nm rad)
2] 0.009642 0.009632
IV. APPLICATION TO THE HIRES BEAMLINE
In this section we demonstrate the ability of the
presented method to reconstruct 4D phase space of a
sub-nm2 emittance electron beam, generated using the
HiRES beamline at LBNL [5][25]. It employs the APEX
[4] radio frequency (RF) electron source to provide sub-
picosecond electron bunches with repetition rates up to
1 MHz, and an accelerating gradient in excess of 20
MV/m. The electrons are excited via photoemission from
a CsK2Sb coated copper cathode [26] by a 150 fs (rms)
frequency-doubled Ytterbium-fiber laser. Energy spreads
below 10−4 can be achieved depending on charge and
pulse length, with a nominal energy of 735 KeV.
To deliver an ultra-low emittance beam to the knife-
edge scan setup, the HiRES beamline has been optimized
as follows. First, the laser spot on the cathode was tightly
focused down to 50 um RMS, which minimizes the ini-
tial transverse emittance. Second, the combination of
the gun solenoid and a following 500 um aperture cuts
the high divergence part of the beam and decreases the
transverse normalized emittance to 3 nm [8]. Then, the
beam was transported through the dogleg energy collima-
tor: two sets of quadrupole triplets lenses were utilized
to compensate the energy dispersion and minimize the
transverse emittance growth due to the energy spread.
Finally, the beam went through the 2nd aperture 200
um in diameter about 50 cm upstream of the lens assem-
bly, decreasing the transverse emittance further into the
sub-nm regime.
An in vacuum high-gradient permanent magnet
quadrupole (PMQ) lens system [8] was utilized to
strongly focus the beam.
For precise reconstruction of the beam, we fabricated
microscale knife edge samples with nanometer-level edge
sharpness. These consist of a 75 nm Au film thermally
evaporated onto a 50 nm SiN membrane suspended over a
0.25 mm x 0.25 mm aperture on a Si support frame. A 10
µm x 10 µm square hole was milled through the Au/SiN
film with a focused Ga ion beam, providing two vertical
and two horizontal knife edges. The peak-to-peak edge
roughness was measured with SEM to be less than 10 nm.
The polycrystalline Au layer is thick enough to filter out
the overlapping portion of the beam by scattering. No
transmission through the Au was observed within the
detection sensitivity of the instrument. This provides
sharp, high-contrast beam cuts as demonstrated in Fig. 3.
A scintillator screen (Ce:YAG, 25 mm diameter and
100 µm thick) was used to image the beam at 0.6 m down-
stream from the knife-edge. The scintillator was then im-
aged onto the CCD of an intensified camera (Princeton
Instruments PI-MAX4), the detector assembly calibra-
tion was determined to be 23.81 um/pixel.
In order to apply the model described in Sect.II, we
performed knife-edge measurements at multiple longitu-
dinal positions along the beamline. While the knife-edge
obstacle was moved transversely over the beam, the lon-
gitudinal scan was accomplished by translating the entire
PMQ lens assembly rather then the obstacle. With ref-
erence to Fig. 1, the distance L between the knife-edge
and the detector was kept fixed, while the distance L0+z
varied. In principle such a procedure, forced by our par-
ticular experimental setup, does not maintain a constant
input beam matrix Σ4D during the measurements. Nev-
7FIG. 4. Space-stamping to correct spatial jitter (a) typical
knifed beam on detector, ∆ is defined as the distance be-
tween cut and Gaussian centroid. (b) Linear fit of ∆ using
transmitted profiles with similar Gaussian centroids. (c) In-
tensity profile in the white dashed box region in (a) over the
knife-edge scan without (left) and with (right) SS correction.
(d) Comparison of the transmitted intensity profile with and
without SS correction.
ertheless for a collimated beam, the beam matrix before
the lens is very slowly changing and can be with a good
approximation be assumed constant.
Figure 3 shows the experimental data along a total
longitudinal scan range of 15 mm. As in the case of the
virtual measurements presented above,we only report one
image for each longitudinal position. The cut angle ro-
tates as function of edge longitudinal position, as pre-
dicted by the theoretical model.
A. Spatial jitters compensation
Stroboscopic characterization and application of ultra-
fast, nm-scale electron beams requires exquisite beam
transverse and longitudinal stability. Parameter fluc-
tuations in the experimental setup, such as power sup-
ply current instability, ground vibrations, amplitude and
phase fluctuations in the radiofrequency levels can neg-
atively impact the short- and long-term electron beam
jitter. To circumvent the loss of temporal resolution due
to the time-of-arrival pump-probe jitter, time stamping
techniques have been developed and widely used over the
years in FELs and UED setups [27][28][29]. In the follow-
ing we apply a similar concept to the spatial coordinate
to compensate for beam transverse instabilities. We call
the technique space stamping (SS), in analogy with the
temporal coordinate.
The SS approach is based on utilizing the beam cen-
troid information from each image to correct for the spa-
tial beam fluctuations during the knife-edge scan. The
correction is applied as follows: first, for each scan step at
a fixed longitudinal position z, the transmitted beam pro-
file was fitted with Eq. 6 and 8. Second, the distances
∆ between the Gaussian centroid (the beam position)
and knife-edge cut were retrieved (Fig. 4(a)). Under the
assumption of linear optics, the distance ∆ is directly re-
lated to the knife-edge position ∆x on the beam through
a scaling factor t. Such scale is determined by first or-
dering all the images in terms of Gaussian centroid, then
selecting for each knife edge position the images with
centroid differing by less than 1 pixel from the median of
the distribution, and finally performing a linear fit to find
t on the selected profiles (Fig. 4(b)). Lastly, the knife-
edge positions ∆x of every image for all the scan steps
are re-assigned according to the cut-centroid distance ∆
and the scale t. Fig. 4(c) and (d) show the dataset for a
particular knife-edge scan uncorrected and SS-corrected,
showing clear suppression of noise and higher goodness
of fit after correction. Such technique therefore can be
efficiently applied to remove spatial fluctuations. On the
other hand its bandwidth is limited to pointing jitters
slower than the acquisition frame rate (1-few Hz).
B. Results and Discussion
A fit of the complete set of data retrieved from the
beam profiles of the knife-edge scans allows for the recon-
struction of the 4D beam matrix following the theoretical
model detailed in Section II.
The 4D beam matrix reconstruction is made on the
lens output plane (see Fig. 1). This beam matrix is re-
lated to the one on the screen, Σ
(screen)
4D , by a drift trans-
port matrix of distance L + L0 + z, where z is the po-
sition of the lens, measured by the translation stage it
is mounted on, and L0 is the distance between the lens
and the knife-edge when the position is set at z = 0. Be-
cause L0 could not be measured with good accuracy, we
8TABLE II. Results of the 4D beam matrix reconstruction and
emittance. Errors are corresponding to standard deviation
given by the Monte Carlo simulation
〈x2〉 [µm2] 73.4± 0.3
〈xx′〉 [µm mrad] −2.69± 0.01
〈x′2〉 [mrad2] 0.1365± 0.0004
〈y2〉 [µm2] 420± 0.9
〈yy′〉 [µm mrad] −18.14± 0.02
〈y′2〉 [mrad2] 0.786± 0.002
〈xy〉 [µm2] 40.30± 0.08
〈xy′〉 [µm mrad] −1.42± 0.01
〈x′y〉 [µm mrad] 2.38± 0.01
〈x′y′〉 [mrad2] −0.1161± 0.0003
4D(geometric) [(nm rad)
2] 0.0029± 0.0013
4D(normalized) [(nm rad)
2] 0.0144± 0.0065
included it as parameter in the overall fitting reconstruc-
tion.
The solution of the beam matrix reconstruction is sum-
marized in Table II, while the result of the global fit is
shown in Fig. 5.
The precision of the emittance measurement will be
determined by the resulting uncertainties of the global
fitting parameters. In order to assess the performance
of the knife-edge scan technique, we carried out a sensi-
tivity study of the fitting routine to the statistical errors
observed during the measurement of beam-edge profiles.
We performed Monte Carlo simulation in which 5000
datasets are randomly generated based on the profile
measurements and their uncertainties, following a Gaus-
sian distribution centered at s
(k)
i and with a standard
deviation of δs
(k)
i . Every dataset is processed as an in-
put of the global fitting routine. A statistical analysis of
the resulting reconstructions allows for an estimation of
the standard deviation of the measured emittance.
Table II includes the standard deviation of the recon-
structed beam matrix elements and emittances. Figure 6
shows the statistical distribution of the normalized emit-
tance values obtained from the Monte Carlo simulation.
The emittance along the horizontal direction nx was cal-
culated from the reconstructed matrix using the following
equation:
nx = βγ
√
〈x2〉〈x′2〉 − 〈xx′〉2 (17)
and similar for ny. The 4D emittance was calculated
from Eq. (3). The large difference (about 2 orders of
magnitude) between the product nxny and n4D con-
firms the presence of strong correlations between the two
transverse planes, and demonstrates the importance of
a full four-dimensional reconstruction. Indeed our ex-
perimental results using such focused beams [8] for ul-
trafast electron diffraction show spatial resolution per-
formance in line with the higher phase space density
and transverse coherence length obtained from the four-
dimensional emittance value.
Such technique, similarly to the more standard
quadrupole-scan techqnique, can be used in the event
that space charge effects can be neglected and a sim-
ple drift transport assumed for the electrons between the
knife-edge obstacle and the detector plane. Here we es-
timate the pulse charge expected from tightly focused
electron beams with picometer-scale emittance. The 6D
beam brightness is defined as:
B6D =
eNtot
(
√
2pi)32nσt(σE/mc
2)
(18)
taking into account the peak current, transverse normal-
ized emittance as well as the energy spread, and the beam
is assumed to have no correlated time-energy chirp. . By
using state-of-art radiofrequency-based electron sources,
6D beam brightness values as high as 1017A/m2 can be
achieved[30]. For an electron beam with 0.0144(nmrad)2
4D normalized transverse emittance, 300 fs FWHM pulse
length and 10−3 energy spread, the calculated average
pulse charge is < 10 electrons/pulse. Thus, for small
enough emittance values and state-of-art photocathode
brightness values, the space charge effect can be neglected
and the reported analysis is applicable.
Although the space-stamping technique remove a large
part of the transverse beam fluctuations, spatial fluctua-
tions due to beamline machanical vibrations at frequen-
cies above 10 Hz still remain. This is the major cause of
the uncertainty in our measurements and it constitutes
in general the main limitation to measuring small beam
sizes and small emittance values. Another main com-
ponent of the measurement error is represented by the
coupling between different planes. For strongly coupled
4D phase spaces, the precision in measuring the coupling
and the projections along the different coordinates be-
comes exponentially important to obtain a reliable value
for the 4D volume [21]. The x-y correlation can result
from a non symmetric initial laser profile, the x-y cou-
pling from gun solenoid lens, permanent magnet-based
lens rolling/tilting error, etc. Nevertheless the presented
results show the potential of the knife-edge scan tech-
nique to measure ultra-low transverse emittances. Fig. 7
shows the reconstructed phase space projections around
the beam waist using the obtained beam matrix, the
strong coupling between different planes was unveiled.
The x-y’ and y-x’ correlations were the main cause of the
cut rotation behavior observed at the detector screen.
When the knife edge was not inserted, full beam shape
at the detector was dominated by the x’-y’ distribution.
V. CONCLUSION AND OUTLOOK
The development of ultrahigh brightness, low emit-
tance electron sources calls for highly precise beam mea-
surement techniques. In this work we have presented a
novel technique for measurement of the 4D beam matrix
of tightly focused electron beams with ultralow emittance
values. Previous measurements reported emittances in
the range of few nanometers, or 4D ≥ 10 nm2. The
9FIG. 5. Results of the global fitting to the measured edge data (top) and the rms sizes at the knife-edge and the detector
planes (bottom).
FIG. 6. Statistical distribution of the normalized apparent and 4D emittance values in the Monte Carlo simulation
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FIG. 7. Reconstructed phase space projections at z = -4 mm (a) and z = 6 mm (b)
proposed technique has been successfully tested to char-
acterize complex evolution around the waist of beams
with 4D normalized emittances 100 times smaller, down
to 0.0144(nm · rad)2.
A detailed theoretical model has been described and
validated via virtual measurement performed by making
use of the GPT particle tracking code [24].We then ap-
ply the knife-edge scan technique at the measurement of
sub-micrometer beams generated at the HiRES beamline
at LBNL. A detailed data processing procedure was de-
veloped, including space stamping and affine mapping for
guessing the initial parameter values in the global fitting.
The knife-edge routine presented here has a few main
advantages over other techniques. First, the scans can
be made with arbitrarily small step size, only limited by
the precision of the particular piezomotor used in the
measurements (in the few nm range). Also, pointing jit-
ters can be compensated by space stamping if the frame
rate during acquisition is high enough; this is especially
effective in high repetition rate setups with high elec-
tron flux. Second, the image analysis and global fitting
procedure allow to reconstruct the behaviour of the full
transverse phase space. Such information is crucial in the
optimization of tightly focused electron beam and strong
lens systems.
Ultrafast electron beams with emittance values be-
low the nanometer and beam size in the sub-micrometer
regime are finding wider applicability, from ultrafast elec-
tron diffraction and microscopy, to Dielectric Laser Ac-
celeration [14] and external electron injection in laser-
plasma accelerators. High brightness electron source
R&D projects are being pursued in order to get higher
brightness from the emission surface [31][26] and increase
the accelerating field, output energy together with the av-
erage electron flux [32]. We believe that techniques like
the one presented here will become crucial as the R&D
on the sources progresses.
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Appendix: affine transformation to obtain the initial
guess of beam matrix elements
The initial guess for the fitting parameters is a key step
in the data analysis process, as the final convergence of
the algorithm is strongly dependent upon the particular
choice made. To obtain a proper initial guess (Section
IV B), we developed a procedure to reconstruct the beam
profile at the knife-edge plane based on affine transfor-
mation. The beam profile in the (x,y) plane at the knife
edge can be connected to the profile at the detector by a
2× 2 matrix A including shear, rotation and scaling (see
Fig. 8):
ρdetector(x, y) = ρknife−edge(A−1(x, y)) (A.1)
The projection image of the horizontal and vertical
knife-edge cut is a direct sampling of the affine map:
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FIG. 8. Affine transformation (top), simulated intensity
profile of a half-cut beam at the knife-edge plane (bottom
left) and intensity profile on the detector (bottom right), the
transformation matrix A is given by Eq. A.2
A =
(
Mx
1−tan(αx) tan(αy)
My tan(αx)
1−tan(αx) tan(αy)
Mx tan(αy)
1−tan(αx) tan(αy)
My
1−tan(αx) tan(αy)
)
(A.2)
Where Mx(y),αx(y) are respectively the magnification
and projected cut angle. The beam profile at the knife-
edge plane is given by:
ρknife−edge(x, y) = ρdetector(A(x, y)) (A.3)
Fig.8 shows a simulated half-cut beam profile on the
detector plane and the reconstructed beam profile at the
knife-edge plane using the affine transformation. Note
that, 1) affine matrix defines a transformation in (x,y)
plane (not (x,x’)), and 2) the profile retrieved from
Eqs. (A.3) is a backtracking result which does not take
into account the 4D beam emittance, and it is therefore
less and less accurate approaching the beam waist.
By applying affine mapping one can obtain the beam
profiles at different longitudinal positions. The resulting
matrix elements 〈xx〉, 〈yy〉 and 〈xy〉 over the scan can be
used to solve the drift transfer problem [18]. Given an
estimated measurement of L0, the fit to each rms sizes
retrieves all beam matrix elements at the reconstruction
point except for 〈xy′〉 and 〈x′y〉, which only the sum is ob-
tained. Choosing these values appropriately as the start-
ing set of parameters, based on how they fit to the actual
data, allows for the global fitting routine to converge.
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