In this paper, we propose a polynomial time algorithm for fractional assignment problems. The fractional assignment problem is interpreted as follows. Let G = (I; J; E) be a bipartite graph where I and J are vertex sets and E I 2 J is an edge set. We call an edge subset X( E) assignment if every vertex is incident to exactly one edge from X: Given an integer weight c ij and a positive integer weight d ij for every edge (i; j) 2 E; the fractional assignment problem nds an assignment X( E) such that the ratio ( P (i;j)2X c ij )=( P (i;j)2X d ij ) is minimized. Our algorithm is based on the parametric approach and employs the approximate binary search method. The time complexity of our algorithm is O( p n m log D log(nCD)) where jIj = jJj = n; jEj = m; C = maxf1; maxfjc ij j : (i; j) 2 Egg and D = maxfd ij : (i; j) 2 Eg + 1:
In this paper, we propose a polynomial time algorithm for fractional assignment problems. The fractional assignment problem is interpreted as follows. Let G = (I; J; E) be a bipartite graph where I and J are vertex sets and E I 2 J is an edge set. We call an edge subset X( E) assignment if every vertex is incident to exactly one edge from X: Given an integer weight c ij and a positive integer weight d ij for every edge (i; j) 2 E; the fractional assignment problem nds an assignment X( E) such that the ratio ( P (i;j)2X c ij )=( P (i;j)2X d ij ) is minimized. Our algorithm is based on the parametric approach and employs the approximate binary search method. The time complexity of our algorithm is O( The fractional programming problem has been widely studied in the last two decades (see the survey paper [13] for example). In this problem, an objective function, which is characterized by the ratio of given two linear functions, is to be minimized (or maximized).
There are several classes of fractional programming problems. One of the classes consists of 0-1 fractional programming problems in which the variables are restricted to 0-1 integers [12, 6, 2] . In this paper, we treat fractional assignment problems which are special cases of 0-1 fractional programming problems.
Let G = (I; J; E) be a bipartite graph where I and J are vertex sets and E I 2 J is an edge set; jIj = jJj = n and jEj = m: An assignment X is a subset of edges such that no two edges in X have a vertex in common and jXj = n: In this paper, we assume that the bipartite graph G contains at least one assignment. In this paper, we propose an algorithm for the fractional assignment problem whose time complexity is O( p n m log D log(nCD)) where C = maxf1; maxfjc ij j : (i; j) 2 Egg and D = maxfd ij : (i; j) 2 Eg + 1: This is the fastest one that solves fractional assignment problems as far as we know. If the weight d ij is equal to 1 for all (i; j) 2 E; the problem FAP is equivalent to the linear assignment problem. In this case, the algorithm proposed in this paper solves the linear assignment problem in O( p n m log(nC)) time and this time complexity is the same as that of Orlin and Ahuja's algorithm [11] . Our algorithm is based on the parametric approach and employs the approximate binary search method. Section 2 gives an outline of a classical parametric approach to fractional programming problems. We also discuss some parametric methods and their time complexities when they are applied to fractional assignment problems. In Section 3, we introduce the approximate binary search method and show a result that is necessary to apply the method to fractional assignment problems. In Section 4, we propose the new algorithm. Finally, we analyze the time complexity of our algorithm in Section 5.
Previous works
For fractional programming problems, there are lots of algorithms based on the parametric approach which is associated with an auxiliary problem having one parameter [7, 3, 8] .
When we adopt the approach to the fractional assignment problem, the auxiliary problem is dened as follows: where is a scalar parameter. Note that if is xed, the auxiliary problem FAP() becomes an ordinary linear assignment problem and we know that there proposed several algorithms for the linear assignment problem. For example, Fredman and Tarjan developed a strongly polynomial time algorithm using Fibonacci heaps and its time complexity is O(n 2 log n + nm) [4] . In 1992, Orlin and Ahuja developed a (weakly) polynomial time algorithm which is based on the auction algorithm and its time complexity is O( p n m log nM ) where M is the maximum value of the integer edge weights [11] . These are currently the best available time bounds.
Let z() be the optimal value of FAP() and 3 the optimal value of FAP. The function z() is continuous, concave and strictly decreasing with respect to : We can observe the following properties (detailed see [13] for example).
Observation
(1) The parameter is equal to 3 if and only if z() is equal to 0.
(2) An assignment is optimal to FAP( 3 ) if and only if it is optimal to FAP.
The property (1) says that when we x the parameter ; we can check whether the current value of is equivalent to 3 or not by solving FAP(): Thus, solving FAP is essentially equivalent to nding = 3 with z() = 0: These properties suggest search methods which test successive trial values of : In the rest of this section, we consider three well-known methods which test the parameter iteratively.
The rst method is Dinkelbach's method [3] which is essentially equal to the Newton method. Recently, authors [9] showed that when we apply Dinkelbach's method to fractional assignment problems, the number of iterations is bounded by O(log(nCD)); and thus Dinkelbach's method solves FAP Therefore, the binary search method terminates after O(log(nCD)) iterations, since it reduces the search interval by factor 2 in each iteration. When we employ the strongly polynomial time algorithm for linear assignment problems, the binary search method solves Basic ideas
Our algorithm employs the approximate binary search method. The idea of the approximate binary search method is due to Zemel [15] and Orlin and Ahuja [11] . The approximate binary search method is similar to the ordinary binary search method in the following sense. Primal Feasibility : X 0 is an assignment. We call these conditions the "-optimality conditions, and the solution X 0 is called an "-optimal solution. Additionally, if X 0 is an "-optimal solution to FAP() for some xed parameter ; the objective value X (i;j)2X 0 (c ij 0 d ij ) is said to be the "-optimal value of X 0 :
Since the ordinary binary search method solves FAP() exactly, it can reduce the search interval by a factor of 2. In the approximate binary search method, it is hard to reduce the search interval by a factor of 2, because we obtain only an "-optimal solution of FAP(): The following lemma, however, gives an idea to reduce the search interval by using an "-optimal solution. Lemma 1 Let X 0 be an "-optimal solution to FAP() for some xed parameter :
We denote the optimal value of FAP by 3 : Then the followings hold. The above lemma shows that when we obtain an "-optimal solution to FAP() for some suciently small "; either the upper bound or the lower bound of the search interval can be updated; that is, if the "-optimal value to FAP() is nonnegative, then the new lower bound becomes 0 2"; otherwise the new upper bound becomes + 2":
The proof of Lemma 1 directly implies the following corollary. Next, we discuss the terminal condition of our algorithm. We assume that the interval length becomes less than 1=(nD) 2 for the rst time at`-th iteration; i.e. UB`0 1 0LB`0 1 1=(nD) 2 > UB`0LB`: Then at the entrance of`-th iteration, the approximate binary search method stops and our algorithm nds an "`-optimal solution to FAP(UB`): The following shows that an "`-optimal solution to FAP(UB`) is also optimal to FAP. Lemma 3 Assume that UB`0 LB`< 1=(nD) 2 : When an assignment X 0 is an "`-1 (nD) The following lemma is convenient to obtain an initial solution. Lemma 4 If we set the initial search interval [LB Our algorithm correctly determines a minimum fractional assignment in O( p n m log D log(nCD)) time. 6 Conclusion
In this paper, we developed a polynomial time algorithm for fractional assignment problems. Same discussion will be done for some optimization problem with fractional objective functions if for the linear version of the problem, there exists an algorithm which is based on approximation optimality.
