While the general theory of recursive Bayesian estimation of dynamic models is well developed, its practical implementation is restricted to a narrow class of models, typically models with linear dynamics and Gaussian stochastics. The theoretically optimal solution is infeasible for non-linear and/or non-Gaussian models due to its excessive demands on computational memory and time. Parameter estimation of such models requires approximation of the theoretical solution. The paper describes one possible framework for such approximation that is based on measuring of Kullback-Leibler distance between the empirical and theoretical distributions of observed data.
Introduction
Suppose we are to control a dynamic system that depends on some unknown parameter θ. We have basically two options how to cope with the uncertainty of θ. Either we satisfy with a point estimate of θ, or we take the uncertainty of θ into account. In the latter case, the expectation in a cost function applies to both the stochastic behaviour of the system and the uncertainty of the parameter θ. This converts the original problem into a hyperproblem [1] that has no more unknowns. Its information state is formed by the posterior probability density function of the original state and the parameter θ conditional on the observed data.
The beauty of the latter-Bayesian approach is that the resulting solution looks as if all uncertainty vanished. As soon as the prior density is chosen, the state evolves in a definite way, governed by the laws of probability theory. The appeal of the solution is paid, however, by the immense dimension of the information state. Unless the problem has a finite-dimensional statistic, there is no feasible way of updating the full information state.
The limitation is an inherent difficulty of the Bayesian inference that is not bound to just the control problem. The problem is particularly pressing when estimation is to be recursive and adaptive. The recursive character of computations calls for massive compression of data which causes that the posterior density can be restored from compressed data only approximately. In addition, to make estimation adaptive-capable of tracking parameter variations, only a limited amount of past data relevant for the current system behaviour can be taken into account. Both the features produce significant posterior uncertainty of the unknown parameters which cannot be neglected or easily approximated. This makes approximate Bayesian estimation a delicate matter where one must really care how far he is from the theoretically optimal solution.
Approximation of recursive Bayesian estimation was investigated in engineering science intensively in the late 1960s and early 1970s. The increased interest was largely stimulated by the success of Kalman filter for linear problems. A variety of methods have been developed then for non-linear and non-Gaussian models. They used either local simplification (typically linearization) of a given model in estimated parameters, or functional approximation of posterior densities using more tractable functions. A good survey of these techniques can be found in [2] , [3] .
Roughly speaking, most of the known methods try to bring the problem back, at least locally, to a linear one, or to simplify intermediate results of estimation using classical approximation theory. The sequential character of estimation is given little attention if any. Insufficient theoretical insight needs to be compensated by simulation or practical experience with a particular algorithm.
The paper presents a new approach to systematic design of approximate Bayesian estimation [4] which is based upon the use of information measures and Pythagorean geometry of probability spaces. Section 2 sums up the essentials of probability-based estimation for controlled dynamic systems. The classical solution is put in a new perspective in Section 3 where we introduce the key concept of inaccuracy of the empirical distribution of observed data relative to their theoretical distribution. Section 4 provides us with a major theoretical tool which is Pythagorean-like decomposition of the inaccuracy into sum of two terms-one independent of observed data given the value of a certain statistic, the other independent of the parameter of an approximating exponential family. The Pythagorean relationship is used in Section 5 to justify a conceptual scheme of approximate estimation. The main properties of the approximation are discussed in Section 6. Section 7 shows how to choose a suitable data statistic that preserves as much information from data as possible. The idea of approximate estimation is illustrated in Section 8 for an autoregressive model with a non-Gaussian noise. The concluding Section 9 indicates possible applications of approximate estimation in system identification.
Probability-based Estimation
The basic problem of system identification is to fit a proper model to a dynamic, possibly controlled system. The models used in system identification typically describe the dependence of the system output on its past values and possibly on some external inputs as well.
Sample of Data:
Consider a system on which two sequences of continuous random variables are measured 
for k = m + 1; : : : ; N + m. In terms of density functions, the condition reads
In addition, we assume that the conditional distribution of
Finally, it is assumed that (y N ; z N ) is recursively computable given its last value (y N?1 ; z N?1 ) and the latest data (y N ; u N ), i.e., there exists a map F such that
Model Family:
We assume that the density s(yjz) comes from a given family S = fs θ (yjz) : θ 2 Tg (3) parametrized by the parameter θ taking values in a subset T of R dim θ . We restrict ourselves to the case that s θ (yjz) > 0 for all (y; z) 2 Y Z and all θ 2 T.
The objective of parameter estimation is to find a proper value of the parameter θ given the observed sample y N+m , u N+m .
Natural Conditions of Control:
Let the dependence of the input U k on the past data Y k?1 , U k?1 and the parameter θ be expressed through a conditional density
. In many cases of practical interest, we may adopt a simplifying assumption that the only information about θ used for computation of the new input is the information contained in the past data.
More precisely, we assume that U k and Θ, interpreted as a random variable, are conditionally independent given
which, in terms of density functions, reads
Note that the condition (5) introduced in [6] is really natural in control of technological processes. The condition is clearly satisfied when the input is produced by an open-loop input generator, a closed-loop fixed controller (pretuned using prior information) or closed-loop adaptive controller (based on prior information and observed data). 
Taking into account the conditional independence assumption (2) and the natural conditions of control (5), we obtain (6) and taking the natural conditions of control (5) for granted, we obtain
where ∝ stands for equality up to a normalizing factor. It follows that
The computation of the posterior density can easily be organized recursively
for k = 1; : : : ; N.
Prior Density:
The piece of information contained in the initial data y m , u m can be used, in principle, to update the prior, unconditional density p(θ). Bayes's theorem gives the clue
In practice, however, the piece of information carried by y m , u m is usually neglected and p 0 (θ) = p(θ) [6] .
Estimation via Inaccuracy
Borrowing the notion of inaccuracy from information theory, we can transpose probability-based estimation into the form of an explicit approximation problem.
Empirical Density: Given the sample y N+m , u N+m , a joint empirical density of (Y; Z) is defined as
where δ y;z is a Dirac function satisfying δ(y; z) = 0 for y 6 = 0 or z 6 = 0 and
Similarly as with likelihood and posterior density, we use the subscript N to indicate the number of data points (y m+1 ; z m+1 ); : : : ; (y N+m ; z N+m ) the empirical density is based on.
The empirical density can be updated recursively according to
We shall denote the marginal empirical density of Z as
Theoretical Density: The empirical density r N (y; z) represents a raw description of observed data which is not "contaminated" by any model assumption-except the structural assumption about the conditional independence, i.e., the definition of Z. Yet, in most applications we prefer to approximate the distribution of Y given Z = z using a density s θ (yjz) taken from a suitable parametric family. The density s θ (yjz) is called theoretical or model or sampling density.
Note that by using s θ (yjz), we drastically reduce the complexity of computations. While the whole sample (y N ; u N ) is basically needed to construct r N (y; z), the parameter value θ is sufficient to identify the theoretical density s θ (yjz) within a given family S. In addition, through the choice of the parametric family S, we bring a substantial piece of prior information into play. While the empirical density r N (y; z) describes only the past data, the theoretical density s θ (yjz) makes it possible to predict the future behaviour of data as well.
Conditional Inaccuracy:
Given the joint empirical density r N (y; z) and a conditional theoretical density s θ (yjz), we define conditional inaccuracy as
The concept of conditional inaccuracy is generalization of Kerridge's innaccuracy [7] introduced for the case of independent and identically distributed data.
Joint Density of Sample:
The joint density of sample (6) can be rewritten as
where
is a factor independent of θ. Using conditional inaccuracy, we can rewrite the θ-dependent part as follows
Note that we made use of the assumption s θ (y k jz k ) > 0. 
Posterior Density:
Applying Bayes's theorem and substituting for the joint density of sample from (13), we find that the posterior density of Θ conditional on the observed sample y N+m , u N+m takes the form
The resulting expression
separates explicitly the key ingredients of Bayesian estimation-the amount of data, empirical and theoretical densities of observed data and prior density of unknown parameters.
Pythagorean Geometry of Estimation

Kullback-Leibler distance:
Given two probability density functions s(y) and s 0 (y), Kullback-Leibler (K-L) distance [8] between s and s 0 is defined as
where the logarithm is understood to the base e.
Analogously, we can define conditional Kullback- Leibler distance between the joint density r(y; z) and conditional density s(yjz) as
dy dz (17) wherer(z) = R r(y; z) dy denotes the marginal density of Z. The definition (17) can be formally rewritten as
using the convention 0 log 0 0 = 0 wheneverr(z) = 0.
Joint Inaccuracy:
In the sequel we use the fact that the conditional inaccuracyK(r N :s θ ) can be regarded as the unnormalized joint inaccuracy of r N (y; z) relative to the function s θ (yjz)
Joint Exponential Family: Given any density s θ (yjz) for a particular value of θ, we can construct a joint exponential family [9] S θ;h composed of the joint densities
where λ 2 R n is a natural or canonical parameter of the family, h: Y Z 7 ! R n is a given function (canonical statistic) of (y; z) and
is logarithm of the normalizing divisor.
It is assumed that the functions h 0 (y; z) 1, h 1 (y; z), . . . , h n (y; z) are linearly independent. Since two densities
vanishes, the assumption implies a one-to-one correspondence between the vector parameter λ and the joint density s θ;λ (y; z). The dimension of S θ;h then equals n.
Normalizing Divisor: The parameter λ is assumed to run through all values from R n for which the normalizing divisor is finite
The set of all such values of λ will be denoted by N θ . It can be shown by Hölder inequality [5] that the set N θ is convex and ψ(θ; λ) is a convex function of λ on N θ . In the sequel, S θ;h is understood to be the maximal family of densities that can be expressed as (19) for some λ 2 R n . 
h-Projection
we can write (21) asĥ
We 
The expectationĥ(θ; λ) can be viewed as an alternative way of parametrizing the joint exponential family S θ;h which is dual to the canonical λ-parametrization. The connection between both is exhibited by the fact that h(θ; λ) coincides with the gradient of the normalizing divisor ψ(θ; λ) with respect to λ ∇ λ ψ(θ; λ)
Pythagorean Relationship: Let s θ;λ (y; z) be exponential (19) andλ satisfy (21). Then we can write The Pythagorean-like relationship that links together inaccuracies and K-L distance was shown first in [10] . It can be regarded as generalization of the well-known Pythagorean theorem that holds for K-L distances between probability distributions [11] , [12] , [13] .
Minimum Inaccuracy Projection:
Assume that the joint inaccuracy K(r N :s θ;λ ) of r N (y; z) relative to the hprojection s θ;λ (y; z) is finite Hence, the h-projections of any r N (y; z) onto S θ;h and S θ 0 ;h coincide. But this may happen only if the exponential families S θ;h and S θ 0 ;h coincide as a whole. If this is the case for every θ 2 T, the model family S can be parametrized so that for every θ there exists λ(θ) such that
where s θ 0 (yjz) is a fixed conditional density from the model family S and C is a constant independent of (y; z). Under the condition (33), it follows from (32) that
Thus, the unnormalized joint inaccuracy K(r N
where C is a constant independent of θ.
Approximate Estimation
The Pythagorean geometry of estimation provides a natural framework for design of suboptimal solutions.
Let the only information available about the empirical density r N (y; z) be the empirical expectation of h(Y; Z)
The empirical density r N (y; z) is thus only known to lie within the set R N defined by (24). The problem is to compute the conditional inaccuracyK(r N :s θ ) as a function of θ given the above partial information about r N (y; z).
Approximation of Inaccuracy:
Consider the Pythagorean relationship (25)
and suppose that through a proper choice of h(y; z) we have ensured that
By (29) and (31), we have
Note that D(rjjs θ ) stands for the unnormalized K-L distance of r(y; z) and s θ (yjz).
Introducing the notation
and substituting for ψ(θ; λ) from (20), we obtain
Hence, under (35) and taking into account that
Posterior Approximation: Substituting from (38) forK(r N :s θ ) in (14), we obtain the following approximate expression of the likelihood function
Similarly, substituting from (38) forK(r N :s θ ) in (15), we obtain the approximate posterior density in the form
Key Properties of Approximation
The approximation (38) is supported by some appealing properties.
Unnormalized Inaccuracy:
The ( 
Hence, when minimizing D(rjjs θ ) over r 2 R N , we seek a compromise between minimizing the conditional K-L distanceD(rjjs θ ) and maximizing the marginal Shannon's entropy H(r). In other words, we look for a tradeoff between attaining the best fit of model to data, given a particularr(z), and choosing the maximum-entropỹ r(z) from R N .
Upper and Lower Bounds:
Taking together the identity (41), the definition (36) of the minimum K-L distance D(R N jjs θ ) and the nonnegativity of the conditional K-L distanceD(rjjs θ ) [8] , we get the following
for all r(y; z) 2 R N .
Monotonicity:
It follows directly from the defini-
regarded as a function of the set argument R N is (anti)monotonous in the sense that 
Minimal Sufficient Statistic:
A
statistic T N (Y N+m
Sufficient statistics for practically interesting models have often very large or even infinite dimension. To make estimation for such models feasible, we have to use a statistic of limited dimension-not sufficient for restoration of the true likelihood. The choice of the statistic seriously affects the resulting discrepancy between the true and approximate likelihoods. In the following we present a class of statistics which are the next to try if the sufficient statistics cannot be used. for all θ 2 T where θ 0 is an arbitrary fixed point in T.
Pick up n linearly independent, non-constant functions we define a vector statistic of the whole sample (y N+m ; u N+m ) as the empirical expectation or sample average
As the empirical expectation of any set of basis vectors of the linear space H is a minimal sufficient statistic, a statistic defined through the empirical expectation of basis vectors of a linear subspace H 0 of H is clearly necessary.
Construction of Single-Data Statistic:
There are many possible constructions of the vector statistic h(y; z) with the above property. The following are perhaps the most typical ones.
Differencing: Pick up n + 1 points θ 1 , . . . , θ n+1 in the parameter space T and set
(46) Differentiation: Suppose that log s θ (yjz) is differentiable at every θ 2 T and for all (y; z) 2 Y Z. Pick up n points θ 1 , . . . , θ n in the parameter space T and n vectors
(47)
Weighted Integration:
Pick up n weighting functions w 1 (θ), . . . , w n (θ) such that Z w i (θ) dθ = 0; i = 1; : : : ; n and set
General Construction of Single-Data Statistic:
Consider a vector space V that contains functions 
for i = 1; : : : ; n.
When the functions h 0 (y; z) 1, h 1 (y; z), . . . , h n (y; z) are linearly independent, the vector function h(y; z) = h 1 (y; z); : : : ; h n (y; z)] T forms a single-data vector statistic that defines through (45) an n-dimensional statistic necessary for the family S.
Interpretation of Necessary Statistic: Taking into account the connection between the empirical expectation of the log-density log s θ (Y jZ) and the log-
the empirical expectation of the single-data statistics (46), (47), (48) yields
respectively.
In general, we have by (49)
The necessary statistic thus carries, in a condensed form, partial information about the "shape" of the loglikelihood logl N (θ).
Likelihood Matching:
Let us apply the linear functionals L i ( ), i = 1; : : : ; n to both sides of the Pythagorean relationship (25)
Substituting from (14) and (39)
we obtain
Owing to the definition (49) of h i , it holds
for i = 1; : : : ; n. Thus, the use of a necessary statistic ensures that the approximate log-likelihood logl N (θ) matches partially, in the sense defined by the functionals L i ( ), the true log-likelihood log l N (θ).
Illustrative Example
Model:
We considered a sequence of observations Y 1 ; : : : ; Y N+1 modelled as
where E 1 ; : : : ; E N+1 was a sequence of independent, Cauchy-distributed random variables with a common density n(e) = 1 π 
Simulated Data:
We simulated a sequence of 101 data (y 1 ; : : : ; y 101 ) shown in Fig. 2 . The corresponding joint empirical density r N (y; z) of Y k and Z k = Y k?1 is envisaged in Fig. 3 through a scatterplot of (Y; Z).
The problem was to estimate the regression coefficient θ = 0:98 given the observed sample. 
Choice of Statistic:
We used a vector statistic h(y) of dimension n = 5 composed of score functions, i.e., the first-order derivatives of the log-density log s θ (yjz) with respect to θ 
Numerical Implementation
The use of approximation (38) is accompanied with massive drop in computational complexity. First, the approximations use a statistic of finite, limited dimension. Second, the dimension of the optimization problem invoked is given by the dimension of data entering model at one time instant only. Compare it with the ideal solution which in general requires all data to be stored and processed. Yet, to solve the optimization problem (37) for all or a sufficient number of values of the unknown parameter, we may still need a lot of computing power. The following lines give some recommendations as to efficient numerical implementation of the estimation algorithm.
