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Abstract 
This Major Qualifying Project built many statistical models of students. The models were created using 
the R statistical computing software package and datasets from the KDD 2010 competition. The models 
predicted whether a student would answer correctly or incorrectly a given question based on his past 
performance. A major component of this MQP was learning practical methods of cleaning, transforming 
and preparing data for datamining. 
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Introduction 
The goal of this MQP was to develop a model for a generic student. We will describe Machine Learning 
and Datamining techniques learned and employed throughout. We will also describe the methodology – 
cleaning the data, transforming the data and building predictive models. 
Our goal was slightly different from the goal stated in the KDD 2010 cup competition. For one, we do not 
provide our models with a student value. The motivation being we wanted to model a generic student. 
This causes the models created to have a lower accuracy, because we are eliminating data that could 
help prediction. 
KDD 2010 Cup Description 
The KDD Cup is the annual Data Mining and Knowledge Discovery competition organized by ACM Special 
Interest Group on Knowledge Discovery and Data Mining (KDD). It attracts contestants from around the 
world to compete in creating the best models for a given dataset. In 2010, the challenge posed was to 
model student future performance based on past performance. 
The data was collected from 6,043 middle school students working on a tutoring system called “Bridge 
to Algebra I” from CarnegieLearning.com from 2008 to 2009. The data is roughly 9.0 GB unzipped, 30 
million rows. Each row has 19 columns associated with it: 
 Row: the row number  
 Anon Student Id: unique, anonymous identifier for a student  
 Problem Hierarchy: the hierarchy of curriculum levels containing the problem.  
 Problem Name: unique identifier for a problem  
 Problem View: the total number of times the student encountered the problem so far.  
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 Step Name: each problem consists of one or more steps (e.g., "find the area of rectangle ABCD" 
or "divide both sides of the equation by x"). The step name is unique within each problem, but 
there may be collisions between different problems, so the only unique identifier for a step is 
the pair of problem_name and step_name.  
 Step Start Time: the starting time of the step. Can be null.  
 First Transaction Time: the time of the first transaction toward the step.  
 Correct Transaction Time: the time of the correct attempt toward the step, if there was one.  
 Step End Time: the time of the last transaction toward the step.  
 Step Duration (sec): the elapsed time of the step in seconds, calculated by adding all of the 
durations for transactions that were attributed to the step. Can be null (if step start time is null).  
 Correct Step Duration (sec): the step duration if the first attempt for the step was correct.  
 Error Step Duration (sec): the step duration if the first attempt for the step was an error 
(incorrect attempt or hint request).  
 Correct First Attempt: the tutor's evaluation of the student's first attempt on the step—1 if 
correct, 0 if an error.  
 Incorrects: total number of incorrect attempts by the student on the step.  
 Hints: total number of hints requested by the student for the step.  
 Corrects: total correct attempts by the student for the step. (Only increases if the step is 
encountered more than once.)  
 KC(KC Model Name): the identified skills that are used in a problem, where available. A step can 
have multiple KCs assigned to it. Multiple KCs for a step are separated by ~~ (two tildes). Since 
opportunity describes practice by knowledge component, the corresponding opportunities are 
similarly separated by ~~.  
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 Opportunity(KC Model Name): a count that increases by one each time the student encounters 
a step with the listed knowledge component. Steps with multiple KCs will have multiple 
opportunity numbers separated by ~~. 
A hidden test set was used by the competition to test contestants. This test set was a compilation of the 
last recorded problems attempted by the student. This way the model created would be tested on a 
“future” problem the student would encounter. The winning model was one with a RMSE of 0.272734 
by The National Taiwan University. The paper published was very useful in this MQP. 
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Software used 
R 
R is a language and environment for statistical computing and graphics. Based on the earlier S language, 
R can be considered an implementation of S. R is a GNU project, as such it is free and open source 
software. R is very popular among academics in Statistics and Machine Learning. Though R can be used 
as a general purpose programming language, its usefulness is due to the many packages that are freely 
available through CRAN. CRAN (Comprehensive R Archive Network) has packages that facilitate many 
useful tasks. Following are 3 packages that were used in this MQP. 
Caret 
Short for Classification And Regression Training. Caret is a wrapper package for many different model 
creation packages. This package contains tools for data splitting, pre-processing, model tuning using 
resampling, and variable importance estimation. Using Caret, you can quickly create multiple types of 
models using a single training and test set. Caret can also perform gradient descent on model 
parameters to find the best value. For example, randomForests have an mtry parameter. Caret can be 
asked to run a randomForest creation n times, using n different values of mtry and returns the results of 
each run. 
doSNOW 
doSNOW is an implementation of the ‘multicore’ package for *nix systems. Since I was conducting my 
experiments on a windows machine I had to use different methods to allow R to make use of multiple 
cores. doSNOW is a parallel adaptor for the SNOW (Simple Network of Workstations) package. You can 
enable doSNOW by simply running the following script: 
library(doSNOW) 
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registerDoSNOW(makeCluster(6, type= "SOCK")) 
Where in my case ‘6’ is the number of cores I wanted R to make use of. This greatly lowers the amount 
of time required to build models. For example, an SVM run on 10 thousand rows would typically take 1.5 
hours. With doSNOW and 6 cores, the training time became 20 minutes. 
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Python 
Python is a general purpose scripting language. In this MQP it was mostly used for one-off scripts. For 
example, removing all ‘~’ in the dataset and storing the minimum among a set of values, for thousands 
of rows. Python is very good for these general purpose data munging tasks. Python has a module called 
‘CSV’ which provides an easy interface for iterating over rows and columns in a csv file and exporting 
results. 
Excel 
Excel is a great tool for quickly visualizing samples of a dataset. Excel does not perform well with large 
datasets because it attempts to load it all into main memory. But for quickly getting a sense of the data I 
sampled the dataset and started creating visualizations. You can quickly omit uninteresting data by 
deleting columns. Sorting is trivial using a filter on a column. 
Pivot table 
A pivot table is a data summarization tool available in Excel. It can automatically sort, count, total or 
average the data stored in the main spreadsheet. This facilitates the concepts of ‘slicing’,’dicing’ and 
‘drill down’ from OLAP (Online Analytical Processing). For example, we can quickly get a tally of correct 
responses and incorrect responses split by the number of hints requested by the student. 
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Figure 1 Pivot table of Correctness and Hints 
Thereafter, creating a scatterplot of percentage correct as hint values increase becomes trivial. To 
illustrate this idea further we could potentially pick a particular student, group his responses by the 
number of hints he has requested and split these by the question’s Knowledge Component. Such an 
operation is illustrated in Figure 2. This is an example of ‘slicing’ as it is used in OLAP. 
13 
 
 
Figure 2 Slice operation example 
These techniques for grasping the behavior of the data are very important for developing models. Once 
the researcher knows what the model must capture he can create better models and recognize what 
needs to be improved. 
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Machine Learning/Data Mining cycle 
 
Figure 3 Data Mining cycle 
The experimental nature of Data Mining can be illustrated as a cycle. In which, we collect data, 
preprocess, Mine, Evaluate and then adjust our hypothesis and possibly repeat. At every level, the new 
insight gained can be used to direct actions in previous steps. In our project, we did not deal with the 
Data Consolidation, i.e. Data Collection, phase. 
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Preprocessing 
There are many things we consider at this step. At this point we don’t know if there are any patterns in 
the data. Our job is to morph and filter the data into a more useful format for analysis. An important 
principal is that our dataset must be Independent and Identically Distributed (IID). This means our data 
collection is random (Normally distributed) and should approximate the true values (population). 
Visualize the data 
Our first step is to visualize the raw data. We want to figure out the behavior of the data. If there are 
any outliers, what is the ‘normal’ behavior, etc. In this step we can use charts, plots, pivot tables, etc. At 
this stage one thing to look out for are possible transformations of the data that would improve 
modeling. For example, if you notice the distribution of a characteristic follows an exponential curve, we 
may benefit from mapping it to a log scale, so our linear modeling techniques could work. We could 
discretize numerical values if we notice that they fall into specific clusters or regions. 
Remove outliers 
Once we have an idea of what ‘normal’ behavior is, we must determine if any data should be removed. 
This is sometimes subjective. One has to find a balance between data that would confuse the model 
creation phase, and data that is actually important. For example, we may have a student that is taking 
hours to answer a question. We need to ask ourselves, was the student actually sitting there for hours, 
or is this an error in the data collection phase? 
Influential outliers are generally removed. There are two types of outliers, influential and non-
influential. In Figure 4 a) we see a toy dataset and best-fit line. Figure 4 b) displays the same dataset 
with 2 outliers. The leftmost outlier would be considered an influential outlier because inclusion would 
affect the slope of the best-fit line. However, the rightmost outlier would be considered a non-
influential outlier, because, though it is abnormal it does follow the slope of the rest of the dataset. The 
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decision to keep or remove an outlier, and what constitutes an outlier depends upon domain knowledge 
and the discretion of the researcher. 
 
Figure 4 Dataset with and without outliers 
There are many cases in which outright removal of an outlier is unacceptable. For example when data is 
scarce or removal of that data point would remove valuable data. (Or relatively scarce, e.g. we have 
many students but not many who are 3rd graders.) In these cases we have several options. We could 
Winsorize the data: take the smallest and greatest 5% of data points and change their values to the 5th 
and 95th percentile values respectively. This procedure has the effect of making outliers remain on the 
fringe of the dataset, without greatly skewing the data one way. 
Another option available is to change outlier values to the mean of the dataset. This too has the effect 
of normalizing the data, but removes that data points’ characteristic as an outlier. This is closer to 
removing the data point in the sense that you are making its effect on modeling invisible. This is good 
for cases when you suspect the point was a data collection error and should otherwise not be 
considered an outlier due to its other characteristics. 
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Handle missing values 
In the real world we commonly have to handle missing values. A good option is to remove data points 
that are missing values and blame it on a data collection error. However, there are many cases were this 
won’t be acceptable. If more than 5% of the dataset is missing a value you may have to resort to other 
options. 
You could replace the missing value with the mean for the dataset. This is a good option for numerical 
and categorical data. Unless you can do a more sophisticated inference on what the value should be 
based on its other characteristics. 
You could create a new value for missing data. This works well with discretized data. Here we make a 
specific “missing” category and now models created can simply account for this. This is a good option 
when a large proportion of the dataset is missing a particular value. 
Transform Dataset 
Your data may come in any format. Thus the task of extracting features is very open-ended. If you have 
sentence-descriptor data you could try extracting keywords. Our models are not generally smart enough 
to handle sentence data. Instead you could create categorical features that indicate the presence of 
keywords at a data point. 
Numerical data can be z-scored. Z-scoring is a process of assigning a numerical value to a number in a 
sample. It’s created with the following formula,   
   
 
. Its usefulness lies in the fact that it encodes a 
sense of the whole dataset when looking at a particular z-score. Looking at a z-score of -3, we know that 
this value is aberrational, it lies 3 standard deviations away from the mean of the dataset. 
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Feature Selection 
Not all data is useful. We remove data that isn’t useful for modeling to save space and avoid distracting 
our goals. Two quick rules to apply here: 
 Remove highly correlated features 
 Remove unimodal features 
Removal of highly correlated features is important for reducing redundancy. If you have to features that 
are highly correlated that means they behave in very similar ways. This can unnecessarily complicate our 
models and in some cases prevents our model creation processes from terminating. 
Removal of unimodal features is due to statistics. Say we have an important feature that would really 
help in making classifications. This is good. However, if it is mostly one value, our model creation 
techniques may never pickup on that pattern. It is statistically insignificant, no matter how accurate it 
may help make a classification. 
It is important to have as few features as possible. This is due to the ‘curse of dimensionality’. The 
problem is when dimensionality increases, the volume of the space increases so fast that the available 
data becomes sparse. The sparsity is problematic for problems that require statistical significance, i.e. 
model building. We could perform Principal Component Analysis (PCA) to reduce our number of 
features, but it becomes harder to interpret results. 
Data sampling 
Though we now have lots of computing power at our disposal, we typically deal with datasets many 
orders of magnitude larger than we can tackle easily. Typically, our first step is to sample our data. We 
also create a test set to gauge our model improvements. 
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We sample our data to manageable sizes. This allows us to quickly analyze our data in tools like excel. 
We typically use samples that will fit comfortably in main memory (1-2 GB). Decide where the outliers 
are, what to do to them, make any transformations we deem useful. Then we switch over to a general 
purpose programming language to push these changes onto the full dataset. 
Test set creation has its own nuances. We need to create a test set free of abnormalities and covers all 
behavior we want our final model to capture. The test set should fit comfortably in main memory since 
we will evaluate on it for every change we make in our models. With this goal in mind, a true random 
sample of the data may not fit our needs. We may need to artificially select edge cases (less likely 
phenomena) and ensure they are represented in the test set. 
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Postprocessing 
After we have done our preprocessing and created some models, it’s time for evaluation and 
postprocessing. 
Accuracy 
Accuracy can be expressed in many ways. A simple way is to simply count the number of 
misclassifications and divide it by the size of the test set. This would give us an error percentage. 
      
                          
                 
 
Another commonly used metric is R2. In linear regression, R2 measures the amount of improvement 
made in our predictions over the mean. Intuitively, if we did not perform regression on a dataset, and 
were asked to make a best guess at classifying a new data point, we would answer with the mean of our 
data or the most common classification in our dataset. 
      
             
               
 
A breakdown of incorrect classifications is illuminating. A confusion matrix illustrates correct 
classifications and incorrect classifications and where they lie. 
 Actual Class 
 
Predicted class 
 Class A Class B Class C 
Class A 5 2 0 
Class B 3 3 2 
Class C 0 1 11 
Figure 5 example confusion matrix 
In Figure 5, we see an example confusion matrix. This could be produced using any model. It shows us a 
model predicted Class A correctly 5 times and incorrectly 2 times. This tool helps us determine where 
our models are making mistakes and thus where to target our efforts to make the most improvement. 
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Clustering 
Clustering is a semi-unsupervised technique. Generally we use the K-nearest Neighbor Algorithm (KNN) 
to let the computer find similar data groups. This technique can be employed both in Pre and 
Postprocessing. It can help motivate feature engineering and feature transformation, so subsequent 
models can pick up the patterns found.  
 
Figure 6 K nearest neighbor example 
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Models 
Once we’ve created our models what do we do? The goal of our datamining is to discover patterns in 
our data. After we have created a model we are satisfied with we generally want to use it to make 
predictions on future data. Thus a model must be given to a software engineer to implement it into a 
predictive system. This is hard to do with some models as well see. 
Building a Student Model 
Many techniques were employed in this MQP. Some were fruitful while others were not. It is very much 
an experimental process. 
Phase 1: acquainting ourselves with the data 
The KDD cup provided many datasets. A large challenge set and smaller development tests. Since I was 
new to the idea of datamining in R, we started small. We first attempted to predict the amount of time a 
student would take on a given question. We dropped all features from the dataset except for student ID, 
and time elapsed. An R2 of 0.075 was achieved using a linear model on the development dataset. This 
dataset only contained 19 students, thus the horizontal trend of the scatterplot. 
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Figure 7 Step Duration given student - Residuals and Fitted values 
Then step Duration was predicted using Knowledge Component and Step Name. 
 
Figure 8 Step Duration prediction a) using Knowledge Component b) using Problem Name 
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I was concurrently learning how to use R and learning the theory behind linear regression for predicting. 
At this phase of the MQP I was struggling to identify and handle outliers. Originally I decided a cutoff of 
500 seconds would be appropriate. But later on decided to use winsorizing, which capped the data at 
200 seconds. This is because the original decision was based on graphing the step duration and guessing 
a good cutoff. Winsorizing revealed that in fact the largest 5% Step Duration instances started at 200 
seconds. This shows that though we had very large step durations, they were not very frequent.  
 
Figure 9 Correctness VS Step Duration 
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Following our datamining cycle, we returned to the dataset and preprocessed it further. Identifying 
more outliers and using winsorizing on all numerical features.  
 
Figure 10 Step Duration Distribution after winsorizing 
Opportunity was an interesting feature to work with. It measured the number of times a particular skill 
was encountered previously by a student. However, since some questions contain multiple skills, it was 
formatted differently. If a skill had more than one opportunity value, they would all be present and 
delimited by ‘~~’. Moreover, 30% of the dataset was missing opportunity values altogether. 
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Figure 11 Histogram of Opportunity Values 
It was decided that we should keep the lowest opportunity value present. The reasoning being that we 
wanted to predict a question would be more difficult if there is even one skill he may not be good at. To 
clean this feature a python script was written to detect ‘~~’ as a delimiter. Then it would write the 
lowest opportunity value it found back to the dataset. Even so we still had to deal with the fact that this 
feature was missing in 30% of the data. I decided the best way to handle this was to discretize this 
feature into “missing”,”1-50”,”50-200” and “200+”. It would now be treated as a categorical feature. 
Step Duration was provided in seconds with 0.1 resolution. I decided it would make certain tasks easier 
if the resolution was in whole seconds. A python script was written to perform the rounding on the 
dataset. This helped when pivot tables were created, it allowed us to group regions of time more easily 
with little to adverse effects on results. 
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Time stamp data was discarded altogether. It didn’t seem useful at all. Perhaps someone could make 
inferences based on the time of day a student is using the system, but this was well beyond the scope of 
the project. 
Step Duration for correct and incorrects were discarded. The KDD cup provided a transformation of the 
Step Duration feature, a list of step durations if the student got the question correct and a list of step 
durations if incorrect. But I felt a model might get confused with these features. I decided a model 
would be better off interpreting the Step Duration directly in conjunction with other features. 
All numerical features were Z-scored. Z-scoring allows us to quickly evaluate a particular value, because 
it’s value relates to the rest of the data. The rule of thumb is that if a Z-scored value is less than -3 or 
greater than 3 it is abnormal because it is greater than 3 standard deviations from the mean. 
Finally, students that were deemed abnormal were removed. %5 of the students that were represented 
the least were removed, i.e., students that had less than 1000 data points were removed. The 
motivation here was that we wanted to model a student. If we have many students that used the 
system briefly, it stands to reason we may not have enough data to model their behavior adequately.  
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Figure 12 Number of Rows per student 
Phase 2: Feature engineering 
Feature engineering played an important role in this project. 
The feature we extended was the Knowledge Component. KC is a sentence describing the step. We can’t 
provide our models with a sentence descriptor. So I wrote a python script that would tokenize all the KC 
in the dataset and count the word frequencies. 
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Figure 13 Distribution of word frequency in Knowledge Component 
Many words were found. So it was decided we should add the top 100 words as features. The result was 
a sparse dataset, with features indicating the presence of a keyword. 
We also created temporal data. Temporal data is important because it allows us to encode the behavior 
of a student. Temporal data was created considering the past 5 data points for every student and storing 
his average step time, average number of hints requested, average number of corrects, average number 
of incorrects and a window of correct answer choices within the past 5 steps. 
 
Figure 14 temporal features a) hints window b) step Duration window
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Figure 15 Temporal Features a) Corrects window b) incorrects window 
These new features had to undergo the same step done in the preprocessing phase. We had to remove 
newly created outliers by winsorizing and handle missing values. 
Phase 3: Model building 
We did not follow these phases directly. While we were learning how to handle outliers and create new 
features we were constantly trying out new predictive models and evaluating them on our test set. 
Regression 
Linear regression was the first model I learned. It attempts to find a best fit line for numerical data. 
Logistic regression attempts to find a binary response for categorical data (0 or 1). This model had an 
error rate of .2992. 
Support Vector Machine 
Support Vector Machine’s (SVM) we very interesting to learn about. The idea is that we can sometimes 
make our data linearly seperable by mapping it to higher dimensional spaces using the “kernel trick”. 
The kernel trick is simply any mapping of a vector to a different dimensional space. Sadly for our dataset, 
this did not perform well. We had an error rate of .4075. 
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RandomForest 
A RandomForest is a spin on the Decision tree algorithm. In a decision tree we attempt to create a tree 
that will give us a good classification for a new data point. The algorithm goes through every feature 
available and tries to minimize entropy at every split (decision). 
The Random Forest algorithm attempts to capture patterns in data that can’t be captured with a normal 
tree. It creates N trees and give each tree a subset of the features available. Otherwise, the actual tree 
creation algorithm is the same. Classification then is done by submitting new data points to a vote 
among the trees. This model provided an error of  .1592, and was our best model. 
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Conclusion 
This MQP created a predictive model based on the KDD 2010 cup dataset. Our best model was a 
randomForest, with outliers removed, and many engineered features. We learned how to clean real-
world data with practical tools. We learned many Machine Learning and datamining techniques and 
theory. 
There are many directions for future work. The winning model could be implemented in a student 
tutoring system. Accurate prediction of student outcome could be used to determine whether a student 
has mastered certain material. If a system could know with great confidence that a student has achieved 
mastery it won’t have to ask that material again. Thus facilitating individualized learning. 
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Algorithms 
K nearest Neighbors 
begin  
initialize the n×n distance matrix D , initialize the Ω×Ω confusion matrix 
C , set t←0 , TotAcc←0 , and set NumIterations equal to the desired number of 
iterations (re-partitions).  
calculate distances between all the input samples and store in n×n matrix D . 
(For a large number of samples, use only the lower or upper triangular of D 
for storage since it is a square symmetric matrix.)  
for t← 1 to NumIterations do  
set C←0, and ntotal←0 .  
partition the input samples into κ equally-sized groups.  
for fold← 1 to κ do  
assign samples in the foldth partition to testing, and use the 
remaining samples for training. Set the number of samples used for 
testing as ntest .  
set ntotal←ntotal+ntest .  
for i ← 1 to ntest do  
for test sample xidetermine the k closest training samples based on the 
calculated distances.  
determine ωˆ , the most frequent class label among the k closest 
training samples.  
increment confusion matrix C by 1 in element cω,ωˆ , where ω is the 
true and ωˆ the predicted class label for test sample xi . If ω=ωˆ then 
the increment of +1 will occur on the diagonal of the confusion matrix, 
otherwise, the increment will occur in an off-diagonal.  
determine the classification accuracy using Acc=∑Ωjcjjntotal where cjj 
is a diagonal element of the confusion matrix C .  
calculate TotAcc=TotAcc+Acc .  
calculate AvgAcc=TotAcc/NumIterations  
end  
 
Stochastic gradient Descent 
 Choose an initial vector of parameters and learning rate . 
 Repeat until an approximate minimum is obtained:  
o Randomly shuffle examples in the training set. 
o For , do:  
  
 
  
35 
 
Decision Tree (ID3) 
id3(examples, attributes)  
   '''  
   examples are the training examples.  attributes is a list of 
   attributes that may be tested by the learned decison tree.  Returns 
   a tree that correctly classifies the given examples. Assume that 
   the targetAttribute, which is the attribute whose value is to be 
   predicted by the tree, is a class variable. 
   ''' 
   node = DecisionTreeNode(examples) 
   # handle target attributes with arbitrary labels 
   dictionary = summarizeExamples(examples, targetAttribute) 
   for key in dictionary: 
       if dictionary[key] == total number of examples 
          node.label = key 
          return node 
   # test for number of examples to avoid overfitting 
   if attributes is empty or number of examples < minimum allowed per branch: 
      node.label = most common value in examples 
      return node 
   bestA = the attribute with the most information gain 
   node.decision = bestA 
   for each possible value v of bestA: 
      subset = the subset of examples that have value v for bestA 
      if subset is not empty: 
         node.addBranch(id3(subset, targetAttribute, attributes-bestA)) 
   return node  
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Support Vector Machine 
Inputs: 
y: array of {+1, -1}: class of the i-th instance 
Q: Q[i][j] = y[i]*y[j]*K[i][j]; K: kernel matrix 
len: number of instances 
// parameters 
eps = 1e-3 // stopping tolerance 
tau = 1e-12 
// main routine 
initialize alpha array A to all zero 
initialize gradient array G to all -1 
while (1) { 
(i,j) = selectB() 
if (j == -1) 
break 
// working set is (i,j) 
a = Q[i][i]+Q[j][j]-2*y[i]*y[j]*Q[i][j] 
if (a <= 0) 
a = tau 
b = -y[i]*G[i]+y[j]*G[j] 
// update alpha 
oldAi = A[i], oldAj = A[j] 
A[i] += y[i]*b/a 
A[j] -= y[j]*b/a 
// project alpha back to the feasible region 
sum = y[i]*oldAi+y[j]*oldAj 
if A[i] > C 
A[i] = C 
if A[i] < 0 
A[i] = 0 
A[j] = y[j]*(sum-y[i]*A[i]) 
if A[j] > C 
A[j] = C 
if A[j] < 0 
A[j] = 0 
A[i] = y[i]*(sum-y[j]*A[j]) 
// update gradient 
deltaAi = A[i] - oldAi, deltaAj = A[j] - oldAj 
for t = 1 to len 
G[t] += Q[t][i]*deltaAi+Q[t][j]*deltaAj 
} 
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