Semantically annotated corpora play an important role in natural language processing. This paper presents the results of a pilot study on building a sense-tagged parallel corpus, part of ongoing construction of aligned corpora for four languages (English, Chinese, Japanese, and Indonesian) in four domains (story, essay, news, and tourism) from the NTU-Multilingual Corpus. Each subcorpus is first sensetagged using a wordnet and then these synsets are linked. Upon the completion of this project, all annotated corpora will be made freely available. The multilingual corpora are designed to not only provide data for NLP tasks like machine translation, but also to contribute to the study of translation shift and bilingual lexicography as well as the improvement of monolingual wordnets.
Introduction
Large scale annotated corpora play an essential role in natural language processing (NLP). Over the years with the efforts of the community part-of-speech tagged corpora have achieved high quality and are widely available. In comparison, due to the complexity of semantic annotation, sense tagged parallel corpora develop slowly. However, the growing demands in more complicated NLP applications such as information retrieval, machine translation, and text summarization suggest that such corpora are in great need. This trend is reflected in the construction of two types of corpora: (i) parallel corpora: FuSe (Cyrus, 2006) , SMULTRON (Volk et al., 2010) , CroCo (Čulo et al., 2008) , GermanEnglish parallel corpus (Padó and Erk, 2010) , Europarl corpus (Koehn, 2005) , and OPUS (Nygaard and Tiedemann, 2003; Tiedemann and Nygaard, 2004; Tiedemann, 2009 Tiedemann, , 2012 and (ii) sense-tagged monolingual corpora: English corpora such as Semcor (Landes et al., 1998) ; Chinese corpora, such as the crime domain of Sinica Corpus 3.0 (Wee and Mun, 1999) , 1 million word corpus of People's Daily (Li et al., 2003) , three months' China Daily (Wu et al., 2006) ; Japanese corpora, such as Hinoki Corpus and Japanese SemCor and Dutch Corpora such as the Groningen Meaning Bank (Basile et al., 2012) . Nevertheless, almost no parallel corpora are sense-tagged. With the exception of corpora based on translations of SemCor (Bentivogli et al., 2004; sensetagged corpora are almost always monolingual.
This paper describes ongoing work on the construction of a sense-tagged parallel corpus. It comprises four languages (English, Chinese, Japanese, and Indonesian) in four domains (story, essay, news, and tourism), taking texts from the NTUMultilingual Corpus (Tan and Bond, 2012) . For these subcorpora we first sense tag each text monolingually and then link the concepts across the languages. The links themselves are typed and tell us something of the nature of the translation. The annotators are primarily multilingual students from the division of linguistics and multilingual studies (NTU) with extensive training. In this paper we introduce the planned corpus annotation and report on the results of a completed pilot: annotation and linking of one short story: The Adventure of the Dancing Men in Chinese, English and Japanese. All concepts that could be were aligned and their alignments annotated.
The paper is structured as follows. Section 2 reviews existing parallel corpora and sense tagged corpora that have been built. Section 3 introduces the resources that we use in our annotation project. The annotation scheme for the multilingual corpora is laid out in Section 4. In Section 5 we report in detail the results of our pilot study. Section 6 presents our discussion and future work.
Related Work
In recent years, with the maturity of part-of-speech (POS) tagging, more attention has been paid to the practice of getting parallel corpora and sensetagged corpora to promote NLP.
Parallel Corpora
Several research projects have reported annotated parallel corpora. Among the first major efforts in this direction is FuSe (Cyrus, 2006) , an EnglishGerman parallel corpus extracted from the EU-ROPARL corpus (Koehn, 2005) . Parallel sentences were first annotated mono-lingually with POS tags and lemmas; related predicates (e.g. a verb and its nominalization are then linked). SMULTRON (Volk et al., 2010 ) is a parallel treebank of 2,500 sentences from different genres: a novel, economy texts from several sources, a user manual and mountaineering reports. Most of the corpus is German-English-Swedish parallel text, with additional texts in French and Spanish. CroCo (Čulo et al., 2008 ) is a GermanEnglish parallel and comparable corpus of a dozen texts from eight genres, totaling approximately 1,000,000 words. Each sentence is annotated with phrase structures and grammatical functions, and words, chunks and phrases are aligned across parallel sentences. This resource is limited to two languages, English and German, and is not systematically linked to any semantic resource. Padó and Erk (2010) have conducted a study of translation shifts on a German-English parallel corpus of 1,000 sentences from EUROPARL annotated with semantic frames from FrameNet and word alignments. Their aim was to measure the feasibility of frame annotation projection across languages.
The above corpora have been used for studying translation shift. Plain text parallel corpora are also widely used in NLP. The Europarl corpus collected the parallel text in 11 official languages of the European Union (i.e. Danish, German, Greek, English, Spanish, Finnish, French, Italian, Dutch, Portuguese, and Swedish) from proceedings of the European Parliament. Each language is composed of about 30 million words (Koehn, 2005) . Newer versions have even more languages. OPUS v0.1 contains the documentation of the office package OpenOffice with a collection of 2,014 files in English and five translated texts, namely, French, Spanish, Swedish, German and Japanese. This corpus consists of 2.6 million words (Nygaard and Tiedemann, 2003; Tiedemann and Nygaard, 2004; Tiedemann, 2012) . However, when we examined the Japanese text, we found the translations are often from different versions of the software and not synchronized very well.
Sense Tagged Corpora
Surprisingly few languages have sense tagged corpora. In English, Semcor was built by annotating texts from the Brown Corpus using the sense inventory of WordNet 1.6 (Fellbaum, 1998) and has been mapped to subsequent WordNet versions (Landes et al., 1998 (Ng and Lee, 1996) . The WordNet Gloss Disambiguation Project uses Princeton WordNet 3.0 (PWN) to disambiguate its own definitions and examples. 1 In Chinese, Wee and Mun (1999) reported the annotation of a subset of Sinica Corpus 3.0 using HowNet. The texts are news covering the crime domain with 30,000 words. Li et al. (2003) annotated the semantic knowledge of a 1 million word corpus from People's Daily with dependency grammar. The corpus include domains such as politics, economy, science, and sports. (Wu et al., 2006) described the sense tagged corpus of Peking University. They annotated three months of the People's Daily using the Semantic Knowledgebase of Contemporary Chinese (SKCC) 2 . SKCC describes the features of a word through attributevalue pairs, which incorporates distributional information.
In Japanese, the Hinoki Corpus annotated 9,835 headwords with multiple senses in Lexeed: a Japanese semantic lexicon (Kasahara et al., 2004) To measure the conincidence of tags and difficulty degree in identifying senses, each word was annotated by 5 annotators (Bond et al., 2006) .
We only know of two multi-lingual sensetagged corpora. One is MultiSemCor, which is an English/Italian parallel corpus created based on SemCor (Landes et al., 1998 (Bentivogli et al., 2004) . Japanese SemCor is another translation of the English SemCor, whose senses are projected across from English. It takes the same texts in MultiSemCor and translates them into Japanese. Of the 150,555 content words, 58,265 are sense tagged either as monosemous words or by projecting from the English annotation . The low annotation rate compared to MultiSemCor reflects both a lack of coverage in the Japanese wordnet and the greater typological difference.
Though many efforts have been devoted to the construction of sense tagged corpora, the majority of the existing corpora are monolingual, relatively small in scale and not all freely available. To the best of our knowledge, no large scale sensetagged parallel corpus for Asian languages exists. Our project will fill this gap.
Resources
This section introduces the wordnets and corpora we are using for the annotation task.
Wordnets
Princeton WordNet (PWN) is an English lexical database created at the Cognitive Science Laboratory of Princeton University. It was developed from 1985 under the direction of George A. Miller. It groups nouns, verbs, adjective and adverbs into synonyms (synsets), most of which are linked to other synsets through a number of semantic relations. (Miller, 1998; Fellbaum, 1998) . The version we use in this study is 3.0.
A number of wordnets in various languages have been built based on and linked to PWN. The Open Multilingual Wordnet (OMW) project 3 cur-rently provides 22 wordnets (Bond and Paik, 2012; Bond and Foster, 2013) . The Japanese and Indonesian wordnets in our project are from OMW provided by the creators (Isahara et al., 2008 , Nurril Hirfana et al., 2011 .
The Chinese wordnet we use is a heavily revised version of the one developed by Southeast University (Xu et al., 2008) . This was automatically constructed from bilingual resources with minimal hand-checking. It has limited coverage and is somewhat noisy, we have been revising it and use this revised version for our annotation.
Multilingual Corpus
The NTU-multilingual corpus (NTU-MC) is compiled at Nanyang Technological University. It contains eight languages: English (eng), Mandarin Chinese (cmn), Japanese (jpn), Indonesian (ind), Korean, Arabic, Vietnamese and Thai (Tan and Bond, 2012) . We selected parallel data for English, Chinese, Japanese, and Indonesian from NTU-MC to annotate. The data are from four genres, namely, short story (two Sherlock Holmes' Adventures), essay (Raymond, 1999) , news (Kurohashi and Nagao, 2003) and tourism (Singapore Tourist Board, 2012). The corpus sizes are shown in Table 1 . We show the number of words and concepts (open class words tagged with synsets) only for English, the other languages are comparable in size.
Annotation Scheme for Multilingual Corpora
The annotation task is divided into two phases: monolingual sense annotation and multilingual concept alignment.
Monolingual Sense Annotation
First, the Chinese, Japanese and Indonesian corpora were automatically tokenized and tagged with parts-of-speech. Secondly, concepts were tagged with candidate synsets, with multiword expressions allowing a skip of up to 3 words. Any match with a wordnet entry was considered a potential concept. These were then shown to annotators to either select the appropriate synset, or point out a problem. The interface for doing sense annotation is shown in Figure 1 .
In Figure 1 , the concepts to be annotated are shown as red and underlined. When clicking on Missing senses in the wordnets were a major issue when tagging, especially for Chinese and Japanese. We allowed the annotators to add candidate new senses in the comments; but these were not made immediately available in the tagging interface. As almost a third of the senses were missing in Chinese and Japanese, this slowed the annotators down considerably.
Our guidelines for adding new concepts or linking words to existing cover four cases: = When a word is a synonym of an existing word, add =synset to the comment: e.g. for laidback, it is a synonym of ¼¾ ¼ ¼½½¹ "laid-back, mellow", so we add ¼¾ ¼ ¼½½¹ to the comment for laidback.
< When a word is a hyponym/instance of an existing word, mark it with <synset: For example, python is a hyponym of ¼ ¿ ¾¹Ò programming language, so we add ¼ ¿ ¾¹Ò to python ! Mark antonyms with !synset.
∼ If you cannot come up with a more specific relationship, just say the word is related in some way to an existing synset with ∼synset; and add more detail in the comment.
Finally, we have added more options for the annotators: prn (pronouns) and seven kinds of named entities: org (organization); loc (location); per (person); dat (date/time); num (number); oth (other) and the super type nam (name). These basically follow Landes et al. (1998, p207) , with the addition of number, date/time and name. Name is used when automatically tagging, it should be specialized later, but is useful to have when aligning. Pronouns include both personal and indefinitepronouns. Pronouns are not linked to their monolingual antecedents, just made available for crosslingual linking.
Multilingual Concept Alignment
We looked at bitexts: the translated text and its source (in this case English). Sentences were already aligned as part of the NTU-Multilingual Corpus. The initial alignment was done automatically: concepts that are tagged with the same synset or related synsets (one level of hyponymy) are directly linked. Then the sentence pairs are presented to the annotator, using the interface shown in Figure 2 .
In the alignment interface, when you hover over a concept, its definition from PWN is shown in a pop-up window at the top. Clicking concepts in one language and then the other produces a candidate alignment: the annotator then choses the kind of alignment. After concepts are aligned they are shown in the same color. Both bell and 门 铃 ménlíng "door bell" have the same synset, so they are linked with =. Similarly, Watson and 华 生 Huáshēng "Watson" refer to the same person, so they are also connected with =. However, ring in the English sentence is a noun while the corresponding Chinese word 响 xiǎng "ring" is a verb; so they are linked with the weaker type ∼.
We found three issues came up a lot during the annotation: (i) Monolingual tag errors; (ii) multiword expression not tagged; (iii) Pronouns not tagged.
(i) In some cases, the monolingual tag was not the best choice. Looking at the tagging in both languages often made it easier to choose between similar monolingual tags, and the annotators found themselves wanting to retag a number of entries.
(ii) It was especially common for it to become clear that things should have been tagged as multiword expressions. Consider kuchi-wo hiraku "speak" in (1). This was originally tagged as "open mouth" but in fact it is a multiword expression with the meaning "say", and is parallel in meaning to the original English text. As this concept is lexicalized, the annotator grouped the words together and tagged the new concept to the synset ¼¼ ½ ¼¹Ú "express in speech". The concepts were then linked together with˜. It is hard for the monolingual annotator to consistently notice such multiword expressions: however, the translation makes them more salient.
(iii) It was often the case that an open class word in one language would link to a closed class word in the other, especially to a pronoun. We see this in (1) where he in English links to homuzu "Holmes" in Japanese. In order to capture these correspondences, we allowed the annotator to also tag named entities, pronouns and interrogatives. From now on we will tag these as part of the initial monolingual alignment.
We tagged the links between concepts with the types shown in Table 2 .
Pilot Study Results
A pilot study was conducted using the first story text: The Adventure of the Dancing Men, a Sherlock Holmes short story (Conan Doyle, 1905) . The Japanese version was translated by Otokichi Mikami and Yu Okubu; 4 we got the translated version of Chinese from a website which later disappeared. Using English text as the source language, the Japanese and Chinese texts were aligned and manually sense-tagged with reference to their respective wordnets. The number of words and concepts for each language is shown in The relationships between words were tagged using the symbols in in Table 2 . The difficult cases are similar relation and translation equivalent relation. Due to translation styles and language divergence, some concepts with related meaning cannot be directly linked. We give examples in (2) through (4).
(2) "How on earth do you know that?" I asked.
"Why on earth do you know that thing?" I ask in return.
In (2), compared to ask in English, the Japanese kikikaesu has the additional meaning of "in return": it is a hyponym. We marked their relation as ∼ (similar in meaning).
We introduced a new class ≈ to indicate combinations of words or phrases that are translation equivalents of the original source but are not lexicalized enough to be linked in the wordnet. One example is shown in (3).
(3) be content with my word Type Example = same concept say ↔言う iu "say" ⊃ hypernym wash ↔洗い落とす araiotosu "wash out"
be content with my word ↔ わたくし の 言葉 を 信じ-て "believe in my words" ! antonym hot ↔寒く=ない samu=ku nai "not cold" # weak ant.
not propose to invest ↔ 思いとどまる omoi=todomaru "hold back" In this case shinjite "believe" is being used to convey the same pragmatic meaning as content with but they are not close enough in meaning that we want to link them in the lexicon.
(4) shows some further issues in non-direct translation.
(4) I am sure that I shall say h no i thing j of the kind k . a. いやいや iyaiya by+no+means
"no no, I will not say that kind of thing" Say h no i thing j of the kind k becomes roughly "not i say h that kind k of thing j ". All the elements are there, but they are combined in quite a different structure and some semantic decomposition would be needed to link them. Chinese and Japanese do not use negation inside the NP, so this kind of difference is common. Tagging was made more complicated by the fact that determiners are not part of wordnet, so it is not clear which parts of the expression should be tagged.
Though there are many difficult cases, the most common case was for two concepts to share the same synset and be directly connected. For example, notebook is tagged with the synset ¼ ½ ½ ¹Ò, defined as "a book with blank pages for recording notes or memoranda". In the Japanese version, this concept is translated into 備 忘録 bibouroku "notebook", with exactly the same synset (¼ ½ ½ ¹Ò). Hence, we linked the words with the = symbol.
The number of link types after the first round of cross-lingual annotation (eng-jpn, eng-cmn) is summarized in Table 4 . In the English-Japanese and English-Chinese corpora, 51.38% and 60.07% of the concepts have the same synsets: that is, slightly over half of the concepts can be directly translated. Around 5% of the concepts in the two corpora are linked to words close in the hierarchy (hyponym/hypernym). There were very few antonyms (0.5%). Similar relations plus translation equivalents account for 42.85% and 34.74% in the two corpora respectively. These parts are the most challenging for machine translation.
In this first round, when the annotator attempted to link concepts, it was sometimes the case that the translation equivalent was a word not excluded from wordnet by design. Especially common was cases of common nouns in Japanese and Chinese being linked to pronouns in English. In studying how concepts differ across languages, we consider these of interest. We therefore expanded our tagging effort to include pronouns.
Discussion and Future Work
The pilot study showed clearly that cross-lingual annotation was beneficial not just in finding interesting correspondences across languages but also in improving the monolingual annotation. In particular, we found many instances of multiword expressions that had been missed in the monolingual annotation. Using a wordnet to sense tag a corpus is extremely effective in improving the quality of the wordnet, and tagging and linking parallel text is an excellent way to improve the quality of the monolingual annotation. Given how many problems we found in both wordnet and corpus when we went over the bilingual annotation, we hypothesize that perhaps one of the reasons WSD is currently so difficult is that the gold standards are not yet fully mature. They have definitely not yet gone through the series of revisions that many syntactic corpora have, even though the tagging scheme is far harder. For this project, we improved our annotation process in two major ways:
(i) We expanded the scope of the annotation to include pronouns and named entities interrogatives. These will now be tagged from the monolingual annotation stage.
(ii) We improved the tool to make it possible to add new entries directly to the wordnets, so that they are available for tagging the remaining text. Using the comments to add new sense was a bad idea: synset-ids were cut and pasted, often with a character missing, and annotators often mistyped the link type. In addition, for words that appeared many times, it was tedious to redo it for each word. We are now testing an improved interface where annotators add new words to the wordnet directly, and these then become available for tagging. As a quality check, the new entries are reviewed by an expert at the end of each day, who has the option of amending the entry (and possibly re-tagging).
We are currently tagging the remaining texts shown in Table 1 , with a preliminary release scheduled for September 2013. For this we are also investigating ways of improving the automatic cross-lingual annotation: using word level alignments; using global translation models and by relaxing the mapping criteria (in particular allowing linking across parts of speech through derivational links). When we have finished, we will also link the Japanese to the Chinese, using English as a pivot. Finally, we will go through the non-aligned concepts, and analyze why they cannot be aligned.
In future work we intend to also add structural semantic annotation to cover issues such as quantification. Currently we are experimenting with Dependency Minimal Recursion Semantics (DMRS: Copestake et al., 2005; Copestake, 2009) and looking at ways to also constrain these crosslinguistically (Frermann and Bond, 2012 ).
An interesting further extension would be to look at a level of discourse marking. This would be motivated by those translations which cannot be linked at a lower level. In this way we would become closer to the Groningen Meaning Bank, which annotates POS, senses, NE, thematic roles, syntax, semantics and discourse (Basile et al., 2012) .
Conclusions
This paper presents preliminary results from an ongoing project to construct large-scale sensetagged parallel corpora. Four languages are chosen for the corpora: English, Chinese, Japanese, and Indonesia. The annotation scheme is divided into two phrases: monolingual sense annotation and multilingual concept alignment. A pilot study was carried out in Chinese, English and Japanese for the short story The Adventure of the Dancing Men. The results show that in the EnglishJapanese and English-Chinese corpora, over half of the concepts have the same synsets and thus can be easily translated. However, 42.85% and 34.74% of the concepts in the two corpora cannot be directly linked, which suggests it is hard for machine translation. All annotated corpora will be made freely available through the NTU-MC, in addition, the changes made to the wordnets will be released through the individual wordnet projects.
