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Abstract
We study pathwise properties and homeomorphic property with respect to the initial values for stochastic
differential equations driven by G-Brownian motion. We first present a Burkholder–Davis–Gundy
inequality and an extension of Itoˆ’s formula for the G-stochastic integrals. Some moment estimates and
Ho¨lder continuity of the G-stochastic integrals and the solutions of stochastic differential equations with
Lipschitzian coefficients driven by G-Brownian motion are obtained. Homeomorphic property with respect
to the initial values is also established.
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1. Introduction
The classical Wiener measure P is a probability measure defined on the space of continuous
paths Ω = C0([0,∞),Rd) starting from 0 in which the canonical process Bt (ω) = ωt ,
t ≥ 0, ω ∈ Ω becomes a d-dimensional standard Brownian motion. The expectation EP [·]
defined on L1P (Ω), the space of all P-integrable F-measurable random variables, forms a linear
functional. Recently, Peng [10] introduced G-Brownian motion. The expectation E[·] associated
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with the G-Brownian motion is a sublinear expectation which is called G-expectation. The
stochastic calculus with respect to the G-Brownian motion has been established (cf. [10,11,13]).
The existence and uniqueness of the solution for stochastic differential equations driven by G-
Brownian motions in the space M2G(0, T ) have also been obtained by the contracting mapping
theorem (cf. [11]). A martingale characterization of G-Brownian motion was given in [15].
The aim of this paper is to study pathwise properties and homeomorphic property with respect
to the initial values for stochastic differential equations driven by G-Brownian motion. The BDG
inequality for the G-stochastic integrals is established by the representation of G-expectation [2].
The G-Itoˆ’s formula in [11] is extended by the localization method. The estimates of high-order
moments and Ho¨lder continuity of the G-stochastic integrals are obtained by the majorizing
measure method and some auxiliary functions. Ho¨lder continuity and homeomorphic property of
the solution for stochastic differential equations driven by G-Brownian motion are established.
The paper is organized as follows. In Section 2, we present a BDG inequality and an extension
of Itoˆ’s formula. Some moment estimates of Ho¨lder norms for G-stochastic integrals are obtained
in Section 3. In Section 4 we prove that under Lipschitz condition, the solution of stochastic
differential equation driven by G-Brownian motion has Ho¨lder continuous paths. The result for
homeomorphic flows is presented in Section 5.
2. BDG inequality for G-stochastic integrals
In this section we establish the BDG inequality for G-stochastic integrals and extend the G-
Itoˆ’s formula in [11] by a localization method which plays partially the role of the stopping time.
2.1. G-Brownian motion and G-stochastic integral
For convenience, in this subsection we briefly recall some basic conceptions and results about
G-Brownian motion and G-stochastic integrals (see [2,10,11,13] for details).
G-Brownian motion and G-capacity
Briefly speaking a G-Brownian motion is a continuous process with independent and
stationary increments under a given sublinear expectation. Similar to the Wiener measure, a
G-Brownian motion can be formulated by a sublinear expectation (i.e., G-expectation) on the
space of continuous paths from R+ to Rd .
Let Ω denote the space of all Rd -valued continuous paths ω : [0,+∞) 3 t 7−→ ωt ∈ Rd ,
with ω0 = 0, equipped with the distance
ρ(ω1, ω2) :=
∞∑
n=1
2−n
(
max
t∈[0,n]
|ω1t − ω2t | ∧ 1
)
.
For each T > 0, set
L i p(FT ) :=
{
ϕ
(
ωt1 , ωt2 , . . . , ωtn
) : n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ li p(Rd×n)} ,
where li p(Rd×n) is the set of bounded Lipschitz continuous functions on Rd×n . Define
L i p(F) :=
∞⋃
n=1
L i p(Fn) ⊂ Cb(Ω).
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Let H be a vector lattice of real functions defined on Ω such that L i p(F) ⊂ H and if
X1, . . . , Xn ∈ H then ϕ(X1, . . . , Xn) ∈ H for each ϕ ∈ li p(Rn). Sd denotes the space of
d × d symmetric matrices. Γ is a given nonempty, bounded and closed subset of Rd×d which is
the space of all d × d matrices. For A = (Ai j )di, j=1 ∈ Sd given, set
G(A) = 1
2
sup
γ∈Γ
tr[γ γ τ A]. (2.1)
For each ϕ ∈ li p(Rd), define
E(ϕ) = u(1, 0)
where u(t, x) is the viscosity solution of the following G-heat equation:
∂u
∂t
− G(D2u) = 0, on (t, x) ∈ [0,∞)× Rd , u(0, x) = ϕ(x), (2.2)
and D2u is the Hessian matrix of u, i.e., D2u = (∂2xi x j u)di, j=1. Then E : li p(Rd) 7→ R is a
sublinear expectation, i.e.,
(1) X ≥ Y H⇒ E[X ] ≥ E[Y ],
(2) E[X + Y ] ≤ E[X ] + E[Y ],
(3) for all λ ≥ 0, E[λX ] = λE[X ],
(4) for all c ∈ R, E[X + c] = E[X ] + c.
This sublinear expectation is also called G-normal distribution on Rd and denoted by N (0,Σ ),
where Σ := {γ γ τ , γ ∈ Γ } (cf. [12]).
Let E[·] : H 7→ R be a sublinear expectation on H. A d-dimensional random vector X with
each component in H is said to be G-normal distributed under the sublinear expectation E[·] if
for each ϕ ∈ li p(Rd),
u(t, x) := E(ϕ(x +√t X)), t ≥ 0, x ∈ Rd
is the viscosity solution of the G-heat equation (2.2).
A sublinear expectation on H is called to be a G-expectation if the d-dimensional canonical
process {Bt (ω) = ωt , t ≥ 0} is a G-Brownian motion under the sublinear expectation, that is,
B0 = 0 and
(i) For any s, t ≥ 0, Bt ∼ Bt+s − Bs ∼ N (0, tΣ );
(ii) For any m ≥ 1, 0 = t0 < t1 < · · · < tm <∞, the increment Btm − Btm−1 is independent
from Bt1 , . . . , Btm−1 , i.e., for each ϕ ∈ li p(Rd×m),
E(ϕ(Bt1 , . . . , Btm−1 , Btm − Btm−1)) = E(ψ(Bt1 , . . . , Btm−1)) (2.3)
where ψ(x1, . . . , xm−1) = E(ϕ(x1, . . . , xm−1, Btm − Btm−1)).
Remark 2.1. (i) For any λ > 0, B˜ = {√λBt/λ, t ≥ 0} is also a G-Brownian motion.
(ii) For any a ∈ Rd , Bat :=
∑d
i=1 ai Bit is a one-dimensional Ga-Brownian motion, where
Ga(β) = 12 supγ∈Γ
tr
(
βγ γ τaaτ
) = 1
2
(
σaaτ β
+ − σ−aaτ β−
)
, β ∈ R, (2.4)
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and
σaaτ = sup
γ∈Γ
tr
(
γ γ τaaτ
)
, σ−aaτ = − sup
γ∈Γ
tr
(−γ γ τaaτ ) .
Let E be a G-expectation onH. The topological completion of L i p(FT ) (resp. L i p(F)) under
the Banach norm E[| · |] is denoted by L1G(FT ) (resp. L1G(F)). E[·] can be extended uniquely to
a sublinear expectation on L1G(F). We denote by E the extension.
Let P be the Wiener measure on Ω . Let AΓ0,∞ be the collection of all Γ -valued {Ft , t ≥ 0}-
adapted processes on the interval [0,+∞), i.e., {θt , t ≥ 0} ∈ AΓ0,∞ if and only if θt isFt := σ(ωs, s ≤ t) measurable and θt ∈ Γ for each t ≥ 0, and let Pθ be the law of the
process {∫ t0 θsdωs, t ≥ 0} under the Wiener measure P .
We denote by P =
{
Pθ : θ ∈ AΓ0,∞
}
and define
C¯(A) := sup
θ∈AΓ0,∞
Pθ (A), A ∈ B(Ω). (2.5)
Then P is tight and C¯(·) is a Choquet capacity (see Theorem 1 in [2], Lemma A.2 in [1]). For
each X ∈ L0(Ω) := {X : X ∈ B(Ω)} (the space of all Borel measurable real functions on Ω )
such that EPθ (X) exists for each θ ∈ AΓ0,∞, set
E¯(X) := sup
θ∈AΓ0,∞
EPθ (X). (2.6)
A function X on Ω with values in a topological space is said to be quasi-continuous if for
any ε > 0, there exists an open set O with C¯(O) < ε such that X |Oc is continuous. A set A is
polar if C¯(A) = 0 and a property holds “quasi-surely” (q.s.) if it holds outside a polar set. Then
(Theorem 59 in [2])
L1G(F) = {X ∈ L0(Ω) : X is quasi-continuous and limn→∞ E¯(|X |I{|X |>n}) = 0},
and for all X ∈ L1G(F)
EX = E¯X. (2.7)
Denis, Hu and Peng [2] have obtained the following monotone convergence theorem:
Xn ∈ L1G(F), Xn ↓ X, q.s. H⇒ E(Xn) ↓ E¯(X). (2.8)
By the definition of E¯, the following result is obvious:
Xn ∈ L0(F), Xn ↑ X, q.s., EQ(X1) > −∞
for all Q ∈ P H⇒ E¯(Xn) ↑ E¯(X). (2.9)
G-stochastic integrals
For T ∈ R+, a partition piT of [0, T ] is a finite ordered subset pi = {t1, . . . , tN } such that
0 = t0 < t1 < · · · < tN = T . Let p ≥ 1 be fixed. Define
M p,0G (0, T ) =
{
ηt (ω) =
N∑
j=1
ξ j−1(ω)I[t j−1,t j )(t); ξ j−1 ∈ L pG(Ft j−1), t j−1 < t j ,
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j = 1, 2, . . . , N , t0 = 0, tN = T, N ≥ 1
}
where L pG(Ft ) = {ξ ∈ L1G(Ft ); E(|ξ |p) < ∞}. For ηt =
∑N−1
j=0 ξ j (ω)I[t j ,t j+1)(t) ∈
M p,0G (0, T ), set
EˆT (η) := 1T
∫ T
0
E(ηt )dt = 1T
N−1∑
j=0
E(ξ j )(t j+1 − t j ).
Then EˆT : M p,0G (0, T ) 7−→ R forms a sublinear expectation. For each p ≥ 1, M pG(0, T ) denotes
the completion of M p,0G (0, T ) under the norm
‖η‖M pG (0,T ) =
1
T
(∫ T
0
E(|ηt |p)dt
)1/p
.
For each η ∈ M2,0G (0, T ) with the form
ηt (ω) =
N−1∑
j=0
ξ j (ω)I[t j ,t j+1)(t),
define
I (η) =
∫ T
0
η(s)dBas :=
N−1∑
j=0
ξ j (B
a
t j+1 − Bat j ).
The mapping I : M2,0G (0, T ) 7−→ L2G(FT ) can be continuously extended to I : M2G(0, T ) 7−→
L2G(FT ). For each η ∈ M2G(0, T ), the stochastic integral is defined by∫ T
0
η(s)dBas := I (η).
Quadratic variation process of G-Brownian motion
Let piNt = {t N0 , t N1 , . . . , t NN }, N = 1, 2, . . . , be a sequence of partitions of [0, t] and set
µ(piNt ) = max1≤i≤N |t Ni − t Ni−1|. The quadratic variation process 〈Ba〉t of the process Ba is
defined by
〈
Ba
〉
t = lim
µ(piNt )→0
N−1∑
k=0
(Ba
t Nk+1
− Ba
t Nk
)2 = (Bat )2 − 2
∫ t
0
Bas dB
a
s . (2.10)
{〈Ba〉t , t ≥ 0} is an increasing process with 〈Ba〉0 = 0. For each fixed s ≥ 0,〈
Ba
〉
t+s −
〈
Ba
〉
s =
〈
(Bs)a
〉
t ,
where Bst = Bt+s − Bs , t ≥ 0, (Bs)at = (a, Bst ), and (x, y) =
∑d
i=1 xi yi for x, y ∈ Rd .
Let a = (a1, . . . , ad)T and a¯ = (a¯1, . . . , a¯d)T be two given vectors in Rd . Then the mutual
variation process of Ba and B a¯ is defined by〈
Ba, B a¯
〉
t
:= 1
4
(〈
Ba + B a¯
〉
t
−
〈
Ba − B a¯
〉
t
)
.
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Let Bi denote the i th coordinate of the G-Brownian motion B and set (〈B〉t )i j =
〈
Bi , B j
〉
t . Then
by Corollary 5.3.19 in [13],
〈B〉t ∈ tΣ = {t × γ γ τ ; γ ∈ Γ }. (2.11)
Therefore, for any 0 ≤ s ≤ t〈
Ba
〉
t −
〈
Ba
〉
s ≤ σaaτ (t − s). (2.12)
Integration with respect to 〈Ba〉
Define a mapping M1,0G (0, T ) 7→ L1G(FT ) as follows:
Q0,T (η) =
∫ T
0
η(s)d
〈
Ba
〉
s :=
N−1∑
k=0
ξk(〈Ba〉tk+1 − 〈Ba〉tk ).
Then Q0,T can be uniquely extended to M1G(0, T ). We still denote this mapping by∫ T
0
η(s)d〈Ba〉s = Q0,T (η), η ∈ M1G(0, T ).
2.2. BDG inequality for G-stochastic integrals
Theorem 2.1. Let p ≥ 2 and η = {ηs, s ∈ [0, T ]} ∈ M pG(0, T ). For a ∈ Rd , set X t =
∫ t
0 ηsdB
a
s .
Then there exists a continuous modification X˜ of X, i.e, on some Ω˜ ⊂ Ω , with C¯(Ω˜ c) = 0,
X˜ ·(ω) ∈ C0([0, T ]) and C¯(|X t − X˜ t | 6= 0) = 0 for all t ∈ [0, T ] such that
E¯( sup
s≤u≤t
|X˜u − X˜s |p) ≤ C pσ p/2aaτ E
((∫ t
s
(
|ηu |2
)
du
)p/2)
(2.13)
where 0 < C p <∞ is a constant independent of η, a and Γ .
Furthermore, if there exist constants 0 < σ ≤ σ <∞ such that
Γ ⊂
{
γ ∈ Rd×d; σ Id×d ≤ γ γ τ ≤ σ Id×d
}
, (2.14)
then
cpσ
p/2|a|pE
((∫ t
s
|ηu |2du
)p/2)
≤ E¯( sup
s≤u≤t
|X˜u − X˜s |p)
≤ C pσ p/2|a|p|t − s|p/2−1
∫ t
s
E
(|ηu |p) du, (2.15)
where 0 < cp < C p <∞ are two constants independent of Γ , a and η.
Proof. Firstly let us consider the case:
ηt (ω) =
N∑
j=1
ξ j−1(ω)I[t j−1,t j )(t) ∈ M p,0G (0, T )
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and set Mθt =
∫ t
0 θsdBs for any θ ∈ AΓ0,∞. Then Xu(ω) =
∑N
j=1 ξ j−1(ω)(ωat j∧u − ωat j−1∧u)
is continuous. Since for each j , ξ j ∈ σ(ωs, s ≤ t j ) and for any 0 ≤ s1 < · · · < sk ≤ t j ,
A1, . . . , Ak ∈ B(R), {Ms1 ∈ A1, . . . ,Msk ∈ Ak} ∈ σ(ωs, s ≤ t j ), we have ξ j (M) ∈ σ(ωs, s ≤
t j ), and so
N∑
j=1
ξ j−1(Mθ )(a,Mθt j∧u − Mθ(t j−1∧u)∨s) =
∫ u
s
ηv(M
θ )d(a,Mθv ).
Therefore
E¯( sup
s≤u≤t
|Xu − Xs |p) = sup
θ∈AΓ0,∞
EP
(
sup
s≤u≤t
∣∣∣∣∣ N∑
j=1
ξ j−1(Mθ )(a,Mθt j∧u − Mθ(t j−1∧u)∨s)
∣∣∣∣∣
p)
= sup
θ∈AΓ0,∞
EP
(
sup
s≤u≤t
∣∣∣∣∫ u
s
ηv(M
θ )d(a,Mθv )
∣∣∣∣p) . (2.16)
By the BDG inequality of the Itoˆ integrals (cf. [4,8,14]), there exist constants 0 < cp < C p <∞
independent of θ , a and η such that
cp EP
((∫ t
s
η2v(M
θ )tr(θvθ τv aa
τ )dv
)p/2)
≤ EP
(
sup
s≤u≤t
∣∣∣∣∫ u
s
ηv(M
θ )d〈a,Mθv 〉
∣∣∣∣p)
≤ C p EP
((∫ t
s
η2v(M
θ )tr(θvθ τv aa
τ )du
)p/2)
which implies (2.13).
If (2.14) holds, then for any 0 ≤ s ≤ t <∞,
σ p/2|a|pE
((∫ t
s
|ηu |2du
)p/2)
≤ sup
θ∈AΓ0,∞
EPθ
((∫ t
s
η2u(M
θ )tr(θuθ τu aa
τ )du
)p/2)
≤ σ p/2|a|pE
((∫ t
s
|ηu |2du
)p/2)
,
and so (2.15) holds for η ∈ M p,0G (0, T ).
For general η ∈ M pG(0, T ), choose {η(n), n ≥ 1} ⊂ M p,0G (0, T ) such that∥∥∥η − η(n)∥∥∥
M pG (0,T )
→ 0 as n→∞.
Set X (n)t =
∫ t
0 η
(n)
u dBau . Then as n,m →∞,
E¯
(
sup
0≤t≤T
|X (n)t − X (m)t |p
)
≤ C pσ p/2aaτ T 3p/2−1
∥∥∥η(m) − η(n)∥∥∥p
M pG (0,T )
→ 0
and so there exists a subsequence {X (nk )t , k ≥ 1} such that for any k ≥ 1,∥∥∥∥∥ sup0≤t≤T |X (nk+1)t − X (nk )t |
∥∥∥∥∥
p
:=
(
E¯
(
sup
0≤t≤T
|X (nk+1)t − X (nk )t |p
))1/p
≤ 1
2k
.
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Then ∥∥∥∥∥ ∞∑
k=1
sup
0≤t≤T
|X (nk+1)t − X (nk )t |
∥∥∥∥∥
p
= sup
θ∈AΓ0,∞
(
EPθ
(( ∞∑
k=1
sup
0≤t≤T
|X (nk+1)t − X (nk )t |
)p))1/p
≤ sup
θ∈AΓ0,∞
∞∑
k=1
(
EPθ
((
sup
0≤t≤T
|X (nk+1)t − X (nk )t |
)p))1/p
≤
∞∑
k=1
∥∥∥∥∥ sup0≤t≤T |X (nk+1)t − X (nk )t |
∥∥∥∥∥
p
≤ 1,
which implies
∞∑
k=1
sup
0≤t≤T
∣∣∣X (nk+1)t − X (nk )t ∣∣∣ <∞ q.s.
Set X˜ t = X (n1) +∑∞k=1(X (nk+1)t − X (nk )t ). Then X˜ is q.s. defined on Ω for all t ∈ [0, T ] and for
q.s. ω, t 7→ X˜ t (ω) is continuous. Moreover,
∥∥∥sup0≤t≤T |X˜ t |∥∥∥
p
<∞, and(
E¯
(
sup
0≤t≤T
|X (nk )t − X˜ t |p
))1/p
= sup
θ∈AΓ0,∞
(
EPθ
(( ∞∑
l=k
sup
0≤t≤T
|X (nl+1)t − X (nl )t |
)p))1/p
≤
∞∑
l=k
∥∥∥∥∥ sup0≤t≤T |X (nl+1)t − X (nl )t |
∥∥∥∥∥
p
→ 0 as k →∞.
On the other hand, by
∥∥η − η(nk )∥∥M pG (0,T )→ 0, we have∣∣∣∣∣∣
(
E
((∫ t
s
|ηu |2du
)p/2))1/p
−
(
E
((∫ t
s
|η(nk )u |2du
)p/2))1/p∣∣∣∣∣∣
≤
(
E
(∣∣∣∣∣
(∫ t
s
|ηu |2du
)1/2
−
(∫ t
s
|η(nk )u |2du
)1/2∣∣∣∣∣
p))1/p
≤
(
E
((∫ t
s
|ηu − η(nk )u |2du
)p/2))1/p
≤ √t − s
(
1
t − s
∫ t
s
E
(
|ηu − η(nk )u |p
)
du
)1/p
→ 0.
Therefore, X˜ satisfies (2.13) and if the condition (2.14) holds, then (2.15) also holds.
Finally, since for any t ∈ [0, T ], ‖X t − X (nk )t ‖p → 0, we have ‖X t − X˜ t‖p = 0, and thus X˜
is a continuous modification of X . 
Remark 2.2. (1) By Theorem 2.1, we can assume that the stochastic integral
∫ t
0 ηsdB
a
s is
continuous in t for all ω ∈ Ω .
(2) By (2.16), the classical Doob’s inequality (cf. [4,8,14]) and the proof of Theorem 2.1, we
also have the following G-Doob maximal inequality for G-stochastic integrals.
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Proposition 2.1. Let p ≥ 2 and η = {ηs, s ∈ [0, T ]} ∈ M pG(0, T ). Then for a ∈ Rd ,
E¯
(
sup
s≤u≤t
∣∣∣∣∫ u
s
ηvdBav
∣∣∣∣p) ≤ ( pp − 1
)p
E
(∣∣∣∣∫ t
s
ηvdBav
∣∣∣∣p) . (2.17)
Theorem 2.2. Let p ≥ 1 and a, a¯ ∈ Rd . Let η ∈ M pG(0, T ). Then there exists a continuous
modification X˜a,a¯t of X
a,a¯
t :=
∫ t
0 ηud〈Ba, B a¯〉u such that for any 0 ≤ s < t ≤ T ,
E
(
sup
u∈[s,t]
(
|X˜a,a¯u − X˜a,a¯s |
)p)
≤
(
σ(a+a¯)(a+a¯)τ + σ(a−a¯)(a−a¯)τ
4
)p
(t − s)p−1
∫ t
s
E(|ηu |p)du. (2.18)
Proof. For η = ξ0 I(t0,t1] + · · · + ξn−1 I(tn−1,tn ] ∈ M p,0G (0, T ), then∫ u
0
ηvd〈Ba, B a¯〉v = 14
(∫ u
0
ηvd〈Ba+a¯〉v −
∫ u
0
ηvd〈Ba−a¯〉v
)
= 1
4
n∑
k=1
ξk−1
(
〈Ba+a¯〉tk∧u − 〈Ba+a¯〉tk−1∧u
− (〈Ba−a¯〉tk∧u − 〈Ba−a¯〉tk−1∧u)
)
is continuous. By (2.12), we have that for any u ∈ [s, t],∣∣∣∣∫ u
s
ηvd〈Ba, B a¯〉v
∣∣∣∣ ≤ 14 (σ(a+a¯)(a+a¯)τ + σ(a−a¯)(a−a¯)τ )
∫ t
s
|ηv|dv,
which implies that (2.18) holds for η ∈ M p,0G (0, T ). For general η ∈ M pG(0, T ), choose a
sequence η(n) ∈ M p,0G such that
∫ T
0 E|η(n)u − ηu |pdu → 0 as n→∞. Therefore, as n,m →∞,
E¯
(
sup
0≤t≤T
∣∣∣∣∫ t
0
η(n)u d〈Ba, B a¯〉u −
∫ t
0
η(m)u d〈Ba, B a¯〉u
∣∣∣∣p
)
≤
(
σ(a+a¯)(a+a¯)τ + σ(a−a¯)(a−a¯)τ
4
)p
T p−1
∫ T
0
E|η(n)u − η(m)u |pdu → 0,
and so there exist a subsequence {nk, k ≥ 1} and a process X˜a,a¯t such that for q.s. ω, t 7→ X˜a,a¯t (ω)
is continuous and as k →∞,
E¯
(
sup
0≤t≤T
∣∣∣∣∫ t
0
η(nk )u d〈Ba, B a¯〉u − X˜ t
∣∣∣∣p
)
→ 0.
Therefore, X˜a,a¯t is also a continuous modification of
∫ t
0 ηud〈Ba, B a¯〉u , and (2.18) also holds for
η ∈ M pG(0, T ). 
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Remark 2.3. By Theorem 2.2, we can assume that the integral
∫ t
0 ηud〈Ba, B a¯〉u is continuous
in t for all ω ∈ Ω , and
E
(
max
u∈[s,t]
∣∣∣∣∫ u
s
ηvd〈Ba, B a¯〉v
∣∣∣∣p)
≤
(
σ(a+a¯)(a+a¯)τ + σ(a−a¯)(a−a¯)τ
4
)p
(t − s)p−1
∫ t
s
E(|ηu |p)du. (2.19)
In particular,
E
(
max
u∈[s,t]
∣∣∣∣∫ u
s
ηvd〈Ba〉v
∣∣∣∣p) ≤ σ paaτ (t − s)p−1 ∫ t
s
E(|ηu |p)du. (2.20)
2.3. An extension for G-Itoˆ’s formula
The G-stochastic integrals have the following local property.
Lemma 2.1. Let a, a¯ ∈ Rd and let η = {ηs, s ∈ [0, T ]} and ξ = {ξs, s ∈ [0, T ]} be two
processes such that supt∈[0,T ] E(|ηt |2) <∞, supt∈[0,T ] E(|ξt |2) <∞, and for each t ∈ [0, T ],
ηt , ξt ∈ L2G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|ηs − ηt |2) = 0, lim
δ→0 sups:|s−t |≤δ
E(|ξs − ξt |2) = 0.
(1) ξ ∈ M2G(0, T ) and η ∈ M2G(0, T ) hold, and if ηs(ω) = ξs(ω) for all s ∈ [0, T ] and any
ω ∈ Ω˜ ⊂ Ω , then∫ T
0
ηsdBas =
∫ T
0
ξsdBas ,
∫ T
0
ηsd〈Ba, B a¯〉s =
∫ T
0
ξsd〈Ba, B a¯〉s, q.s. on Ω˜ . (2.21)
(2) For r ∈ (0,∞) fixed, for any δ > 0, let φ(x) ∈ li p(R) satisfy 0 ≤ φ ≤ 1, φ(x) = 1 for all
|x | ≤ r and φ(x) = 0 for all |x | ≥ r + δ. Then ηφ(η) ∈ M2G(0, T ) and on {sups∈[0,T ] |ηs | ≤ r},∫ T
0
ηsdBas =
∫ T
0
ηsφ(ηs)dBas ,∫ T
0
ηsd〈Ba, B a¯〉s =
∫ T
0
ηsφ(ηs)d〈Ba, B a¯〉s, q.s. (2.22)
Proof. Since
|ηsφ(ηs)− ηtφ(ηt )| ≤ |ηs − ηt | + |ηt ||φ(ηs)− φ(ηt )| ≤ C(|ηt | + 1)|ηs − ηt |
for some constant C , it is clear that (2.21) implies (2.22). Since proofs of two equalities
in (2.21) are similar, we only need to prove the first equality in (2.21). Set ηN =∑2N
j=1 η( j−1)T/2N I(( j−1)T/2N , jT/2N ], ξN =
∑2N
j=1 ξ( j−1)T/2N I(( j−1)T/2N , jT/2N ]. Then∫ T
0
ηN (s)dBas =
2N∑
j=1
η( j−1)T/2N (BajT/2N − Ba( j−1)T/2N ),
∫ T
0
ξN (s)dBas =
2N∑
j=1
ξ( j−1)T/2N (BajT/2N − Ba( j−1)T/2N ),
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0
E(|ηt − ηN (t)|2)dt ≤
∫ T
0
sup
s:|t−s|≤T/2N
E(|ηt − ηs |2)dt → 0,
and ∫ T
0
E(|ξt − ξN (t)|2)dt → 0.
Therefore, in L2G(FT ),∫ T
0
ηN (s)dBas →
∫ T
0
ηsdBas ,
∫ T
0
ξN (s)dBas →
∫ T
0
ξsdBas ,
and so, by Proposition 14 in [2], there exist subsequences ηNk and ξNk such that∫ T
0
ηNk (s)dB
a
s →
∫ T
0
ηsdBas ,
∫ T
0
ξNk (s)dB
a
s →
∫ T
0
ξsdBas , q.s.
Finally, by∫ T
0
ηNk (s)dB
a
s =
∫ T
0
ξNk (s)dB
a
s on Ω˜ ,
we see that (2.21) holds. 
Theorem 2.3 (G-Itoˆ’s Formula, [11]). Let αν , βν j , ηνi j ∈ M2G(0, T ), ν = 1, . . . , n, i, j =
1, . . . , d be bounded processes and consider
Xνt = Xν0 +
∫ t
0
ανs ds +
d∑
i, j=1
∫ t
0
η
νi j
s d
〈
Bi , B j
〉
s
+
d∑
j=1
∫ t
0
β
ν j
s dB
j
s
where Xν0 , ν = 1, . . . are constants. Let Φ ∈ C2(Rn) be a real function with bounded derivatives
such that {∂2xµxνΦ}nµ,ν=1 are uniformly Lipschitz. Then for each t ∈ [0, T ], in L2G(Ft )
Φ(X t )− Φ(Xs) =
n∑
ν=1
d∑
j=1
∫ t
s
∂xνΦ(Xu)β
ν j
u dB
j
u +
n∑
ν=1
∫ t
s
∂xνΦ(Xu)α
ν
u du
+
n∑
ν=1
d∑
i, j=1
∫ t
s
∂xνΦ(Xu)η
νi j
u d
〈
Bi , B j
〉
u
+ 1
2
n∑
µ,ν=1
d∑
i, j=1
∫ t
s
∂2xµxνΦ(Xu)β
µi
u β
ν j
u d
〈
Bi , B j
〉
u
.
Remark 2.4. (1) By the condition of Theorem 2.3, Φ is Lipschitz continuous. Therefore, for any
t ≥ 0, Φ(X t ) is quasi-continuous and
|Φ(X t )| ≤ |Φ(X0)| + L|X t − X0|.
and so, by the BDG inequality, for any p ≥ 2 and any T > 0, E¯(sup0≤t≤T |Φ(X t )|p) < ∞. By
Theorem 59 in [2], Φ(X t ) ∈ L pG(Ft ) for all p ≥ 2 and t ≥ 0.
(2) In [11], the function Φ is bounded, but we know from his proof and (1) that the condition
is unnecessary.
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Now we give an extension of Theorem 2.3.
Theorem 2.4. Let αν , βν j , ηνi j ∈ M2G(0, T ), ν = 1, . . . , n, i, j = 1, . . . , d and
Xνt = Xν0 +
∫ t
0
ανs ds +
d∑
i, j=1
∫ t
0
η
νi j
s d
〈
Bi , B j
〉
s
+
d∑
j=1
∫ t
0
β
ν j
s dB
j
s .
Let Φ ∈ C2(Rn) be a function such that {∂2xµxνΦ}nµ,ν=1 are local Lipschitz, i.e., for each m ≥ 1
there exists a constant Lm such that for any x, y ∈ Rn with |x | ≤ m and |y| ≤ m,
max
1≤µ,ν≤d
|∂2xµxνΦ(x)− ∂2xµxνΦ(y)| ≤ Lm |x − y|.
If for each process ξ in ∪ν,µ=1,...,n,i, j=1,...,d{αν j , βν j , ηνi j , ∂xνΦ(X)αν j , ∂xνΦ(X)βν j ,
∂xνΦ(X)ηνi j , ∂2xµxνΦ(X)β
µjβν j }, for each t ∈ [0, T ],
sup
t∈[0,T ]
E(|ξt |2) <∞, ξt ∈ L2G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|ξs − ξt |2) = 0,
then {∂xνΦ(X)αν j , ∂xνΦ(X)βν j , ∂xνΦ(X)ηνi j , ∂2xµxνΦ(X)βµjβν j } ⊂ M2G(0, T ), and for each
t ∈ [0, T ], in L2G(Ft )
Φ(X t )− Φ(Xs) =
n∑
ν=1
d∑
j=1
∫ t
s
∂xνΦ(Xu)β
ν j
u dB
j
u +
n∑
ν=1
∫ t
s
∂xνΦ(Xu)α
ν
u du
+
n∑
ν=1
d∑
i, j=1
∫ t
s
∂xνΦ(Xu)η
νi j
u d
〈
Bi , B j
〉
u
+ 1
2
n∑
µ,ν=1
d∑
i, j=1
∫ t
s
∂2xµxνΦ(Xu)β
µi
u β
ν j
u d
〈
Bi , B j
〉
u
. (2.23)
Proof. By the condition of the theorem and Lemma 2.1,
{∂xνΦ(X)αν j , ∂xνΦ(X)βν j , ∂xνΦ(X)ηνi j , ∂2xµxνΦ(X)βµjβν j } ⊂ M2G(0, T )
and the right side of (2.23) is in L2G(Ft ). Therefore, we only prove that (2.23) holds q.s. For each
m ≥ 1, choose φm ∈ C3(Rn) such that φm(x) = 1 for all |x | ≤ m, φm(x) = 0 for all |x | ≥ m+1.
Set Φm(x) = φm(x)Φ(x). Then Φm ∈ C2(Rn) be a bounded function with bounded derivatives
such that {∂2xµxνΦm}nµ,ν=1 are uniformly Lipschitz.
Choose again ψm(x) ∈ li p(R) such that ψm(x) = 1 for all |x | ≤ m, ψm(x) = 0 for all
|x | ≥ m + 1. Set αν,(m)s = ανsψm(ανs ), ηνi j,(m)s = ηνi js ψm(ηνi js ), βν j,(m)s = βν js ψm(βν js ) and
Xν,(m)t = Xν0 +
∫ t
0
αν,(m)s ds +
d∑
i, j=1
∫ t
0
η
νi j,(m)
s d
〈
Bi , B j
〉
s
+
d∑
j=1
∫ t
0
β
ν j,(m)
s dB
j
s .
Therefore, by Theorem 2.3, we have
Φm(X
(m)
t )− Φm(X (m)s )
=
n∑
ν=1
d∑
j=1
∫ t
s
∂xνΦm(X (m)u )β
ν j,(m)
u dB
j
u +
n∑
ν=1
∫ t
s
∂xνΦm(X
(m)
u )α
ν,(m)
u du
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+
n∑
ν=1
d∑
i, j=1
∫ t
s
∂xνΦm(X (m)u )η
νi j,(m)
u d
〈
Bi , B j
〉
u
+ 1
2
n∑
µ,ν=1
d∑
i, j=1
∫ t
s
∂2xµxνΦm(X
(m)
u )β
µi,(m)
u β
ν j,(m)
u d
〈
Bi , B j
〉
u
. (2.24)
Set
Ωm =
n⋂
ν=1
d⋂
i, j=1
{
sup
t∈[0,T ]
|Xs | ≤ m, sup
s∈[0,T ]
|ανs | ≤ m, sup
t∈[0,T ]
|ηνi js | ≤ m, sup
t∈[0,T ]
|βν js | ≤ m
}
.
Then by (2.24) and Lemma 2.1, (2.23) holds q.s. on Ωm . Since
C¯
(
sup
s∈[0,T ]
|Xs | = ∞
)
= 0,
and for each 1 ≤ ν ≤ n, 1 ≤ i, j ≤ d ,
C¯
({
sup
s∈[0,T ]
|ανs | = ∞
}
∪
{
sup
s∈[0,T ]
|ηνi js | = ∞
}
∪
{
sup
s∈[0,T ]
|βν js | = ∞
})
= 0,
then C¯(∩∞m=1 Ω cm) = 0. Therefore, (2.23) holds q.s. 
The following lemma is useful for the application of Theorem 2.4.
Lemma 2.2. Let Φ : Rn 7→ R be local Lipschitz and let process {X t , t ∈ [0, T ]} satisfy that for
each t ∈ [0, T ],
sup
s∈[0,T ]
E(|X t |2) <∞, X t ∈ L2G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|Xs − X t |2) = 0.
If sup0≤t≤T E¯
(|Φ(X t )|2(1+ε)) <∞ for some ε > 0, then for each t ∈ [0, T ],
Φ(X t ) ∈ L2G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|Φ(Xs)− Φ(X t )|2) = 0.
Proof. Since Φ(X t ) is quasi-continuous and E(|Φ(X t ) |2(1+ε) |) < ∞, by Theorem 59 in [2],
Φ(X t ) ∈ L2G(Ft ). By the condition of the lemma, for any z, y ∈ Rn ,
|Φ(z)− Φ(y)|I{|z|∨|y|≤N } ≤ |z − y|L N ,
where L N > 0 is a constant. Therefore
E(|Φ(X t )− Φ(Xs)|2) ≤ L2NE(|X t − Xs |2)+ E¯
(
|Φ(X t )− Φ(Xs)|2 I{{|X t |≥N }∪{|Xs |≥N }}
)
≤ L2NE(|X t − Xs |2)+ 4 sup
s,t∈[0,T ]
E¯
(
|Φ(X t )|2 I{|Xs |≥N }
)
.
Now by for any s, t ∈ [0, T ],
E¯
(
|Φ(X t )|2 I{|Xs |≥N }
)
≤ 1
N 2ε/(1+ε)
(
E¯
(
|Φ(X t )|2(1+ε)
))1/(1+ε) (
E¯
(
|X t |2
))(1+ε)/ε
≤ 1
N 2ε/(1+ε)
(
sup
0≤t≤T
E¯
(
|Φ(X t )|2(1+ε)
))1/(1+ε) (
sup
0≤t≤T
E¯
(
|X t |2
))ε/(1+ε)
,
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there exists a constant M such that for any δ > 0, N ≥ 1,
sup
s:|s−t |≤δ
E(|Φ(X t )− Φ(Xs)|2) ≤ L2N sup
s:|s−t |≤δ
E(|X t − Xs |2)+ M/N 2ε/(1+ε).
Now, first letting δ→ 0, and then letting N →∞, we obtain
lim
δ→0 sups:|s−t |≤δ
E(|Φ(Xs)− Φ(X t )|2) = 0. 
Corollary 2.1. Let Bt be a one-dimensional G-Brownian motion, αν , βν , ην ∈ M2G(0, T ),
ν = 1, 2 and
Xνt = Xν0 +
∫ t
0
ανs ds +
∫ t
0
ηνs d〈B〉s +
∫ t
0
βνs dBs .
If for each process ξ in ∪2ν=1{αν, βν, ην}, for each t ∈ [0, T ],
sup
t∈[0,T ]
E(|ξt |4) <∞, ξt ∈ L4G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|ξs − ξt |4) = 0,
then for each t ∈ [0, T ], in L2G(Ft )
X1t X
2
t − X1s X2s =
∫ t
s
X1udX
2
u +
∫ t
s
X2udX
1
u +
∫ t
s
β1uβ
2
u d〈B〉u (2.25)
where∫ t
s
XνudX
µ
u :=
∫ t
s
Xνuα
µ
u du +
∫ t
s
Xνuη
µ
u d〈B〉u +
∫ t
s
Xνuβ
µ
u dBu .
3. Moment estimates and Ho¨lder continuity of G-stochastic integrals
Firstly, let us introduce a general maximum inequality for stochastic processes which was
obtained in [7]. The following conceptions are referred to [7,9]. Let (S, ρ) be a separable metric
space. A function ψ : R+ → R+ that is strictly increasing, convex and ψ(0) = 0 is called a
Young function. A probability measure m on S is said to be weakly majorizing measure relative
to ψ and ρ if for each s, t ∈ S,∫ ρ(s,t)
0
ψ−1
(
1
m(Bρ(s, r))
)
dr < +∞,
where Bρ(s, r) = {ν ∈ S : ρ(s, ν) ≤ r}. If m is a weakly majorizing measure then the function
τ = τψ,ρ,m on S × S defined by
τ(s, t) = max
{∫ ρ(s,t)
0
ψ−1
(
1
m(Bρ(s, r))
)
dr < +∞,∫ ρ(s,t)
0
ψ−1
(
1
m(Bρ(t, r))
)
dr < +∞
}
will be called a minorizing metric relative to ψ, ρ and m. If τ is uniformly bounded on S × S,
then m is said to be a majorizing measure.
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Lemma 3.1 ([7]). Let ψ be a Young function satisfying
ψ(x)ψ(y) ≤ ψ (K (x + y)) for all x, y ≥ 0 and some K ≥ 1.
Let m be a weakly majorizing measure relative to ψ, ρ on S and let τ = τψ,ρ,m be the
corresponding minorizing metric. Then for each continuous function x(t), t ∈ S from S to Rd ,
ψ
(
c sup
s,t∈S
|x(t)− x(s)|
τ(t, s)
)
≤ 1+
∫
S×S
ψ
( |x(t)− x(s)|
ρ(t, s)
)
m(dt)m(ds)
where c = ψ−1(1)
27K 2
.
Applying Lemma 3.1 to S = [0, T ], the uniform distribution m on [0, T ], by (2.7), for
continuous process {X t , t ∈ [0, T ]},
E¯
(
ψ
(
ψ−1(1)
27K 2
sup
s,t∈[0,T ]
|X t − Xs |
τ(t, s)
))
≤ 1+ sup
s,t∈[0,T ]
E¯
(
ψ
( |X t − Xs |
ρ(t, s)
))
. (3.1)
Lemma 3.2. Let η = {ηs, s ∈ [0, T ]} ∈ M2G(0, T ) be bounded and let a ∈ Rd \ {0}. Set
X t =
∫ t
0 ηsdB
a
s . Then for any integer p ≥ 1, and t ≥ s ≥ 0,
E(|X t − Xs |2p) ≤ 2(2pκ2σaaτ )p|t − s|p (3.2)
where κ is an upper bound of |ηs |.
Proof. Let {ϕl , l ≥ 1} ⊂ li p(R) be a sequence of functions defined by
ϕl(x) = l2p−2(x + l + 1)I[−l−1,−l](x)+ x2p−2 I[−l,l](x)+ l2p−2(l + 1− x)I(l,l+1](x)
and set
Φl(x) = 2p(2p − 1)
∫ x
0
∫ y
0
ϕl(z)dzdy.
Then applying Theorem 2.3 to Φl(x − y), X t , Yt = X t∧s :=
∫ t
0 ηu I[0,s](u)dB
a
u , we have for any
t ≥ s,
Φl(X t − Xs) =
∫ t
s
Φ′l (Xu − Xs)ηudBau +
1
2
∫ t
s
Φ′′l (Xu − Xs)η2ud〈Ba〉u .
Since Φl ≥ 0 and Φ′′l (x) ≤ 2p(2p − 1)x2p−2, we have
E¯
(
(X t − Xs)2p I{|X t−Xs |≤l}
)
≤ E (Φl(X t − Xs))
≤ p(2p − 1)κ2σaaτ
∫ t
s
E
(
|Xu − Xs |2p−2
)
du,
which yields by letting l →∞ that
E(|X t − Xs |2p) ≤ p(2p − 1)κ2σaaτ
∫ t
s
E
(
|Xu − Xs |2p−2
)
du.
Now let us iterate the above inequality to obtain
E(|X t − Xs |2p) ≤ ((2p − 1)!!)κ2pσ paaτ (t − s)p ≤ 2(2p)pκ2pσ paaτ (t − s)p. 
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Lemma 3.3. Let η = {ηs, s ∈ [0, T ]} ∈ M2G(0, T ) be bounded and let κ > 0 be an upper bound
of |ηs |. Let a ∈ Rd \ {0} and set X t =
∫ t
0 ηsdB
a
s . Then when 2κ
2σaaτ δe < 1,
sup
s,t∈[0,T ]
E¯
(
exp
{
δ|X t − Xs |2
|t − s|
})
≤ 1
1− 2κ2σaaτ δe . (3.3)
Proof. By Lemma 3.2, for any integer p ≥ 1, and t 6= s,
E¯
((
δ|X t − Xs |2
|t − s|
)p)
≤ 2δ p(2pκ2σaaτ )p. (3.4)
Therefore when 2κ2σaaτ δe < 1, for all s, t ∈ [0, T ],
E¯
(
exp
{
δ|X t − Xs |2
|t − s|
})
≤ 1+ E¯
(
δ|X t − Xs |2
)
|t − s| +
∞∑
j=2
1
j ! E¯
((
δ|X t − Xs |2
|t − s|
) j)
≤ 1
1− 2κ2σaaτ δe . 
Theorem 3.1. Let η = {ηs, s ∈ [0, T ]} ∈ M2G(0, T ) be bounded and let κ > 0 be an upper
bound of |ηs |. Let a ∈ Rd \ {0} and set X t =
∫ t
0 ηsdB
a
s . Then there exists a constant ζ > 0
independent of X such that when 2κ2σaaτ δe < 1,
E¯
(
exp
{
δζ sup
s,t∈[0,T ]
|X t − Xs |2
|s − t | log(1+ 1/(2|s − t |))
})
≤ 1
1− 2κ2σaaτ δe + 1, (3.5)
and for any 0 ≤ a ≤ b ≤ T , supt∈[a,b] X t , , supt∈[a,b] |X t | ∈ L1G(F).
Proof. Take ρ(s, t) = |s − t |1/2 and ψ(x) = ex2 − 1. Then the uniform distribution m on [0, T ]
is weakly majorizing measure relative to ψ(x) = ex2 − 1, ρ and the corresponding minorizing
metric τψ,ρ,m satisfies√|s − t | log(1+ 1/(2|s − t |)) ≤ τψ,ρ,m(s, t) ≤ κ1√|s − t | log(1+ 1/(2|s − t |))
where κ1 = κ1(T ) is a positive number. Therefore, by Lemmas 3.3 and 3.1and (3.1), we have
(3.5).
Now we prove that for any 0 ≤ a ≤ b ≤ T , supt∈[a,b] X t ∈ L1G(F). For any m ≥ 1, set
Ym = sup1≤k≤2m Xa+ k(b−a)2m and Y = supt∈[a,b] X t . Then Ym ∈ L
1
G(F), Ym(ω)→ Y (ω) for any
ω ∈ Ω as m →∞ and for any m ≥ l ≥ 1,
E(|Ym − Yl |4) ≤ E
(
sup
1≤k≤2l
sup
(k−1)2m−l< j≤k2m−l
∣∣∣∣Xa+ k(b−a)
2l
− Xa+ j (b−a)2m
∣∣∣∣4
)
≤
∑
1≤k≤2l
E¯
(
sup
s,t∈[a+(k−1)(b−a)/2l ,a+k(b−a)/2l ]
|Xs − X t |4
|s − t |3/2
)(
(b − a)
2l
)3/2
≤ (b − a)
3/2
2l/2
E¯
(
sup
s,t∈[0,T ]
|Xs − X t |4
|s − t |3/2
)
→ 0
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as m, l →∞, which implies that {Ym,m ≥ 1} is a Cauchy sequence in L1G(F). Therefore, there
exist Y˜ ∈ L1G(F) and {Ymk , k ≥ 1} ⊂ {Ym,m ≥ 1} such that Ymk → Y˜ q.s., and so Y = Y˜ q.s.
and Y ∈ L1G(F). Similarly, one can get supt∈[a,b] |X t | ∈ L1G(F). 
4. Stochastic differential equations driven by G-Brownian motion
In this section we discuss the existence, uniqueness and Ho¨lder continuity of the solution of a
stochastic differential equation with respect to the G-Brownian motion.
4.1. Existence and uniqueness
For b = (b1, . . . , bn)τ : Rn 7→ Rn , σ = (σi, j ) : Rn 7→ Rn×d and h : Rn 7→ Rn×d2 having
the following form
h =

h(1)11 · · · h(1)1d h(1)21 · · · h(1)2d · · · h(1)d1 · · · h(1)dd
h(2)11 · · · h(2)1d h(2)21 · · · h(2)2d · · · h(2)d1 · · · h(2)dd
...
...
. . .
...
...
. . .
...
...
. . .
...
h(n)11 · · · h(n)1d h(n)21 · · · h(n)2d · · · h(n)d1 · · · h(n)dd

we introduce the following conditions:
(H1) Bounded condition with constant L:
sup
x∈Rn
max {|b(x)|, ‖h(x)‖H S, ‖σ(x)‖H S} ≤ L
where ‖A‖H S :=
√∑
i j a
2
i j is the Hilbert–Schmidt norm of a matrix A = (ai j ).
(H2) Lipschitz condition with constant L: for any x, y ∈ Rn ,
max {|b(x)− b(y)|, ‖h(x)− h(y)‖H S, ‖σ(x)− σ(y)‖H S} ≤ L|x − y|.
We consider the following SDE driven by the G-Brownian motion.
X t = x +
∫ t
0
b(Xs)ds +
∫ t
0
h(Xs)d 〈B, B〉s +
∫ t
0
σ(Xs)dBs (4.1)
where the initial condition x ∈ Rn is given and 〈B, B〉 is treated as a d2-dimensional vector, i.e.
〈B, B〉 =
(
〈B1, B1〉, 〈B1, B2〉, . . . , 〈B1, Bd〉,
. . . . . . , 〈Bd , B1〉, 〈Bd , B2〉, . . . , 〈Bd , Bd〉
)τ
.
Theorem 4.1. Let the Lipschitz condition (H2) hold. Then there exists a unique continuous
process X x = {X xt , t ≥ 0} which satisfies (4.1) such that for any t ≥ 0, X t ∈ L1G(Ft ), and
for any p ≥ 2, T > 0, there exists a constant C p,T > 0 such that for any x, y ∈ Rn and any
s, t ∈ [0, T ],
E¯
(
sup
t∈[0,T ]
|X xt − X yt |p
)
≤ C p,T |x − y|p, (4.2)
E¯(|X xs − X yt |p) ≤ C p,T (|x − y|p + |s − t |p/2). (4.3)
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Proof. Let (X (m)) be the Picard iterative approximation sequence defined by:
X (0) ≡ x,
X (m)t = x +
∫ t
0
b(X (m−1)s )ds +
∫ t
0
h(X (m−1)s )d 〈B, B〉s +
∫ t
0
σ(X (m−1)s )dBs, m ≥ 1.
Since b, h, σ are Lipschitz continuous, by recursion and Theorems 2.1 and 2.2, we see
b(X (m−1)), h(X (m−1)), σ(X (m−1)) ∈ M pG(0, T ) for each m ≥ 1, and so X (m) is well defined. Set
Φm(t) = E¯(sup
s≤t
|X (m)s − X (m−1)s |p).
Then Φ1(T ) < +∞ and by Theorems 2.1 and 2.2, Lipschitz continuity and Ho¨lder’s inequality,
there exists a constant C(p, T ) such that for all t ∈ [0, T ],
Φm(t)1/p ≤ C(p, T )
(∫ t
0 E¯
(
sup
s≤r
|X (m−1)s − X (m−2)s |p
)
dr
) 1
p
,
which implies that for any t ∈ [0, T ],
Φm(t) ≤ C(p, T )p
∫ t
0
Φm−1(s)ds.
Therefore
Φm(T ) ≤ Φ1(T )C(p, T )mpT m/m!,
and so
∞∑
m=1
E¯
(
sup
s≤T
|X (m)s − X (m−1)s |p
)
<∞
which yields
C¯
( ∞∑
m=1
sup
s≤T
|X (m)s − X (m−1)s | = ∞
)
= 0.
Set Ω˜ = ∩∞k=1{
∑∞
m=1 sups≤k |X (m)s − X (m−1)s | < ∞} and X t =
∑∞
m=1(X
(m)
t − X (m−1)t ). Then
C¯(Ω˜ c) = 0, and for any ω ∈ Ω˜ , X is continuous. Moreover,
E¯
(
sup
t≤T
|X (m)t − X t |p
)
→ 0.
On other hand, by
E¯
(
sup
t≤T
|X (m)t − X (k)t |p
)
→ 0
as k,m → ∞, we see that {X (m)t ,m ≥ 1} is a Cauchy sequence in L pG(Ft ), and X t ∈ L pG(Ft ).
Now by the Lipschitz continuity and Theorems 2.1 and 2.2, there exists a constant C > 0 such
that
E¯
(
sup
0≤t≤T
∣∣∣∣∫ t
0
b(X (m)s )ds −
∫ t
0
b(Xs)ds
∣∣∣∣2
)
≤ C
∫ T
0
E¯
(
|X (m)s − Xs |2ds
)
,
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E¯
(
sup
0≤t≤T
∣∣∣∣∫ t
0
h(X (m)s )d 〈B, B〉s −
∫ t
0
h(Xs)d 〈B, B〉s
∣∣∣∣2
)
≤ C
∫ T
0
E¯
(
|X (m)s − Xs |2ds
)
and
E¯
(
sup
0≤t≤T
∣∣∣∣∫ t
0
σ(X (m)s )dBs −
∫ t
0
σ(Xs)dBs
∣∣∣∣2
)
≤ C
∫ T
0
E¯
(
|X (m)s − Xs |2ds
)
,
therefore, X satisfies (4.1).
Next let us prove uniqueness. Let X and Y be two solutions of (4.1). Set
Φ(t) = E¯(sup
s≤t
|Xs − Ys |2).
Then by Theorem 2.1, Lipschitz continuity and Ho¨lder’s inequality, there exists a constant C(T )
such that for all t ∈ [0, T ],
Φ(t) ≤ C(T )
∫ t
0
Φ(s)ds.
Therefore, by Gronwall’s inequality, Φ(t) = 0 which implies X = Y q.s.
Finally, we show the moment estimates. Set h(t) = E¯(sups≤t |X xs − X ys |p). Then the same as
the proof of existence yields that h(t) <∞ and for some constants lt,p and mt,p
h(t) ≤ lt,p|x − y|p + mt,p
∫ t
0
h(s)ds.
Therefore, by Gronwall’s inequality, there exists a constant C p,T such that for all T > 0, x, y ∈
Rn ,
E¯
(
sup
t∈[0,T ]
|X xt − X yt |p
)
≤ C p,T |x − y|p.
Similarly, there exists a constant C p,T such that for all T > 0, x ∈ Rn , for all 0 ≤ s, t ≤ T ,
E¯(|X xs − X xt |p) ≤ C p,T |s − t |p/2. 
4.2. Ho¨lder continuity
As a consequence of Theorem 3.1, we have the following result.
Theorem 4.2. Let the conditions (H1) and (H2) hold and let X be the solution of the stochastic
differential equation (4.1). Then there exists a constant δ > 0 such that
E¯
(
exp
{
δ sup
s,t∈[0,T ]
|X t − Xs |2
|s − t | log(1+ 1/(2|s − t |))
})
<∞ (4.4)
and for any 0 ≤ a ≤ b ≤ T , supt∈[a,b] X t , supt∈[a,b] |X t | ∈ L1G(F).
For 0 ≤ α < 1 given and m ≥ 1, for each ψ ∈ C0([0, T ],Rm), set
‖ψ‖α = sup
s,t∈[0,T ],s 6=t
|ψ(t)− ψ(s)|
|s − t |α
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and
Cα0 ([0, T ],Rm)
=
{
ψ ∈ C0([0, T ],Rm); lim
δ→0 sup|s−t |<δ,s 6=t
|ψ(t)− ψ(s)|
|s − t |α = 0, ‖ψ‖α <∞
}
.
Then (Cα0 ([0, T ],Rm), ‖ · ‖α) is a separable Banach space.
Lemma 4.1. Let m ≥ 1 and 0 < α < β < 1 be fixed. Set
Kl :=
{
x ∈ Cα0 ([0, T ],Rm) sup
s,t∈[0,T ],s 6=t
|x(t)− x(s)|
|t − s|β ≤ l
}
, l > 0.
Then Kl is compact in (Cα0 ([0, T ],Rm), ‖ · ‖α) for all l <∞.
Proof. For any ε > 0, choose N ≥ 1 such that Nα−βl < ε. Since Kl is compact in
(C0([0, T ],Rm), ‖ · ‖), there exists finite x1, . . . , xk ∈ Kl such that for all x ∈ Kl ,
min
1≤i≤k supt∈[0,T ]
|x(t)− xi (t)| < ε/Nα.
Therefore for all x ∈ Kl ,
min
1≤i≤k ‖x − xi‖α ≤ min1≤i≤k sup|s−t |≥1/N
|x(t)− xi (t)− (x(s)− xi (s))|
|s − t |α
+ max
1≤i≤k
sup
|s−t |≤1/N
|x(t)− xi (t)− (x(s)− xi (s))
|s − t |α
≤ 2Nα min
1≤i≤k ‖x − xi‖ + max1≤i≤k
‖x‖β + ‖xi‖β
Nβ−α
≤ 4ε
which implies that Kl is compact in (Cα0 ([0, T ],Rm), ‖ · ‖α). 
Theorem 4.3. (1) Let the conditions (H1) and (H2) hold and let X be the solution of the
stochastic differential equation (4.1). Then for any 0 ≤ α < 1/2, there exists a sequence of
compact subsets Km ⊂ Cα0 ([0, T ],Rn) such that
C¯
(
(X · − x)|[0,T ] ∈ ∩∞m=1 K cm
) = 0.
(2) Let the condition (H2) hold and let X be the solution of the stochastic differential equation
(4.1). Then for any 0 ≤ α < 1/2,
C¯
(
(X · − x)|[0,T ] 6∈ Cα0 ([0, T ],Rn)
) = 0.
Proof. (1) By Theorem 4.2, for each 0 < α < β < 1/2, there exists λ > 0 such that
E¯
(
exp
{
λ sup
s,t∈[0,T ]
|X t − Xs |2
|s − t |2β
})
<∞.
Take Km = {x ∈ Cα0 ([0, T ],Rn); ‖x‖β ≤ m}. Then Km is compact and
C¯
(
(X · − x)|[0,T ] ∈ K cm
) ≤ e−λmE¯(exp{λ sup
s,t∈[0,T ]
|X t − Xs |2
|s − t |2β
})
→ 0
as m →∞.
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(2) For each m ∈ [1,∞), define
σm(y) =
{
σ(y), if |y| ≤ m
σ (ym/|y|) , if |y| > m,
and in a similar way bm(y) and hm(y). Then the new coefficients σm(y), bm(y) and hm(y) are
obviously bounded and Lipschitz continuous. Let Ym be the solution of SDE:
Ym(t) = x +
∫ t
0
bm(Ym(s))ds +
∫ t
0
hm(Ym(s))d〈B, B〉s +
∫ t
0
σm(Ym(s))dBs . (4.5)
Let {X (l), l ≥ 0} be the Picard iterative approximation sequence to the solution of the SDE (4.1)
and set
Z =
∞∑
l=1
sup
0≤t≤T
|X (l)t − X (l−1)t |.
Then E¯(Z) < ∞, and so C¯(Z = ∞) = 0. Set Ωm = {ω; Z(ω) ≤ m}. Then by Lemma 2.1,
X (l) = Y (l)m q.s. for all l ≥ 0 where {Y (l)m , l ≥ 0} is the Picard iterative approximation sequence
to the solution of the SDE (4.5). Therefore, X |[0,T ] = Ym |[0,T ]q.s. on Ωm ,
C¯
(
(Ym(·) · −x)|[0,T ] 6∈ Cα0 ([0, T ],Rn)
) = 0
and
C¯
(
(X (·) · −x)|[0,T ] 6∈ Cα0 ([0, T ],Rn)
)
≤
∞∑
m=1
C¯
(
Ωm ∩ {(X (·) · −x)|[0,T ] 6∈ Cα0 ([0, T ],Rn)}
)+ C¯(Z = ∞) = 0. 
Corollary 4.1. Let the condition (H2) hold and let X be the solution of the stochastic differential
equation (4.1). Then for any 0 ≤ a ≤ b ≤ T , supt∈[a,b] X t , supt∈[a,b] |X t | ∈ L1G(F).
Proof. Let Ym and Ωm be defined as in the proof of Theorem 4.3. Then X |[0,T ] = Ym |[0,T ] q.s.
on Ωm . Therefore, by Theorems 3.1 and 4.1, the conclusion of the lemma holds. 
4.3. Linear G-SDEs
In this subsection, we consider the following linear G-SDE:
X t = X0 +
∫ t
0
(bXs + α)ds +
∫ t
0
(h Xs + β)d〈B〉s +
∫ t
0
(σ Xs + γ )dBs (4.6)
where X0 is a constant, b, h, σ, α, β, γ are constants, and Bt is a one-dimensional G-Brownian
motion.
The following lemma is a direct conclusion of Theorem 2.4.
Lemma 4.2. Let α, β, η ∈ M2G(0, T ) be bounded and
Z t =
∫ t
0
αsds +
∫ t
0
ηsd〈B〉s +
∫ t
0
βsdBs .
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If for each process ξ in {α, β, η}, for each t ∈ [0, T ],
ξt ∈ L1G(Ft ), lim
δ→0 sups:|s−t |≤δ
E(|ξs − ξt |(2+r)) = 0,
where r > 0 is a constant. Define
E Zt := exp
{
Z t − 12
∫ t
0
β2s d〈B〉s
}
. (4.7)
Then X t := E Zt satisfies the following equation
X t = 1+
∫ t
0
XsdZs := 1+
∫ t
0
Xsαsds +
∫ t
0
Xsηsd〈B〉s +
∫ t
0
XsβsdBs . (4.8)
Theorem 4.4. The solution of the G-SDE (4.6) has the following representation:
X t = EYt
(
X0 +
∫ t
0
(EYs )−1d(Zs − σγ 〈B〉s)
)
,
where Yt = bt + h〈B〉t + σ Bt and Z t = αt + β〈B〉t + γ Bt .
Proof. By Lemma 4.2 and Corollary 2.1, we have∫ t
0
XsdYs = X0
∫ t
0
EYs dYs +
∫ t
0
EYs dYs
(∫ s
0
(EYu )−1d(Zu − σγ 〈B〉u)
)
= −X0 + X0EYt + EYt
∫ t
0
(EYs )−1d(Zs − σγ 〈B〉s)
−
∫ t
0
EYs (EYs )−1d(Zs − σγ 〈B〉s)− σγ 〈B〉t
= −X0 + X t − Z t . 
Remark 4.1. (1) If α, β, σ, h = 0 and γ = 1, then
X t = ebt
(
X0 +
∫ t
0
e−bsdBs
)
.
The process is called to be a G-OU process.
(2) If α, β, γ, h = 0, then
X t = X0 exp
{
σ Bt + bt − 12σ
2〈B〉t
}
.
The process is called to be a G-Geometric Brownian motion.
5. Homeomorphic flows
In this section, we study the homeomorphic property of solutions of stochastic differential
equations with respect to the G-Brownian motion. The following moment estimates play an
important role. To avoid the stopping time technique, we use a new auxiliary function. For the
homeomorphic property of the classical SDE, we refer to [3,6].
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Lemma 5.1. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic
differential equation (4.1). Let T > 0 be given. Then there exist constants C(T ),C1(T ) > 0
such that for any α ∈ R, x, y ∈ Rn , t ∈ [0, T ] and ε ∈ (0, 1],
E¯((ε + |X (x, t)− X (y, t)|2)α) ≤ (ε + |x − y|2)αeC(T )(|α|L(1+L)+α2 L2), (5.1)
and
E¯
(
sup
0≤s≤T
(ε + |X (x, s)− X (y, s)|2)α
)
≤ (ε + |x − y|2)α(1+ C1(T )L|α|) exp
{
C(T )(|α|L(1+ L)+ α2L2)
}
. (5.2)
In particular, there exist constants C(T ),C1(T ) > 0 such that for any α ∈ R, x, y ∈ Rn ,
t ∈ [0, T ],
E¯(|X (x, t)− X (y, t)|α) ≤ |x − y|αeC(T )(|α|L(1+L)+α2 L2), (5.3)
and
E¯
(
sup
0≤s≤T
|X (x, s)− X (y, s)|α
)
≤ |x − y|α(1+ C1(T )L|α|) exp
{
C(T )(|α|L(1+ L)+ α2L2)
}
. (5.4)
Proof. By Lemma 2.2, Theorems 2.1, 2.2 and 4.1, we can apply Theorem 2.4 to Φ(x) =
(ε + |x |2)α and X (x, t)− X (y, t), and have that for any t ∈ [0, T ],
Φ(X (x, t)− X (y, t)) = (ε + |x − y|2)α + Mt + A1(t)+ A2(t)+ A3(t)+ A4(t),
where
Mt = 2α
n∑
v=1
d∑
j=1
∫ t
0
Φ(X (x, s)− X (y, s))(ε + |X (x, s)− X (y, s)|2)−1
× (Xv(x, s)− Xv(y, s))(σv j (X (x, s))− σv j (X (y, s)))dB js ,
A1(t) = 2α
n∑
v=1
∫ t
0
Φ(X (x, s)− X (y, s))(ε + |X (x, s)− X (y, s)|2)−1
× (Xv(x, s)− Xv(y, s))(bv(X (x, s))− bv(X (y, s)))ds,
A2(t) = 2α
n∑
v=1
d∑
i, j=1
∫ t
0
Φ(X (x, s)− X (y, s))(ε + |X (x, s)− X (y, s)|2)−1
× (Xv(x, s)− Xv(y, s))(h(v)i j (X (x, s))− h(v)i j (X (y, s)))d〈Bi , B j 〉s,
A3(t) = α
n∑
v=1
d∑
i, j=1
∫ t
0
Φ(X (x, s)− X (y, s))(ε + |X (x, s)− X (y, s)|2)−1
× (σvi (X (x, s))− σvi (X (y, s)))(σv j (X (x, s))− σv j (X (y, s)))d〈Bi , B j 〉s,
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and
A4(t) = 2α(α − 1)
n∑
v,w=1
d∑
i, j=1
∫ t
0
Φ(X (x, s)− X (y, s))(ε + |X (x, s)− X (y, s)|2)−2
× (Xv(x, s)− Xv(y, s))(Xw(x, s)− Xw(y, s))(σvi (X (x, s))
− σvi (X (y, s)))(σw j (X (x, s))− σw j (X (y, s)))d〈Bi , B j 〉s .
Therefore, by the Lipschitz condition, there exists a constant C such that
E¯ (Φ(X (x, t)− X (y, t))) ≤ (ε + |x − y|2)α + C(|α|L(1+ L)+ α2L2)
×
∫ t
0
E¯ (Φ(X (x, s)− X (y, s))) ds
and
E¯
(
sup
0≤s≤t
Φ(X (x, s)− X (y, s))
)
≤ (ε + |x − y|2)α + E¯
(
sup
0≤s≤t
|Ms |
)
+C(|α|L(1+ L)+ α2L2)
∫ t
0
E¯
(
sup
0≤u≤s
Φ(X (x, u)− X (y, u))
)
ds.
Therefore, by Gronwall’s inequality, we have that for all t ∈ [0, T ],
E¯ (Φ(X (x, t)− X (y, t))) ≤ (ε + |x − y|2)α exp
{
C(|α|L(1+ L)+ α2L2)T
}
and
E¯
(
sup
0≤s≤t
Φ(X (x, s)− X (y, s))
)
≤
(
(ε + |x − y|2)1/ε + E¯
(
sup
0≤s≤T
|Ms |
))
exp
{
C(|α|L(1+ L)+ α2L2)T
}
.
On the other hand, by Theorem 2.1 and the Lipschitz condition, there exists a constant C1
such that
E¯
(
sup
0≤s≤T
|Ms |
)
≤
(
E¯
(
sup
0≤s≤T
|Ms |2
))1/2
≤ C1|α|L
(∫ T
0
E¯
((
ε + |X (x, s)− X (y, s)|2
)2α)
ds
)1/2
≤ C1|α|L
√
T (ε + |x − y|2)α exp
{
2CT (|α|L(1+ L)+ α2L2)
}
.
Therefore
E¯
(
sup
0≤s≤T
Φ(X (x, t)− X (y, t))
)
≤ (ε + |x − y|2)α(1+ C1L|α|
√
T ) exp
{
3CT (|α|L(1+ L)+ α2L2)
}
.
Finally, (5.3) and (5.4) are consequences of Corollary 4.1, (2.8) and (2.9). 
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The proof of the following lemma is the same as the above.
Lemma 5.2. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic
differential equation (4.1). Let T > 0 be given. Then there exist constants C(T ),C1(T ) > 0
such that for any α ∈ R, x ∈ Rn , t ∈ [0, T ],
E¯((1+ |X (x, t)|2)α) ≤ (1+ |x |2)αeC(T )(|α|L(1+L)+α2 L2); (5.5)
and
E¯
(
sup
0≤s≤T
(1+ |X (x, t)|2)α
)
≤ (1+ |x |2)α(1+ C1(T )L|α|) exp
{
C(T )(|α|L(1+ L)+ α2L2)
}
. (5.6)
Taking α = −1, then Lemma 5.1 implies that for any x 6= y,
C¯(X (x, t) = X (y, t) for some t ∈ [0, T ]) = 0.
Lemma 5.3. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic
differential equation (4.1). For each t ≥ 0, x, y ∈ Rn with x 6= y, set
η(t, x, y) = |X (x, t)− X (y, t)|−1.
Then for q.s.ω, R+ × {(x, y) ∈ R2n; x 6= y} 3 (t, x, y) 7−→ η(t, x, y, ω) is continuous.
In particular, for q.s. ω, Rn 3 x 7−→ X (x, t, ω) ∈ Rn is a continuous injection for each
t ≥ 0.
Proof. By Theorem 31 in [2],we only need to prove that for each T > 0, δ > 0 and some
p > 2(2n + 1), there exists a constant C = C(T, δ, p) such that for any t1, t2 ∈ [0, T ], and
(x1, y1), (x2, y2) ∈ R2n satisfying |x1 − y1| ∧ |x2 − y2| ≥ δ,
E¯(|η(t1, x1, y1)− η(t2, x2, y2)|p) ≤ C(|x1 − x2|p + |y1 − y2|p + |t1 − t2|p/2).
In fact, since
|η(t1, x1, y1)− η(t2, x2, y2)|p
= |η(t1, x1, y1)|p|η(t2, x2, y2)|p ||X (x2, t2)− X (y2, t2)| − |X (x1, t1)− X (y1, t1)||p
≤ 2p−1|η(t1, x1, y1)|p|η(t2, x2, y2)|p(|X (x1, t1)
− X (x2, t2)|p + |X (y1, t1)− X (y2, t2)|p),
by Ho¨lder inequality, we have
E¯(|η(t1, x1, y1)− η(t2, x2, y2)|p) ≤ 2p−1(E¯(|η(t1, x1, y1)|4p)E¯(|η(t2, x2, y2)|4p))1/4
×
(
(E¯(|X (x1, t1)− X (x2, t2)|2p))1/2 + (E¯(|X (y1, t1)− X (y2, t2)|2p))1/2
)
.
Therefore, by (4.3) and (5.3), there exists a constant C(T, p) > 0 such that for any δ > 0, for
any t1, t2 ∈ [0, T ], and |x1 − y1| ∧ |x2 − y2| ≥ δ,
E¯(|η(t1, x1, y1)− η(t2, x2, y2)|p)
≤ C(T, p)δ−2p(|x1 − x2|p + |y1 − y2|p + |t1 − t2|p/2). 
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Theorem 5.1. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic
differential equation (4.1). For q.s.ω, for each t ∈ R+, the map Rn 3 x 7−→ X (x, t, ω) ∈ Rn is
homeomorphism.
Proof. We prove the conclusion by the approach of Kunita (cf. [5,6]). On R¯n × R+ :=
(Rn ∪ {∞})× R+, define
Y (x, t) =
{
(1+ |X (x, t)|)−1, if x ∈ Rn,
0, otherwise.
We show that Y (x, t) has a bi-continuous modification on R¯n × R+. Since for q.s. ω, Y (x, t, ω)
is continuous on Rn × R+, we only need to show the continuity of Y (x, t) at∞. Set
Y˜ (x, t) =
{
Y (x/|x |2, t), if x 6= 0,
0, otherwise.
Then the continuity of Y (x, t) in a neighborhood of∞ is transferred to the one of Y˜ (x, t) in a
neighborhood of 0. Take p > 2(2n + 1). Then since
|Y (x, t)− Y (y, s)|p ≤ |Y (x, t)|p|Y (y, s)|p|X (x, t)− X (y, s)|p,
by Ho¨lder inequality, we have
E¯(|Y (x, t)− Y (y, s)|p)
≤
(
E¯(|Y (x, t)|4p)E¯(|Y (y, s)|4p)
)1/4
(E¯(|X (x, t)− X (y, s)|2p))1/2.
By the inequality (1 + |x |)/2 ≤ (1 + |x |2)1/2 ≤ 1 + |x |, (5.5) and (4.3), there exists a constant
C(T, p) > 0 such that for any s, t ∈ [0, T ], and x, y ∈ Rn ,
E¯(|Y (x, t)− Y (y, s)|p) ≤ C(T, p)
(( |x − y|
(1+ |x |)(1+ |y|)
)p
+ |s − t |p/2
)
.
Noting that for any |y| ≥ |x | > 0,∣∣x/|x |2 − y/|y|2∣∣
(1+ |x/|x |2 |)(1+ |y/|y |2 |) ≤
3|x − y|/(|x ||y|)
(1+ |x/|x |2 |)(1+ |y/|y |2 |) ≤ 3|x − y|,
we have that for any x 6= 0, y 6= 0,
E¯(|Y˜ (x, t)− Y˜ (y, s)|p) ≤ C(T, p)3p
(
|x − y|p + |s − t |p/2
)
. (5.7)
By Lemma 5.2, as |x | → 0,
E¯(|Y˜ (x, t)|p) ≤ (1+ |x/|x |2 |2)−p/2eC(T )(p+p2)→ 0.
Therefore, the estimate (5.7) still holds for x = 0 or y = 0. By Theorem 31 in [2], Y (x, t)
has a bi-continuous modification. Therefore, we get the continuity of Y (x, t) on R¯n × R+.
Now we additionally define X (∞, t) ≡ ∞, then X (x, t) is continuous on R¯n × R+. Since
x 7−→ X (x, 0) = x is an identical map, then the mapping x 7−→ X (x, t) is onto for each t ≥ 0
(cf. [6]). On the other hand, by Lemma 5.3, the mapping x 7−→ X (x, t) is a continuous injection
for each t ≥ 0, and so it is also a homeomorphism for each t ≥ 0. 
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