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ABSTRACT
AUTOMATED DETECTION AND COUNTING OF PEDESTRIANS ON AN URBAN
ROADSIDE
SEPTEMBER 2011
GAYATRI D. PRABHU
B.Tech, NATIONAL INSTITUTE OF TECHNOLOGY, CALICUT, INDIA
M.S. E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Russell G. Tessier
Transportation planning, which involves the development of facilities to
accommodate pedestrian and bicycle traffic, demands a mechanism for the collection of
accurate pedestrian statistics. This thesis implements an automated system that detects
and counts pedestrians with 85% accuracy. Two approaches have been considered and
evaluated for the purpose of collecting pedestrian traffic statistics. The first approach
employs the Autoscope Solo Terra, a traffic camera which is widely used to monitor
vehicular traffic. The Solo Terra supports an image processing-based detector that counts
the number of objects crossing user-defined areas in the captured image. The count is
updated based on the amount of movement across the selected regions. The approach,
however, is incapable of discerning whether the movement was caused by a pedestrian or
a vehicle. Therefore, a second approach has been considered that uses a histogram of
oriented gradients (HoG), an advanced vision based algorithm proposed by Dalal et al.
which is capable of distinguishing a pedestrian from a non-pedestrian based on an omega
shape formed by the head and shoulders of a human being. The implemented detection
v

software processes video frames that are streamed from a low-cost digital camera. The
frames are divided into sub-regions which are scanned for an omega shape whenever
movement is detected in those regions. The two approaches have been evaluated in terms
of count accuracy, cost and ease of deployment. It has been found that the HoG-based
approach degrades in performance due to occlusion under dense pedestrian traffic
conditions whereas the Solo Terra approach appears to be more robust. Undercounts were
encountered using the Solo Terra approach when a sidewalk is fully occupied across its
width. Overcounts caused by movements of overhead tree branches, wires and shadows
of pedestrians in the Solo Terra approach also reduced count accuracy under certain
weather conditions. To combat the disadvantages of both the approaches, they were
integrated to form a single system where count is incremented predominantly using the
Solo Terra. The HoG-based approach corrects the obtained count under certain conditions.
A preliminary prototype of the integrated system has been verified.
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CHAPTER 1
INTRODUCTION

Every year pedestrian fatalities constitute around 12 percent of all traffic fatalities
causing approximately 4,000 deaths and 59,000 injuries [1]. The fatalities are more
frequent in urban areas due to a higher volume of pedestrians than in rural areas. For safe
accommodation of pedestrian and bicycle traffic, transportation planning requires an
accurate estimate of the occupancy of walkways and bike lanes. Hiring human resources
to count pedestrians at various locations at different times of the day over a long period is
a cost-ineffective solution. The need to explore automated techniques that detect and
count pedestrians stems from the following demands.


Economical collection of data pertaining to bicycle and pedestrian traffic which is
required for transportation planning.



Alerting drivers to pedestrians in the vicinity of vehicles for accident avoidance.
A methodology ideal for alerting systems may not be suitable for estimating

pedestrian volume. This thesis focuses on providing a cost-effective solution for
pedestrian counting to aid transportation planning. The term pedestrian encompasses
upright people, people in wheelchairs and people on skateboards. The objective of the
thesis was to implement an automated system for efficient, economical and accurate
collection of pedestrian and bicyclist traffic data. An automated counting system can be
deployed on a wide scale only if the system provides a pedestrian count with at least 85%
accuracy.
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Among the prevailing techniques, computer vision-based methods are suitable for
counting with 85% accuracy. Two approaches are considered to detect and count
pedestrians, a zone-based approach using an Autoscope camera [2] and a vision-based
shape detection approach using a low-cost camera. The first approach makes use of a
traffic camera that is typically used for vehicle monitoring. The configuration of the
inbuilt software is modified to suit pedestrian counting requirements. The vision-based
shape detection approach scans for a pedestrian shape in an image and makes decisions
based on advanced machine learning algorithms. The scope of the thesis includes an
evaluation of the two approaches for pedestrian counting in terms of accuracy, cost and
ease of deployment.
Pedestrian detection presents challenges caused by human articulations and
outdoor environmental conditions due to weather and lighting. It is very difficult to
detect pedestrians in various poses, angles and clothing. Pedestrian traffic is highly
irregular with movements in random directions and multiple entry and exit points in a
frame. Occlusion, which refers to obscuration from view, presents a major challenge. The
camera used to provide detection algorithm input should be mounted at a suitable height
and angle to capture clear images of pedestrians. Variable lighting conditions, the
presence of shadows and camera position should be considered during detection
algorithm design.
A pedestrian counting algorithm consists of three stages [3]: candidate generation,
pedestrian classification, and pedestrian tracking, as shown in Figure 1. The candidate
generation stage involves the capturing of images or relevant data of potential pedestrian
candidates from the field of interest through shape, motion and distance cues. The
2

pedestrian classification stage identifies pedestrians from the generated candidates using
machine learning algorithms. The tracking stage traces the identified pedestrians until
they disappear from the field of view. Often the line between the three stages is blurred
and the stages are merged in some cases.
Candidate Generation

Classification

Tracking

Increment count

Figure 1: Stages in the pedestrian counting process
The document is organized as follows. Chapter 2 provides a detailed literature
survey on prevailing techniques for pedestrian detection and counting. Chapter 3
describes the capabilities of the Autoscope Solo Terra, the traffic camera deployed for
vehicle traffic monitoring. Chapter 4 describes the implementation details of the
Autoscope camera-based approach. Chapter 5 explains the methodology adopted to
implement a low-cost camera system. Chapter 6 discusses the preliminary prototype of an
integrated approach to combat the disadvantages of the above approaches. Chapter 7
presents the results of the experiments conducted as part of the thesis. Chapter 8
concludes the thesis and provides directions for future work.
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CHAPTER 2
BACKGROUND AND RELATED WORK

Various pedestrian detection and counting techniques have been developed over
the years. This chapter provides a survey of prevailing techniques.
2.1. Existing methods for candidate generation
Candidate generation, the first step in pedestrian detection, involves the
identification of potential pedestrians and the generation of candidates in the form of
images. The earliest pedestrian identification techniques were Doppler Effect-based
techniques [4], which involved signal wave transmission. Presently, most candidate
generation techniques are based on computer vision and require the processing of
pixelated images. Vision-based methods are appropriate for counting purposes since they
address some of the disadvantages of Doppler Effect based techniques. The following
sections outline the principles behind some candidate generation methods.
2.1.1. Doppler Effect based techniques
A Doppler Effect-based detector continuously transmits waves of a constant predetermined frequency. Any object passing through the transmitted beam causes
reflections that introduce a shift in the measured frequency. This shift, termed the
Doppler Effect, is analyzed at the transmitter to determine the presence of an object.
Currently electromagnetic waves (microwaves) [4][5][6][7], ultrasonic sound waves [6][7]
and active infrared beams [6][8] are used for transmission. A Doppler Effect-based
system is illustrated in Figure 2. Even though a shift in frequency indicates the presence
of an object, it does not provide sufficient information to determine whether the object is
4

a pedestrian. The beam must be accurately targeted if the object to be detected
(pedestrian) is smaller than the surrounding objects (moving vehicles).

Figure 2: Microwave RADAR technique [4]
2.1.2.

Computer vision-based techniques
Computer vision based techniques employ images or videos obtained from a lens-

based camera to single out objects that are likely to be pedestrians. The simplest approach
to extract information about pedestrian candidates is through background subtraction, the
process of removing background information from an image. Objects extracted from the
resulting foreground are passed as inputs to the classification stage.
Numerous methods have been proposed to identify background pixels. Moeslund
et al. [9] consider an image background to be the image of a scene captured without
foreground objects. Sexton et al. [10] consider the background to be the pixels whose
values remain fixed for a particular number of frames. These methods are inaccurate as
lighting conditions may vary the values of image pixels.

5

Statistical measures are widely used to reduce the effects of pixel value variations
caused by lighting conditions. Examples of such measures include the minimum,
maximum and largest inter-frame absolute difference for each pixel found during the
training period [11], the mean or median value of a pixel by a unimodal distribution
similar to a Gaussian distribution [12] and the variance of a pixel modeled by a mixture
of Gaussians using non-parametric models [13][14]. It is necessary to periodically refresh
the background pixels determined by these methods to reflect the changes induced by
lighting conditions.
A codebook-based algorithm recommended by Kim et al. [15] encodes the
background on a pixel-by-pixel basis. The proposed algorithm adopts a quantization and
clustering approach [16]. Samples at each pixel are clustered into a set of codewords.
Each pixel has a different codebook size based on its sample variation. A codebook entry
consists of two vectors representing the RGB color values along with brightness and
temporal values (for example, the minimum and maximum values to account for lighting
conditions). During training, each sample value is expressed in terms of a brightness
measure and a color distortion measure. The formulated vectors are compared against the
current codebook entries to determine an encoding approximation. If the difference
between the codebook entry and the sample lies below a certain threshold, the codebook
entry is chosen as the approximate encoding. An exhaustive search is not conducted to
find the entry with the lowest difference; rather the first codeword which satisfies the
threshold condition is chosen as the approximation. A new codeword is created in the
absence of an approximation. The same procedure is followed to periodically update the
codebook. After training, the color and brightness vectors of pixel values are compared
6

against the codebook entries. If no match is found, a pixel is considered to be a
foreground pixel.
Augmenting pixel value information with additional information such as image
gradients and edge features [10] improves the accuracy of background determination.
Recently, range information has been recognized as a powerful cue to distinguish
foreground from background [17]. An image is generated whose intensity values depend
on the distance of the object from the camera and the perceived depth of the object.
Hence, brighter values represent a shorter distance, as demonstrated by Figure 3. The
quadratic decay of range resolution with distance can be assessed using the polar
perspective map proposed by Howard et al. [18]. The obtained stereo image is
subsequently morphed to remove noise and smooth foreground images.

Figure 3: Pedestrian detection using range information
Left to Right - Image from stereo camera; Perceived depth map; Potential
pedestrians; Detected objects marked by boxes. [17]
Although range information provides robustness against lighting conditions, it is
difficult to distinguish between objects with the same texture and objects that are at the
same depth as background regions, for instance, a person standing against a wall. Hence,
background subtraction cannot be carried out using range information alone.

7

2.1.3

Miscellaneous techniques
Passive infrared sensors and laser scanners are also used to generate images from

the field of interest containing potential pedestrians. The generated images are then
subjected to the same classification process used by computer vision-based techniques.
Passive infrared sensors [19][20] generate grey level images based on the heat
emitted by human body. The intensity of a pixel corresponds to the temperature of the
target object. Figure 4 illustrates an image obtained from an infrared camera. Although
the approach is robust for a variety of lighting conditions, it can be inaccurate due to the
error rate caused by heat emitted from clothing worn by pedestrians. Furthermore, the
system does not efficiently detect still pedestrians.

Figure 4: Images obtained from an infrared camera [19]
Laser scanner systems used for candidate generation are based on a time-of-flight
principle [21]. A 2D rotating prism is used to transmit laser pulses. These pulses, which
are switched on for a very short duration, illuminate the scene and are reflected by objects.
The camera lens gathers the reflected light and projects it onto the sensor plane. Each
photo-detector pixel in the sensor plane is connected to a counter running at several
8

gigaHertz, which stops counting when light is sensed. The pixel value therefore depends
on the value of the counter. More distant objects are projected with lower intensity pixels
due to the longer duration required for laser pulse reflection and sensor region activation.
The images formed by laser scanner thus provide range information. The pulse width of
the transmitted laser determines the maximum range of operation. However, complex
signal processing steps hinder the deployment of laser systems.
Ultra-Wideband (UWB) [7][22] is another emerging technology for pedestrian
counting. Radio pulses of a wide frequency range are transmitted over a short distance
and pedestrian presence is determined from the reflected waves. The wide bandwidth of
UWB imparts robustness to interference caused by weather conditions leading to the
additional advantage of reduced transmission power. The inherent precision timing of
pulses, development of advanced timers and the potential to support high data rate
communication for real-time operations make UWB a promising technique for detection.
Nissan, a car manufacturer, utilizes cellular phone signals to detect pedestrians
[23]. The ITS system proposed by the automobile giant alerts drivers to pedestrians by
processing the location data transmitted by a pedestrian’s cellular phone signals and GPS
data pertaining to the position of the car. This technology is not suited for counting since
the presence of a pedestrian does not always imply the presence of cellular signals.
2.2. Pedestrian classification
The processed information obtained from candidate generation acts as the input to
classification, the second stage in the counting process. The classification stage
categorizes candidates as pedestrians or non-pedestrians based on their shape or motion.
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In some cases, the classification techniques can also act as candidate generators. For
instance, motion-based classifiers eliminate a separate candidate generation process.
2.2.1. Motion-based classification
The rhythmic gait of pedestrians can be utilized to distinguish them from other
objects [24]. Mori et al. [25] detect pedestrians through a maximum entropy method by
examining the periodic changes in image intensity due to walking. Cutler et al. [26]
applied Fourier transformation with Hanning windows to detect gait periodicity and to
exploit the strong correlation between pedestrian cadence and stride length. The motionbased approach is not popular since it requires a pedestrian’s legs to be visible to detect
rhythmic gait, as shown in Figure 5. This method is also limited by a failure to detect
stationary pedestrians and a higher processing time requirement for procuring a sequence
of images.

Figure 5: Rhythmic motion of pedestrians [24]
2.2.2. Shape-based classification
Pedestrians can also be identified by their shape. Even though it is difficult to
accommodate the various poses and articulations of human beings, shape-based
classification is popular since it requires limited processing time compared to motion10

based classification. The following three aspects need to be considered when designing a
shape-based classification approach [27].


Shape selection should be unique to the object that must be detected.



A robust shape representation that is insensitive to object variations in scale,
orientation and translation is needed.



A decision-making algorithm to determine whether the shape belongs to the object
under consideration is needed

The following sections highlight research work addressing these three aspects.
2.2.2.1. Selection of a shape that is unique to the object
Several researchers have proposed the full human body shape as the unique
identifier, although some have proposed part-based classification. Snidaro et al. [28]
suggest mounting a camera so that the sizes of all pedestrians are relatively constant.
Hence, counting the number of pedestrians in a group involves a simple operation of
dividing a larger blob by the average area of a person [28]. A head: torso ratio of 1 to 4
can be considered to be a pedestrian [29].
Park et al. [30] developed a human model built on a group of strong local convex
shape descriptors. Human body parts such as heads, torsos, arms and legs are represented
as convex shapes defined by center locations and the scale of the circle that best
approximates the shape contour. The distribution of convex shapes in a given frame
forms the basis for classifying objects as pedestrians or non-pedestrians.
A strong characteristic shape belonging to pedestrians is the “Ω” shape formed by
a head and shoulders [31]. The vertical symmetry and presence of strong edges
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contributing to an “Ω” shape can be utilized to detect pedestrians. Pedestrians can also be
identified by calculating the relative position of the arms, legs and head [32].
2.2.2.2. Representation of shapes
The simplest representation of a shape is the values of pertinent geometric
parameters. Zhao et al. [12] built the “Ω” template by considering the human body as a
collection of ellipsoids with each ellipsoid characterized by its length and fatness. The
contours for the “Ω” template are generated from the projected ellipses. Normals, as
shown in Figure 6, are computed at contour points to determine the orientation of Ω.

Figure 6: "Ω" template with normals [12]
Circular curve templates, shown in Figure 7, are used to detect people from
overhead views [33].

Figure 7: Circular curve templates [33]
The need for a common model to account for all pedestrian sizes ranging from
adults to children motivates the use of the golden ratio [34][35] of biometrics for
classification. The ratio of height and width measurements of various parts of the body,
indicated in Figure 8, amount to the golden ratio Φ = 1.618. The parameters listed in
12

Table 1 are measured for all generated candidates and the ratios are compared against the
golden reference values.
| aj | | ai | | ah |
| kp | | lo |





| ai | | ah | | ag |
and | lo | | mn |

Distance
|aj|
|ac|
|ad|
|mn|
|af|
|lo|
|ah|

Table 1: Biometric distances [34]
Meaning
Height of the human body
Distance from the top of the head to the forehead
Distance from the top of the head to the eyes
Width of the head
Distance from the top of the head to the base of the skull
Width of the shoulders
Distance from the top of the head to the navel and the elbows

Figure 8: Biometric measurements for golden ratio [34]
The comparison of shape geometric parameters against reference values facilitates
implementation, although these parameters are highly sensitive to slight variations in
scale, orientation and position. Hence, abstract representations have been developed for
robust feature representation.
Poggio et al. [36][37] proposed Haar wavelets to represent shapes. The shape of
interest is subjected to a Haar wavelet transform to obtain a set of wavelet coefficients.
Each wavelet coefficient describes the relationship between the average intensities of two
neighboring regions. The transform is run using three types of Haar wavelets to obtain
13

coefficients for the vertical, horizontal and diagonal orientations. The wavelet transforms
are also run at two scales to represent features at coarse and fine levels. The end result,
which is shown in Figure 9, is a set of coefficients used to identify feature points in the
object of interest. Results indicate that the full body of a pedestrian can be represented as
a 29 dimensional vector.

Figure 9: Wavelet coefficients at different scales [36].
The three leftmost images represent the vertical, horizontal and diagonal
coefficients at a 32 x 32 scale. The remaining images are at a 16 x 16 scale
The histogram of oriented gradients (HoG) approach, proposed by Dalal et al.
[38], remains the most robust feature representation in computer vision [39]. The gradient
of each pixel is calculated and quantized into angular bins. Local contrast variations due
to illumination conditions are reduced by grouping pixels and normalizing the quantized
gradients. These quantized gradients form the histogram of oriented gradients.
Abstract representations, such as Haar wavelets and HoGs, use a window-sliding
technique to extract shapes in an image. The image is divided into overlapping or nonoverlapping windows and the feature is calculated over each window. The window size is
typically fixed at 64 x 128 [36] [38] for pedestrian detection purposes. Detection at
various scales is achieved by resizing the image and re-computing the corresponding
feature representations.
14

2.2.2.3. Decision-making algorithms
A decision-making algorithm determines whether the calculated features belong
to a pedestrian. The prevailing approaches can be broadly categorized [40] into template
matching, decision theory analysis and artificial neural networks.
Template matching determines whether the shape belongs to a pedestrian by
matching with pre-defined templates. The major disadvantage of template-based
algorithms is the computational intensity required to include all possible orientations,
scales and positions of pedestrians. Gavrila et al. [41] defined a hierarchical approach that
compares the templates shown in Figure 10 on a coarse-to-fine scale to reduce
computational expenses. Another drawback is the strong dependence of performance on
reasonable contour detection [42], which can be hindered by clutter and poor contrast.
Some systems simplify the classification process [34] by assuming that pedestrians walk
upright, while some provide supplementary cues such as stereo information [43] to
determine the scale.

Figure 10: Template hierarchy proposed in [13]
Decision theoretic analysis processes the features extracted from a shape to form a
feature vector. The approach employs statistical methods to classify the shape. Some
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well-known decision theoretic methods include the minimum-distance classiﬁer, the
nearest-neighbor classiﬁer and the minimum-mean-distance classiﬁer.
Artificial neural networks are mathematical structures that simulate human
information processing. The mathematical structure, which simulates human neurons,
transforms itself based on the information flowing through it to minimize a cost variable.
The transformation process, termed learning, accepts a series of examples and formulates
the structure by identifying dominant relationships between the examples. The trained
neural net is subsequently used to classify a test pattern. Artificial neural networks act as
good classifiers by efficiently expressing non-linear decision surfaces. The huge
variability in pedestrian shapes and poses demands an efficient non-linear classifier. A
popular neural network-based classifier used in the decision making process is the
support vector machine (SVM) [36] [38]. A detailed description of SVM is provided in
Section 5.3.2.1.
The output provided by neural network-based classifiers is tightly coupled to the
training procedure. Zhao et al. [17] used a back propagation procedure for training, where
each neuron is assigned a weight based on the measured error rate for training examples.
The process of boosting, proposed by Micilotta et al. [44], increases the accuracy of
classifiers. The AdaBoost algorithm creates a highly accurate or strong classifier through
a weighted combination of many inaccurate or weak classifiers. The weights are assigned
in an iterative manner that minimizes the error rate. Initially, all classifiers are given
equal weights. The algorithm then selects a weak classifier that will potentially minimize
the error rate. The weights of training examples that are incorrectly identified by the
classifier are increased. When the algorithm tests the remaining weak classifiers, it will
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select a classifier that identifies those examples missed by the previous weak classifier.
This technique results in an increased algorithm focus on the more difficult examples of
the training set thereby leading to a minimum error rate. Cues such as motion and skin
color [45] may be augmented with one of the above techniques to improve accuracy.
The overall complexity of training algorithms can be reduced by organizing the
weak classifiers into a collection of cascaded layers [44]. A positive result from a simple
first classifier triggers the evaluation of a second more complex classifier. A negative
outcome at any point leads to the immediate rejection of the sub-window. A combination
of cascade and AdaBoost algorithms therefore leads to a more efficient classification
process.
Statistical shape models provide another solution to reduce computational time.
Point distribution models (PDM) [46] generate a statistical model of the shape and
variation of a human body from a set of training data. Each shape is represented by an ndimensional vector as a set of n labeled landmark points. Given a new foreground image,
an n-dimensional vector of the same landmark points is formulated by determining the
translation, rotation and scale of the image. If the difference between the vector and the
training data lies below a certain threshold, the shape is deemed to belong to a pedestrian.
2.3. Pedestrian tracking
One approach to tracking involves the comparison of certain geometric or visual
features of a detected pedestrian in every frame. If a bounding box is drawn for each
detected pedestrian, useful geometric features [45] include the area of the box, the
vertical symmetry, the distance between box centroids, and the distance between median
pixels and density. The visual features can be as simple as the average grey scale value or
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average color value [47] of the region. The computation of a sum of squared differences
metric (SSD) [48] for the color intensities of corresponding pixels in consequent frames
accounts for color variability due to movements of the tracked object. Gonzales et al. [49]
recommend using a weighted measure of geometric and visual cues for tracking purposes.
The weights are assigned according to the distance of the pedestrian from the camera.
Viola et al. [50] proposed a system that utilizes the walking pose information extracted
through a cascade structure of Haar features and integral maps for tracking.
Tracking can also be stated as the problem of finding the position of a pixel p in
the (n+1)th frame given the pixel position in the nth frame. It is in this context that the
optical flow parameter [51] is popular. Optical flow is defined as the velocity vector of
each pixel in the image, estimated by evaluating the brightness gradient due to the
apparent motion of the pixel. It has to be noted that optical flow refers to the apparent
motion that is caused by the relative movement between the camera and the object. The
movement in the z-direction in the real world is not be captured on a two dimensional
frame.
The calculation of optical flow is based on the assumption that object pixels have
the same brightness values over time. If I(x,y,t) is the brightness value of a pixel at
position (x,y) and time t, and it has moved by δx, δy in a duration δt , the constraint
equation is formulated as
I ( x, y, t )  I ( x  x, y  y, t  t )
Equation 1 : Constraint equation for optical flow

Applying a Taylor series expansion, the result is
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Equation 2 : Modified constraint equation

where Vx and Vy are optical flow vectors for the pixel at position (x, y).
The presence of two unknowns in a single equation requires additional constraints
to arrive at a solution. The Lucas-Kanade algorithm [51] thus assumes that the position of
a small pixel region between two consecutive frames remains more or less the same.
Equation 2 can be extended to a pixel region by constructing a matrix, where each row in
the matrix corresponds to a pixel. The solution for the constraint equation is obtained
through the method of least squares, i.e. by minimizing the sum of the square of errors
made by solving each equation in the matrix. The size of the pixel region must be chosen
carefully. A large region allows background information to be dominant. A small region
hinders identification of the tracked region.
The difference in optical flow for the different parts of a human body [52] makes
it difficult to track pedestrians when a full body-based approach is used. Assuming that
the optical flow for every pixel belonging to an object will be the same, it was initially
proposed for background determination. However, the inability to detect static
pedestrians discouraged its use in detection.
Statistical methods such as Kalman filtering, condensation algorithm, and mean
shift algorithm are becoming popular for tracking purposes. Kalman filtering [53] models
pedestrian movement as an equation with the current position, the previous position and
time as parameters. Condensation algorithms [55] track randomly sampled pixels in a
contour using a probabilistic approach. Mean shift algorithms [54] determine the position
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of a pedestrian by minimizing the difference between a target histogram and the model
histogram of image features of the detected pedestrian.
2.4. Miscellaneous techniques
Beardsley et al. [56] used stereo vision to detect the height and 3D shape of
objects. This information, along with temporal analysis, is used to distinguish
wheelchairs and pedestrians.
2.4.1.

Zone-based detection
In a zone-based detection system, the field of view is divided into alerting,

detection and tracking zones. When a significant portion of an object enters an alerting
zone, it is extracted as the foreground. The extracted objects are tracked and classified
while the object is in the detection zone. The pedestrian count is incremented whenever a
large portion of the object clears the tracking zone.
A full-fledged algorithm to detect pedestrians in videos has been formulated by
Sexton et al. [10]. The reference background frame is established by identifying 8 x 8
pixel blocks that remain stable for N frames. The background is refreshed every 3.3
seconds. The reference background is subtracted from subsequent frames and the
resultant pixel values are compared against a threshold to determine the foreground.
Incomplete object boundaries are closed using a binary closing operation. The foreground
blob area provides a good estimate of the number of people in that region. The blob
centroids with the smallest Euclidean distance in position for two consecutive frames are
deemed to belong to the same object. Since the zones proposed by this system are
horizontal, only right-left movements can be determined.
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2.4.2. Vertical projection based methods
The vertical histogram projection [57] of a foreground component in a
thresholded image is a plot of the number of white pixels versus a column index. If the
projection is above a certain threshold, it is considered to belong to a pedestrian. This
technique is based on the fact that a human body forms a peak in a projection of
foreground pixels onto the X axis. When there are two or more people in a foreground
blob, the distance between them causes a significant rise and fall in the vertical projection
histogram as shown in Figure 11. Pedestrians are therefore counted by searching for
relevant peaks and troughs in the projection histogram. The shadow pixels, which are
much lower in number in the projection histogram, are suppressed. A maximumlikelihood matching algorithm is used to determine if an object is a pedestrian.

Figure 11: A thresholded image and its vertical projection histogram [57]
2.5. Summary
The highlights of the discussed techniques are presented in

Table 2. This thesis has employed HoG as a pedestrian detection technique, based
on a study conducted by Caltech [39].
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Table 2: Summary of different pedestrian detection techniques
Candidate
Technique
Advantages
Disadvantages
Generation
 Only pedestrians parallel
 Less calculations
Zone based
to the image plane are
Computer Vision  Sufficient accuracy
detection
detected
 Large coverage area
 Hardware limitations
Histogram of
 Difficulty to detect
 High accuracy
Oriented
Computer Vision
pedestrians in various
Gradient
poses
 Computationally complex
Hough
 Ability to detect at  Only pedestrians parallel
Computer Vision
Transform
various scales
to the image plane are
detected
Distance
 Less computational  Inability to detect objects
Computer Vision
Transform
complexity
close to camera
 Considers
various  Computationally complex
Haar Wavelet Computer Vision
poses and scales
 Low accuracy 81.5%
 High accuracy
 Inability to detect people
at the same depth as
 Real-time detection
Stereo Vision Computer Vision
 Robust
against background
 Limited coverage area
lighting changes
 Computationally complex
Laser
 High accuracy
Time-of-flight
 Not robust against
Scanner
 Easy setup
weather.
 Dependence on clothing
Passive
 Economical method
Heat generated by
 Limited coverage area
Infrared
 Robust
against
human body
 Inability to detect still
sensor
lighting changes
pedestrians
Microwave
Doppler Effect
 Economical method
 Unsuitable for counting
RADAR
Ultrasonic
Doppler Effect
 Economical method
 Unsuitable for counting
sensor
Active
Infrared
Doppler Effect
 Economical method
 Unsuitable for counting
sensor
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CHAPTER 3
AUTOSCOPE SOLO TERRA

This chapter describes the capabilities of the Autoscope Solo Terra, which is used
to count pedestrians. The Solo Terra is typically used to monitor the traffic flow of
vehicles. The camera can be configured to calculate traffic data such as volume and
speed.
3.1. Solo Terra camera-based system
The Solo Terra system consists of the following components:


Solo Terra, the camera that collects data.



Computer hardware, a 32-bit Windows Operating System based PC that aids in
configuring Solo Terra.



Terra Interface Panel (TIP) that interfaces communication between the Solo Terra and
computer hardware.



Computer interface software (Autoscope Software Suite) that configures the Solo
Terra for traffic data collection.



An Ethernet cable to connect the TIP and computer hardware.



A power source capable of providing power to the camera and TIP.



A mounting structure that is used to mount the camera at a specific height and angle.
A prototype of the setup is illustrated in Figure 12.
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Figure 12: The Solo Terra camera based system
3.1.1. Autoscope Solo Terra
The Autoscope Solo Terra includes an integrated Machine Vision Processor
(MVP) consisting of a camera and a TI DaVinci TMS320DM6446 dual core processor
[2][58]. The camera streams video to a PC over a 3-wire power line. The
TMS320CC64x+ core in the processor performs sophisticated digital signal processing
operations. General purpose processing is handled by the ARM926 core. Multi-threaded
software performs real-time operations to extract traffic data and transmit detector
outputs while simultaneously streaming MPEG-4 video [2][58].
3.1.2. Autoscope Software Suite
The Autoscope Software Suite provides an interface on the attached PC to
configure the Solo Terra. It consists of a GUI interface that allows users to select
detection zones and retrieve traffic statistics collected by the camera.
3.1.3. Terra Interface Panel
The Terra Interface Panel or TIP acts as an interface for communication between
Solo Terra and a PC or a traffic controller. The TIP supports “3-wire” connection for up
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to eight Solo Terra sensors, a traffic controller and an Ethernet connection to a PC. The
basic capabilities of TIP are illustrated in Figure 13.

Figure 13: Terra Interface Panel [59]
The TIP can support throughputs of up to 6Mbps, which is sufficient for
transmitting video and traffic data [60]. The system reliably delivers data packets by
adjusting transmission rate based on a varying signal-to-noise ratio. In addition to serving
as a communication interface, the TIP also protects Solo Terra sensors from cable
transients and surges.
3.2. Components of the Autoscope Software Suite
The constituent software of the Autoscope Software Suite can be accessed
through a client application called the Autoscope Network Browser. Upon user
prompting, the Network Browser scans the Ethernet channel and detects Autoscope
products present on the network. The user can then control each of the detected devices.
The relevant software functionality interfaces provided by the software suite are
described below.
3.2.1. Autoscope Configuration Wizard
The Configuration Wizard allows users to create detection zones and configure
the Solo Terra mode of operation. The detection zones are described in Section 3.3.1. The
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Solo Terra can operate in intersection mode or highway mode. Intersection mode requires
additional hardware.
3.2.2. Autoscope Detector Editor
The Detector Editor allows users to modify, download and upload detector
configurations to an Autoscope device. The detector software monitors and collects
traffic statistics from user-defined regions in the image. A detector configuration file
contains information such as the locations that are being monitored, the detector
parameters and the detector size along with calibration data and video format. Only one
configuration file can be run by a Solo Terra at a time. The current image captured by a
Solo Terra may be uploaded to determine the locations for detector placements. The
image size is set to 352 × 240 pixels for NTSC format and 352 × 288 pixels for PAL
format. The detector facilities supported by the camera are described in Section 3.3.2.
3.2.3. Autoscope Data Collector
The data collector allows users to transfer the traffic data present on the 12.5MB
flash memory card of the camera to a PC. The data stored on flash gets overwritten after
utilization of its maximum capacity. The frequency at which data is polled and stored on
the flash is controlled by the user at the time of configuration. The size of an individual
poll record for each detector varies according to the data it collects. Thus, the duration for
which the camera is capable of storing data without getting overwritten depends not only
on the flash capacity and the polling interval but also on the type and number of detectors
used. The Solo Terra supports temporary storage of polled data on RAM present in the
camera. The detection session data are stored in text-file format with a timestamp on the
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PC. The rate of polled data retrieval from the Solo Terra can be as low as one second and
can be incremented in steps of a second up to any number of days.
3.2.4. Autoscope Video Player
The Video Player allows video streaming and detector activity monitoring. The
frame rate of streamed video depends on the number of detectors in the configuration, the
video compression algorithm and the link speed. The video can be streamed in
uncompressed, JPEG or MPEG4 format. The Solo Terra is capable of recording videos in
a standard format when a detector configuration is not loaded into the camera.
3.2.5. Autoscope Property Editor
The property editor aids in setting preferences for video quality, streaming frame
rate, and time zone of operation. An incorrectly set time zone leads to operational errors.
The Solo Terra can infer the time zone from user-defined latitude and longitude values.
The software allows for the creation of user-logins to avoid the misuse of configuration
files.
3.2.6. Autoscope Software Installer
The installation of the Autoscope Software Suite on the Solo Terra is mandatory
for downloading configuration files. The installer interface provides a means to download
and install the latest versions of the Software Suite on the camera.
3.2.7. Autoscope Field of View Calculator
The field of view is defined as the region captured on the camera sensor. The
focal length of the lens defines the relationship between the field of view and the distance
from the back of the lens to the target object. The software can calculate the field of view
based on user-defined parameters. A screenshot of the calculator is shown in Figure 14.
27

Figure 14: Screenshot of the Autoscope Field of View calculator
3.3. Detection capabilities
The Solo Terra camera is capable of estimating the traffic data summarized in
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Table 3 by evaluating monitored regions. Data collection continues without any
human intervention after camera mounting and configuration at a suitable height and
angle. Various Solo Terra configuration options are available to allow for interfacing
with traffic controllers. The detection capabilities of the Autoscope Software Suite have
been optimized for vehicular traffic monitoring.
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Table 3: Traffic data collected by the Solo Terra camera [61]
Parameter
Definition
Average flow rate
Average flow rate, in vehicles counted per hour.
Total number of vehicles that have passed through the
Total volume count
selected detector during the time interval.
Average speed of all vehicles passing through a specified
Arithmetic mean speed
speed detector during the polling interval (reported in km/h or
mi/h).
Vehicle class count
Number of vehicles classified by five user-defined length
(A – E)
intervals
Average number of seconds from leading edge of a vehicle to
Average time headway
leading edge of the following vehicle.
Percentage of time that vehicles occupy a detector in a
Average time occupancy
measurement interval
Rates a roadway’s traffic capacity from optimum (“A”) to
Level of service
ineffective (“F”). Each roadway is capable of handling
different levels of traffic, measured by speed or flow/capacity.
Average speed of all vehicles occupying a given section of
Space mean speed
highway over some specified time period. SMS is computed
by dividing distance with an average travel time
Space occupancy
Percentage space on a stretch of roadway, typically 1Km that
is occupied by vehicles at a given point in time.
Density
Number of vehicles per lane traveling over a unit length of
highway at an instant in time.
Each occupancy interval is a maximal time interval during
Interval occupancy
which one or more vehicles are in the region of interest.
Sum of the individual net time gaps of the detector over the
Interval net time gap
same interval.
Net time gap from the previous vehicle to the detected
Net time gap
vehicle, in milliseconds
Vehicle length
Length of vehicle
Vehicle distance
Inter-vehicle distance between two vehicles on a roadway
The Solo Terra allows for the creation of detection zones for vehicle monitoring
and detectors, for object detection.

Detection accuracy is robust against brightness

variations since changes in pixel values due to movements of the sun or light sources
inside tunnels are considered.
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3.3.1.

Detection zone
A detection zone is a region where a detector can be placed. A detection zone can

be sized by the user to accommodate either a single lane or multiple adjacent lanes in a
freeway or an intersection. Each zone is associated with a speed detector, an incident
alarm, a speed alarm and a scheduler. The zones are non-overlapping and contiguous
since they monitor vehicles in freeway lanes or in intersections. Stop zones can also be
configured to alert an operator if a vehicle stops in the monitored region. Detectors for
vehicular traffic detection can be placed in a single lane or in multiple lanes associated
with a detection zone.
3.3.2. Detectors
Traffic data are collected in image regions that are covered by detectors
implemented as geometric shapes. Detectors appear as line, box, or arrow shapes overlaid
on an image region. The maximum number of visible Solo Terra detectors has been set to
99. The detection speed is affected by the number of detectors in an image. Detector
regions can overlap one another if desired. A detector is turned ON whenever the pixel
values in that region differ from the background. The data is updated whenever a detector
undergoes transitions. The Solo Terra offers a wide range of detectors to calculate the
traffic parameters listed in Table 4. These detectors are described in detail in the
following sections.
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Table 4: Type and functionalities of available detectors in Solo Terra [61]
Type
Count

Speed
Presence

Boolean
Incident
Scheduler
Speed
Alarm
Smoke
Stop Line
Pedestrian
and Debris
Outdoor
Lane
Tunnel
Lane

Functionality
Counts vehicles passing through the detector region. The default
dimensions of detector should fall in the following range:
Length – 10-200 pixels or 2-100 feet
Width – 2-100 pixels or 1-100 feet
Calculates the speed of vehicle and measures the vehicle length.
Reports the presence or absence of an object. The default dimensions of
detector should fall in the following range:
Length – 10-300 pixels or 1-200 feet
Width – 2-150 pixels or 1-200 feet
Combines output of detectors to obtain a customized output
Reports possibility of traffic congestion. Used in conjunction with a
scheduler to avoid false alarms.
Schedules the time and duration at which a detector should function by
listing rush-hours to reduce false alarms.
Rings an alarm if speed exceeds a certain value. The speed can be that
of individual vehicles or averaged value.
Detects smoke in an area
Reports whether a vehicle has stopped outside the designated stop lines
on the road. Does not update any traffic parameters.
Detects pedestrians and debris in a tunnel.
Detects stopped, slow or wrong-way vehicle in outdoor conditions and
under-bridge decks. Requires good quality color video input signal.
Detects stopped, slow or wrong-way vehicle in tunnel applications
under controlled lighting conditions where traffic may approach or
recede in a single lane.

3.3.2.1.Deciding locations for detector placement
The following factors need to be considered while determining locations for
detector placement.


Uniform background - Placing detectors over high-contrast regions such as stop lines,
lane markers and crosswalks may trigger false alarms. For optimal results, detectors
have to be placed over sections which have a uniform appearance. The false
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triggering of detectors placed in high-contrast regions due to slight camera
movements is illustrated in Figure 15.

Figure 15: Anomaly due to non-uniform background


Movement and rapid motion - Rapid movements such as those of wires and tree
branches may trigger false alarms.



Occlusion - Occlusion should be avoided by increasing the camera mounting height
and by adjusting the camera position according to the field of view.



Distance of the camera from the monitored area - At long range of greater than 70
meters, the jagged appearance of a slanting detector, as shown in Figure 16 affects the
detection accuracy by triggering false alarms.

Figure 16: Jagged detector - The detector appears like a stair of steps
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3.3.2.2. Detector sizing
The size of a detector is dependent on its location in the image and the size of
vehicles that have to be identified. Detectors that are located farther from the Solo Terra
should be sized smaller than those closer to the camera since vehicles appear smaller at
long range. Even though the detectors are initially created using default size settings, they
can be resized to cover any amount of area in the image. Specific sizing
recommendations exist for each detector type. For example, the recommended sizing for
a count detector is 0.6 to 1.2 meters (2 to 4 feet) in thickness and 1.5 to 2 car widths in
length. Speed detectors are automatically sized by the software depending on the
calibrated data entered at the time of configuration.
In general, extremely small detectors have a high false alarm rate because of the
sensitivity towards shadows or camera motion. Large detectors may have a higher rate of
missed detections since the necessary details to make a proper detection decision will be
averaged out [61]. For example, a count may only be incremented once when two
vehicles pass through a detector region at the same time.
3.3.2.3. Properties of detectors
Important detector parameters include:


Traffic direction



Background refresh rate - This parameter is the guaranteed minimum time an object
must remain stationary before it is considered as background. The values range from
20 seconds to 600 seconds. For freeway applications, a background refresh rate of 3060 seconds is recommended.
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Night reflection – This value indicates the compensation for roadway reflections that
cause false detections. If this parameter was not used, light projected from a vehicle's
headlights may activate a detector and the vehicle length would be measured as the
combined length of the beam and the vehicle.



Crosslane or downlane orientation – A placement that is parallel to the lane is
indicated by specifying downlane orientation. A placement that is perpendicular to
the lane is specified by a crosslane orientation.



Shadow processing -This parameter prevents false detections caused due to shadows
cast by vehicles in adjacent lanes. The processing is normally turned OFF at midday
by the software because shadows are mostly absent at that time. Exceptions, such as
small fast clouds, require shadow processing to be turned ON during midday. Midday
is defined as the period when the sun is higher than N degrees, where N is based on
the latitude/longitude settings for the detector file. The lighting conditions and the
direction of the source with respect to the detector are specified in order to effectively
compensate for the movement of the sun or light sources inside a tunnel.

3.3.2.4. Presence Detector
A presence detector reports the presence or absence of an object in the region of
interest. Presence detectors appear as straight lines, as shown in Figure 17, that are
typically placed parallel to the flow of traffic. The parameters associated with a presence
detector are background refresh rate, shadow processing and traffic direction. The
detector can be programmed to consider the presence of vehicles moving in a particular
direction.
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Figure 17: Illustration of presence detectors.
The directional detectors have been highlighted in red.
3.3.2.5. Count Detectors
A count detector counts vehicles passing through the detector region. The count
detector can be used to calculate speed, traffic volume and occupancy statistics since they
are optimized to distinguish between closely grouped vehicles. Even though there are no
restrictions on the orientation of a detector, they are generally placed perpendicular to the
direction of motion for accurate counting. The detectors appear as straight lines in an
image as shown in Figure 18. Count detectors are also associated with a background
refresh rate, traffic direction and shadow processing.

Figure 18: Count detector as a series of white lines that cross the intersection [61]

36

3.3.2.6. Speed Detector
Speed detectors measure the speed and length of a vehicle and classify them into
classes A through E based on the measured length. A speed detector, which appears as a
rectangular region in the image, is associated with a count detector as shown in Figure 19.
The length of the rectangle is fixed by the software depending on the minimum and
maximum speeds that can be reported by the detector. The limits on the reported speed
imply that values outside the stipulated range shall be clipped. The width of the rectangle
is controlled by the dimensions of the associated count detector.
Traffic data are only processed after the count detector changes state from ON to
OFF. After the count detector turns OFF, the length of the vehicle traversing the
rectangular zone is measured along with the time taken to traverse the zone. Speed is
calculated as the ratio of the length of the rectangle to the time taken for traversal. Since
data processing only starts after the count detector turns OFF, the results are “unknown”
if a vehicle approaches the detector from the opposite direction i.e. enters the rectangular
region first and then activates the count detector. Hence, for accurate results, a vehicle
must approach the camera.

Figure 19: Illustration of a speed detector.
The red rectangle represents the speed detector and the yellow region is the
associated count detector
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Calibration improves the accuracy of speed detectors by compensating for traffic
traveling at different road surface heights. Higher elevation traffic in the field of view
appears to move faster than lower elevation traffic traveling at the same speed [61]. The
measured speed is multiplied by an adjustment factor to obtain a new reported speed. A
minimum vehicle length is specified to guarantee a minimum ON time for the detector.
Otherwise, at night, vehicle headlights would activate the detector, resulting in a short
vehicle length measurement.
3.3.2.7. Boolean Detector Function
A Boolean detector function combines the outputs from two or more detectors
into a single customized output. A Boolean logic function states the conditions that must
be satisfied to generate an ON value for the customized output. Table 5 lists the Boolean
operations that are supported by the software.
Table 5: Boolean operations supported by Autoscope Software Suite [61]
Operation
Conditions for the final output to be ON
OR
At least one of the member detectors turns ON.
AND
All the member detectors must be turned ON.
NAND
At least one of the member detectors turns OFF.
NOR
All the member detectors must be turned OFF.
M of N
At least M members out of N member detectors must be ON.
An example of the usage of Boolean detector function is shown in Figure 20
where two directional presence detectors are ORed to report wrong-way vehicles.
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Figure 20: ORing of two directional presence detectors
3.3.2.8. Local Contrast Detector
A local contrast detector assists in monitoring the quality of images that are
processed by the camera. The operator is notified whenever the contrast in the detector
area is insufficient due to dirty faceplate conditions caused by snow or ice. The detector
appears as a rectangular box with a central reference line, as indicated in Figure 21. The
reference centerline must be centered on and oriented parallel to a high-contrast boundary
in the image. The local contrast detectors are typically placed near stop-lines at
intersections.

Figure 21: Local contrast detectors
They are placed on regions where contrast variations may occur due to snow
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3.3.2.9. Detector stations and label detectors
Detector stations and label detectors ease the collection of the traffic data listed in
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Table 3. Detector stations collect and report data gathered over specific time
intervals. For example, if a time interval is fixed at ten minutes, the detector reports
traffic parameters for ten minutes and resets the parameter values to gather data for the
next time interval. Detector stations connect to count, presence, incident, detector
functions, speed, tunnel lane, outdoor lane, stop line and label detectors. They appear as
fixed size, tiny squares and can be placed anywhere on an image. A detector station can
also connect to a label detector that is specifically designed to show polling data and the
names of the detectors on the streamed video. Such a scenario is illustrated in Figure 22.

Figure 22: Detector Stations and Label detectors.
The red box is a detector station connected to the three count detectors shown in
yellow. All the count detectors and the detector station are named using label
detectors.
3.3.2.10.

Pedestrian and Debris detectors

Pedestrian and debris detectors report the presence of pedestrians or debris in a
frame. They are not considered for counting due to the following reasons.


Multiple cameras are required for the accurate detection of pedestrians.



They have high sensitivity to lighting conditions and camera position.
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Multiple pedestrian detectors cannot be placed on the image. - Only one detector can
be configured to cover the entire frame. Areas to be excluded must be marked. A
single ON signal is generated irrespective of the number of pedestrians in the image.



The software is only available on request from an Autoscope specialist.



The inability to connect to a detector station implies that a count cannot be estimated
from the pedestrian detectors.
Count detectors can connect to a detector station if users need to obtain the count

directly from the Solo Terra. The flexibility of placing multiple count detectors over an
image along with the possibility of combining their results using Boolean functions
makes them a good choice over the pedestrian detector option available in the Solo Terra.
For pedestrian detection and counting, count detectors with detector stations and label
detectors need to be properly configured.
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CHAPTER 4
SYSTEM DESIGN USING THE AUTOSCOPE SOLO TERRA
This chapter provides implementation details of the Autoscope Solo Terra-based
system. A robust camera-mounting structure was constructed to support field experiments.
A software which increments count in real-time based on the information transmitted by
the camera was developed for counting purposes.
4.1. Design of the hardware support structure for the Solo Terra
The hardware support structure for the Solo Terra was built at the Mechanical
Engineering workshop at the University of Massachusetts, Amherst. The structure was
designed by Cheng Zhang of Civil Engineering Department to satisfy the following
requirements.


Provide a mechanism to adjust the camera height and angle. The maximum height
supported by the structure is 15 feet.



Low cost (e. g. hundreds of dollars)



Ease of transportation



Ready availability of raw materials



Deployment on uneven, sloped surfaces
The support structure shown in Figure 23 employs an eight foot stepladder as a

stable base for mounting the camera. The lightweight ladder is easy to transport. A hole
drilled in the top of the ladder accommodates a pipe which acts as the main mounting
pole. This pipe is fixed to the ladder with the help of angle iron and C-shaped clamps.
Short, sharpened reinforcing bars (rebars) on the bottom end of the pipe penetrate into the
ground thus fixing the position of the structure. Four additional pieces of rebar may be
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added for further support by means of C-shape clamps. The position of the rebars on the
ladder can be adjusted to ensure penetration into uneven ground.
A smaller pipe inserted into the top end of the main pipe facilitates camera height
adjustment. The length of the pipe can be varied from 2 ft to 4 ft. Hence, the total length
of the mounting pole ranges between 12 ft and 14 ft which satisfies the system
requirements. A flange was installed on the top of the pipe to connect to the adjustable
camera bracket. If the length of the rebar and the camera bracket is taken into account,
the maximum height at which the camera can be mounted is 15 ft.

Figure 23: Mounting structure along with the raw materials
The structure provides access to the adjustable part of the pipe and the camera.
This access facilitates the adjustment of the height and angle of tilt of the camera by
allowing an operator to climb up the ladder. The angle of tilt can be varied using a
wrench. The camera can be manually swiveled and inclined by the adjustable bracket
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attached to it. All individual parts can be fully assembled on the field by two persons in
less than twenty minutes.
An insulating enclosure has been provided for the interface panel to ensure safe
operation. The box is placed beside the step ladder. A long power cable connects the TIP
to a power source. The interface panel supplies the necessary power to the camera
through another power cord.
4.2. Software resources used for pedestrian detection
The primary objective behind the implementation of the Autoscope Solo Terrabased system is to determine whether existing vehicle detection mechanisms and
equipment are suitable for pedestrian detection. Hence, the Autoscope Software Suite,
which supports basic detection functionalities, was selected as the interface software for
the PC. The more sophisticated and high-priced Software Development Kit (SDK)
available from Autoscope was found to be unneeded.
4.3.Detector configuration for the Solo Terra
Detectors identify object movement in certain image regions captured by the
camera. The monitored regions are selected by the user using the Detector Editor
software described in Section 3.2.2. The software configuration requirements needed to
detect pedestrians are listed below.


The latitude and longitude settings entered through the Configuration Wizard are set
for the desired test location.



The camera is mounted at a height and angle which includes the entire width of the
sidewalk in the field of view.



Count detectors, detector stations and label detectors are employed for counting.
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The locations of detectors ensure that all pedestrians in the frame are counted only
once.



A sufficient number of count detectors are placed to achieve 85% accuracy.



Shadow processing is enabled to avoid false detections.



The background refresh rate is fixed to avoid the classification of slow pedestrians as
background.
It has been determined through experiments that the detector facilities supported

by Solo Terra cannot distinguish between objects. Each detector region is in one of two
states – ON or OFF as described in Section 3.3.2. A ON state occurs whenever the
current pixel values in the monitored regions of the captured video are different from the
background pixel values, as illustrated in Figure 24. Background pixels are estimated by
capturing snapshots of the field of view at intervals determined by the background refresh
rate. Ideally, a sidewalk without pedestrians constitutes the background.

Figure 24: Activation of detectors by pedestrians
Left to right - Detectors remaining OFF (black rectangles) in the absence of
pedestrian traffic; Detectors turning ON (green rectangles) when pedestrians cross
the region.
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The OFF-ON transitions signify the entry of an object into the detector region
while an ON-OFF transition signifies an exit. It is necessary to ensure an OFF-ON-OFF
transition for every pedestrian crossing the detector region since counts are updated based
on these transitions. This requirement translates to capturing the “gap” between
pedestrians by suitably mounting the camera and appropriately sizing the detectors.
If the camera directly faces pedestrians it will fail to capture the “gap” between
pedestrians who walk behind one another. Such an arrangement causes frequent undercounts and misses which lead to a high error rate. During field experiments it was found
that pedestrians walk behind one another more frequently than they walk beside each
other. Hence, the camera must be placed on the side of walkway rather than facing
pedestrians.
Detector configurations in vehicle monitoring applications consist of one detector
per lane, each of a length that covers a single vehicle but does not stretch beyond the ends
of the lane. The statistics collected by this type of configuration yields accurate results for
vehicle monitoring since vehicles generally follow traffic lanes i.e. a vehicle can occupy
only one lane at a time except while changing lanes. Unlike vehicles, pedestrians are of
different sizes and do not walk in strict lanes on sidewalks. Thus, the use of multiple
similarly-sized detectors of the average size of a pedestrian’s shoulders may not provide
the required count accuracy. Undercounts and misses may occur due to occlusion.
Overcounts may occur since a pedestrian may cover multiple detectors. Such a scenario is
illustrated in Figure 25. This issue motivates the use of multiple small detectors.
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Figure 25: Multiple detectors turning ON due to irregular movements of
pedestrians
An efficient method of counting pedestrians using the Solo Terra was developed
with the help of Chaoqun (Enzo) Chia from the UMass, Amherst Civil Engineering
Department. A configuration of two columns of closely-spaced, uniformly-distributed
count detectors of size 9 x 2 pixels was used, as shown in Figure 27. The small spacing
and size of the detectors ensure that for a mounting height of greater than 9 feet, the
number of detectors triggered ON by a single pedestrian can be approximated to a be
constant. This constant was determined during field experiments. Detectors are placed
near the center of the image to ensure that pedestrians walking in opposite directions are
included in the statistics. The principle of redundancy also reduces the overcounts caused
by slight movements of the camera and the shadows of moving tree branches.
4.4. Pedestrian counting algorithms using the Solo Terra
The detector state transitions are recorded and dumped into a text file on a PC at
regular intervals through the Terra Interface Panel interface. The Solo Terra was
configured to collect the states of count detectors and transfer them to the PC once every
second. The retrieval rate of one second ensures real-time count updating. The text file
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contains information such as the detector number, date, time, ticks and state as shown in
Figure 26.

Figure 26: Example of polled data information
Detector numbers are used to identify detector regions. The state field indicates
whether the detector is currently OFF or ON. The ON state is denoted by a '1' and the
OFF state is denoted by a '0'. The tick field is a 32-bit integer that increments every
millisecond. Thus, depending on the tick value, the duration for which a detector stays in
a particular state can be determined to millisecond granularity.
Software was developed which performs operations on the text file to determine
pedestrian counts. Three approaches were implemented to count pedestrians. These
approaches are explained in the next three subsections.
4.4.1. State averaging algorithm
The state averaging approach uses a configuration of two columns of 15 detectors
each, as indicated by the red rectangular region in Figure 27. The number of OFF-ON
transitions are counted and divided by a constant. The required constant varies according
to the mounting height and angle of the camera. The time in milliseconds and the position
coordinates of detectors are not considered, although during experiments it was observed
that vertically adjacent detectors are most likely to have ON state at the same time.
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Figure 27: Detector configuration used in the state averaging approach
4.4.2. State matrix approach
The state matrix approach uses a configuration of a single column of 15 detectors
as illustrated in Figure 28. Unlike the state averaging approach, the exact transition time
and locations of detectors are noted. The positions of the farthest and the closest detector
are observed to estimate the area of movement. Based on the observation that the number
of detectors triggered ON by a pedestrian for a specific camera mounting height is
constant, the pedestrian count is incremented once, twice or thrice depending on the
position of the closest and the farthest detectors in the ON state at a given time.

Figure 28: Detector configuration used for the state matrix approach
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4.4.3. M of N approach
The M of N approach uses a single column of detectors, as shown in Figure 29.
The approach uses the Boolean functions embedded within the camera. Grouped
detectors are overlapped such that a pedestrian covers a majority of detectors in a single
group. If there are N detectors in each group and at least M detectors in a group turn ON
simultaneously, the count is incremented. The count increment depends on the number
of groups which are activated.

Figure 29: Detector configuration for the M of N approach
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CHAPTER 5
VISION BASED SHAPE DETECTION
5.1. Overview
A computer-vision based shape detection technique was implemented as second
pedestrian detection approach. As described in Chapter 3, potential pedestrian candidates
can be extracted from image frames through background subtraction. A pre-determined
number of frames are buffered at regular intervals to determine the background. The
background is subtracted from subsequent frames to determine the presence of new
objects in the frame. This action is followed by classification that identifies the
pedestrians in the foreground. The pedestrian count is updated whenever a pedestrian
disappears from the field of view.
The classification of shapes into pedestrian and non-pedestrian categories is
carried out by scanning the frame for a “Ω” shape formed by the head and shoulders of a
pedestrian [12] whenever pixel values are distinguished from the background. Shapes are
represented by means of a histogram of oriented gradients (HoG) [38]. As discussed in
Chapter 3, the decision making algorithm is implemented as a support vector machine
(SVM) [62]. The output of the SVM is 1 if the algorithm recognizes an “Ω” shape and 0
otherwise. This second implemented pedestrian detection and counting process is
summarized in the flowchart in Figure 30.
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Extract frame from video

No

Has a
new object entered the frame
(Background Subtraction)

Yes
Find HoG of the frame

No

Is a
pedestrian present?
(SVM Classifier)
Yes
Update count

Figure 30: Procedure followed for the automated detection and counting of
pedestrians based on histograms of gradients (HoGs)
5.2. Background determination and subtraction
The purpose of background subtraction is to identify whether new objects have
entered the frame that is being processed.

Frames are buffered to determine the

background. The estimated background is subtracted from every frame to identify new
objects and the difference is thresholded to reduce the effects of slight brightness
variations in pixels. Hence, the performance of any background subtraction algorithm is
affected by the determined background as well as the contrast of foreground objects
against the background.
A reasonable compromise between computational complexity and performance is
achieved by employing the approximate median algorithm proposed by McFarlane et al.
[63] to determine the background. The approximate median method considers the median
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of N buffered frames as the background. This calculated background is subtracted from
subsequent frames to extract the foreground objects.
The background is determined iteratively by converting the buffered frames to
grayscale images and finding the median values of pixels at each location. The
background is initialized to the first buffered frame and the following frames are
processed sequentially. If a pixel in the current frame has a value that is larger than the
corresponding pixel in the background frame, the value of the background pixel is
incremented by one. If the value of the current pixel is less than the value of the
background pixel, the background is decremented by one. Eventually, the pixels converge
to the median where half the input pixel values are greater than the background, and half
the values are less than the background if there is no movement in the scene. The time
taken to converge to the median value depends on the number of buffered frames, the
frame rate and the amount of movement in the scene. The background determination
process is summarized in Figure 31.
The number of buffered frames required to determine the background depends on
the activity in the captured region and the frame rate. The background can be periodically
updated to accurately identify new foreground objects.

The updated background is

subtracted from subsequent frames to determine new frame objects.
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Figure 31: Flowchart summarizing the background determination process
.
5.3. Classification into pedestrians and non-pedestrians
Classification is carried out if the background subtraction process identifies a new
object in the current frame. The most critical aspect of classifying objects into pedestrians
and non-pedestrians is the selection and representation of a feature that is unique to
pedestrians. In our adopted methodology, the “Ω” shape [31] formed by the head and
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shoulders of a human being is used as the feature that distinguishes pedestrians from nonpedestrians. The “Ω” shape approach has been implemented for the following reasons


The “Ω” shape remains more or less the same regardless of clothing styles.



Robustness against shape variation as a person walks versus a full-body based
approach.

The frames containing the new object forms the input to an omega shape detector. The
detection process is quite different from face detection algorithms since a face need not
be clearly visible to detect the “Ω” shape.
Shape detectors rely on a numerical shape representation known as a descriptor
vector. The number of elements in the descriptor vector is referred to as the dimension of
the descriptor. In the adopted methodology, shapes are represented by HoG [38]
descriptors. The detector calculates descriptors in a given frame and identifies whether
they belong to an omega shape. The location of a window containing the “Ω” shape
forms the detector output.
5.3.1. Representation of shapes using HoGs
HoGs provide an excellent description for discriminating objects in the presence
of cluttered backgrounds under different illuminations [39]. The shape of an object can be
characterized using a histogram of edge directions without the knowledge of their precise
locations. Edges are pixel locations which have sharp, abrupt changes in brightness
values which indicate the presence of a shape. Since a histogram represents the shape and
not the precise edge locations and magnitude, the HoG descriptor is robust to minute
shape translation and rotation caused by camera movements.
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The calculation of an HoG requires an image to be divided into dense overlapping
windows of a pre-determined size, as shown in Figure 32. Each image window is further
divided into small regions called cells. The HoG descriptor is calculated for each cell.
The HoG of the image is represented as the concatenated combination of HoGs of its
windows which is a concatenation of histograms of its constituent cells. The HoG
calculation process has three phases – edge gradient calculation, histogramming and
normalization.

Figure 32: Dense overlapping windows for HoG calculation
5.3.1.1. Edge gradient calculation
The first step in the calculation of HoG is edge gradient computation. Edge
gradients identify shape contours by virtue of the differences between neighboring pixels
in the east-west and north-south directions. A high difference value indicates the
boundary of a shape. If p(x, y) is the pixel value at the location (x, y), edge values e(x, y)
in the x and y directions are represented by

ex ( x, y)  p( x  1, y)  p( x  1, y)
ey ( x, y)  p( x, y  1)  p( x, y  1)
Equation 3: Calculation of edge values
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Edges calculated for the x direction include the left and the right neighbors
whereas those calculated for the y direction include the neighbors on the top and the
bottom. A larger number of surrounding neighbor values may also be considered to
detect edges, such as Sobel edge detector [64]. The magnitude and orientation of edges
are calculated using Equation 4.

Magnitude  (ex 2  ey 2 )
ey
)
ex
Equation 4: Calculation of edge magnitude and orientation
Orientatio n  tan 1 (

For color images, the edge value is calculated for each of the three channels and
the largest value is fixed to be the edge value at that pixel. The overall detector
performance is sensitive to the calculation of edges. The original images along with the
calculated edges are illustrated in Figure 33.

Figure 33: Original image along with the detected edges
5.3.1.2. Histogramming
The edge orientations of all pixels of a cell are allocated to bins where each bin
represents a range of orientation values. The bins are weighted. The weight of a bin is the
sum of weights contributed by each orientation it includes. The weight may be the edge
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magnitude, the square root of the edge magnitude, a 1/0 value indicating the presence or
absence of an edge or any other user-defined measure. In the adopted methodology, the
weights are the corresponding edge magnitudes. A collection of weighted bins forms a
histogram. The histogram of cells belonging to a window lays the foundation for an HoG
descriptor. The HoG descriptor of a window consists of cell histograms arranged
according to their physical location in the window. The direction of cell traversal may be
horizontal or vertical.
5.3.1.3. Histogram Normalization
Edge strength depends on illumination conditions and the contrast of an object
against its background. The same shape applied to different backgrounds and illumination
conditions may result to completely different HoGs. Hence, contrast normalization is
essential for robustness against lighting and background. Local variations are
compensated by grouping cells into larger spatial regions called blocks followed by the
normalization of the histogram for a block. The block histogram is the concatenation of
histogram of orientations calculated for its constituent cells. Square blocks are used for
the sake of simplicity.

BlockWidth BlockHeight

CellWidth
CellHeight
BlockHistogramSize  # CellsInBlo ck   # Histogrambins 
Equation 5: Definition of block parameters

# CellsInBlo ck 

Each block is normalized individually using L2 norm, i.e. the histogram elements
are divided by the square root of the sum of squares of all the histogram components in
the block. A term ε is added to avoid division by zero. For example, if (a, b, c, d) form a
descriptor, the normalized descriptor would be
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a b c d
 , , , 
N N N N
N  a2  b2  c2  d 2   2
Equation 6: Normalized descriptor

A block histogram is shown in Figure 34.

Figure 34: Block histogram with 8 bins and 4 cells
The number of blocks in a window is calculated using the equation

WindowWidt h WindowHeig ht

BlockWidth
BlockHeight
Equation 7: Number of blocks if the blocks do not overlap
# blocksInWindow 

Overlapping the blocks improves performance since contrast variation over a larger area
is reduced.
 WindowWidt h  BlockWidth
  WindowHeig ht  BlockHeight 
# blocksInWindow  
 1  
 1
BlockStrid eWidth
BlockStrid eHeight

 

Equation 8: Number of blocks if blocks overlap by an amount called BlockStride
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The final descriptor for a window consists of all the normalized descriptors of its
constituent blocks.

# DescriptorElements  BlockHistogramSize * # blocksInWindow
Equation 9: Number of descriptor elements for a window
5.3.1.4. Methodologies to improve HoG
Procedures such as Gaussian weighting and trilinear interpolation were carried out
while histogramming [38] for a more accurate representation of shapes using HoGs. The
effect of gamma normalization [65] before processing an image has also been evaluated.
Gamma normalization alleviates the effect of non-linear data compression in
cameras and tries to reconstruct an image to its original RGB values. The effect of
various gamma values on an image is demonstrated in Figure 35.

Figure 35: Images with different values of gamma (Source:wikipedia)
Gaussian weighting [38] in histogramming adds additional weight to bins
according to the physical location of edge pixels to down-weight pixels near the block
borders. This additional weighting process has been found to increase accuracy. The
weights are calculated according to the equation
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(x   x )2  ( y   y )2 
p new ( x, y )  p old ( x, y ) * exp(  
)
2 2


 x  BlockWidth * 0.5

 y  BlockHeigh t * 0.5
  BlockWidth * 0.5
Equation 10: Gaussian spatial window applied to each pixel
Trilinear interpolation [38] refers to the distribution of weights assigned to a bin
and to neighboring bins. The assignment of weights to bins during histogramming results
in low accuracy. An image of the same object using a different camera or a slight change
in illumination conditions may change the edge gradient considerably. The orientation
bin may itself change in some cases. Bin interpolation mitigates this issue by distributing
the weight of an edge orientation between the corresponding bin and the closest
neighboring bin. The ratio of distribution depends on the difference between the
orientation and bin centers. There may also be situations where minute camera
movements may lead to a strong edge gradient being moved to another cell. The two
histograms of the same object may look significantly different thereby producing poor
classifier performance. Hence, interpolation is required.
Let h be a histogram with inter-bin distance bx, by and bz in the histogram cube.
Values x and y denote spatial position and z denotes the orientation dimension. If a
weight w at point (x, y, z) has neighboring points (x1, y1) and (x2, y2) where x1≤x<x2,
trilinear interpolation distributes the weight w into its eight neighboring bin-centers in the
space.
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Equation 11: Trilinear interpolation for pixels
The HoG calculation procedure is summarized in the flowchart shown in Figure 36.
Input Image
Divide into overlapping windows
Yes

All windows
processed?
No
Gamma Correction (optional)

Collect HoGs of
window for an image

Find edge magnitude and orientations
Quantize edge orientations
Divide into cells
Yes

All cells processed?

Group cells to blocks
No

All blocks
processed?

No

Histogram of edge orientations
Weight = edge magnitude
Yes

Trilinear Interpolation and
Gaussian smoothing

Normalization
Collect HoGs of block for a window

Figure 36: Flowchart representing the process of HoG calculation
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The HoG calculated for each window in the image is input to the classifier to
determine whether a “Ω” shape resides in the window. The HoGs can be calculated at
various scales to allow for the accurate detection of pedestrians. The detection and
classification algorithm is run on the resized image for each scale. However, multi-scale
detection has not been implemented in this thesis.
5.3.2. Classification of shapes
Classification is a decision making process made by the software program to
determine whether the input object belongs to a certain category. As discussed in Section
2.2.2.3, the capability to categorize objects is developed through the process of training
with examples. A challenge in the training process is to strike the right balance between
accuracy and generalization. Accuracy indicates the percentage of samples that a
classifier can correctly categorize. Generalization implies that the classifier should be
able to correctly categorize an object that is dissimilar to training images. For instance, if
the categories are “pedestrians” and “non-pedestrians”, a good classifier should identify
most of the pedestrians which are similar to the training images as well as identify a
pedestrian who has worn a different style of clothing from the training images. Hence, it
is desirable that positive samples (samples containing the desired object) as well as
negative samples (samples which do not contain the desired object) be used for classifier
training.
5.3.2.1.

Support Vector Machines
The support vector machine (SVM) is the classifier used in the adopted

methodology. The SVM maps all training samples to a feature space [62], where the two
categories are divided by a clear gap that is as wide as possible. In mathematical terms,
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given a dataset D consisting of points of the form (xi, yi) where xi ε Rn is the HoG
descriptor and yi is the label, e.g. +1 for a pedestrian and -1 for a non-pedestrian, the
training process formulates a function f(xi,α) which maps every xi to yi in D. During the
classification process, the test descriptor is mapped to the same feature space and a
prediction is made regarding the appropriate category based on the location of the
mapping. In mathematical terms, for a sample v, the value of the label y is calculated
using f (v,α).
For descriptors of high dimensions, such as HoG, a linear classifier is preferred. A
linear SVM separates p-dimensional vectors using a p-1 dimensional hyperplane, which
represents the largest separation or margin between the classes. The functionality of SVM
is represented in Figure 37. The black points and the white points represent pdimensional vectors belonging to two separate categories in a feature space, which can be
separated by three hyperplanes, H1, H2 and H3. H2 is the best classifier since it separates
the two categories with a large separation between the classes.

Figure 37: Hyperplanes separating the two categories
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The training and classification problem can be formalized as follows [62]. If
w.x  b  0 defines the hyperplane separating the two categories, where w represents the

slope or direction of inclination of the hyperplane and b is its offset from origin, every
training HoG data xi shall satisfy the following inequalities

x i .w  b  1   i ; y i  1
x i .w  b  1   i ; yi  1

 i  0i
Equation 12: Constraint equation for the SVM hyperplane
The error introduced in training due to the lack of an optimal hyperplane has an
upper bound dictated by Σ ξi. Consider the points where the equality in Equation 12 holds.
The equality implies that there are two hyperplanes which are parallel to the optimal
hyperplane each defining a boundary for the two categories considered for classification.
Hence, the objective of maximizing separation between the two classes reduces to
maximizing the distance between the two hyperplanes, as shown in Equation 13.
k

|| w || 2


min
 C   i 
2
 i

Equation 13: Cost function to be minimized
The value of C, the cost factor, is a user-defined parameter. Introducing the
Lagrangian factor αi, Equation 13 is reformulated as

max   i 
i

1
  i j yi y j x i .x j
2 i, j

0   i  C;

 y
i

i

0

i

Equation 14: Lagrangian of the cost function
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The training process involves solving Equation 14 to find f(xi,α). Every training
HoG point xi is associated with αi. In the solution, the points corresponding to αi >0 are
support vectors, those training HoGs which lie on or between the boundary hyperplanes
mentioned above. The concept is illustrated in Figure 38. The value of C indicates the
positioning of the bounding hyperplanes. Larger values of C lead to more false detections.

Figure 38: Representation of SVM [65]
White dots and black dots represent two categories of data. The bold line represents
the dividing hyperplanes whereas the dotted lines represent the boundary planes.
The points represented by two circles are support vectors.
The classification problem identifies the category of an unknown HoG vector x to
be the sign of (x.w + b) where w and b are the slope vectors and offset of the hyperplane,
respectively.
The data fed to the SVM classifier must be scaled linearly to fall in the range [-1,
1] or [0, 1] using the same scaling factor during training and classification to avoid
greater numeric ranges dominating the smaller numeric ranges. The scaling is not carried
out in this scenario since the HoGs are already normalized.

67

5.3.2.2. Data set used for training
One of the major factors affecting the performance of a classifier is the set of
images used in training. A variety of training images are available such as the MIT
pedestrian dataset [66], the Caltech pedestrian dataset [67] and the INRIA person dataset
[68]. The MIT pedestrian dataset consists of upright pedestrians centered in images. The
lack of negative samples and a sufficient range of object characteristics render the MIT
dataset highly unsuitable for learning purposes. The recently-released Caltech pedestrian
dataset consists of pedestrians in a wide variety of poses, some under occlusion. The
INRIA person dataset includes numerous pedestrian images for accurate classification,
making it the most desirable choice.
The INRIA dataset consists of 614 annotated positive samples containing
pedestrians from various locations and 1218 negative samples consisting of roads,
landscapes and buildings. The pedestrians are mostly standing, but some images appear
in other orientations portrayed against a wide variety of background images including
crowds. The pedestrian photographs have been annotated using the PASCAL (Pattern
Analysis, Statistical modeling and Computational Analysis Learning organization)
annotation format [69]. The PASCAL annotation file consists of relevant information
such as the position of objects of interest and the center of the head of each pedestrian in
an image.
The 64 x 128 sized images of individual pedestrians from the dataset were
generated by a MATLAB script using the information in annotation files. From the 64 x
128 images, portions containing the head and shoulders were cropped manually and
resized to a 32 x 32 image. The 32 x 32 window includes a significant amount of context
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that aids detection [38]. The left and right reflections of the 32 x 32 images constitute the
positive samples that are fed into the classifier. Figure 39 shows the results of generating
positive samples.

Figure 39: Generation of positive samples for training
Left to right - Original image from the INRIA training dataset [68]. Size=818 x 976;
Extracted objects of interest from the image. Size = 64 x 128; Left right reflection of
the cropped omega shape. Size = 32 x32
The negative samples for training were generated by randomly choosing 32 x 32
windows from the negative images in the dataset [38].

Some negative samples are

shown in Figure 40.

Figure 40: Negative samples in INRIA dataset [68]
After the initial training, all the negative sample images are provided as inputs to
the classifier for detecting pedestrians. If the classifier reports the presence of a
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pedestrian in a negative sample, the location of the window and the image is noted. Such
windows, termed hard examples, along with the initial positive and negative samples are
used to retrain the classifier after all negative samples have been processed. The set of
hard examples may be uniformly sub-sampled to reduce storage requirements.
5.4.

Counting algorithm
One way of counting pedestrians is to carry out detection in every frame and track

the pedestrians in subsequent video frames [70]. The task of detecting an object and
establishing correspondence between object instances across frames is a complicated
process under dense traffic conditions. Preliminary experiments with detector
configurations in the Solo Terra have indicated that pedestrians move over a region of 10
pixels wide in approximately half a second as indicated in Figure 41.

Figure 41: Detector transition times for the Solo Terra when a pedestrian walks
across the detector region
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Counting can be carried out by detecting pedestrians in periodic snapshots of the
sidewalk and processing only those regions where pedestrians are likely to appear. The
count is incremented based on the number of detected pedestrians. The user has the
option of selecting regions which should be processed at the beginning of the counting
process.
5.5.

Software libraries
The detection algorithms were implemented in C++ using OpenCV [71] as a main

framework component. The OpenCV library is a computer vision library that includes
basic computer vision algorithms and machine learning functions. The library, which was
originally developed by Intel, is freely available to the public under a BSD license.
OpenCV provides APIs to process images and videos. The backbone functions are highly
optimized for real-time image processing. The library can be compiled for various
operating system platforms using CMake, a cross-compiler. Wrappers for languages such
as C#, Python, Ruby and Java have been developed to encourage the adoption of the
library by a wide audience.
This thesis implements the described HoG-based algorithm in C++ using
OpenCV. The functions for reading and writing video files were developed using the
APIs and codec interface functions supported by OpenCV.
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CHAPTER 6
INTEGRATED SYSTEM FOR ACCURATE COUNTING

This chapter discusses the integration of the two counting methodologies
described in Chapters 4 and 5 to build a robust pedestrian counting system. Several
proof-of-concept experiments have been carried out to verify the functionality of the
integrated system.
6.1

The need for an integrated approach
The two counting approaches described in Chapters 4 and 5 have advantages as

well as disadvantages. The omega detection algorithm performs poorly under occlusion
since the head and shoulders of pedestrians must be clearly visible. The Solo Terra
approach is robust against occlusion to an extent and is feasible for wide-scale
deployment. But there are situations where approximating m detectors to the presence of
one pedestrian may not work well. Pedestrians farther away from the camera tend to be
missed when the sidewalk is fully occupied along its width. None of the Solo Terra
counting algorithms effectively address issues such as overcounts and missed counts.
Missed counts are the predominant source of error in the state averaging approach.
The Solo Terra increments the pedestrian count based on OFF-ON-OFF
transitions of its detectors. The detectors in the Solo Terra turn ON whenever pixel values
in detector regions differ from background pixels. At times, shadows of trees and
overhead wires may turn the detectors ON resulting in false counts. Overcounts may also
occur when certain pedestrians cover more detector regions than an average-sized
pedestrian. Such overcounts are generally minimal in the omega detection approach.
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In addition to algorithmic disadvantages, there may be situations where data
collected by the Solo Terra is not accurate. Detectors may fail to change state during the
autofocus of the camera lens. The count in these situations is not incremented, thus
degrading accuracy. These anomalies include blooming and streaking, which are
illustrated in Figure 42. Blooming and streaking are caused by extreme exposures, i.e.
very bright edges against a relatively dark background [72].

Figure 42: (a) Streaking (b) Blooming (c) Simultaneous blooming and streaking

Streaking refers to light rays appearing in an image due to the diffraction of light
when it passes through a narrow aperture. Normally, the effects of diffraction are
averaged out, but in dimly lit scenarios vehicle headlights may cause streaking.
Blooming refers to bright spots in an image caused by the limitations of image
sensors in a digital camera. The Solo Terra uses Charge Coupled Device or CCD sensors
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as image sensors. A CCD is an array of photovoltaic cells that converts light into
electrical charge. Each cell is associated with a pixel value which indicates the amount of
charge induced by light on a cell. The pixel values are stored as an image. Blooming
occurs when a large amount of charge, which exceeds the storage capacity, is induced on
a photovoltaic cell. The excess charge leaks to its neighbor pixel or other surrounding
pixels brightening or overexposing them in the process. Such pixels reach their maximum
value which “brightens” parts of the image. As a result, detectors do not change their
states despite the presence of pedestrians, since cells need to discharge before capturing
the current image. The discharging process of photovoltaic cells takes a least several
seconds which results in undercounts.
A blooming phenomenon was observed during experimentation on a cloudy
winter day (Figure 43). The entire image turned bright when a person wearing bright
white clothes entered the field of view. Even though this scenario occurs rarely, the count
accuracy is highly degraded when it occurs. During experimentation, it was found that
the lens settings of the Solo Terra did not mitigate the effects of blooming.

Figure 43: Detectors remaining ON due to blooming resulting in under-counts
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Since the Solo Terra increments the pedestrian count based on changes in pixel
values, we need an approach that validates the count as it is determined. The omega
detection approach processes pixels searching for the shape formed by the head and
shoulders of a pedestrian. In general, it cannot be a stand-alone solution for transportation
planning since the mounting angle of the camera is not always able to clearly detect the
head and shoulders of every pedestrian.
6.2

Experimental framework
The integrated system consists of a Solo Terra camera and a low-cost camera

which communicate with a single PC. The PC collects state transition data from the Solo
Terra and images from the low cost camera. The two cameras use separate mounting
structures to capture videos without disrupting the pedestrian traffic. A low-cost camera
is used in conjunction with the Solo Terra to mitigate the effects of continuous refocusing
and to overcome the lack of open source codecs which can process the proprietary video
recording format of images retrieved from the Solo Terra in detection mode. The
Autoscope Software Suite is used on the PC to collect detector information. Microsoft
Visual Studio along with OpenCV libraries performs HoG analysis.
A single piece of software written in C++ implements the state averaging
algorithm described in Chapter 4 and the omega detection algorithm described in Chapter
5. The linear SVM available in the OpenCV library is used for classification. A count is
calculated using detector information obtained from Solo Terra with occasional
corrections using the omega detection algorithm. The software monitors the polled state
transition data collected by Solo Terra and carries out omega detection only under the
following conditions.
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CASE 1: Whenever more than n = 1.5 * averaging constant detectors are ON
simultaneously - A snapshot of the field of view is obtained from the low-cost camera.
Regions farther from Solo Terra are scanned for omega shapes. The states of detector
regions closer to Solo Terra at that particular instant are considered for the state
averaging approach. The final count at that instant is the sum of counts obtained from
both approaches. Missed counts due to occlusion can be addressed.



CASE 2: Whenever more than n = 1.5 * averaging constant detectors are ON
simultaneously for more than four seconds – This condition indicates that the Solo
Terra is refocusing itself. The count is solely incremented based on the omega
detection approach until the detectors turn OFF.
In all other cases, the count is incremented based on the state averaging approach.

The count at each instant along with a timestamp is dumped into a text file which can be
processed at a later point of time for statistics collection. In the longer term, the
processing will be performed in real time. Overcounts due to shadows of moving
branches may be avoided if sufficient detectors are triggered to start the omega detection
process.
The two cameras need to be synchronized in time so that the correct frame is
captured by the low-cost camera to modify counts. The synchronization can be carried
out at the start of experiment as follows. The system is deployed at the test location in a
manner similar to the one shown in Figure 44. The Solo Terra is loaded with a detector
configuration and is subsequently polled for detector states. At the same time, a small
rectangular region close to the detector regions is scanned for omega shapes. The region
is located in images in a video stream captured using the low-cost camera. The initial tick
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field value in Solo Terra is noted. The tick value is incremented every millisecond. When
the Solo Terra detectors are triggered by a pedestrian crossing the region, the frame
number of the video stream captured by the low-cost camera is observed. The frame
number of the first detection by omega detection software in the small window is also
noted. The difference between the two frame numbers creates an offset used for Case 1.
Depending on the offset difference, the integrated software must wait before processing
the frame. The frame processing rate, scanning window size and HoG parameters for
omega detection in Case 2 are fixed based on Section 5.4.
Detailed field experiments with the integrated approach have not yet been
performed. The deployed low-cost camera streams images with a frame size of 320 x 240,
hence a mounting height of 20 feet will likely be sufficient in future experimentation to
prevent occlusion. The envisioned framework is shown in Figure 44.

Figure 44: Experimental framework for the integrated approach
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CHAPTER 7
EXPERIMENTS AND RESULTS
This chapter details experiments that were conducted for evaluating the two
pedestrian counting approaches. The vision-based shape detection approach was
determined to be beneficial in detecting pedestrians located in various parts of an image.
7.1. Experiments using the Autoscope Solo Terra
Selecting a suitable location for experiments was an important aspect of the
project. The suitability was determined by the presence of a power outlet near the
location, reasonable pedestrian traffic and walkway widths similar to a sidewalk. The
majority of experiments were conducted under good weather conditions to avoid shadows
and variations in lighting. Experiments were conducted for 35 days at two locations in
University of Massachusetts, Amherst - the sidewalk near Engineering Lab II and the
Marcus Hall ramp (Figure 45). Both locations are straight walkways of approximately
2.5 meters in width, the typical width of a sidewalk. Pedestrian flow rates usually fall
between 5 and 15 persons/min, and can be as high as 100 persons/min during peak
periods. The dense pedestrian traffic in opposite directions emulated a crowded
pedestrian sidewalk in urban areas. The Solo Terra camera was placed near the sidewalk
on the mounting structure described in Chapter 4. The height of the camera was fixed at
15 feet.
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Figure 45: Test locations for counting pedestrians using Solo Terra
Preliminary experiments used two adjacent detection zones located on a walkway.
Later experiments used two non-overlapping count detectors. The background refresh
rate was fixed at 90 seconds. The following observations were made from the
experiments.


Detection zones supported by the Configuration Wizard counted pedestrians moving
only in one direction.



Detectors counted pedestrians moving in both directions with 75% accuracy. The
system performance degraded under heavy traffic.



Count accuracy was highly sensitive to shadows irrespective of pedestrian density.



Approximately 15% of the pedestrians were counted twice.



Detectors partially covered by building shadows were ON despite the constant state
of the background during the refresh interval.
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Objects must cover at least one-fourth of a detector region to cause an OFF-ON
transition.

Figure 46: Detectors counting pedestrians
This list of issues prompted the use of multiple detectors as described in Sections 4.3 and
4.4. Some of the coding for these experiments was performed by Chaoqun (Enzo) Chia in
MATLAB.

Accuracy results for different pedestrian flow rates i.e. the number of

pedestrians walking per minute was calculated on different days. Pedestrian counting
accuracy is defined as:
# mistakes 

Accuracy  1 

 Groundtruth 

Equation 15: Definition of accuracy
Counting mistakes fall into three categories – overcounts, undercounts, and
missed counts. An overcount is a situation where a single pedestrian increments the count
more than once. In most cases, the count is incremented twice. An undercount is the
scenario where the count is incremented only once when two or more pedestrians walk
across the detector region. A missed count is a special case of undercount where the
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count is not incremented, even for a single pedestrian. The term # mistakes is the sum of
extra counts due to overcounts and the missed counts falling under the other two
categories. The ground truth is the number of manually-counted pedestrians. This count
can be verified in some cases using recorded videos of the experiment. For example, if
one pedestrian increments the count by three, another pedestrian is missed and two others
increment the count only once, then
Groundtruth  1  1  2  4
# mistakes  2(extra count due to overcounts)  1(undercount error )  1(missed pedestrian)  4

7.1.1. Results from the state averaging approach
In an initial experiment at UMass, pedestrian counts were evaluated for a range of
averaging constants, m, for pedestrians walking along a walkway. If m is defined as the
averaging constant and N is the total number of detectors turning ON at a particular
instant, the number of pedestrians at that instant is given by
# Pedestrian s 

N
m

The corresponding accuracy values for different values of m are tabulated in
Table 6 for seven video segments. Videos 1, 2, 3 and 4 use one camera mounting angle
and videos 5, 6 and 7 use a second mounting angle.
Table 6: Accuracy for each of the averaging parameter m
#Video
m = 10
m = 11
m = 12
m = 13
1
66
83
91
100
2
68
81
90
100
3
70
81
92
100
4
82
93
95
89
5
91
100
91
84
6
94
96
88
81
7
93
96
88
81
81

It can be concluded that m=11 and m=13 work best for the detector
configurations. For a fixed mounting height of 15 feet, the best and worst case accuracies
over six trials of dense pedestrian traffic, each of duration six minutes, are given in Table
7. The large under-counts in the worst case scenario are attributed to refocusing when
detector status was not updated. Hence, the averaging algorithm which is based on
counting detector transitions did not increment the count.
Table 7: Best and worst case results for 2 x 15 configuration with uniform spacing
Count
Avg.
Minimum
Maximum
Ground
Extra Mis
from pedestrian #pedestrians #pedestrians
Accuracy
truth
count ses
algo.
flow rate
in a minute
in a minute
29.2
146
147
6
73
4
3
95.2 %
ped/min
27.8
164
139
14
51
2
26
82.9%
ped/min
The accuracy for different pedestrian flow rates with an averaging constant m=11
is summarized in Table 8. The accuracy is independent of pedestrian flow rate since the
count depends on the position of pedestrians rather than pedestrian density.

#Video
1
2
3
4
5
6

Table 8: Accuracy for different pedestrian densities
Ped. density Ground truth Under-counts Over-counts
18.5
9
1
0
55
35
6
2
66.7
20
4
0
90
30
5
1
81.1
21
4
0
87.3
16
2
0

Accuracy
89
77
80
80
81
87

A detector configuration of five columns of 15 detectors each, as shown in Figure
47, yielded an average accuracy around 81% over four trials.
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Figure 47: A five column detector configuration for averaging approach

During experimentation it was found that pedestrians that are closer to the camera
occupy less image area than pedestrians who are farther from the camera. Hence,
detectors were configured in two columns with non-uniform spacing (Figure 48).

Figure 48: Detector configuration with non-uniform spacing
The best and worst accuracies achieved for this configuration during 6 six-minute
trials of dense pedestrian traffic are tabulated in Table 9.
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Table 9: Best and worst case results for a 2 x 15 configuration with non-uniform
spacing
Ground Count Avg.
Minimum
Maximum
Extra Mis Accuracy
truth
from
pedestrian #pedestrians #pedestrians count ses
algo.
flow rate
in a minute
in a minute
160
148
26.67
0
89
4
11
90.62 %
ped/min
161
145
32.2
0
78
4
20
85.10%
ped/min
The two-column configuration of 15 detectors with uniform spacing gave the best
accuracy values for the averaging approach. Undercount was the major source of error.
Shadows did not degrade accuracy under dense pedestrian traffic because of occlusion.
However, under low traffic conditions, overcounts occurred for the shadow of every
pedestrian crossing the detector region.
7.1.2.

Results from the state matrix approach
This approach was formulated to address scenarios where sufficient detectors do

not turn ON for averaging. In all conducted real-time trials, the average accuracy for this
approach was found to be 40%, primarily due to under-counting. Hence, detailed
analyses of the results were not performed and the approach was abandoned.
7.1.3.

Results from the M of N approach
Accuracy was measured for different amount of overlaps and different values of

M and N. It was found that a significant number of undercounts occurred when M ≥
0.75N and overlap ≤ 1. Overcounts contributed to the error when M ≤ 0.75N or overlap =
0.5N. Configurations with varying numbers of detectors were evaluated. It was found that
a configuration of 15 detectors, each of size 9 x 2 pixels in a column as illustrated in
Figure 28, gave the best performance with overlap = 0.25N when M= 0.75N. The
approach is highly sensitive to mounting height and angle. Hence, measured accuracies
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ranged from as low as 45% to as high as 99%. The lack of consistency and robustness for
irregular pedestrian traffic movements discourage the M of N approach’s use in wide
scale deployment. It can also be concluded from experiments that uneven group sizes, for
instance three groups with values of N=6, 5, 6, gave better consistency than evenly
divided groups, although the average accuracy is higher for evenly-sized groups.
Pedestrians farther away from the camera occupy more space in the image when
compared to pedestrians closer to the camera. The resultant accuracies from various
detector configurations are tabulated below. The detector configuration of 11 and 13
detectors in a column was tested for two videos. The results from experiments with a
single column of 15 detectors were averaged over six videos, each of duration 6 minutes.

#detectors
11
13
15
15
15
15
15
15
15
15

Table 10: Results of M of N approach
Average
N
M overlap
flow rate
5
4
2
5.667 ped/min
5
4
1
25.2 ped/min
5
3
0
17.89 ped/min
5
4
0
17.89 ped/min
6,6,5 4,4,3
1
17.89 ped/min
6,5,6 4,3,4
1
17.89 ped/min
6
4
2
17.89 ped/min
6
4
3
17.89 ped/min
4
3
0
17.89 ped/min
4
3
1
17.89 ped/min

Average
Accuracy
73.52%
80.39%
79.67%
80.24%
74.45%
70.13%
82.67%
55.33%
77.00%
61.67%

To gauge the effect of detector sizes on count accuracy, different columns of
detectors were formulated as a single configuration, as shown in Figure 49. Detectors of
dimensions ranging from 2 to 10 pixels were used to provide redundancy for the multiple
detector M of N approach. Larger detectors gave rise to over-counts. Highly dense
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detector configurations were very sensitive to the values of M and N and the amount of
region overlap.

Figure 49: A detector configuration to find the effect of sizes on pedestrian count
accuracy

7.1.4. Effect of background refresh rate
During counting, background refresh rates for the count detectors were fixed to 20,
60, 90 and 600 seconds. Refresh rates of 60 seconds and higher did not affect count
accuracy. The low refresh rate of 20 seconds led to random detector state transitions
although accuracy was not degraded since the count was only updated only when a
certain minimum number of detectors were turned ON.
7.2. Experiments using the low-cost camera
A Sony NSC-GC1 camera was used for vision-based shape detection. The camera
records video in MPEG4 format with a frame size of 640 x 480 and a frame rate of 30
frames per second. The camera supports the streaming of 320 x 240 video frames using a
32-bit Windows operating system.
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To reduce false detections and ensure real-time operation, only a section of each
frame containing the sidewalk was scanned for pedestrian heads and shoulders.
Overlapping or non-overlapping rectangular scanning regions were specified prior to the
experiment. The first frame of streaming video was used to select the processing area in
subsequent frames. The selected region coordinates were rounded off to nearest multiples
of the window size and subsequently processed sequentially in software. Figure 50
illustrates detections regions (blue rectangles) and identified pedestrians (green
rectangles).

Figure 50: Scanning for omega shapes in user-selected frame regions
During experimentation, it was found that pedestrians cross a 10 pixel wide
region in under a second (Figure 41). Hence, two seconds of activity signified by sixty
frames were buffered to determine the background, as described in Section 5.2. The
threshold which determines foreground from background was varied depending on
lighting conditions. Under perfect lighting conditions, a threshold of five gave accurate
results. Currently, the background is not updated. The results of background subtraction
are shown in Figure 51.
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Figure 51: Original frame; Results of background subtraction - Identified
foreground is white in color, the black pixels indicate the background
It was determined through experiments that color and context information aid
detection. A camera mounting height of 20 feet ensures that a pedestrian’s head and
shoulders fit into a 32 x 32 pixel sized window. The entry of a pedestrian into a window
is signified by change in more than 250 of the 1024 pixels in the window (32 x 32).
Hence, the HoG of a window in the frame is calculated if more than 250 pixels in the
scanned window change values. This approach ensures the real-time operation of the
omega detection algorithm.
7.2.1. Evaluation of HoG parameters
An exhaustive sweep over HoG parameters was carried out on the MIT Pedestrian
Dataset [66] and the optimum values of all parameters were determined. Pre-processing
has shown a negative impact on the classification process during experiments. Accuracy
degraded by 8% when gamma processing was carried out on the data set. The edge
gradients were calculated as described in Section 5.3.1.1. The maximum orientation of
gradients was fixed at 180 and 360 degrees. A 360 degree range with eight
histogramming bins gave minimal false detections. Varying weight types such as
magnitude, square magnitude and square root of edge gradient magnitude were evaluated
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in the sweep. The magnitude and square magnitude votes gave minimal false detections.
The effects of cell traversal direction on histogramming were also evaluated. A horizontal
traversing direction resulted in a longer training duration. However, accuracy remained
the same for both directions. Block normalization using L1 norm, L2 norm, L2-Hys norm
and L1-root norm [38] were carried out. L2 norm and L2-Hys norm gave the best tradeoff between misses and false detections. L2-Hys norm is the L2-norm described in
Section 5.3.1 clipped to the range 0.2 to 1. L2-Hys norm gave a marginal improvement of
3% over L2-norm in terms of false detections. High block-overlap (2 pixels) increased
the execution time with negligible improvements in accuracy. The block and cell size
were fixed to 8 x 8 and 4 x 4 pixels respectively. The optimum HoG parameters [38] for
detecting the “Ω” shape are listed in Table 11.
Table 11: Optimum values of parameters for "Ω" detection
Parameter
Value
Window Size
32 x 32 pixels
Sliding distance for windows
8 x 8 pixels
Block Size
8 x 8 pixels
Cell Size
4 x 4 pixels
Number of bins in the histogram
8
Range of orientations
0-360 degrees
Width of the Gaussian Spatial Window
4 pixels
Gamma Correction
No
Trilinear Interpolation
Yes
Type of norm
L2_Hys
Type of vote
Magnitude
7.2.2. Experiments with SVM classifier
The classification software was trained using a total of 15234 images consisting
of 2054 positive samples, 12180 negative samples and 1000 hard examples. Each sample
was a 32 x 32 image cropped from the INRIA Person Dataset [68]. To generate negative
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samples, ten 32 x 32 windows were randomly selected from each negative image in the
dataset. The classification software was initially tested on the MIT pedestrian dataset [66].
A result is shown in Figure 52.

Figure 52: Omega detection results on the MIT Pedestrian Dataset [66]
The accuracy of classifying a shape using a linear SVM as a pedestrian or nonpedestrian depends on the hyper-plane that separates HoG points of the two categories.
A suitable cost factor aids in finding a hyperplane, as mentioned in Section 5.3.2.1. The
cost factor tries to strike a balance between generalizing and over-fitting training data.
Increasing the cost factor of SVM tends to increase generalization performance. This
leads to a higher number of positive detections and an increase in the number of false
detections. A decrease in cost factor implies over-fitting. This issue translates to misses
when an omega shape which is dissimilar to training samples in shape and color is
presented to the classifier. The cost factor for training the SVM was fixed at C=0.01. The
values of the categories are fixed at +1 which implies the presence of a pedestrian and -1
which implies the absence of a pedestrian, resulting in a b value which is nearly zero. The
weight vector w has the same size as the HoG vector.
A trade-off exists between false detections and misses. Reducing false detections
increases misses and vice versa. Hence, during training, weights were given to each
category to reduce false detections and misses. The hyper-plane formulated during
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training is shifted towards the category with larger weight. The category with lower
weight can then be favored during decision-making. Equal weights were given to both
categories initially. After the evaluation of negative training samples, hard training
samples were generated. Training was carried out using the same weights over the
positive, negative and hard samples.
To increase accuracy, a Gaussian SVM available in the OpenCV library was used
for experimentation. A Gaussian SVM separates the HoGs using curves rather than a
hyper-plane, as shown in Figure 53. The red and blue circles represent the training points
belonging to two separate categories. After training, classification was carried out on the
MIT Pedestrian Dataset [66]. Overall, the approach provided negligible improvement at
the cost of extensive processing time, discouraging exploration in this direction.

Figure 53: (a) Linear SVM where a hyperplane divides the two categories (b)
Gaussian SVM where curves separate the two categories
Image: http://www.mblondel.org/journal/2010/09/19/support-vectormachines-in-python/
A simple classifier based on a naïve comparison of two histograms cannot be
considered for real-time shape detection since the histograms of omega shapes and nonomega shapes have high dimensions and similar profiles, as shown in Figure 54.
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Figure 54: Histogram of a positive sample and a non-omega shape
Maroon represents negative HoG whereas green represents positive HoG
Classifier software verification was followed by experiments using videos. The
test videos contained people walking in arbitrary directions. It was observed that the head
and shoulders of a pedestrian must be clearly visible and must fit into a window of a size
between 28 x 28 to 34 x 34 pixels to enable detection. Rectangles appear around the
shape to indicate that the object has been classified as a pedestrian by the software. A
snapshot of such a video is shown in Figure 55.

Figure 55: Pedestrian detection using the low-cost camera.
The detected pedestrians are marked by a rectangle around their head
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7.2.3. Software performance issues
This section describes the various issues encountered while executing the omega
detection software. Occlusion remains an issue to be addressed.
7.2.3.1.

Multiple rectangles around detected shapes
Rectangles around a shape indicate a positive detection. The number of rectangles

around the detected object depends on the similarity of the object to the training images,
the amount of window overlap and the distance of the object from the camera. Initial
experiments resulted in multiple rectangles around a shape as demonstrated in Figure 56.
Since the count is incremented based on the number of rectangles, it was necessary to
ensure the identification of a single rectangle for every detected pedestrian. Rectangle
grouping algorithms available in OpenCV [74] and the mean shift algorithm used by
Dalal et al. [38] were considered to mitigate the issue of multiple rectangles. The
OpenCV [74] algorithm merges groups of rectangles that lie within a user-defined
distance. The position of the final rectangle is the average of all rectangles lying within
that range. The mean shift algorithm [38] merges rectangles that lie within a user-defined
distance by considering the SVM scores for each rectangular region.

Figure 56: Results of rectangle grouping
Left to right - Multiple rectangles around an object when it is close to the camera,
Multiple rectangles around an object when it is close to the camera , Results of
OpenCV algorithm [74], Results of algorithm proposed by Dalal [38]
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Rectangle grouping algorithms require a minimum number of rectangles around
the detected object, necessitating multi-scale detection. Detection at various image scales
requires significant data storage which may hinder real-time processing. For pedestrian
counting a camera mounting height of 20 feet may be necessary. The minimum number
of rectangles required for grouping may not be available since pedestrians may not be
sufficiently close to the camera. A mounting height which ensures that the head and
shoulders lie in a 32 x 32 window helps to mitigate the issue. Simple window overlap
reduction approaches applied during scanning and weight addition in the SVM training
process were implemented to avoid multiple rectangles.
7.2.3.2.

Execution time
The initial execution time for the HoG algorithm was found to be as high as

twenty minutes for a one-minute video. The software was executed on a 2.66GHz Intel
Core2Duo CPU using an Ubuntu operating system. The execution time was measured
using “gprof”, a performance profiler obtained from GNU. Execution time measurements
from gprof are tabulated in Table 13.
Table 12: Execution time reported by gprof for initial software
Function
% of time spent for execution
Classification
97.76
Edge detection
1.51
HoG calculation
0.90
Others
0.05
The code was restructured and the frame processing rate was set to one frame per
second to reduce execution time. The classification process was found to be the
performance bottleneck. Subsequently, the initial implementation was modified to carry
out classification only when a sufficient number of pixels differed from the background
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in the user selected regions of the field of view. The scanning window distance was fixed
at 8. The OpenCV library [71] calculated the inner product of support vectors and alpha
values for each window as described in Section 5.3.2.1. The result was multiplied with
the test HoG vector. A typical linear SVM would consider at least 1000 support vectors,
each of the same length as a HoG descriptor. The linear SVM [71] carried out
computations on raw HoG test data and look-up tables of weight vectors were generated
at the beginning of the detection process to enhance processing [73]. Tables were also
formulated for storing certain HoG parameters. The total processing time for a oneminute video with a processing rate of one frame per second is one minute for the
modified software. A pedestrian detection accuracy of 80% was achieved over a set of six
benchmark videos, each of duration two minutes. The benchmark videos were collected
from walkways at the University of Massachusetts, Amherst. The percentage of time
spent in each function as reported by gprof is reported in Table 13.
Table 13: Execution time reported by gprof
Function
% of time spent for execution
Gradient Calculation
51.26
Histogramming
45.13
Classification
3.56
Others
0.05
7.3. Results of integrating the two approaches
Preliminary experiments were carried out to evaluate the functionality of the
integrated approach. Two image conditions were identified. One condition scans for
omega shapes when more than certain number of Solo Terra detectors is ON during a
one second period. The second condition scans for omega shapes when more than
certain number of detectors remains ON for a pre-determined period. The Solo Terra
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was configured with two columns of 15 count detectors each as described in Section
7.1.1. The first demarcated region encompassed regions farther away from the camera
as indicated by the blue rectangle in Figure 57, which is covered by half of the
detectors. The second demarcated region covered the entire area around the detectors
covered by the red rectangle in Figure 57.

Figure 57: Regions demarcated for searching for omega shapes.
Five scenarios were considered while verifying the software.


A group of five people walking along a walkway



A group of four people walking along a walkway



A group of three people walking along a walkway



Multiple groups of two people walking along a walkway



A single person carrying a box.

The detector activation counts determined by the Solo Terra were dumped into a
text file. It was found that the HoG approach can correct the Solo Terra count determined
using state averaging when 4 or more people walk across the detector region in a single
line as shown in Figure 58. In all other cases, count was only determined by the state
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averaging approach. Accuracy results for the conducted experiment are tabulated in Table
14.
Table 14: Preliminary results for the integrated approach
Ground truth Count from Solo Count from HoG Count from integrated
Terra approach
approach
approach
34
29
27
32
Scenarios where the omega detection algorithm is invoked but does not increment
the count are illustrated in Figure 59. Figure 60 shows when the algorithm is not invoked
in the integrated approach.

Figure 58: Scenario where count gets corrected by the HoG approach in the
integrated system

Figure 59: Scenarios which invoked omega detection algorithm but did not
increment count
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Figure 60: Scenario where omega detection does not get invoked
The accuracy for the integrated approach is highly sensitive to the region
demarcated for the omega shape search and the amount of window overlap. A slight
variation of 6 pixels may affect the accuracy in the presence of dense pedestrian traffic.
The window overlap parameter allows for a tradeoff between accuracy and execution
time. A sliding distance of 4 pixels, leading to an overlap of 28 pixels, increases accuracy,
but also increases processing and execution time to as high as 10 seconds for a single
frame. A sliding distance of 8 pixels over a small-sized region reduces accuracy at the
cost of real-time execution. Hence, the sliding distance can be fixed to be 6-8 pixels
depending on the size of the processed region.

Figure 61: Effect of window sliding distance on accuracy. (a) Sliding distance = 8
pixels, (b) Sliding distance = 6 pixels
During experiments, the processed area was set to approximately 100 x 150 pixels and
the sliding distance was fixed at 8 pixels. The processed area is divided into 32 x 32
windows and scanned for HoGs.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
The thesis has implemented an automated system to count pedestrians on a
sidewalk. The main objective of the work is to aid transportation planning. Two
approaches were considered for the detection and counting of pedestrians. The first
approach uses a Autoscope Solo Terra device, a widely deployed traffic camera. This
approach uses detection zones to identify pedestrians passing through specific regions of
an image. The second approach employs a low-cost digital camera to acquire videos for
vision-based shape detection. This approach detects pedestrians based on images of their
head and shoulders. The Autoscope Solo Terra approach was found to provide over 85%
pedestrian counting accuracy in many experiments. The vision-based shape detection
approach provided 80% accuracy, although stringent camera mounting requirements may
limit its wide-scale deployment. In addition, the approach performs poorly when
pedestrians are occluded. In a final experiment, the two approaches were integrated
together to form a single system that can effectively count pedestrians. A preliminary
prototype of the integration software has been developed and evaluated.
The methodology adopted for counting pedestrians may be extended to count
cyclists in roadside bike lanes. In the future, a complete system including both
pedestrians and cyclists can be developed and refined.

Disclaimer
This document was prepared in cooperation with the Massachusetts Department
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