It was suggested that "real world" contingencies for humans make both incentive value and delivery of reinforcers response contingent in order to induce behavior change. It was proposed that a number of specialized contingencies fall under the general rubric of contingent incentive value. The main purpose of the present studies was to demonstrate the efficacy of such contingencies within the human operant laboratory context, in some cases with expanded versions of correlated reward where there was not a simple monotonic correspondence between responding and reward magnitude and in others where novel contingencies were tested. Generally, the results showed that contingent incentive value was effective in producing rapid and appropriate changes in performance. It was suggested that these special schedules may allow the laboratory to provide a more valid or faithful representation of contingencies in the "real world." Lippman (1973) reported results of a special contingency in which one feature of behavior determined delivery of reinforcers whereas a second performance attribute governed reward magnitude each time a reinforcer was to be presented. He subsequently provided further examples and a more complete discussion of contingent incentive value, supplying examples and proposing that this type of contingency allows for a more faithful representation of most of the contingencies that affect humans in the real world (Lippman, 1977) .
A simple way to consider variable reinforcer values is to combine two schedules of reinforcement such that one determines only whether a reinforcer is presented and the other determines the value of the reinforcer when it is presented. In the laboratory the primary emphasis has been the contingency for occurrence, with any contingency for value being inoperative. In many nonlaboratory circumstances, however, the prime emphasis seems to be on the contingency for value, with the contingency for occurrence being of secondary importance. For example, in a school setting, the contingency for receiving a corrected assignment is simple and trivial compared to the contingencies that determine the quality of grade on the assignment (plus the value of this feedback or secondary reinforcement). The goal of improved academic performance is achieved through the contingencies involving the grade on the work (incentive value) and not on the behavior required for obtaining the graded assignment.
. In a work setting, the contingency for obtaining a weekly paycheck is trivial. The dollar amount of the paycheck-as adjusted for lateness, breakage, overtime, or productivity over a set quota-is far more important. It is this additional collection of contingencies, which affect the incentive value of the paycheck, that can modify workers' behavior in directions deemed desirable by the employer. Securing the paycheck by opening a mailbox or visiting a company's cashier is of far less importance for reinforcing or shaping desirable job performance. Thus variable reinforcer values can be seen as more informative than simpler presence vs. absence of a reinforcer, and thus should be expected to provide more effective feedback.
Contingent reinforcer certainly is not a novel concept. If the contingent value of reward involves magnitude, then there are a number of circumstances in which both presentation plus reward magnitude are response contingent. The multiple-ratio schedule (Lovitt & Esveldt, 1970) can be seen as a special case of conjugate reinforcement (Lindsley, 1962) which, in turn, can be characterized as the free-operant counterpart of Logan's (1966) correlated reward. Lippman (1977) suggested that with minor modification, Weiner's (1962) response cost punishment contingency could be characterized as a special case of contingent magnitude of reward. If so, then response-contingent bonuses could be implemented in order to augment response rates or frequencies (as an alternative to contingent deductions for the purpose of suppressing behavior).
The purpose of the present research was to illustrate and demonstrate a modest variety of schedules in which incentive value was response contingent. In all instances one contingency determined delivery of reinforcers whereas a second performance attribute governed magnitude of reward on each reinforcing event.
Experiment 1
Most attempts to test correlated reward ' have been animal studies (Hendry, 1964; Hendry & Van-Toller, 1964; Logan, 1966) , which seems ironic because this contingency appears so clearly representative of the majority of contingencies that are employed to modify or maintain human performance. There have been some simple demonstrations of contingent reward magnitude with humans (Lippman, 1973 (Lippman, , 1977 . The main purpose of this first study was to verify the efficacy of contingent reward magnitude in influencing response rates within a single session when performance requirements were fairly simple.
Method Subjects
Participants were 16 volunteers from introductory and a variety of upper-division psychology classes at Western Washington University. Participation in a choice of experiments was a course requirement. One subject had to be replaced because of equipment malfunction.
Apparatus and Materials
The apparatus consisted of a microcomputer, printer, color monitor, and a push-button switch centered on the top of a 3.9-x 7.3-x 10.1-cm plastic box. Leads ran from the computer through a pass-through to the adjacent research cubicle, where an interface and Gerbrands cumulative recorder were located. Software allowed programming of a twocomponent multiple schedule that switched following the first delivery of a reinforcer once the component had been in effect for 2 min (breaking the session into 10 segments). The number of responses, reinforcing events, and reinforcer magnitude in each segment of the session were recorded. At the conclusion of testing, subjects were asked to write responses to three questions: to describe conditions for earning pOints when "A" was on the screen, when "8" was on the screen, and to specify differences, if any, between these described contingencies.
Procedure
Subjects were tested in a single session on a two-component multiple schedule in which the "A" component always was a fixed-interval (FI) 15-sec schedule with a fixed reinforcer magnitude of 5 points. Although the contingency for delivery of points was always FI 15, for half the subjects the reinforcer magnitude in their "8" component was positively correlated with the frequency of responses emitted during the interval; for the other half, the number of points earned was negatively correlated. Specifically, every 10 responses resulted in an additional point at the end of the interval, up to a maximum of 5 points, for the positively correlated magnitude; every 10 reduced reinforcer magnitude from a maximum of 5 to a minimum of 1 point for negatively correlated magnitude.
Subjects were assigned by alternation to the two conditions-where the "8" component was positively or negatively correlated with reinforcer magnitude. Subjects were asked to leave books, jackets, watches, and so forth, outside the testing room. Subjects were handed a copy of instructions which they followed silently while the experimenter read them aloud. 8efore initiating the session and leaving ' the room, the experimenter took back the subject's copy of instructions. Subjects were shown the "TV screen" and button. In keeping with much of the human operant laboratory research, they were instructed that their goal was to earn as many points as possible by pressing the button. It was pointed out that each button press would be accompanied by a brief sound from the "TV" and that a different sound would occur whenever points had been earned. Subjects were told that the screen would display the total points earned and would show the number of points added whenever points were delivered. They were also informed that an "A" or "8" would appear at the top of the screen. Subjects were also told that sounds in the adjacent research room came from noisy recording equipment, housed in the next room to reduce distraction. Subjects were reminded that their goal was to earn as many points as possible and that it was always possible to earn 5 points whenever points were delivered. After presenting instructions and answering questions by paraphrasing, the experimenter initiated the session and went to an adjacent research room (leaving the door to the subject's room ajar). At the conclusion of testing, subjects were asked to write descriptions of the contingency.
Results
There were four performance measures, all separated into the 10 ... segments of the session: total responses, total reinforcing events, total points earned, and average points per reinforcing event. All analyses included the between-groups factor of valence (positive vs. negative correlated reward in the "8" component) and within-groups factors of component ("A" vs. "8") and segments (1-10). Level of significance was set at 5%. Analysis of total responses yielded a significant 3-way interaction, F(9, 126) = 3.65, MSe = 4513.19. There also were interactions of valence by components, F(1, 14) = 7.59, MSe = 76851.73, and valence by segments, F(9, 126) = 4.05, MSe = 7615.61. The valence by components interaction points to a slightly lower response frequency in "8" than "A" during the negatively correlated reward magnitude which contrasts with a considerably higher response frequency in "8" than "A" when magnitude was positively correlated. This general trend can be seen with respect to performance segments in Figures 1 and 2 , indicating that the triple interaction is caused by the strengthening of performance differences over the course of the session.
Analysis of total reinforcers earned yielded main effects of component, F(1, 14) = 5.11, MSe = 1.72, and of segments, F(9, 126) = 3.08, MSe = .50. The component effect showed slightly fewer reinforcing • events in the "A" than "8" component, which is probably caused by a greater tendency during the "A" than "8" component not to respond soon after the interval had elapsed. A simple effects analysis of the segments effect showed that the overall number of reinforcers was lower in the initial segment than in all segments beyond the third. The analysis of total points exhibited an interaction of components by segments, F(9, 125) = 2.56, MSe = 25.15, plus main effects of components, F(1, 14) = 8.14, MSe = 715.11, and segments, F(9, 126) = 9.52, MSe = 23.67. This set of outcomes results partly from the artifact of the reinforcer magnitude during the "A" component, which remained fixed at the maximum throughout testing. This outcome simply confirms that subjects contending with either positively or negatively correlated reward contingencies in their "8" leg increased their point earnings throughout the session. That increase contrasts with the comparatively uniform earnings during the fixed-magnitude component.
Each subject's points earned per reinforcing event were also subjected to ANOVA. The outcomes of this analysis are in keeping with those reported for total points in that there was a significant component by segments interaction, F(9, 126) = 7.23, MSe = .23, and main effects of components, F(1, 14) = 14.60, MSe = 9.81, and segments, F(9, 126) = 7.23, MSe = .23. In this case, the improving performance on the contingent-magnitude component contrasts with the absolutely uniform number of points earned during the fixed magnitude component.
Experiment 2
The main purpose of the second experiment was to provide further testing of the same positive and negative magnitude contingencies. In the first study, performance on each of these contingencies was compared to a noncontingent "baseline" in which reinforcer magnitude was fixed; comparison of the two magnitude contingencies was performed between subjects. For Experiment 2, the comparison was within subjects; each participant performed on a multiple schedule in which one component was the negative and the other was the positive magnitude contingency.
Method
The subject source, assignment, apparatus, and instructions were the same as in the first experiment. Fourteen subjects were assigned in alternation to one of two groups that differed only in which of the components was encountered initially and labeled "A." As in the first study, 1 subject had to be discarded and replaced because of equipment failure. For half the subjects, the "A" component was the negative magnitude contingency and for the other "A" was positive.
Results and Discussion
An ANOVAs had one between-subjects factor of valence ("A" component negative or positive) and within-subjects factors of component (negative, positive), and segments of the session (1-10). (Note that "valence" has a different meaning here than in the first study.) All tests were conducted at the 5% significance level.
The analysis of total responses produced significant main effects of valence, F(1, 12) = 6.51, MSe = 151,915.44, and of components, F(1, 12) = 12.42, MSe = 150,494.68. The valence main effect indicates that substantially more responses were emitted throughout the session if the "A" component had been negative rather than positive. Assuming that subjects begin their task with a general tendency to respond at a fairly high rate, initial experience with the negative magnitude contingency would conflict with that response style. Such incompatibility, ?lssuming motivation to maximize points earned, could lead to enhanced rates through frustration or, perhaps, through "testing" whether even greater numbers of responses were required in order to maximize reinforcer magnitude. A cognitive interpretation might also be advanced, namely that a greater reward magnitude goes more logically with more, rather than fewer, responses. Given the lack of one-to-one correspondence between number of points and responses, considerable variability in behavior was needed in order to understand fully both contingencies. The component main effect points to far higher response frequency with the positive than with the negative magnitude contingency. However this difference must be qualified due to a component by segments interacti9n, F(9, 108) = 8.39, MSe = 6,088.66, which is shown in Figure 3 . Tests of simple effects confirmed that each trend-for the positive and for the negative magnitude component-was statistically significant. There was behavior change for each component. These tests also confirmed that response frequency for the negative and positive components differed significantly following the second segment of the session. These data provide clear evidence of learning and show that the magnitude contingencies could promote behavior differences. Analysis of total reinforcing events revealed no significant effects. Evidently there were no systematic differences in how soon subjects "collected" reinforcers after the fixed intervals had elapsed. The ANOVA of total points produced a significant segments effect, F(9, 108) = 6.88, MSe = 27.03, that indicates an increasing trend of overall improving performance through the session. This analysis also yielded a significant valence by components interaction, F(1, 12) = 5.70, MSe = 757.66. This effect seems to be a peculiar form of contrast effect in that subjects seemed to earn fewer points on the component they faced initially in the session . Simple effect tests showed that initial exposure to the positive rather than negative contingency was associated with fewer points earned throughout the session on the positive magnitude component.
Finally, an analysis was conducted of points earned per reinforcing event. This ANOVA produced a significant segments effect, F(9, 108) = 8.82 , MSe = .09, showing an overall increasing trend, as noted above for total points. This analysis also yielded a significant valence by components interaction, F(1, 12) = 4.87, MSe = 15.76, which closely resembles the outcome reported above for total points.
As with Experiment 1, there were instances showing no influence from the magnitude contingenCies. Of the subjects having the negative contingency initially, two responded at a uniform high rate throughout the session and one switched from a high to a low rate midway through the 'session. Undifferentiated performance also was seen for subjects having the positive contingency initially: two produced drl-like performance patterns throughout the session, one responded continuously at a high rate, and one shifted from high to low partway through the session. On one hand, these instances can suggest that the present results are underestimates of the contingency effects. On the other hand, however, these cases are testimony to the limited effectiveness of these magnitude contingencies. As suggested above, within a single session there is great likelihood of a subject (particularly one motivated to appear at a laboratory, but not necessarily motivated to perform well) failing to attend to discriminative stimuli and failing to attend to or remember how many points could be earned whenever points were delivered. It might be suggested that in the present situations, the strongest incentive and strongest source of stimulus control comes from having points added to an accumulated total, and that the magnitude of the . incentive is of secondary importance, particularly to disinterested or inattentive subjects who, themselves were subject to a contingency that induced research participation only, without consideration of performance quality or compliance.
Experiment 3
Magnitude contingencies could conceivably be highly complex, requiring preparation or preliminary shaping. The main purpose for the present research was to evaluate novel contingencies in which the relationship between response frequency and reward magnitude was nonlinear. Given the expected difficulty, simpler correlated reward contingencies served to provide experience with simpler contingent reward magnitude in a FI schedule. Subjects thus participated in a series of daily sessions. It was expected that subjects' behavior would adjust to the magnitude contingencies that were superimposed upon the basic FI schedule that determined delivery of reinforcers.
Method Subjects and Apparatus
Subjects were 13 senior psychology students enrolled in a seminar class. Participation was treated as a part of the class activity. Because of errors in sequence of testing contingencies, data from 2 subjects were discarded. Apparatus was the same as described for the first two experiments.
Contingencies
Five different contingencies were employed. The schedule on subjects' initial session was FI 15 sec with a fixed reinforcer magnitude of 15 points. Sessions 2 and 3 consisted of positive or negative correlated reward. With positive correlated reward, each response during the interval (including the response after the end of the interval that triggered delivery of points) added 5 to the number of pOints delivered, up to a maximum of 15. Thus, three or more responses resulted in maximum reward magnitude. With negative correlated reward, each response reduced 5 points from the maximum of 15. So the maximum of 15 pOints could be earned if no responses were emitted during the interval followed by a single response to "deliver" the points after the interval had timed out. As with positive correlated reward, subjects were always assured of earning the minimum of 5 points per interval. The other two contingencies were more complex. Rather than gradations of 5 points as in the positive and negative correlated reward contingencies, these contingencies had gradations of 1 point. In both cases, the point range was 1 to 10. In the "U distribution" contingency, maximum points could be earned if 1 or at least 19 responses were emitted (counting the response to "deliver" the points). Each response more than 1, or fewer than 19 reduced the number of points delivered by 1. The minimum of 1 point resulted if 1 0 responses were emitted. In the "inverted-U distribution" contingency, the maximum of 1 0 points were earned if exactly 1 0 responses were emitted (counting the response to deliver points). A response count greater or less than 1 0 resulted in fewer points, 1 per response, earned when a response was made at the interval.
Procedure
The sequence of testing the contingencies was intended to be commensurate with their "difficulty:' Thus, the FI contingency with fixed reinforcer magnitude was employed for familiarization, followed by the two versions of correlated reward and concluding with the two "U" contingencies. With the exception of one subject (who missed this familiarization session), all subjects' initial session was with the simple FI schedule. The sequence of exposure to contingencies was rotated across subjects.
The daily testing routine was consistent. Subjects left their books, jackets, purses, and watches outside the experimental room. They were instructed that when the study began, they could earn points by pressing the button. The monitor would make one sound when the button was pressed, and a different sound when points were delivered. Subjects were also informed that a recording device (the cumulative recorder) was located in the adjacent experimental room because its noise would be distracting; and that the screen would display the total points earned as well as the number of points just added when additional points were acquired. Subjects were instructed that their goal was to earn as many points as possible. They were told that a monitor display would inform them when the end of the session had been reached. Subjects were also told that it was always possible to earn 15 points whenever points were delivered. (It is important to note that there was a uniform experimenter error in failing to inform subjects that the maximum possible pOints was 10 per reinforCing occasion on each of the final test days.)
After instructing the subjects, the experimenter initiated the session by a keyboard stroke and waited in an adjacent cubicle until the end of the session. At that time, the experimenter returned, asked the subject to write a response to the request, "Please describe as clearly as possible the conditions for earning points," while he printed out records of response and reinforcer frequencies. Each test session continued for 40 minutes, with performance records-number of reinforcing events and total number of responses-separated into 20 two-minute segments. Once all testing was completed, the study was discussed during a seminar session.
Results and Discussion
The final five segments of each daily test session were treated as the terminal performance for that day's contingency. Total reinforcers per segment in the final five segments were obtained for each subject. Given the maximum of eight possible reinforcing events, values less than eight indicate delays in "collecting" a reinforcer after an interval had elapsed. As might be expected, those contingencies calling for response suppression were associated with fewer reinforcing events. To summarize, the median number of reinforcers for the FI contingency with fixed reinforcer magnitude was 7.2. Median reinforcers for negative correlated reward, positive correlated reward, normal U, and inverted U were 6.6, 7.8, 5.6, and 7.8, respectively. Total responses per segment in the final five segments were also calculated for each subject. Although there was considerable variation from subject to subject in the initial FI session, response frequencies were consistently low during negatively correlated reward and high during positively correlated reward. With one exception, subjects responded at low rates on the normal-U contingency. Performance on the inverted-U reward structure was highly stable and consistent across subjects. To summarize the FI, negative, positive, normal U, and inverted U, median response frequencies per segment were 10, 8, 25.6, 6.8, and 78.6 .
Mean responses per reinforcer probably provide the clearest representation of performance differences associated with these contingencies. With rather rare exceptions, subjects seemed to identify the minimal or optimal levels of responding that would maximize points earned. Summarizing the mean responses per reinforcer for FI, negative, positive, normal U, and inverted U using medians, the values are 1.40, 1.18, 3.56, 1.11, and 10.08, respectively, for the final five segments. Some data were also grouped across subjects in order to describe performance. In this case, performance on the final (20th) segment only was extracted to serve as a sample of terminal performance. For each subject, the percentages of intervals in which 1, 2, 3, and so forth, responses occurred were obtained. Then these percentages were averaged across subjects. These response frequency distributions are shown in the figures. As can be seen in Figure 4 , only one response typically took place per interval on the fixed-magnitude FI contingency, that is, one response following the end of the interval to "collect" points. That trend was clearly exaggerated with negatively correlated reward ( Figure 5 ), which yielded behavior resembling that found with a drl schedule, that is, minimal anticipatory responses. It, in turn, contrasts with that found with positively correlated reward (Figure 6 ), in which 3 or 4 responses were emitted in most intervals. The normal-U distribution (Figure 7) shows that most intervals contained only a single response, although some choice of high response frequency was made as a means for coping with this contingency. Lastly, the inverted-U reinforcement distribution (Figure 8) shows that subjects primarily produced 10 responses, in keeping with optimizing reward magnitude and maximizing points earned. This distribution also shows some tendency to go beyond 10 responses, which would be expected given anticipatory responding in a time-based contingency. • . . • -. 
Conclusions
Overall, the present results provide clear demonstration that magnitude contingencies are able to promote substantial change in performance. Fu rthermore, that response frequencies suitable for maximizing reinforcement were acquired within a single session. As has been noted previously (Lippman, 1977) , the fundamental response cost contingency provides feedback immediately after commission of a to-bepunished response. With magnitude contingencies, however, that feedback is delayed and is not particularly specific to single responses. To some extent, this feature resembles summary feedback (Lavery, 1962) , which has been shown to be effective in skill learning-and particularly retention. It is therefore of value to learn that subjects can nevertheless discern behavioral requirements and perform in keeping with the contingency, both with negatively and positively correlated reward. It is also of value to note that subjects performed successfully even though there was not one-to-one correspondence between response frequency during an interval and pOints awarded, as in the initial studies.
The U and inverted-U reinforcement distributions were novel. As might be expected, most subjects in the U distribution elected to produce the type of performance associated typically with a drl schedule, that is, few anticipatory responses. But it was of special interest that subjects optimized their point gain in the inverted-U distribution so effectively, centering response frequencies at 10.
It had been proposed that magnitude contingencies tend to represent the way that rewards are structured for humans in the real world. Assuming that the present subjects had undergone a history of encountering such contingencies in their previous natural settings, it makes sense that they learned quickly and performed well. It appears that humans are particularly attentive to the relationship between features of behavior, such as intensity or effort (Eisenberger, 1992) and outcome. It could be speculated that humans are especially prepared (Seligman, 1970) to have susceptibility to contingent incentive value. Consider the original study by Rovee and Rovee (1969) which has been replicated repeatedly. Their procedure involved little more than connecting a cord from the infant's ankle to a mobile. Despite the authors' terming their contingency 'conjugate reinforcement/ they acknowledged that both the force and rate of response could influence the intensity, duration, variety, and complexity of the contingent stimulation. 1 It is postulated that their findings of remarkably rapid acquisition and the extended maintenance of high response rates are only partially related to the use of conjugate reinforcement; that these outcomes are more correctly attributable to contingent incentive values, used fortuitously with complex multidimensional stimuli which were influenced by a number of contingent response dimensions produced by an organism that, inherently, was optimally prepared for such a task. It is thus conjectured that contingent incentive value may be the paradigm to which humans, starting at infancy, are most sensitive and susceptible; consideration of our social and economic institutions, their styles of functioning and their forms of sanctioning can provide additional support for these speculations on a more grandiose scale. (Lippman, 1977, p. 16) 
