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Abstract
In this paper, we analytically study the regime in which practical full-duplex systems can achieve
larger rates than an equivalent half-duplex systems. The key challenge in practical full-duplex systems is
uncancelled self-interference signal, which is caused by a combination of hardware and implementation
imperfections. Thus, we first present a signal model which captures the effect of significant impairments
such as oscillator phase noise, low-noise amplifier noise figure, mixer noise, and analog-to-digital
converter quantization noise. Using the detailed signal model, we study the rate gain region, which is
defined as the region of received signal-of-interest signal strength where full-duplex systems outperform
half-duplex systems in terms of achievable rate. The rate gain region is derived as a piecewise linear
approximation in log-domain, and numerical results show that the approximation closely matches the
exact region. Our analysis shows that when phase noise dominates mixer and quantization noise, full-
duplex systems can use either active analog cancellation or baseband digital cancellation to achieve
near-identical rate gain regions. Finally, as a design example, we numerically investigate the full-
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2duplex system performance and rate gain region in typical indoor environments for practical wireless
applications.
Index Terms
Full-duplex, rate gain, radio impairments, analog self-interference cancellation, digital self-interference
cancellation.
I. INTRODUCTION
One major shortcoming of current deployed systems is the limitation to operate as half-duplex
systems employing either a time-division or frequency-division to achieve bidirectional commu-
nication. The main challenge in full-duplex transmission is due to the large power differential
between the self-interference signal caused by the node’s own transmission and the signal-of-
interest which the receiver intends to decode. A number of recent publications [1]-[8] have
demonstrated experimentally that practical full-duplex systems can improve upon half-duplex
systems under certain conditions and using the appropriate self-interference cancellation schemes.
However, none of the current full-duplex wireless systems gain over half-duplex transmission
in all operation regimes, largely due to imperfect self-interference cancellation. This paper is
inspired by the above observation and aims to analytically understand the bottlenecks in full-
duplex operation.
To make progress in understanding the limits of practical full-duplex systems, we use a signal
model for narrowband full- and half-duplex systems by modeling four significant transceiver
noise sources: (i) transmitter and receiver phase noise, (ii) Low Noise Amplifier (LNA) noise
figure, (iii) mixer noise figure, and (iv) Analog-to-Digital Converter (ADC) quantization noise.
3We use the detailed signal model, with the above mentioned four noise sources, along with dif-
ferent self-interference cancellation mechanisms to analytically investigate the operation regions
in which full-duplex systems outperform half-duplex systems in terms of achievable rate, under
the same operating conditions.
Throughout the literature, several self-interference cancellation mechanisms have been pro-
posed. Self-interference cancellation mechanisms can be divided into two main categories: (i)
passive suppression, and (ii) active cancellation. In passive suppression, the self-interference sig-
nal is suppressed in the propagation domain before it goes through the receiver circuitry. Passive
suppression could be achieved using antenna separation and/or shielding [1], [3], directional
antennas [6], [7], or careful antenna placement [4]. In active cancellation schemes [2], [3], the
self-interference signal is canceled by leveraging the fact that the transceiver knows the signal it
is transmitting. Active cancellation schemes can be divided into digital and analog cancellation
based on the signal domain (digital-domain or analog-domain) where the self-interference is
actively canceled.
In addition to spectral efficiency improvement, several other advantages of full-duplex commu-
nication have been investigated in the literature. More specifically, in a cognitive radio context [7],
[9], full-duplex communication could be used to avoid interfering to the primary users, by
enabling simultaneous transmit and spectrum sensing at the secondary users. Full-duplex com-
munication could also be used to eliminate the hidden terminal problem in wireless networks [5].
Full-duplex relaying is another application for full-duplex communication node [10]-[12].
In this paper, we consider the problem of bidirectional full-duplex transmission under both
passive suppression and active cancellation schemes for the following results.
First, we derive the full-duplex rate gain region under different operating conditions. We
4define the rate gain region as the region of received signal-of-interest strength at which full-
duplex systems outperform half-duplex systems in terms of achievable rate. Our key contribution
is a closed-form piecewise linear approximation, in the log-domain, for the rate gain region
under analog and digital self-interference cancellation schemes. In the log-domain means that
the relation is between the logarithm of the variables, e.g. a linear relation between y and x in the
log-domain means that log(y) = log(x) + log(constant). The piecewise linear approximation
allows us to develop valuable insights in the behavior of full-duplex systems under different
operating conditions. Second, we identify the dominant noise components that limit system
performance for both analog and digital self-interference cancellation schemes.
Third, we investigate the possible design tradeoffs involved in full-duplex system design. The
results show that, the rate gain region is inversely proportional to the transmit power, i.e. reducing
the transmit power makes full-duplex systems more likely to outperform half-duplex systems,
which is consistent with the results in [11]. Despite dealing with different system architecture
(relay systems), the work in [11] show that, as the signal-to-noise ratio decreases (i.e. lower
transmit power), full-duplex relay is more likely to outperform half-duplex relay in terms of
outage probability.
Finally, the paper concludes with a design example, where we quantify the design requirements
to enable full-duplex transmission with rate gains as compared to half-duplex transmission. The
results show that, for typical indoor environments, a −60dBc in-band phase noise combined with
40dB passive suppression could achieve a full-duplex rate of ∼1.2x to ∼1.4x times that of half-
duplex systems. Although the results show a considerable improvement in the system achievable
rate, it also highlights the design challenges represented by the strong passive self-interference
suppression and the low-noise restrictions.
5We note that the choice of impairments to model, and the accuracy with which they are
modeled has a significant impact on the overall model reliability. For example, the models
presented in [1], [2], [7] account for the transmitter phase noise and the receiver thermal noise.
However, under certain conditions, other noise factors dominate performance. For instance, for
large self-interference signal power, the ADC quantization noise becomes a performance limiting
factor, especially when the number of ADC bits are small. Furthermore, the LNA is forced to
operate in a lower gain region, which implies that the overall noise figure is no longer dominated
by the LNA noise figure, but rather it becomes important to distinguish noise sources and
dependencies. Another work in [13] develops a signal model for a full-duplex multi-input multi-
output system combining all radio impairments together in one system parameter. The proposed
approach in [12], [13] simplifies system analysis but results in a loss of modeling fidelity since
it becomes difficult to associate specific components with performance loss.
The remainder of this paper is organized as follows. In Section II, the signal model is presented.
The rate gain region is derived in Section III. System behavior and design tradeoffs are discussed
in Section IV. Section V presents the numerical results. And finally, section VI presents the
conclusion.
II. SIGNAL MODEL
In this section, we describe the signal models for both half and full-duplex narrowband
systems. As illustrated in Figures 1 and 2, node A and B are separated by distance D meter, and
communicating in a full-duplex manner. For conceptual clarity, we have depicted the transmit
antenna separate from the receive antenna in Figures 1 and 2. However, our model and subsequent
analysis applies to circulator-based systems which use only one antenna for both transmission
6and reception. At the transmitter side, the signal is modulated and then up-converted to the
carrier frequency fc, the oscillator at the transmitter side is assumed to have a random phase
error represented by φt(t). The signal is then amplified by the transmitter power amplifier.
At the receiver side, the incoming signal level is appropriately adjusted using the LNA which is
controlled by the automatic gain control block. The signal is then down-converted from the carrier
frequency, the down-conversion mixer is assumed to have a random phase error represented by
φr(t). The down-converted signal is then quantized using an m-bits ADC.
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Fig. 1. Single-input single-output full-duplex system.
For simplicity and without loss of generality, we consider the signal at node A, where, due
to hardware symmetry, the same analysis applies to node B. According to the described model,
the received signal without self-interference cancellation can be written as
y[n] =
(√
LAxA[n]hAA[n]e
iφtA[n] +
√
LBxB[n]hBA[n]e
iφtB [n]
)
eiφ
r
A[n] + z[n] + q[n], (1)
where xA, xB are the transmitted signal from node A and B, hAA, hBA are the self-interference
and signal-of-interest channels respectively, LA, LB are the propagation losses due to the antenna
isolation at the same node and the distance between the two communicating nodes respectively,
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Fig. 2. Detailed block diagram of a full-duplex transceiver with analog or digital self-interference cancellation.
φti, φ
r
i , i ∈ [A,B] are the carrier phase error at the transmitter and receiver side of node i, z
is the receiver noise, and q ∼ U(0, 1
2m−1 ) is the uniformly distributed ADC quantization noise,
where m is the number of ADC bits.
The receiver noise, z[n], represents the additive noise inherent in the receiver circuits, and
specified by the circuit noise figure. The overall receiver noise power can be calculated as [14]
Pz = PthNf = Pth
(
Nl +
Nm − 1
α2
)
, (2)
where Nf is the overall receiver noise figure, Nl is the LNA noise figure, Nm is the mixer
noise figure, Pth is the thermal noise power in a 50ohm source resistance, and α2 is the LNA
power gain. The ADC quantization noise is a uniformly distributed noise introduced by the ADC
due to the signal quantization. For an m bits ADC, the total ADC quantization noise power is
calculated in terms of the LNA power gain as [15]
Pq =
1
α2
1
12· 22m−2 =
σ2q
α2
, (3)
8where σ2q =
1
12·22m−2 is the quantization noise variance.
In a full-duplex system, digital or analog self-interference cancellation scheme is used to
mitigate the self-interference signal. Both digital and analog cancellation require the knowledge
of the transmitted signal and the self-interference channel. In our analysis, the channel is assumed
to be frequency-flat fading channel, and the channel state information for all transmitter-receiver
links are assumed to be perfectly known at the receiver side.
The main difference between digital and analog canceler is the signal domain, digital or analog
domain, where the self-interference signal is cancelled. In digital cancellation scheme, the inter-
ference signal is eliminated in the digital domain after the received signal goes through the radio
section, which forces the LNA to operate at low gain modes. However, in analog cancellation
scheme, the base-band self-interference signal is up-converted to the carrier frequency and then
subtracted from the received signal in the analog domain. The elimination of the self-interference
signal in the analog domain, before the received signal goes through the LNA, allows the LNA
to operate at higher gain than in digital cancellation scheme.
A. Digital cancellation scheme
In digital cancellation scheme, with the knowledge of the interference channel, the self-
interference cancellation is done by subtracting the signal
√
LAxA[n]hAA[n] from the received
signal in the digital domain. After digital self-interference cancellation the remaining signal can
be written as
y[n] =
√
LAxA[n]hAA[n]
(
ei(φ
t
A[n]+φ
r
A[n]) − 1
)
+
√
LBxB[n]hBA[n]e
i(φtB [n]+φ
r
A[n]) + z[n] + q[n].
(4)
9Using the approximation of eiφ ∼= 1 + iφ for φ 1, Equation (4) can be written as
y[n] =
√
LAxA[n]hAA[n]
(
iφtA[n] + iφ
r
A[n]
)
+
√
LBxB[n]hBA[n]
(
1 + iφtB[n] + iφ
r
A[n]
)
+z[n]+q[n].
(5)
The resulting full-duplex Signal-to-Interference plus Noise Ratio (SINR) for digital cancella-
tion scheme can be written as
SINRFDDC =
PxLB|hBA|2
Pφ,A + Pφ,B + Pz,DC + Pq,DC
, (6)
where acronyms DC and FD refers to digital cancellation and full-duplex, respectively. Further,
Px = E{|xA|2} = E{|xB|2} is the transmitted signal power, E{} denotes expectation process,
and Pφ,A, Pφ,B are the self-interference and signal-of-interest phase noise power calculated as
Pφ,A = PxLA|hAA|2
(
µtA + µ
r
A
)
= PxLA|hAA|2µ, (7)
Pφ,B = PxLB|hBA|2
(
µtB + µ
r
A
)
= PxLB|hBA|2µ, (8)
where µti, µ
r
i , i ∈ [A,B] are the total transmitter and receiver normalized phase noise power. In
this paper we assume that node A and B are hardware symmetrical. Therefore, the statistics of the
transmitter phase noise are identical, thus µtA = µ
t
B. The total phase noise power (µ
j
i , i ∈ [A,B],
j ∈ [t, r]) is calculated by integrating the power spectral density (PSD) of the corresponding
phase noise process (φji ) over the system’s bandwidth. Generally, the PSD is a design dependent
parameter that depends on the architecture and design parameters of the used phase-locked loop
(PLL). Approximated expressions of the phase noise’s PSD for different PLL designs could be
obtained [16]. However, precise phase noise PSD is usually obtained through measurements of
a fabricated tuner involving a PLL.
10
The receiver and quantization noise power for digital cancellation scheme (Pz,DC, Pq,DC) are
calculated in terms of the LNA power gain as in (2) and (3). The LNA power gain is calculated
by the variable gain amplifier circuit in terms of the received signal power at the LNA input as
α2DC =
1
PxLA|hAA|2 + PxLB|hBA|2 . (9)
Define the instantaneous received signal strength (RSSI) for the self-interference and signal-of-
interest respectively as RSSIA = PxLA|hAA|2, RSSIB = PxLB|hBA|2, then using (2), (3), (7), (8)
and (9) in (6), we get
SINRFDDC =
RSSIB
ηRSSIA + ηRSSIB + ζ
, (10)
where
η = µ+ σ2q + PthNm − Pth, (11)
ζ = PthNl. (12)
The parameter ζ can be described as the system noise power floor that does not depend on
the incoming signal power. On the other hand, the parameter η represents the signal power
dependent noise component.
B. Analog cancellation scheme
In some of the active analog cancellation schemes, the self-interference cancellation is done
by subtracting the up-converted self-interference signal from the received signal in the analog
domain, before the received signal goes through the LNA [3]. The residual signal after analog
self-interference cancellation can be written as
y[n] =
√
LAxA[n]hAA[n]
(
eiφ
t
A[n] − eiφrA[n]
)
eiφ
r
A[n]+
√
LBxB[n]hBA[n] e
iφtB [n]eiφ
r
A[n]+z[n]+q[n].
(13)
11
Using the approximation of eiφ ∼= 1 + iφ for φ 1 and collecting terms, Equation (13) can be
written as
y[n] =
√
LAxA[n]hAA[n]
(
iφtA[n]− iφrA[n]
)
+
√
LBxB[n]hBA[n]
(
1 + iφtB[n] + iφ
r
A[n]
)
+z[n]+q[n].
(14)
The resulting SINR for analog cancellation scheme can be written as
SINRFDAC =
PxLB|hBA|2
Pφ,A + Pφ,B + Pz,AC + Pq,AC
, (15)
where the acronym AC refers to analog cancellation.
Comparing (6) and (15), it has to be noticed that the only difference between the SINR in
digital and analog cancellation schemes is the value of the receiver and quantization noise power.
Generally, the receiver and quantization noise power are inversely proportional to the LNA power
gain (review (2) and (3)). In analog cancellation scheme the self-interference signal is eliminated
before the signal goes through the LNA, which forces the LNA to operate at high gain mode,
and thus reducing the receiver and quantization noise power. The LNA power gain for analog
cancelation scheme is calculated as
α2AC =
1
PxLB|hBA|2 . (16)
Substituting from (2), (3), (7), (8), and (16) in (15) we get
SINRFDAC =
RSSIB
µRSSIA + ηRSSIB + ζ
. (17)
Equation (10), (17) describes the full-duplex system SINR for both digital and analog cancel-
lation schemes. In our analysis, we compare full-duplex system performance against half-duplex
system performance. Half-duplex transmission can be considered a special case of the full-duplex
transmission, where the received self-interference signal power is equal to zero and the temporal
12
resources are divided between the two nodes. To maintain a fair comparison, the transmitted
power is doubled in the case of half-duplex transmission since only one node is transmitting at
a time. Accordingly the half-duplex system Signal-to-Noise Ratio (SNR) can be written as
SNRHD =
2RSSIB
2ηRSSIB + ζ
. (18)
III. RATE GAIN REGION FOR DIGITAL AND ANALOG CANCELLATION SCHEMES
In this section, we derive the full-duplex rate gain region for both digital and analog cancella-
tion schemes. Rate gain region is defined as the region of received signal-of-interest strength at
which full-duplex system achieves rate gain over half-duplex system. Deriving the rate gain region
allows for straightforward exploration of the conditions at which full-duplex systems outperform
half-duplex counterparts. The rate gain region can be obtained by solving the following inequality
RFD > RHD, (19)
where RFD ,RHD are the full-duplex and half-duplex system achievable rates respectively.
Generally, deriving the rate gain region of a full-duplex system depends on how it is defined.
For example, the rate gain region could be defined as the region in which the full-duplex sum
rate is greater than the half-duplex sum rate (i.e. RFDA→B + R
FD
B→A > R
HD
A→B + R
HD
B→A). Although
this is the general definition, there might be a scenario where the full-duplex sum rate is better
than the half-duplex sum rate, while one of the two communication links has smaller full-duplex
rate than its half-duplex rate (i.e. RFDA→B + R
FD
B→A > R
HD
A→B + R
HD
B→A, while R
FD
A→B < R
HD
A→B). In
this case, one node has to sacrifice part of its rate, which might not be practical especially in
symmetric communication scenarios. Another conservative definition for the rate gain region, is
the region in which the full-duplex rate for each communication link is greater than its half-
13
duplex rate (i.e. RFDA→B > R
HD
A→B and R
FD
B→A > R
HD
B→A). In this case the full-duplex sum rate is
guaranteed to be greater than the half-duplex sum rate.
In this paper we analyze the rate gain region based on the second definition, i.e. the rate
gain region is defined as the region in which the full-duplex rate for each communication link
is greater than its half-duplex rate. Defining the rate gain region that way makes the analysis
applicable for other full-duplex systems’ architectures such as in [6], [10], [11], where only one
node (base-station or relay node) is operating in full-duplex mode and communicating with two
half-duplex nodes. Accordingly, we derive the rate gain region for one of the two communicating
nodes, and the same results apply to the other node, but with different parameters’ values. The
per-direction achievable rates at node A is calculated as
RFD = log2
(
1 + SINRFD
)
, (20)
RHD =
1
2
log2
(
1 + SNRHD
)
. (21)
The factor of 1
2
is due to the fact that node A and B are sharing the available temporal resources.
Substitute from (20) and (21) in (19) we get
log2
(
1 + SINRFD
)
>
1
2
log2
(
1 + SNRHD
)
. (22)
Equation (19) could be reduced to
(
1 + SINRFD
)2
>
(
1 + SNRHD
)
, (23)
then (
SINRFD
)2
+ 2SINRFD > SNRHD. (24)
In the following analysis, Equation (24) along with the signal model presented in Section II are
used to derive the rate gain region for both digital and analog cancellation schemes.
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A. Rate gain region for digital cancellation scheme
Substituting from (10), and (18) in (24) we get(
RSSIB
ηRSSIA + ηRSSIB + ζ
)2
+
2RSSIB
ηRSSIA + ηRSSIB + ζ
>
2RSSIB
2ηRSSIB + ζ
. (25)
Collecting terms and putting (25) in the form of a 2nd order inequality we get
a(RSSIB)
2 + bRSSIB + c > 0, (26)
where
a = η(η + 1), b = ζ(η +
1
2
), c = −ηRSSIA(ηRSSIA + ζ). (27)
Knowing that RSSI is always a positive quantity and noting that c is always negative, the rate
gain region for digital cancellation scheme can be written as
RSSIB > RSSIB,min, (28)
where
RSSIB,min =
−b+√b2 − 4ac
2a
. (29)
Equation (29) describes the rate gain region in terms of all system parameters and radio
impairments. However, due to the complexity of the formula in (29), it is difficult to gain
insights into system behavior under different operation conditions without resorting to numerical
simulations. In the following analysis we try to simplify the relation in (29) by deriving a
piecewise linear, in the log-domain, approximation for the rate gain region. The results in Figure 3
show that based on the received self-interference signal strength, there are three distinct regions
where the linear trend can be observed. Further, it also shows that the region boundaries are
not fixed but change with system parameters. In the following analysis, the piecewise linear
15
approximation is derived by solving (29) under different operation regimes based on the self-
interference signal strength.
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Fig. 3. Rate gain region for digital cancellation scheme.
1) Strong self-interference regime: In this case the received self-interference signal strength
is assumed to be strong enough such that the noise introduced due to the presence of the self-
interference signal (ηRSSIA) is higher than the receiver noise floor i.e. ηRSSIA > ζ or RSSIA > ζη .
Moreover, η is a combination of phase, receiver, and quantization noises; in practical fabricated
circuits, all of these noise components are typically  1 (see [17], and [18])1. Accordingly,
1based on the data sheets’ numbers in [17], [18], the total inband phase noise µ in a 1MHz bandwidth is ∼ −40dB, the
total ADC quantization noise σ2q=-77dB, and the mixer noise figure Nm=10dB. By substituting in (11) we get η '39.9dB (i.e.
∼ 1e−4) which is  1
16
assuming that RSSIA > ζη , and η  1, Equation (27) can be approximated to
a ∼= η, b ∼= ζ
2
, c ∼= −(ηRSSIA)2. (30)
Substituting from (30) in (29), we get
RSSIB,min ∼=
−ζ
2
+
√
ζ2
4
+ 4η3RSSI2A
2η
. (31)
First, we study the case where 4η3RSSI2A >
ζ2
4
i.e. RSSIA > ζ4η√η . Using Taylor expansion of
(1 + x)
1
2 ∼= 1 + 12x when x < 1, Equation (31) can be approximated as
RSSIB,min ∼=
− ζ
2
+ 2η
√
ηRSSIA
√
1 + ζ
2
16η3RSSI2A
2η
∼=
− ζ
2
+ 2η
√
ηRSSIA +
ζ2
16η
√
ηRSSIA
2η
. (32)
Using the case condition RSSIA > ζ4η√η , equation (32) can be approximated as
RSSIB,min ∼= ηRSSIA√
η
. (33)
Now, considering the opposite case where 4η3RSSI2A <
ζ2
4
i.e. RSSIA < ζ4η√η , Equation (31)
can be approximated as
RSSIB,min ∼=
− ζ
2
+ ζ
2
√
1 +
16η3RSSI2A
ζ2
2η
∼= 2η
2RSSI2A
ζ
, (34)
where ζ
η
< RSSIA <
ζ
4η
√
η
.
2) Weak self-interference regime: In this case the received self-interference signal strength
is assumed to be weak enough such that the noise introduced due to the presence of the self-
interference signal (ηRSSIA) is lower than the receiver noise floor i.e. ηRSSIA < ζ or RSSIA < ζη .
Assuming that RSSIA < ζη , and η  1, Equation (27) can be approximated to
a ∼= η, b ∼= ζ
2
, c ∼= −ζηRSSIA. (35)
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Substituting from (35) in (29), we get
RSSIB,min ∼=
− ζ
2
+
√
ζ2
4
+ 4ζη2RSSIA
2η
. (36)
For additional simplification, first, assume that 4ζη2RSSIA > ζ
2
4
i.e. RSSIA > ζ16η2 . Knowing that
typically η  1, this condition contradicts the weak self-interference condition above, and thus
4ζη2RSSIA should be < ζ
2
4
. Accordingly, equation (36) can be approximated as
RSSIB,min ∼=
− ζ
2
+ ζ
2
√
1 + 16η
2RSSIA
ζ
2η
∼= 2ηRSSIA, (37)
where RSSIA < min( ζη ,
ζ
16η2
). Since η  1 for practical systems, it can be assumed that 16η2 < η.
Therefore, the condition for this operation regime is RSSIA < ζη
As a conclusion, using (33), (34), and (37), the simplified rate gain region for digital cancel-
lation scheme can be written as
RSSIB,min ∼=

ηRSSIA√
η
, RSSIA ≥ ζ4η√η ,
2η2RSSI2A
ζ
, ζ
η
≤ RSSIA < ζ4η√η ,
2ηRSSIA , RSSIA < ζη .
(38)
B. Rate gain region for analog cancellation scheme
Due to the similarity of the SINR relations in both digital and analog cancellation schemes,
the rate gain region for analog cancellation acheme can be derived following the same steps as in
Section III-A above by using Equation (17) instead of (10). Thus, for simplicity, we present the
final results without going into derivation details. Equation (39) describes the piecewise linear
18
approximation for the rate gain region in analog cancellation scheme.
RSSIB,min ∼=

µRSSIA√
η
, RSSIA ≥ ζ4µ√µ ,
2µ2RSSI2A
ζ
, ζ
η
≤ RSSIA < ζ4µ√µ ,
2µRSSIA , RSSIA < ζµ .
(39)
Using (38) and (39), one can straightforwardly predict the region where full-duplex systems
outperform half-duplex systems for any given combination of system parameters and operating
conditions. The accuracy of the approximated rate gain region described by (38) and (39) is
confirmed by comparing it to the un-approximated rate gain region at different system parameters.
Furthermore, the accuracy of the analysis is verified by comparing both the approximated and the
un-approximated rate gain regions to the simulation results. The comparison results are shown
in Figures 4. It is clear that the results from simulation closely match the un-approximated
analysis, which validates the accuracy of the analysis. In addition, the results also show that
the approximated rate gain region is an excellent fit to the un-approximated one except at the
transition between different operation regions where a small error (0 - 3dBm) exists.
IV. KEY OBSERVATIONS AND DESIGN TRADEOFFS
In this section, we highlight several key observations regarding full-duplex system behaviour
under analog and digital self-interference cancellation schemes.
Observation 1: Analog cancellation reduces the effect of both mixer and quantization noise.
According to (38) and (39), the rate gain region for the digital cancellation scheme depends on
the combined noise power associated with the self-interference signal (ηRSSIA) which consists
of all noise components. However, in the analog cancellation scheme, the rate gain region only
depends on the phase noise power (µRSSIA). This observation implies that using the analog
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Fig. 4. Comparison between simulation and analytical results for digital and analog cancellation scheme.
cancellation scheme reduces the effect of all noise components except phase noise. The reason
is that analog cancellation eliminates most of the self-interference power at the LNA input
allowing it to operate at a high gain mode, and thus reducing the effect of both mixer and
quantization noise (review (2) and (3)). On the other hand, changing the LNA gain does not
affect the phase noise associated with the incoming self-interference signal.
Observation 2: Analog cancellation is most useful for low phase noise systems. As a con-
sequence of the previous observation, when phase noise dominates other noise components
(i.e. µ  σ2q + PthNm, and therefore η ∼= µ), the rate gain region will be identical for both
digital and analog cancellation schemes. On the other hand, if µ  σ2q + PthNm (i.e. either
quantization or mixer noise dominates), the analog cancellation scheme outperforms the digital
cancellation scheme. Therefore, the advantage of using analog cancellation is evident only when
20
either quantization or mixer noise dominates the phase noise. Accordingly, in high phase noise
systems, performing analog cancellation requires additional hardware complexity [3] without
achieving performance gain over digital cancellation scheme.
Looking at Observations 1 and 2 one can conclude that current full-duplex systems are limited
by the oscillator phase noise. From a noise perspective, the results in (38) and (39) shows that,
for analog cancellation scheme, the rate gain region is limited by the total phase noise µ. While,
for digital cancellation scheme, the rate gain region is limited by the combined noise parameter
η, which consists of all phase, quantization, and mixer noise. Therefore, the system bottleneck
for analog cancellation scheme is the phase noise.
On the other hand, in the digital cancellation scheme, the bottleneck is the dominant compo-
nent of phase, quantization, and mixer noise. Typically, in today’s wireless technology, down-
conversion mixer’s noise figure is ∼10dB [18] resulting in a normalized mixer noise power
(PthNm) of −104dBm in a 1MHz bandwidth. Further, assuming a 12 bits ADC is used, the
resulting normalized quantization noise power is ∼ −77dBm. However, the in-band oscillator
phase noise is usually much higher than those values, for example, the 2.4GHz oscillators in [19]
has an total in-band phase noise of −50dBc in a 1MHz bandwidth. Thus the in-band oscillator
phase noise dominates other noise components, and is considered the bottleneck for current
full-duplex systems with either analog or digital cancellation schemes.
Observation 3: Significant performance improvement requires both passive suppression and
hardware enhancement. According to (38) and (39), improving the rate gain region could be
achieved through one/both of two main techniques, i) reducing the received self-interference
signal strength and/or ii) improving analog circuits to reduce noise. Each technique has tradeoffs
that might limit its applicability and practicality. For example, one way to reduce self-interference
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RSSI is to passively suppress the self-interference in the spatial domain before it is processed by
the receiver radio-frequency section. However, passive self-interference suppression schemes (e.g.
antenna separation [3], antenna cancellation [4], and antenna directionality [7]) usually have a
limited mitigation capability. The second improvement technique is to reduce the noise introduced
by the analog front-end through either technology, device or architectural innovations. From a
practical viewpoint, noise reduction in analog circuits is very challenging, and the improvement
could be very limited. Therefore, achieving wide rate gain region require a hybrid approach that
combines contributions from both techniques.
The first tradeoff: Increasing the rate gain region at the cost of hardware complexity. According
to observation 1 and 2, in some cases when either mixer or quantization noise dominates the
phase noise, performing analog cancellation reduces the noise effect and improves the overall
system performance. However, this performance enhancement comes at the cost of additional
hardware required to perform analog cancellation [3], [5].
The second tradeoff: Increasing the rate gain region by reducing the transmission range.
According to (38) and (39), reducing the received self-interference signal strength increases
the rate gain region. One way to reduce self-interference RSSI is to reduce the transmitted
signal power. However, reducing the transmit power also reduces the signal-of-interest power
at the desired node, which in effect reduces the transmission range. From a practical point of
view, improving the rate gain region by trading the transmission range might be beneficial for
short range applications or for applications where symmetrical transmit and receive rates are not
necessary.
The third tradeoff: Increasing the passive suppression to allow for higher noise levels. Equa-
tion (38) and (39) show that for same design target (rate gain region), there exists a tradeoff
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between noise reduction and passive self-interference suppression. In other words, additional
passive self-interference suppression allows for having higher noise values while maintaining the
same performance and vice versa. For example, for analog cancellation scheme, Equation (39)
shows that there is a linear relation (in the log-domain) with a slope of one between the self-
interference RSSI and the phase noise required to achieve certain performance. Accordingly, an
xdB additional passive self-interference suppression allows the phase noise to be higher by the
same x amount while achieving the same performance.
V. NUMERICAL RESULTS
In this section we numerically investigate the full-duplex system performance, design tradeoffs,
and rate gain region for practical indoor applications. First, we use the rate gain region to
investigate the design requirements to enable full-duplex transmission with rate gains as compared
to half-duplex transmission. Then, we characterize the rate gain that could be achieved by using
full-duplex instead of half-duplex as a communication scheme. In this analysis, the cluster-based
channel model introduced in [20] is used to model the wireless channel. The signal-of-interest
and self-interference channel Rician factors are chosen according to the experimental results
presented in [21] to be 0dB and 35dB respectively. The propagation loss (in units of dB) is
assumed to follow the log-normal model with shadowing effect, and can be written as [22]
L = −K + 10 r log(d) +Xσ, (40)
where K = 10log( λ
4pi
)2 and λ is the carrier wavelength, r is the propagation loss exponent, d is
the distance traveled by the signal, and X ∼ N (0, σ2) represents the shadowing effect. According
to the empirical results in [22] r ∼= 2.5, and σ ∼= 3.5dB for practical indoor environments with
LOS component. System parameters are chosen to reflect industry standard chipsets [17], [18]
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operating in the ISM band as follows: the carrier frequency fc =2.4GHz, system BW =1MHz,
LNA noise figure Nl =4dB, mixer noise figure Nm =10dB, and number of ADC bits m =12bits.
A. Design requirements for feasible full-duplex transmission
Achieving higher full-duplex rate gain over larger range requires full-duplex systems to have
a wide rate gain region such that the received signal strength falls within the rate gain region.
According to (38) and (39), the full-duplex rate gain region is mainly controlled by the system
noise level and the received self-interference signal strength. The received self-interference
signal strength could be written as a multiplication of the transmit power and the passive self-
interference suppression as RSSIA = PxC, where C is the passive self-interference suppression
due to antenna separation and/or other passive suppression techniques. The rate gain region
becomes a function of three main parameters: the noise level, the transmit power, and the passive
suppression. In fact, to achieve a certain rate gain region, different combinations could be used.
As a design example, we quantify the requirements for full-duplex systems to achieve better
rate than half-duplex systems in practical indoor applications such as Bluetooth. According to
the experimental results in [23], the average received signal strength for typical Bluetooth signal
is in the range of −65dBm to −80dBm. Therefore, choosing a design target of RSSIB,min =
−80dBm guarantees that most of the incoming signal power in such application falls within the
rate gain region. Figure 5 shows the combination of the total phase noise (µ), transmit power,
and passive suppression required to achieve −80dBm rate gain region for both analog and digital
cancellation schemes.
The results illustrate the tradeoffs discussed in Section IV. It shows that at high phase noise
values (when phase noise dominates other noises), analog and digital cancellation schemes
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Fig. 5. Requirements on phase noise level and passive self-interference suppression for rate gain region of −80dBm in case
of analog and digital cancellation schemes.
achieve the same performance. While at low phase noise values, the analog cancellation scheme
outperforms the digital cancellation scheme. For example, at phase noise of −85dB and transmit
power of 10dBm, the analog cancellation scheme requires 8dB less passive suppression than
digital cancellation. The results also show the tradeoff between the transmit power, the system
noise, and the passive suppression. The exact relation between the three parameters could be
derived using (38), (39) along with the assumed system parameters at the beginning of this
section. It can be shown that for a rate gain region of −80dBm, the relation between the
transmit power, the noise level and the amount of passive suppression for both digital and
analog cancellation schemes respectively can be written as
Px + η + C = −96.5, (41)
Px + µ+ C = −96.5, (42)
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where all parameters are in dB units. Equation (41) and (42) show that the transmit power, the
noise level and the passive suppression could be traded with each other to achieve the same
design target. For example, we can trade some additional passive suppression (that could be
achieved by increasing the antenna separation implying larger device sizes) with more transmit
power (i.e. more transmission range) or having higher noise (i.e. less hardware complexity).
We could also lower the transmit power (i.e. less transmission range) while trading the passive
suppression (i.e. smaller devices) and the noise level.
To better articulate these observations, we consider the example of Bluetooth system as a
practical application and study different design tradeoffs. The three Bluetooth system’s classes
are considered in this analysis [24]. The Bluetooth application is operating in the 2.4GHz band,
thus the oscillator in [19], which has a ∼ −50dBc total in-band phase noise (µ) is assumed.
In class-3 Bluetooth systems, the transmit power is 0dBm and achieves ∼1 meters transmission
range. Substituting in (42), we find that a ∼46dB passive self-interference suppression is required
to achieve −80dBm rate gain region. For wider transmission range (e.g. ∼10 meters), class-2
Bluetooth could be used. However, the transmit power in this case is 4dBm, which means 4dB
more passive suppression is required. In class-1 Bluetooth systems, a much wider transmission
range of ∼100 meters could be achieved at transmit power of 20dBm. However, in this case,
a ∼66dB passive suppression is required. This example illustrates the tradeoff between the
transmission range and the amount of suppression cancellation using an example of current
radio circuits. However, a possible means to avoid the aggressive requirements on the amount
of passive suppression is to trade it with the oscillator phase noise. According to (42), each
xdB reduction in the oscillator in-band phase noise reduces the requirements on the passive
suppression by the same amount, thus promoting aggressive in-band noise reduction techniques
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for oscillator circuits.
B. Achievable Rate gain
Another important aspect to investigate is the improvement in spectral efficiency when full-
duplex transmission is employed by evaluating the achievable rate gain at different signal-of-
interest RSSI values. Figure 6 shows the achievable rate for both full-duplex and half-duplex
systems at different passive self-interference suppression amounts with transmit power of 0dBm
and 20dBm. The results show that, at 0dBm transmit power, a total of 40dB passive self-
interference suppression could achieve −87dBm rate gain region, while achieving a rate of
∼1.2x and ∼1.4x times the half-duplex rate at −80dBm and −70dBm signal-of-interest strengths
respectively, which is considered a significant improvement in the system throughput. The results
also show that, at 20dBm transmit power, the full-duplex system requires 20dB more passive
suppression to achieve the same performance as the case of 0dBm transmit power, which is
consistent with the results in (42).
On the other hand, the half-duplex rate is identical in both simulation cases. The reason is that,
half-duplex system’s performance depends on the received signal-of-interest strength, which is
the same in both simulation cases. In this specific simulation, in order to keep the same received
signal-of-interest strength, the transmission range (distance between the two communicating
nodes) is increased along with the increase of the transmit power.
Figure 6 implicitly show that, increasing the transmit power worsens the full-duplex system
performance. In the following simulation, we numerically investigate the effect of changing the
transmit power (while keeping constant distance(D) between the two communicating nodes) on
both full-duplex and half-duplex system’s performance. Figure 7 shows the full-duplex and half-
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Fig. 6. Achievable rate for full-duplex and half-duplex systems with total phase noise µ=−60dB, and transmit power of 0dBm
and 20dBm.
duplex achievable rate at different transmit power values. The results show that, the full-duplex
rate gain decreases with the increase of the transmit power, which implies that, for a given
distance D, lowering the transmit power makes full-duplex systems more likely to outperform
half-duplex systems. This conclusion consists with the second tradeoff discussed in section IV.
The results also show that, as the transmit power increases the full-duplex rate increases until it
reaches a saturation point. The reason is that, as the transmit power increases, the received self-
interference signal strength increases, and the full-duplex SINR starts to be totally limited by the
un-cancelled self-interference power (ηRSSIA). At this point, increasing the transmit power will
increase both signal-of-interest and un-cancelled self-interference power with the same amount,
keeping the SINR constant.
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Fig. 7. Achievable rate for full-duplex and half-duplex systems at different transmit power values, with total phase noise
µ=−60dB, and distance D = 50 meters between the two communicating nodes.
VI. CONCLUSION
In this paper we introduced a signal model for single input single output narrowband full-
duplex system by modeling different transmitter and receiver radio impairments. More specifi-
cally, transmitter and receiver phase noise, LNA noise figure, mixer noise figure, and analog-to-
digital converter quantization noise. The signal model is used to analytically derive a piecewise
linear, in the log domain, approximation for the rate gain region in terms of all system parameters
as well as radio impairments under both analog and digital self-interference cancellation schemes.
A study of full duplex system behaviour under different operation conditions is presented
illustrating the system design space and possible tradeoffs. Finally, we numerically investigate the
design requirements to enable full-duplex transmission with rate gains as compared to half-duplex
transmission in typical indoor environments. The results show that, for short range applications
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such as class-3 Bluetooth, a −60dBc in-band phase noise combined with 40dB passive self-
interference suppression could achieve a rate of ∼1.2x to ∼1.4x times that of half-duplex systems.
On the other hand, for longer range applications such as class-1 Bluetooth, −70dB in-band phase
noise combined with 50dB passive self-interference suppression is required to achieve the same
rate gain.
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