Abstract. In this paper we present some results on the controllability of the Schrödinger equation. We first discuss the controllability of the linear equation with a control distributed along a subdomain or subset of the boundary of the domain where the equation holds. We also analyze some possible extensions to semilinear equations in which the nonlinearity involves the state equation but the control enters linearly in the system. Finally we study the model bilinear control problem arising in Quantum Chemistry and some issues related with the numerical approximation of the controls.
Introduction and problem formulation
In this article we report on some existing results on the controllability of Schrödinger equations. This has been a topic of research in which very intensive work has been done by many authors in the last fifteen years.
To fix ideas, let Ω be a bounded, smooth domain of R n and let us consider the controlled linear Schrödinger equation:
(1.1)    iy t = ∆y + vχ ω in Ω × (0, T ), y = 0 on ∂Ω × (0, T ), y(x, 0) = y 0 (x) in Ω.
Here y = y(x, t) is the state and v = v(x, t) is the control. Both are complex valued functions. The control is localized on the subdomain ω of Ω through χ ω , the characteristic function of the set ω.
System (1.1) is well-posed in L 2 (Ω), with controls in L 2 (ω × (0, T )). Indeed, for all y 0 ∈ L 2 (Ω) and v ∈ L 2 (ω × (0, T )) there exists an unique solution y ∈ C [0, T ]; L 2 (Ω) of (1.1). Here and in the sequel L 2 (Ω) and all other function spaces refer to spaces of complex-valued functions. The control problem we shall address can be, roughly, formulated as follows: To which extent can the solution y of (1.1) be perturbed by the action of the control v at a given final time t = T in order to reach a given final target?
There are several ways of formulating this problem in a rigorous way. First of all, it can be formulated as an Optimal Control problem. To do that one fixes the final control time T , the target y 1 ∈ L 2 (Ω), a positive number k > 0 and considers the functional
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The following minimization problem then arises naturally:
v∈L 2 (ω×(0,T ))
Minimizing J k introduces a compromise between achieving the goal of forcing the state y(T ) to approximate the target y 1 and penalizing the tendency of the control v to get too large. The penalty parameter k allows regulating that compromise. Obviously, letting k → 0, one relaxes the constraint on the size of the control, while, when k → ∞, one is relaxing the control requirement of making the state to get close to the target y 1 .
It is easy to see that the minimum of J k is achieved at a unique minimizer v k ∈ L 2 (ω × (0, T )). For, it is sufficient to observe that J k is continuous, convex and trivially coercive from L 2 (ω × (0, T )) to R. However, when simply minimizing J k , one does not answer to the following more quantitative version of the problem. What is the choice of the parameter k that guarantees that the state y k (T ) associated to the optimal control v k is, at most, at a given distance from the target y 1 ? Does this choice of k actually exist? If yes, once k is chosen, what is the size of the corresponding control v k ?
In order to get more precise answers to these questions it is natural to look closer to the control problem by analyzing the controllability property. The Schrödinger equation is an infinite-dimensional, conservative, dynamical system and, accordingly, there are two different notions of controllability that should be distinguished:
• Approximate controllability. System (1.1) is said to be approximately controllable in time T if the set of reachable states starting from any y 0 ∈ L 2 (Ω), when v ranges on L 2 (ω × (0, T )), is dense in the state space L 2 (Ω). In other words if, for any y 0 , y 1 ∈ L 2 (Ω) and ε > 0 there exists v ∈ L 2 (ω × (0, T )) such that the solution y of (1.1) satisfies
• Exact controllability. System (1.1) is said to be exactly controllable in time T if, for any
such that the solution y of (1.1) satisfies
As it is classical in control problems, these two control properties can be transformed into equivalent observability problems on the adjoint system (see [L] ). The Schrödinger equation being time reversible, the adjoint equation may be replaced by the state equation itself without control, i.e.
(1.6)
The approximate controllability property is then equivalent to the following uniqueness problem:
Using Holmgren's Uniqueness Theorem (see [Jh] ) it is easy to see that this uniqueness property does indeed hold for all T > 0 and for all open, non-empty subset ω of Ω. Thus, the Schrödinger equation (1.1) is approximately controllable for all T > 0 with controls in any open, non-empty subset ω of Ω.
But, the approximate controllability property in itself does not provide much information since, in particular, it does not give any indication of what is the size of the control v ε that is needed in order to achieve the ε−control property (1.4). In this sense the exact controllability property is much more satisfactory since:
(a) When exact controllability holds, the controls v ε such that (1.4) is satisfied, remain bounded as ε → 0 and in the limit (weakly in L 2 (ω × (0, T ))) provide a control that fulfills the exact controllability property (1.5). (b) It allows obtaining upper bounds on the size of the controls needed to achieve the ε−control property (1.4). Indeed, exact controllability and the truncation of the Fourier representation of the solution allows to do that easily (we refer to [FCZ1] for a similar result and argument in the context of the heat equation). But, obviously, the exact controllability property is much harder to achieve. In fact, the exact controllability property is equivalent to the existence of a constant C = C(T ) > 0 such that the following inequality holds for every solution of (1.6):
This is the so-called observability inequality.
As we shall see below, in order for this inequality to be true, some geometric assumptions on the subdomain ω where the control is supported are required.
But, in order to explain the connection between the controllability problem for (1.1) and the observability inequality (1.8) for the adjoint system (1.6) it is convenient to explain how (1.8) allows building the control for (1.1). To do that, we assume that the subset ω of Ω and the time T > 0 are such that (1.8) holds. We fix the initial datum y 0 ∈ L 2 (Ω) of (1.1) to be controlled. Taking into account that the Schrödinger equation is time-reversible we may, without loss of generality, assume that the target y 1 ≡ 0. Thus, we look for the control v ∈ L 2 (ω × (0, T )) such that the solution of (1.1) satisfies
Multiplying in (1.1) by φ, integrating by parts in Ω × (0, T ) and using the equations (1.6) that φ satisfies we deduce that (1.10)
Taking real parts in (1.10) we deduce that
Here and in the sequel Re and Im stand for the real and the imaginary part of a complex number. On the other hand, when φ 0 runs over L 2 (Ω), φ(T ) covers the whole space L 2 (Ω) too. Thus, (1.9) is equivalent to:
or, equivalently,
In (1.13) we identify the Euler-Lagrange equation associated with the minimization of the functional (1.14)
The functional J : L 2 (Ω) → R is continuous and convex. Moreover, J is coercive because of the observability inequality (1.8). Thus, J achieves its minimum at a single point ψ 0 ∈ L 2 (Ω). It is easy to see that this minimum provides the control we are looking for. More precisely, if ψ 0 is the minimum of J then v = ψ, where ψ is the solution of the adjoint system (1.6) with the minimizer ψ 0 as initial datum, is the control we are looking for since (1.13) holds.
In the following section we shall briefly describe the existing positive and negative results on this matter. In section 3, we shall then comment on some possible extensions to the semilinear setting and, in particular, we shall mention some interesting open problems.
Most of the literature on the controllability of the Schrödinger equation has been written in the context of boundary control. Here we shall rather consider the case where the control acts in the interior of the domain to avoid unnecessary difficulties related with the solvability and well-posedness of boundary value problems.
In section 4 we shall discuss the bilinear control problem arising in Quantum Chemistry. We shall mainly indicate why the techniques developed in the previous sections on the classical linear controllability problem do not suffice to address this challenging mathematical open problem. Finally, in section 5 we shall comment on the problem of the numerical approximation of the control.
The interested reader is referred to the fundamental articles [BS] , [PDR] , [RVMK] and [SWR] for a complete discussion of the motivations and relevance of control problems in Quantum Chemistry. Before closig this introduction we would like to refer also to the survey articles [Zu3] and [Zu4] for the readers interested on the controllability theory for Partial Differential Equations.
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Exact controllability of the Schrödinger equation
There are several results on the exact controllability of the Schrödinger equation (1.1). One of the most relevant ones is certainly that due to G. Lebeau [Le] 1 which guarantees that the Geometric Control Condition (GCC) for the exact controllability of the wave equation is sufficient for the exact controllability of the Schrödinger equation (1.1) in any time T .
The GCC can be, roughly, formulated as follows (see [BLR] ): The subdomain ω of Ω is said to satisfy the GCC in time T if and only if all rays of Geometric Optics that propagate inside the domain Ω and bouncing on its boundary reach the control set ω in time less than one.
This geometric property is extremely natural for the exact controllability of the wave equation (in which the velocity of propagation has been normalized to one) to hold. In fact, for the wave equation, it is a necessary and sufficient condition for exact controllability and, when it fails, one looses an infinite number of derivatives at the level of the space of controllable data.
The result by G. Lebeau [Le] indicates that, to some extent, the Schrödinger equation can be viewed as a wave equation with infinite speed of propagation. Indeed, the fact that the GCC is satisfied for some finite time T * suffices for the exact controllability of the Schrödinger equation (1.1) to hold for all T > 0. The proof in [Le] is based on a diadic decomposition of the Fourier representation of solutions of the Schrödinger equation which allows viewing them as superposition of an infinite sequence of solutions of wave equations with velocity of propagation tending to infinity.
A particular case of the result in [Le] was previously proved by E. Machtyngier in [M1] where the exact controllability property was proved with the multiplier techniques developed in [L] . Later, this result was extended and adapted to the problem of boundary feedback stabilization in [LT1] and [MZ] .
But, in fact, the Schrödinger equation is slightly better than a wave equation with infinite velocity of propagation from the point of view of controllability. Indeed, there a number of results showing that, in some situations in which the GCC is not fulfilled in any time T * , one can still achieve very satisfactory results for the Schrödinger equation. Two of the most significant results in this direction are:
• The result by S. Jaffad [J] showing that, when the domain Ω is a square, for any open non-empty subset ω the exact controllability of the Schrödinger equation (1.1) holds in any time T , in the space L 2 (Ω) and with controls in L 2 (ω × (0, T )).
• The result by N. Burq [B] showing that the Schrödinger equation in a perforated domain, despite of the existence of trapped rays bouncing back and forth in between two holes, can be controlled from a neighborhood of the exterior boundary in any Sobolev space H δ (Ω) with δ > 0.
Of course, none of these results is true for the wave equation. Indeed, as we said above, for the wave equation, as soon as one looses the GCC there is a defect of on infinite number of derivatives at the level of the space of controllable data (see [R] and [McZ] ).
Rigorously speaking the results in [J] and [B] refer to the exact controllability of the plate equation with hinged boundary conditions. But, in fact, it is easy to transfer exact controllability results from one system to another (see, for instance, [Le] ). This fact is simply based on the property that the operator ∂ 2 t + ∆ 2 x arising in plate equations can be decomposed as two conjugate Schrödinger operators:
. The exact controllability of the Schrödinger equation in some other cases in which the GCC fails has been studied in other articles too. We refer to B. Allibert [A] for the case of surfaces of revolution with control on one side of its lateral boundary and to G. Chen et al. [Ch] and J. Lagnese [La] for the analysis of the behaviour of the eigenfunctions on the disk, which allows giving negative results when the control acts in an interior subdomain without intersection with the exterior boundary.
More recently, L. Baudouin and J.P. Puel [BP] , in the context of an inverse problem for the Schrödinger equation, have used Carleman inequalities to prove observability inequalities for Schrödinger equations with bounded potentials depending on the space variable x:
The geometric assumptions on the control/observation subdomain ω are those one gets by multiplier techniques. More precisely, in [BP] , the boundary observability problem is addressed and it is proved that
∂φ ∂ν 2 dσdt with Γ 0 a subset of the boundary of the form
for some x 0 ∈ R n , where ν(x) denotes the unit outward normal to Ω at x ∈ ∂Ω. Inequality (2.3) holds for all T > 0 for the solutions of (2.2) in Ω × (0, T ) with Dirichlet boundary conditions.
We refer also to [LTZ] for other independent results in this context where inequalities of the form (2.3) are derived in the case of potentials depending both on space and time and also for Neumann boundary conditions. The work in [LTZ] is based on the previous results by X. Zhang [Z] on the plate model.
In view of (2.3) and using the arguments in [L] one can immediately deduce the following variant
where ω is a neighborhood of Γ 0 in Ω, i.e. ω = Ω ∩ Θ, where Θ is a neighborhood of Γ 0 in R n . The inequality (2.5) allows to get immediately the controllability of the corresponding Schrödinger equation in H −1 (Ω) with a bounded potential V = V (x) and with controls in L 2 0, T ; H −1 (ω) . It would be interesting to pursue the research in [BP] in the following directions:
• To derive the L 2 −version of (2.5).
• To address the case of potentials V depending both in space and time and to do all this getting explicit bounds on the constants C(V, T ) arising in the observability inequality. This is particularly relevant in the context of the control of semilinear problems.
The paper by K. D. Phung [P] is also worth mentioning. In [P] the author establishes the connections between the heat, wave and Schrödinger equations through suitable integral transformations. This allows him to get, for instance, estimates on the cost of approximate controllability for the Scrödinger equation when the GCC is not satisfied and also on the dependence of the size of the control with respect to the control time.
The semilinear Schrödinger equation
Let us now consider the semilinear Schrödinger equation
To simplify the presentation we assume that f is globally Lipschitz, i.e.
Under this assumption, system (3.1) is well posed in L 2 (Ω). Therefore, the approximate and exact controllability problems make sense in this semilinear setting too.
It is not hard to see that, whenever the Schrödinger equation is exactly controllable, then the semilinear equation (3.1) is also exactly controllable provided the Lipschitz constant L is small enough. This can be done easily by using the fixed point theorem for contractive maps.
In order to deal with general globally Lipschitz nonlinearities, in [Zu1] , a fixed point method was introduced in the context of the exact controllability of the wave equation. Later it was shown that the method does also apply to some slightly superlinear nonlinearities [Zu2] and in the context of the approximate controllability of the semilinear heat equation, [FPZ] .
This fixed point argument is roughly as follows. To simplify the presentation we assume that f (0) = 0 and we introduce the new nonlinearity:
Then, the equation in (3.1) reads
(Ω) we introduce the linearized system (3.5) iy t = ∆y + g(z)y + vχ ω .
Note that this corresponds to a linear Schrödinger equation with potential V z = g(z), which depends both on x and t. Moreover, in view of the globally Lipschitz assumption (3.3), it follows that
The method consists in building the nonlinear map
where y z is the solution of (3.5) with the control v z that fulfills the control requirements. In view of the fact that the potentials are uniformly bounded (see (3.6)), it is natural to expect the controls to be also bounded, and, consequently, the range of the nonlinear mapping N to be a bounded set of
Then, provided N is compact, the Schauder fixed point Theorem provides the existence of a fixed point z = y and, by construction, y is a solution of (3.1) that fulfills the control requirements.
The compactness of N is easy to prove in the context of the semilinear heat and wave equation. It is more difficult to achieve it for the Schrödinger equation because of the intrinsic lack of regularizing effect of this equation. But this difficulty could possibly be overcame by using a global version of the Inverse Function Theorem as in [LT2] .
However, in order to conclude that the semilinear Schrödinger equation (3.1) is exactly controllable under the globally Lipschitz assumption (3.3) there is a need of proving a uniform observability inequality that, as far as we know, constitutes an open problem. To rigorously state this problem we consider the adjoint system (2.2) with potential V = V (x, t) ∈ L ∞ (Ω × (0, T )) depending both on x and t. It is very likely to expect that, for every T > 0, every open subset ω of Ω satisfying some suitable geometric property (for instance when ω is a neighborhood of a subset of the boundary of the form Γ 0 as in (2.4) and every R > 0, there exists a observability constant
for every solution φ of (2.2) with potential V = V (x, t) such that
However, as far as we know, this uniform (with respect to the potential V as in (3.8)) observability inequality has not been proved in the literature.
In fact, it would be interesting to prove (3.7) with an explicit value on the observability constant C R . Very likely, C R will depend exponentially on R as it is the case in the context of the wave and the heat equation, and this may have important consequences for the controllability of the semilinear equation (3.1). Indeed, in [Zu2] and [FCZ2] it has been proved that, because of this exponential dependence of the observability constant, the semilinear wave and heat equations are controllable for a class of nonlinearities that grow at infinity in some logarithmic superlinear way. It would be very interesting to see if this type of result holds also for the semilinear Schrödinger equation and, in particular, for the logarithmic nonlinear terms addressed in [C] and [CH] from the point of view of existence and uniqueness of solutions.
Obviously one expects all these results on the controllability of the semilinear Schrödinger equation to hold for any control time T > 0. In [FCZ2] it was observed that, the infinite speed of propagation may help to control blowing-up evolution equations and it was proved that this does indeed happen for a class of blowing-up semilinear heat equations. It would be very interesting to see if this is also true for some blowing-up Schrödinger equations.
In the absence of blow-up phenomena, for instance, for nonlinear terms allowing global energy estimates, it is natural to expect local controllability results. To be more precise, one can expect that for any initial datum y 0 ∈ L 2 (Ω) and T > 0 there exists ε > 0 such that for all y 1 ∈ L 2 (Ω) with
such that the solution of (3.1) satisfies y(T ) = y 1 . 2 It would be very interesting to prove this type of result for power-like nonlinearities. But, due to the lack of regularizing effect of the Schrödinger equation, to do that one will need very likely to use the dispersive properties of the Schrödinger equation (the so-called Strichartz inequalities). This was done recently in [DLZ] in the context of the wave equation when ω is a neighborhood of the whole boundary ∂Ω. In fact, in [DLZ] , by combining this local controllability result with a stabilization property, it was proved that any initial and final states can be matched provided the control time is large enough. But, doing this for the Schrödinger equation constitutes an open problem.
Bilinear control
Let us consider now the following bilinear control problem:
Here, once again, y is the state and v = v(t) is the control, that enters on the system as a time-dependent potential (and this makes the system under consideration to be bilinear). The control v is assumed to be independent of x and real-valued. Multiplying in (4.1) by y, integrating by parts, and taking the imaginary part in the identity one obtains, due to the fact that v is real-valued, we deduce that
This clearly indicates that the initial datum determines the sphere of L 2 (Ω) in which the solution lives for all T > 0, regardless of the choice of the control.
The control problem we address consists, roughly, on determining the set of reachable states a given time T .
The same problem can be formulated for a widder class of Schrödinger equations and control mechanisms. In particular the problem makes sense for an equation of the form (4.3)
where a is a given, real-valued smooth function. All solutions of (4.3) do satisfy the same constraint (4.2). This type of system and controllability problem arises naturally in the context of Quantum Mechanical and molecular systems. In the bibliography at the end of this article we include some basic references on this topic.
One of the main differences of the problem under consideration (4.1) or (4.3) and the problems we have addressed above in which the control enters in the system in a linear way, is that, the structure of the reachable set depends very strongly on the initial datum y 0 . Indeed, in view of (4.2), it is clear, for instance, that when y 0 ≡ 0, the only possible final target one may reach is y 1 ≡ 0. In fact, as pointed out in [T2] , whatever the initial datum is, the set of reachable states has a dense complement in L 2 (Ω) (this was previously observed in [BMS] 
in the context of the bilinear control of beams).
In order to analyze the structure of the set reachable states it is natural to fix the control time T > 0 and the initial datum to be controlled y 0 ∈ L 2 (Ω) and to consider the nonlinear map
where y is the solution of (4.1) (or (4.3)) with initial datum y 0 and control v. Recall that, in (4.4), L 2 (0, T ) stands for the space of real valued controls. The map N being nonlinear, it is natural to consider its linearization at v = 0. One the obtains the system (4.5)
where y is the solution of the original system in the absence of control (4.6)
With this notation
where z solves (4.5).
In order to describe locally (for controls of small amplitude) the structure of the set of reachable states for the bilinear control problem (4.1) it is natural to first analyze it for the linearized system (4.5) and then apply the Inverse Function Theorem. This strategy was succesfully pursued in [BMS] in the context of the beam equation.
In this way one is led to address the linear control problem (4.5). It is similar to those we have discussed in the previous sections except that:
• The control w in (4.5) is real-valued.
• The control w depends only on time.
• The control w acts on the system through a profile y which is in fact a solution of the Schrödinger equation (4.6). The so-called HUM (Hilbert Uniqueness Method) developed by J.L. Lions in [L] can also be applied in this problem. The question is, once again, reduced to the obtention of a suitable observability inequality for the adjoint system (1.6). However, this time, the inequality of interest reads as follows:
The following comments are in order:
• The observed quantity is a weighted average of the solution φ of the adjoint system. The weight y, which depends on x and t, is the solution of (4.6) and, consequently, is very sensitive to the initial datum y 0 to be controlled. Consequently, the observability inequality one expects depends very strongly on the initial datum to be controlled, which is in agreement with the previously observed fact that the set of reachable states for (4.1) depends very strongly on the initial datum.
• The fact that the right hand side term in (4.8) defines a norm is far from being obvious. The underlying uniqueness problem now reads as follows:
This problem does not enter in the class of Cauchy problems one may solve by means of Holmgren's Uniqueness Theorem.
In fact, its is clear that (4.9) may not hold since φ = y solves (1.6), is non-trivial when y 0 = 0, and the left hand side term in (4.9) vanishes. This fact is related with the constraint (4.2) that solutions of the bilinear system (4.1) satisfy. The range of N is necessarily contained in the sphere (1.2) and, therefore, one does not expect the range of its linearization to be full and this is precisely due to this lack of uniqueness that the solution φ = y imposes.
In order to further understand inequality (4.8) and its possible variants, it is convenient to observe that there are many other solutions that are an obstacle for it to hold. To see this it is convenient to develop both φ and y on the basis of eigenfunctions of the Laplacian (4.10)
It is well-known that {w k } k≥1 can be chosen to constitute an orthonormal basis of L 2 (Ω). In this way, φ and y solutions of (4.6) and (1.6) respectively, can be written in the form
where {y 0,k } k≥1 and {φ 0,k } k≥1 are respectively the Fourier coefficients of their initial data.
In view of this we have (4.12) Im
According to the identity (4.12) it is clear that (4.9) fails whatever the initial datum y 0 is. In fact, it is clear that the fact that Im Let us now discuss the more general control system (4.3). As we shall see, the degree of controllability of the system can be greatly improved by an appropriate choice of the control profile a.
When one considers the control mechanism in (4.3) with a different profile a(x), the corresponding observability inequality reads
and the underlying uniqueness problem is now as follows (4.14)
Im
Again the solution φ = y is an obstacle for this to hold since a = a(x) is real-valued. To see whether there are other obstructions for (4.14) to hold, we can argue as above by means of Fourier series. This time we get (4.15)
where the infinite matrix (α k,j ) k,j≥1 is constituted by the elements
To simplify the discussion let us consider the particular case in which the initial datum y 0 is such that (4.17) y 0,1 = 0, y 0,j = 0, ∀j ≥ 2 and the control profile a = a(x) satisfies (4.18) α k,1 = 0, ∀k ≥ 1.
In this case the quantity under consideration can be rewritten as
Im φ 0,k y 0,1 + Re φ 0,k y 0,1 , and (4.21)
Thus, we are led to analyze non-harmonic Fourier series of the form
where {ω k } k∈Z is an increasing sequence of distinct real number such that
The following classical result by Ingham plays a central role in the understanding of the behavior of these series (see [Y] ):
"Let us assume that the sequence {ω k } k∈Z is such that
for some gap number γ. Then, for any T > 2π/γ there exist positive constants C 1 , C 2 > 0 depending on T such that
for any function f as in (4.22)." Several variants of this inequality have been proved. In particular, it is well-known that the time T needed for (4.25) to hold depends only on the asymptotic gap of the sequence {ω k } k∈Z as | k |→ ∞, while the value of the constants C 1 , C 2 in (4.25) depends also on the minimal distance between consecutive values of the ω k 's too (see, for instance, [MiZ] ). We also refer to [BKL] for a stronger generalization where a uniform gap condition is not required.
In our case
Thus, the gap condition (4.24) is fulfilled in one space dimension. Indeed, when n = 1 and, for instance, Ω = (0, π), we have λ k = k 2 and, consequently, (4.24) holds. In fact, the asymptotic gap
Consequently, using the variant of Ingham's inequality in [MiZ] we deduce that the analogue of (4.25) holds for all T > 0.
As a consequence of this, under the assumptions (4.17) and (4.18), in one space dimension, we deduce that (4.13) holds for all T > 0 and a suitable observability constant C = C(T ) > 0, where the semi-norm · * is as follows:
Several remarks are in order:
• We observe a difference in (4.28) when comparing the components k = 1 and k ≥ 2. Indeed, for the component k = 1 we only get an estimate on Im y 0,1 , φ 0,1 . This is due to the fact that µ 1 = 0. This clearly indicates that · * is a semi-norm but not a full norm. This is so since · * has in its kernel the initial data φ 0 which are of the form φ 0 = y 0 = y 0,1 w 1 (x). This fact is in agreement with the observation we made above in the sense that the uniqueness property (4.14) does never fully hold.
• The semi-norm in (4.28) degenerates as y 0,1 → 0. This is in agreement with the fact that, when the initial datum y 0 ≡ 0, the systems under consideration (both the bilinear and the linearized one) are not controllable at all in the sense that the only reachable final state is the identically zero one.
• The norm in (4.28) depends on the sequence of coefficients {α k,1 } k≥1 . Recall that
Then, as soon as a ∈ L 2 (Ω) we also have aw 1 ∈ L 2 (Ω) and, consequently, {α k,1 } ∈ 2 . This shows that the semi-norm · * in (4.28) is weaker than the L 2 (Ω)−norm. Furthermore, it gets weaker and weaker as the control profile a becomes more and more smooth.
• The assumptions (4.17) and (4.18) guarantee, in one space-dimension, that the kernel of · * is one-dimensional. Of course, in general, this kernel could be of higher dimension. Roughly speaking, this corresponds to the existence of directions in L 2 (Ω) in which the control mechanism is inefficient.
To better understand these issues it is interesting to see how the observability inequality (4.13) with · * as in (4.28) can be used to derive controllability results for the linearized system (4.5).
This time, the initial datum of z in (4.5) being identically zero, it is natural to reach a non-trivial final target z 1 ∈ L 2 (Ω). In other words, we look for a real-valued control w = w(t) such that the solution z of (4.5) satisfies (4.29) z(T ) = z 1 .
Identity (1.10) with v = w y, applied to (4.5) yields (4.30)
Taking imaginary parts in this identity we deduce that (4.31)
Combining (4.29) and (4.31) we identify the Euler-Lagrange equations associated with the minimization of the functional (4.32)
The functional J : L 2 (Ω) → R, is once again, continuous and convex. Thus, in order to minimize it, it is sufficient to prove that it is coercive. At this point we have to use the observability inequality (4.13). But, taking into account that the kernel of · * is non-trivial, the coercivity of J can not achieved in the whole space L 2 (Ω). In fact, J is only coercive in the orthogonal complement of y ⊥ 0 , i.e., in the vector space of the initial data φ 0 for which Re Ω y 0 φ 0 dx = 0. But, moreover, as we pointed above, taking into account that the semi-norm · * is weaker than the L 2 (Ω)−one, the coercivity does not hold in the L 2 (Ω)−norm, but rather in the canonical norm of the Hilbert space
where the positive weights γ k > 0 are those arising in the definition of (4.28).
Minimizing J in H we do get a minimizer ψ 0 ∈ H. The control
(where ψ is the solution of the adjoint system with the minimizer ψ 0 as initial datum) is then such that (4.31) holds for every φ solution of the adjoint system with initial datum in H. Obviously, because of the constraint that φ 0 ∈ y ⊥ 0 , we do not quite get the target (4.29) fully but rather the fact that (4.35)
where π denotes the projection on the orthogonal complement of S(T )y 0 = y(T ). Obviously, this is related with the fact that all the solutions of the bilinear control problem are trapped in the sphere (4.2) which makes the control requirement (4.35) to be optimal for the linearized control system.
In order for the functional to be well-defined in H one needs z 1 to belong to its dual space H . On the other hand, taking into account that the semi-norm · * is weaker than the L 2 (Ω)−one, the space H is strictly greater than the corresponding projection of L 2 (Ω) and therefore H is strictly smaller. All this indicates that, in the best case, (4.35) can only be achieved for a space of targets strictly smaller than L 2 (Ω) (roughly speaking, constituted by functions which are smoother than L 2 (Ω)). Moreover this space turns out to be smaller and smaller when the control profile becomes more and more smooth.
Once this is done, one can get local controllability results for the bilinear control problem by combining the one we have proved for the linearized system and the Inverse Function Theorem. In this way we conclude that, under the assumptions (4.17)-(4.18), in one space dimension, we can control the bilinear system (4.1) to the intersection of the sphere (4.2) with a ε−neighborhood in H of the final state y(T ) that the equation reaches naturally in the absence of control.
The interested reader is referred for details to the paper by J. Ball et al. [BMS] on the controllability of a bilinear beam model.
The analysis carried out above, based on the use of the Fourier series developments and Ingham-like inequalities, has been partially succesful to deal with the bilinear control problem but has also serious limitations. The main ones are as follows:
• The analysis above is based on the assumption (4.17). The situation is much more complex when the initial datum has more than one non-vanishing Fourier component. As far as we know this case has not been addressed in the literature.
• Gap conditions of the form (4.24) hold, typically, only in one space dimension. Indeed, according to Weyl's Theorem, the eigenvalues of the Laplacian {λ k } k≥1 behave asymptotically as c(Ω)k n/2 when k → ∞ (n being the space dimension) for a suitable constant c(Ω) depending on the geometry of the domain Ω. This excludes the possibility of having a gap property of the form (4.24) for n ≥ 3 and makes the case of the dimension n = 2 to be critical.
• One can get weaker controllability results under weaker spectral assumptions by replacing Ingham's Theorem by a consequence of Beurling-Malliavin's Theorem (see [HJ] ). According to it if the sequence {ω k } k∈Z is such that
as µ → ∞ with 0 < α < 1 and some d > 0, then for all T > 2πd and m ∈ Z there exists γ m > 0 such that
for every function f as in (4.25).
Obviously, Ingham's inequality (4.37) is stronger than (4.25) since it provides a global information on the coefficients {c k } k∈Z . But assumption (4.36) is weaker than the gap condition (4.24) or (4.27). At this point the work by Baiocchi et al. [BKL] is worth mentioning since it may help on getting explicit estimates on the constants γ m in (4.30) and this may be relevant to identify the observability space H and its dual H , the space of controllable data.
Nevertheless, according to Weyl's Theorem, one may not expect (4.36) to hold except for dimensions n = 1, 2. Summarizing, the use of classical results on nonharmonic Fourier series may allow obtaining inequalities of the form (4.13) in some particular situations. But, as far as we know, this issue has not been completely explored in the literature.
In this section we have formulated the problem of bilinear controllability for the Schrödinger equation and we have described the method, introduced in [BMS] in the context of beam equations, consisting on linearizing the system and then applying classical results on non-harmonic Fourier series to solve the linearized control problem.
However, as we have seen, this approach may only lead to local controllability results and can only be applied in very particular situations that require important restrictions on the initial datum y 0 to be controlled, the control profile a = a(x) and the spectrum of the Laplacian.
This approach has not been fully developed in the literature except for some particular cases ( [TT] ). It seems that new tools are needed for a complete understanding of this challenging problem of bilinear control for Quantum mechanical systems.
Numerical approximation results
As far as we know, there are two types of relevant results in the literature on the controllability of numerical approximation schemes for the Schrödinger equations under consideration:
• Numerical approximation schemes for the linear Schrödinger equations (see [LZ] , [Ma] and [Zu5] ).
• Finite-dimensional Galerkin approximations of the bilinear control problem for the Schrödinger equation ( [RSDRP] and [T] ).
Let us briefly discuss these issues. Concerning the controllability of the classical numerical approximation schemes for the linearized Schrödinger equation the following is known:
• In [LZ] it was proved that the boundary controls for the space semi-discretizations of the onedimensional beam equation converge to the boundary control of the continuous beam model. This is true despite of the oscillatory behavior of the controls at high frequencies, because of the dispersive properties of the beam equation for which the results are significantly better than for the wave equation (where it is by now well-known that the controls may diverge as the mesh-size tends to zero (see [Zu6] )). The results in [LZ] do apply to the Schrödinger equation too.
• In [Ma] a discrete Wigner measure theory has been developed to analyze the propagation of energy for solutions of numerical approximation schemes for wave-lyke equations. These results allow, in particular, to develop sharp Fourier filtering techniques to obtain uniform (with respect to the mesh-size) observability and controllability results. In [Ma] it has been also proved that, proceeding as in [Le] , by means of a semi-classical reduction, as soon as the numerical schemes for the wave equation are uniformly (with respect to the discretization parameter) observable/controllable in some positive time, then the corresponding numerical schemes for the Schrödinger equation have the same property in an arbitrarily small control time. These results concern the controllability property of the linear Schrödinger equation analyzed in Section 2. As far as we know nothing is known about the controllability of the numerical approximation schemes for the semilinear Schrödinger equations in Section 3.
The same can be said about the bilinear control problems discussed in Section 4. However, the key remark in [LZ] may be relevant at this respect in one-dimensional problems. Indeed, in [LZ] it was pointed out that the spectra of the three-point finite-difference approximations of the Laplacian in 1 − d fulfill the asymptotic gap condition (4.27), uniformly on the parameter h of the space discretization. As pointed out in [LZ] , this allows applying Ingham's inequality uniformly with respect to the parameter h, both in what concerns the time T > 0 (which can be taken arbitrarily small) and the constants entering in the inequality (4.25). Accordingly, pursuing this approach, one may expect, in those cases where the method described in Section 3 does provide local controllability results for the bilinear control problem (4.3), the same to be true for the finite-difference space semi-discretizations, uniformly on the parameter h. One can then expect the controls of the semi-discrete system to converge, as h → 0, to those of the continuous Schrödinger equation. But a detailed analysis of this issue remains to be done.
