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Abstract 
Although experts recommend regularly reassessing adolescents’ risk for violence, it is unclear 
whether reassessment improves predictions.  Thus, in this prospective study, we tested three 
hypotheses as to why reassessment might improve predictions, namely the shelf-life, dynamic 
change, and familiarity hypotheses.  Research assistants (RAs) rated youth on the Structured 
Assessment of Violence Risk in Youth (SAVRY) and the Youth Level of Service/Case 
Management Inventory (YLS/CMI) every three months over a one-year period, conducting 624 
risk assessments with 156 youth on probation.  We then examined charges for violence and any 
offense over a two-year follow-up period, and youths’ self-reports of reoffending.  Contrary to 
the shelf-life hypothesis, predictions did not decline or expire over time.  Instead, time-dependent 
area under the curve scores remained consistent across the follow-up period.  Contrary to the 
dynamic change hypothesis, changes in youth’s risk total scores, compared to what is average for 
that youth, did not predict changes in reoffending.  Finally, contrary to the familiarity hypothesis, 
reassessments were no more predictive than initial assessments, despite RAs’ increased 
familiarity with youth.  Before drawing conclusions, researchers should evaluate the extent to 
which youth receiving the usual probation services show meaningful short-term changes in risk 
and if so, whether risk assessment tools are sensitive to these changes.   
Keywords:  risk assessment, dynamic factors, adolescent, violence, offending 
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Public Significance Statement 
In this study, a couple of adolescent risk assessment tools predicted reoffending among 
adolescent offenders.  However, despite recommendations to reassess risk regularly, short-term 
reassessments did not improve predictions, suggesting a need for further research. 
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Does Reassessment of Risk Improve Predictions?  
A Framework and Examination of the SAVRY and YLS/CMI 
Mental health and justice professionals often use risk assessment tools to assess the 
likelihood that an adolescent or adult offender will reoffend (Singh et al., 2014).  Many of these 
tools conceptualize risk as dynamic, and as such, they include factors that can change (Douglas 
& Skeem, 2005).  This is perhaps particularly true of adolescent risk assessment tools (Viljoen, 
Cruise, Nicholls, Desmarais, & Webster, 2012).  In many ways, this focus on change aligns with 
what we know about risk, in general, and adolescence in particular.  Researchers have confirmed 
that risk factors and offending trajectories can change as a result of effective treatments 
(Henggeler, 2016), life events (Simons & Barr, 2014), and developmental processes (Sweeten, 
Piquero, & Steinberg, 2013).  In addition, compared to adults, adolescents appear to show more 
rapid changes in areas such as mood (Maciejewski, van Lier, Branje, Meeus, & Koot, 2015), 
friendships (Poulin & Chan, 2010), and personality (Roberts, Walton, & Viechtbauer, 2006).   
As a result, many researchers and professionals consider it important to reassess 
adolescents’ risk regularly (Vincent, Guy, & Grisso, 2012; Viljoen et al., 2012).  However, 
surprisingly, little research has tested whether reassessments improve predictions.  Thus, the 
purpose of the present study was to examine the predictive validity of reassessments using the 
Structured Assessment of Violence Risk in Youth (SAVRY; Borum, Bartel, & Forth, 2006) and 
Youth Level of Service/Case Management Inventory (YLS/CMI; Hoge & Andrews, 2002).  The 
SAVRY is a structured professional judgment tool designed to assess violence risk in youth 
(Borum et al., 2006), whereas the YLS/CMI is designed to assess general reoffense risk in youth 
(Hoge & Andrews, 2002, 2012).  Both tools are widely used (Viljoen, McLachlan, & Vincent, 
2010), and predict violent and any reoffending with moderate effect sizes (Olver, Stockdale, & 
Wormith, 2009; Olver, Stockdale, & Wormith, 2014; Singh, Grann, & Fazel, 2011).    
A Framework for Investigation: Reasons that Reassessments May Improve Predictions 
To provide a framework for investigation, we developed three hypotheses regarding why 
reassessments might improve predictions, as described below.  These hypotheses are not 
mutually exclusive, nor are they a comprehensive list of all reasons why it may be important to 
reassess risk. 
Shelf-Life Hypothesis: Predictive Validity Will Diminish Over Time 
According to the shelf-life hypothesis, risk ratings may expire or become outdated over 
time; thus, risk assessment tools may be better able to predict short-term than long-term 
offending.  To test this hypothesis, studies have typically compared predictive validity at two 
time points, one that is proximal to the assessment, and the other that is more distal (see 
Appendix 1, Supplemental Material).  If the prediction that is most proximal to the assessment 
shows stronger predictive validity than the more distal assessment, this would suggest that risk 
assessments have a limited shelf-life, thus reinforcing the importance of reassessment.  
Few studies have examined the shelf-life of the SAVRY or YLS/CMI (see Appendix 2, 
Supplemental Material for a review, including further details on follow-up lengths).  Meyers and 
Schmidt (2008) did not find any significant differences in the predictive validity of the SAVRY 
for a 1-year versus a 3-year follow-up period.  In addition, although Takahashi et al. (2013) and 
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Olver et al. (2012) found that the YLS/CMI was slightly better at predicting short-term than 
long-term offending (i.e., 6 vs. 18-month follow-up, or juvenile vs adult offending), these 
differences did not reach statistical significance, as confidence intervals overlapped.   
Several studies have examined other adolescent risk assessment tools (e.g., sex-offense 
specific tools).  In two studies and one meta-analysis, predictive validity was higher for shorter 
timeframes (i.e., juvenile vs. adult reoffending – Ralston & Epperson, 2013; Schwalbe, 2008; 
average follow-up of 1.4 vs. 3.3 years – Worling, Bookalam, & Litteljohn, 2012).  However, two 
other meta-analyses found that the predictive validity did not vary based on follow-up length 
(Schwalbe, 2008; Viljoen, Mordell, & Beneteau, 2012).  In adult studies, the findings are also 
mixed.  In two meta-analyses, follow-up length did not moderate the predictive validity of risk 
assessment tools (Blair et al., 2008; Fazel et al., 2012; Singh et al., 2011), whereas in one meta-
analysis tools had higher predictive validity for longer follow-up periods (Yang, Wong, & Coid, 
2010), and in another, tools had lower predictive validity for longer follow-ups (Smith, Cullen, & 
Latessa, 2009).  
These findings are difficult to interpret.  First, most studies use variable rather than fixed 
follow-up lengths.  Thus, the predictive validity for specific time periods is unclear (e.g., 6 
months vs. 2 years).  Second, some studies include juvenile and adult records as a proxy for 
follow-up length.  However, this results in wide-ranging follow-ups.  For instance, if a youth was 
12-years old at the time of the assessment, adult records would capture offenses that occurred a 
minimum of 6-years later.  In contrast, if a youth was 17 and a half years old, adult records 
would capture offenses that occurred as little as 6 months later.  Third, studies have typically 
examined reoffending at only two time periods.  Finally, rationales for selecting a particular 
follow-up length have been lacking, resulting in ambiguity and inconsistency across studies.   
In the present study, we aimed to address these gaps by measuring reoffending outcomes 
for four fixed time periods: very short-term reoffending (i.e., 0 – 3 months), short-term 
reoffending (i.e., 3 – 6 months), mid-range reoffending (i.e., 6 – 12 months), and longer-term 
reoffending (i.e., 12 – 24 months).  We chose these time frames because test developers often 
recommend reassessing risk at 3, 6, or 12 months (e.g., Prentky & Righthand, 2003; Worling & 
Curwen 2001; Viljoen, Nicholls, Cruise, Desmarais, & Webster, 2014).  Also, to track changes 
in predictive validity over time, we calculated time-dependent area under the curve (AUC) 
scores.  This study represents one of the initial applications of this approach to risk assessment 
(see Gray, Viljoen, & Douglas, 2015; Lloyd & Serin, 2015; Walters, Deming, & Casbon, 2015). 
Dynamic Change Hypothesis: Changes in Risk will Predict Reoffending 
According to the dynamic change hypothesis, tracking within-individual changes in risk 
may help evaluators to predict reoffending more accurately, as individuals who show reductions 
in risk scores might be less likely to reoffend than other individuals (Olver et al., 2007).  To test 
this hypothesis, researchers usually administer a risk assessment tool at two or more time points.  
If changes in scores predict reoffending, this would suggest that assessing change aids in 
prediction (see Appendix 1, Supplemental Material).  In essence, studies on the dynamic change 
hypothesis focus on multiple assessments and a single follow-up length, whereas studies on the 
shelf-life hypothesis typically focus on a single assessment and multiple follow-ups. 
Although research on the dynamic change hypothesis has rapidly grown (see Appendix 3, 
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Supplemental Material for a review), to our knowledge, only two studies have examined this 
hypothesis with youth.  In one study, research assistants (RAs) rated youth’s SAVRY and 
Juvenile Sex Offender Assessment Protocol-II (J-SOAP-II; Prentky & Righthand, 2003) scores 
at admission to a sex offending treatment program and again at discharge (Viljoen et al., 2015).  
Despite significant reductions in risk, change scores did not significantly predict reoffending; 
youth who improved were as likely as other youth to reoffend over an 8-year follow-up period.  
The authors suggested that this was because change itself is dynamic.  That is, even if a youth 
improves or deteriorates, the degree to which they have changed may not be permanent.  As 
such, change scores may not predict long-term offending that spans over an 8-year follow-up 
period.  Similarly, a dissertation on the Violence Risk Scale: Youth Version (VRS:YV; Lewis, 
Wong, & Gordon, 2004) did not find significant associations between change scores and 
reoffending in a subsample of 22 youth (Stockdale, 2008).   
In contrast, a number of studies with adult samples have found  changes in risk total 
scores to predict reoffending (Beggs & Grace, 2011; Blanchard, 2013; Cohen, Lowenkamp, & 
VanBenschoten, 2016; de Vries Robbé et al., 2015; Hogan & Olver, 2016; Labrecque, Smith, 
Lovins, & Latessa, 2014; Lewis, Olver, & Wong, 2013; Michel et al., 2013; Olver, 
Christofferson, Grace, & Wong, 2014; Olver, Nicholaichuk, Kingston, & Wong, 2014; Olver et 
al., 2007; Raynor, 2007; Vose, Smith, & Cullen, 2013; Wilson, Desmarais, Nicholls, Hart, & 
Brink, 2013), particularly after other variables are controlled for in analyses (e.g., baseline 
scores; see Appendix 3, Supplemental Material).  That said, a couple of studies have failed to 
find significant associations between change scores and reoffending (Hanson, Harris, Scott, & 
Helmus, 2007; Hanson, 2015; Goodman-Delahunty & O’Brien, 2014).  As many of these studies 
have focused on sex offenders in specialized treatment programs or adult forensic psychiatric 
patients, their generalizability to adolescent samples is unclear.  Furthermore, in most studies, 
changes in risk scores were rated from files, rather than a combination of interview and file 
information.   
To extend this research, the current study tested the dynamic change hypothesis in a 
sample of adolescent offenders on probation.  Probation is the most common disposition given to 
adolescent offenders in the United States (Hockenberry & Puzzanchera, 2015) and Canada 
(Alam, 2015).  Rather than assessing risk at two time points and offending at one follow-up 
period, we assessed both youth risk and offending up to five times using a combination of 
interview and file review.  Assessing risk at more than two time points allowed us to differentiate 
between within- and between-person differences in risk by allowing for an average level of risk 
per person.  That is, we wanted to ask the question of whether change in an individual’s level of 
risk, compared to what is average for that person, is predictive of changes in reoffending (see 
Appendix 1, Supplemental Material).  For example, is it the case that having a higher level of 
risk than what is usual for a youth is associated with higher levels of reoffending, or is it that 
youth who have higher levels of risk, on average, simply reoffend more?  The former would 
suggest that risk is dynamic in the sense that fluctuations above or below a person’s average 
level of risk are predictive of offending.  Difference scores do not allow for this kind of 
comparison as they only capture whether there is an increase or decrease in risk between two 
time points and do not provide any information as to whether a person’s level of risk at a 
particular time point is meaningfully different than what would be considered average for that 
person.  In addition, whereas most studies measure offending in a static manner (i.e., with a 
single follow-up period), assessing reoffending at multiple time points allowed us to examine 
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changes in offending over time and whether differences in risk levels account for these changes. 
Familiarity Hypothesis:  Reassessments will be More Predictive than Initial Assessments   
Whereas the dynamic change and shelf-life hypotheses focus on changes within 
evaluatees, our final hypothesis, the familiarity hypothesis, focuses on changes in evaluators and 
their knowledge of a youth.  In particular, according to the familiarity hypothesis, evaluators may 
gain additional information in each assessment, which in turn could improve predictions.  For 
instance, Hilterman et al. (2016) found that evaluators rated youth higher on historical factors 
such as maltreatment at the second assessment than at the initial assessment, suggesting a gain in 
knowledge about youths’ history.  During reassessments, evaluators might also obtain feedback 
on the accuracy of their initial assessment, enabling them to adjust their future risk ratings.   
To test the familiarity hypothesis, researchers could compare the predictive validity of 
initial risk assessments to reassessments.  If the predictive validity for reassessments is higher 
than the predictive validity of initial assessments or improves over time, this would suggest that 
familiarity enhances predictions (see Appendix 1, Supplemental Material).  However, to 
adequately test this hypothesis and disentangle the impact of familiarity from other factors, the 
follow-up length between each assessment and follow-up must be equal (e.g., three months after 
the initial risk assessment and three months after the reassessment).  Otherwise, it is not possible 
to determine if results are due to familiarity or differences in follow-up length (i.e., shelf-life).   
Few studies meet this criterion.  Although a number of studies have compared the 
predictive validity of the initial assessment to that of a subsequent reassessment (e.g., Olver, 
Christofferson, et al., 2014; O’Keefe, Klebe, & Hromas, 1998; Viljoen et al., 2015; see Appendix 
4, Supplemental Material), in those studies, reoffense records were collected after the second 
assessment.  As such, the second assessment was more proximal to reoffending than the initial 
assessment, making it difficult to tease apart familiarity from shelf-life.  Nevertheless, these 
studies generally indicate that predictive validity for initial and subsequent assessments are quite 
similar (Hanson et al., 2007; Hanson, 2015; Olver, Christofferson, et al., 2014; Olver, 
Nicholaichuk, et al., 2014; Olver et al., 2007; Viljoen et al., 2015).  One study, by Wilson and 
colleagues (2013), used an equal follow-up length of three months for each of their four 
reassessment points, thus providing a more direct test of the familiarity hypothesis in a sample of 
30 adult male forensic psychiatric patients.  Again, however, although dynamic factors predicted 
reoffending, reassessments did not appear to significantly improve predictions (i.e., confidence 
intervals overlapped).   
It may be that reassessments are only better if conducted by the same evaluator who had 
assessed them previously.  If a different evaluator assessed a youth each time, that evaluator may 
not gain the familiarity needed to improve their assessment.  As such, in this study, we tested 
whether support for the familiarity hypothesis was stronger when we used a narrow definition of 
familiarity (i.e., reassessment by the same RA) versus a broad definition (i.e., reassessment by 
any RA).  To control for shelf-life, we used equal follow-up periods for each assessment, using a 
design that was similar to Wilson et al. (2013).   
The Present Study 
In sum, despite recommendations to reassess youth’s risk regularly, it is not clear whether 
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reassessments improve risk predictions.  The present study aimed to extend prior research in 
several ways.  First, to provide a framework for investigation, we tested three specific 
hypotheses, namely the shelf-life hypothesis, the dynamic change hypothesis, and the familiarity 
hypothesis.  Second, rather than assessing youth at two time periods, we reassessed youth up to 
five times.  Third, rather than using a variable follow-up period, we measured reoffending 
outcomes at fixed time periods that were selected to correspond with the recommendations in the 
literature about when to reassess risk.  In particular, we examined very short-term reoffending 
(i.e., 0 – 3 months), short-term reoffending (i.e., 3 – 6 months), mid-range reoffending (i.e., 6 – 
12 months), and longer-term reoffending (i.e., 12 – 24 months).  Finally, to enhance our ability to 
test our hypotheses, we applied statistical procedures that are not yet widely used in risk 
assessment research, including time-dependent AUCs and multilevel modelling (MLM).  
Consistent with the dynamic change hypothesis, we expected that youth who showed decreases 
in risk, compared to what is average for that youth, would show decreases in reoffending.  
Method 
To ensure transparent reporting of methodology and results, this manuscript adheres to 
the Risk Assessment Guidelines for the Evaluation of Efficacy (RAGEE) Statement (Singh, 
Yang, Mulvey, & the RAGEE Group, 2014), a 50-item reporting checklist.   
Participants  
Our sample included 156 youth on probation in the Greater Vancouver area.  Participants 
ranged in age from 12 to 18 years old, with a mean age of 16.41 years (SD = 1.14).  
Approximately two-thirds of participants were male (68.6%, n = 107).  Many youth were from 
ethnic minority groups (61.5%, n = 96); 38.5% were Caucasian/European (n = 60), 29.5% (n = 
46) were Aboriginal (i.e., First Nations, Métis, Inuit), 12.8% (n = 20) were Asian, 7.1% (n = 11) 
were East Indian/Southeast Asian, 7.1% (n = 11) were Hispanic, and 4.5 % (n = 7) were African.  
The ethnic and gender distribution of our sample is similar to those reported in national and 
provincial statistics of youth offenders, suggesting that our sample is fairly representative in this 
regard (Calverley, Cotter, & Halla, 2010).  With respect to index offenses, over half of youth had 
committed a violent offense (59.6%, n = 93) and one-third had committed a property offense 
(36.5%, n = 57).  Most youth had no charges prior to the index offense (67.9%, n = 106) and had 
received therapy or treatment programs in the previous three months (70.5%, n = 110).   
Procedure 
This study used a prospective design in which risk assessments were conducted by RAs 
using interview and justice file information.  Ethics approval was obtained from Simon Fraser 
University and our research sites.  All methods complied with ethical procedures.   
Sampling and Consent.  Youth at 11 probation offices were informed about the study by 
youth probation officers and study liaisons, and through posters and flyers.  Of the youth invited 
to participate (n = 508), 32.1% (n = 163) did not meet the following eligibility criteria: (a) 
adjudicated for an offense and placed on probation; (b) between the ages of 12 and 18 years; and 
(c) residing in the Greater Vancouver area.  Also, 24.8% (n = 126) of youth were not interested 
in participating, and 5.1% (n = 26) could not be reached.  Active informed consent was obtained 
from legal guardians.  In 30 cases (5.9%), guardians could not be reached, and as such, these 
youth were unable to participate.  Finally, seven youth participated but declined access to 
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reoffense records; these youth were excluded from the present analyses.1   
RAs.  RAs included 11 graduate students, and 8 students with an undergraduate 
psychology degree who had previously completed course work and practicums with clinical or 
offender populations.  Training included two days of didactic training on risk assessment tools, 
and four or more practice cases.  Prior to working independently, RAs were required to 
demonstrate adequate inter-rater reliability, defined as scores within five points of the gold 
standard rating for SAVRY and YLS/CMI total scores.  To examine inter-rater reliability of the 
SAVRY and YLS/CMI, a random sample of 20.5% of cases (n = 32) were independently coded 
by a second rater, who observed the interview and reviewed the same file information.    
Baseline assessment.  RAs conducted a standardized interview with youth at a probation 
office or a quiet public place, such as a coffee shop.  Youth were provided a stipend of $20.  
Afterwards, RAs reviewed the youth's justice records, which typically contained a running log of 
probation officers’ contacts with the youth, records of program attendance, psychiatric reports, 
police reports, and interviews with the family and youth.  RAs then rated the SAVRY and 
YLS/CMI based on interview and files using the rating guidelines in the tools’ manuals.  As this 
was a true prospective study, RAs were blind to youths’ subsequent charges.  YLS/CMI and 
SAVRY items were pro-rated if 10% or fewer items were missing (Hoge & Andrews, 2002).   
Follow-up assessments.  Youth were reassessed every three months over a one-year 
period.  To minimize missing follow-ups, we followed research guidelines (e.g., Ribisl et al., 
1996).  In particular, RAs: (a) maintained contact with participants between follow-ups 
assessments (e.g., called youth to check if their contact information had changed); (b) made 
persistent efforts to contact youth; (c) used collateral sources to assist in locating a youth (e.g., 
parents, service providers); (d) provided flexibility in the times, location, and method of 
interview (e.g., met with youth in a location near to their home); (e) problem-solved with youth 
about strategies to maintain contact; and (f) provided youth an additional $25 incentive for 
completing all the follow-ups.  If efforts to complete a follow-up interview were not successful, 
SAVRY and YLS/CMI ratings were made based on the youths’ file information.  In total, 87.0% 
(n = 407) of the reassessments were coded from a combination of interviews and file-
information, whereas 13.0% (n = 61) were coded based on file information alone.   
To examine changes in risk, our goal was to complete at least one follow-up per youth.  
Of the 156 youth in the study, 145 youth had at least one follow-up assessment (92.9%).   
Specifically, 14 (9.0%) youth had one reassessment, 22 (14.1%) had two reassessments, 26 
(16.7%) had three reassessments, and 83 (53.2%) had four reassessments.  Youth with and 
without reassessments did not differ significantly in age, gender, ethnicity, index offense, prior 
offenses, or SAVRY and YLS/CMI Risk Total Scores.  In general, youth were reassessed by the 
same RA, but one-quarter of the assessments were transferred to other RAs (26.9%, n = 126 of 
the 468 reassessments), as some RAs were no longer available.   
Official offending records.  Adult and youth justice records were collected through the 
Corrections Network System (CORNET), a province-wide justice database. RAs received a half-
day training and coded three to five practice cases.  Violent reoffenses included charges for 
“actual, attempted, or threatened infliction of bodily harm of another person” (Douglas et al., 
2013, pp. 36–37).  Any reoffenses included any charges, including breaches and probation 
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violations.  Similar to most adolescent risk assessment studies (Schwalbe, 2008; Viljoen et al., 
2012), we examined charges rather than convictions, as convictions underestimate reoffending 
(Farrington, Jolliffe, Loeber, & Homish, 2007).  Time-at-risk was calculated as the number of 
days between the baseline assessment and the date of offense.  We coded the date of the offense 
rather than the date of the charge, given the lag between an offense and charge.  For youth who 
did not reoffend, time-at-risk was the full two-year follow-up.  During the two-year follow-up, 
19.9% (n = 31) and 44.2% (n = 69) were charged with violent and any reoffenses, respectively.   
Measures 
The Structured Assessment of Violence Risk in Youth (SAVRY).  The SAVRY 
(Borum et al., 2006) includes 24 risk factors in three domains: Historical (e.g., history of 
violence), Social/ Contextual (e.g., peer delinquency), and Individual/Clinical (e.g., risk-taking 
and impulsivity).  Each risk factor is rated Low, Moderate, or High.  The SAVRY also includes 
six Protective Factors (e.g., strong attachments and bonds), rated as Present or Absent.   For 
research purposes, scores are typically summed to create a Risk Total Score (see Olver et al., 
2009).  In the present study, the mean Risk Total Score was 25.92 (SD = 8.47, range = 1 to 43).  
We also created a Dynamic Risk Total Score by summing Social/Contextual and 
Individual/Clinical domains.  Interrater reliability was calculated using a two-way random effect 
model for single raters, absolute agreement (McGraw & Wong, 1996).  Intraclass correlation 
coefficient (ICC) fell in the excellent range (ICC = .91 for SAVRY Risk Total Score; Shrout & 
Fliess, 1979).   
Youth Level of Service/Case Management Inventory (YLS/CMI).  The YLS/CMI 
(Hoge & Andrews, 2002) includes 42 dichotomous items, which are divided into eight  subscales 
(i.e., Prior and Current Offenses, Family Circumstances/Parenting, Education/Employment, Peer 
Relations, Substance Abuse, Leisure/Recreation, Personality/Behavior, and Attitudes/ 
Orientation).  These items are summed to create a Risk Total Score (M = 19.43, SD = 7.47, range 
= 0 – 35 in the present study).  We also created a Dynamic Risk Total Score by summing all of 
the subscales except for Prior and Current Offenses.  Inter-rater reliability in the present study 
was excellent (ICC = .82 for YLS/CMI Risk Total Score; Shrout & Fliess, 1979).  We used the 
YLS/CMI rather than the YLS/CMI 2.0 (Hoge & Andrews, 2011), as this was the version that 
was available when the study began.  For the most part, the coding instructions for the YLS/CMI 
and YLS/CMI 2.0 are identical (Hoge & Andrews, 2011).  To determine whether our findings 
might generalize to the YLS/CMI 2.0, RAs rated 21 youth on both the YLS/CMI and YLS/CMI 
2.0; the two versions had a correlation of .99 (Gray, Viljoen, & Douglas, 2015).   
Self-Report of Offending (SRO).  The SRO (Huizinga, Esbensen, & Weiher, 1991) is a 
self-report scale that assesses 23 types of offenses (e.g., purposely destroyed or damaged 
property; stolen something from a store; sold marijuana).2  Previous research has found that the 
SRO has good psychometric properties, including measurement equivalence across ethnic groups 
(Knight et al., 2004).  For each SRO item, youth were asked to report whether they had 
committed the offense never, once, a couple of times (i.e., “2 to 3 times”), or multiple times (i.e., 
“4 or more times”) during their lifetime, and during the past three months.  To help orient youth 
to the past three months, RAs first interviewed youth about major events that had occurred 
during this time period (e.g., changes in schools, relationships, and residences).  We calculated a 
SRO Any Offenses Total Score (for both the past three months) by summing all 23 items, and 
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SRO Violent Offense Total Score by summing the nine items that pertained to violence (e.g., 
beaten up or physically attacked somebody so badly that they probably needed a doctor).   
Data Analysis Plan 
General predictive validity.  Prior to testing hypotheses, we examined the predictive 
validity of the SAVRY and YLS/CMI for the full two-year follow-up period.  We calculated the 
area under the curve (AUC) of the receiver operating characteristic (ROC; Hanley & McNiel, 
1982) using the R package “pROC” (Robin et al., 2015).  The AUC reflects the probability that a 
randomly selected reoffender will score higher on a tool than a randomly selected non-reoffender 
(Hanley & McNeil, 1982).  AUC values for female and male youth were compared using 
Venkatraman’s (2000) test for uncorrelated ROC curves.  To estimate the magnitude of 
differences between offenders and non-offenders on the tools, Cliff’s delta (δ; Cliff, 1993) was 
calculated using the “effsize” package in R (Torchiano, 2015).  Delta values can range from -1 
(i.e., all observations in the non-reoffender group are larger than the reoffender group) to +1 (i.e., 
all observations in the reoffender group are larger than the non-reoffender group).  To examine 
speed to reoffending, Cox Proportional Hazards survival analyses were conducted using the R 
package “survival” (Fox & Weisberg, 2011).  Finally, rather than treating offending as a 
dichotomous outcome (i.e., present or absent), we also examined number of charges and time-at-
risk.  As this data was not normally distributed, we used Spearman’s rank-order correlation (rs).   
Shelf-life hypothesis: Time-dependent ROC analysis.  To examine the shelf-life 
hypothesis (i.e., whether predictive validity diminishes over time), time-dependent ROC analyses 
were conducted using the R package “survivalROC” (Heagerty, 2013).  Time-dependent ROC 
analyses combine elements of ROC and survival analysis.  The time-dependent AUC (AUCt) 
value is defined as the probability that a risk score for a random case (i.e., a youth who has 
committed an offense) exceeds that for a random control (i.e., a youth who has not committed an 
offense) at a fixed point in time (t).  Statisticians have developed several types of AUCt; in this 
study, we used cumulative/dynamic AUCt (AUCtC/D; Heagerty & Zhen, 2005), with nearest 
neighbor estimator (Heagerty, Lumley, & Pepe, 2000).  AUCtC/D are cumulative in the sense that 
they capture reoffending that occurs at any time point from the assessment to a fixed time point 
(e.g., 0 – 3 months, 0 – 6 months, etc.; Blanche, Dartigues, & Jacqmin-Gadda, 2013).  The 
specificity of the AUCtC/D is calculated so that if Ti (i.e., the survival time for subject i) is greater 
than t (i.e., a fixed point in time) for a case, then the case serves as a control.  In other words, if 
an identified youth has not committed a reoffense by time t, they would be counted as a non-
reoffender at that time point.  However, once t ≥ Ti, the youth is classified as a case (i.e., the 
youth is recognized as committing an offense).  Sensitivity of the AUCtC/D is calculated so that 
cases in which t ≥ Ti are included in the computation at each fixed time point (i.e., those who 
commit an offense at or prior to the fixed time point are considered cases at that time point).     
Dynamic change hypothesis: MLM.  To examine the dynamic change hypothesis (i.e., 
whether change in risk, relative to what is average for a person, predicts changes in reoffending), 
MLM was conducted using the GLIMMIX procedure in SAS, Version 12.1 (SAS Institute Inc., 
2012).  MLM for repeated measurements involves a nested structure that takes into account the 
dependency of measurements taken on the same individual by indicating both fixed effects (i.e., 
population averages) and random components (i.e., variance of fixed effects at person level) in 
the model (Hedeker & Gibbons, 2006).  As the outcome variable (i.e., number of offenses) 
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involves counts, we used a Poisson distribution and conducted generalized linear mixed-effects 
modeling.  Given the nested nature of MLM, it does not require that participants be assessed at 
every time point, which made it well suited to our design, as there was missing data.   
In our analyses, we employed two-level models with measurement occasions (i.e., Level 
1 of the model, n = 624) nested within individuals (i.e., Level 2 of the model, n = 156) and 
specified an unstructured covariance matrix for the variance components.  To reflect youths’ 
change in risk from their own average score (i.e., within-person effects), we used SAVRY and 
YLS/CMI scores centered on person-level means.  Following the procedures described by 
Raudenbush and Bryk (2002) and Singer and Willett (2003), we began with an unconditional 
means model in which only the intercept is entered with a variance component (i.e., allowed to 
vary across individuals).  This was followed by an unconditional growth model in which time 
was added to the model with a variance component.  Finally, we tested several conditional 
growth models in which both within- and between- effects of risk scores were added as 
predictors and the interactions between these effects were examined.   
Familiarity hypothesis: MLM.  To test the familiarity hypothesis (e.g., whether 
reassessments were more predictive than initial assessments), we conducted a set of MLM 
models in which familiarity with the youth was added as a moderator.  We defined familiarity 
two ways.  Within the narrower definition, familiarity was defined as whether the youth had been 
previously assessed by the same RA (1 = prior assessment with that RA, 0 = no prior 
assessments).  Within the broader definition, familiarity was defined as whether the youth had 
been previously assessed by any RA (number of prior assessments, ranging from 0 to 4, or in 
other words, time).  Specifically, we created a product term representing the interaction between 
familiarity and person mean-centered SAVRY and YLS/CMI Risk Total Scores.  In addition, we 
compared the predictive validity of initial and average Risk Total Scores using ROC analyses. 
Results 
General Predictive Validity 
The SAVRY and YLS/CMI Risk Total Scores and summary risk ratings significantly 
predicted violent and any reoffending, as did most subscale scores (see Tables 1 and 2, 
respectively).  AUCs for Risk Total Scores reached the large range (i.e., > .71; Rice & Harris, 
2005), whereas AUCs for subscale scores generally fell in the moderate range (i.e., > .64).  
Cliff’s delta generally fell in the medium range for both subscale and total scores (i.e., .33 – .47; 
Romano, Kromrey, Coraggio, Skowronek, & Devine., 2006).  Based on Venkatraman’s test, 
AUCs for violent reoffending did not differ significantly by gender (i.e., SAVRY Risk Total 
Scores: AUCs = .74 and .78, for boys and girls, respectively; YLS/CMI Risk Total Scores: 
AUCs = .72 and .81), nor did AUCs for violent reoffending (i.e., SAVRY Risk Total Score: 
AUCs = .74 and .61, respectively; YLS/CMI Risk Total Score: AUCs = .74 and .69).  Moreover, 
mean scores on the SAVRY and YLS/CMI Risk Total did not differ significantly by gender. 
Shelf-Life Hypothesis: Time-Dependent ROC Analyses 
Contrary to the shelf-life hypothesis, the SAVRY and YLS/CMI Risk Total Scores 
retained moderate to large predictive accuracy over the full two-year follow-up (see Figure 1).  
In particular, AUCtC/D for any reoffending were nearly identical at the 3, 6, 12, and 24-month 
follow-ups (i.e., SAVRY AUCtC/D = .71, .71, .70, and .72, respectively; YLS/CMI AUCtC/D = .73, 
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.73, .72, and .71, respectively).  With respective to violent reoffending, AUCtC/D remained 
consistent over time for the YLS/CMI (AUCtC/D = .70, .69, .68, and .69, respectively).  On the 
SAVRY, AUCtC/D for violent reoffending showed a very slight decline between 3 and 6 months 
but the overall magnitude of the AUC values remained just below the threshold for large effects 
(AUCtC/D = .74, .68, .67, and .69, respectively).  When we reran the analyses using SAVRY and 
YLS/CMI Dynamic Risk Total Scores, we found a parallel set of findings (see Figure 1).     
Although AUCt analysis only accounts for time to first violent or any reoffense, some 
youth reoffended at multiple time points.  As such, we also calculated separate AUC values for 
each of the discrete follow-up periods (i.e., 0 – 3, 3 – 6, 6 – 12, 12 – 24 months).  For instance, if 
a youth offended at 2 months and again at 18 months, the youth was included as an offender in 
the AUCs for these two time periods.  In these analyses, SAVRY and YLS/CMI scores at 
baseline also maintained their predictive accuracy at each time period (see Table 3).  
Dynamic Change Hypothesis: MLM 
Model 1: Unconditional Means Model.  We first tested intercept-only models for our 
offending outcomes (i.e., a MLM model with no predictors) to determine whether there was 
between-person variability on the outcome.  The fit indices for the Poisson distribution for both 
the number of violent (χ2 /df = 0.14) and number of any charges (χ2 /df = 0.21) outcomes were 
poor, indicating less variation in the data than what is expected with a Poisson distribution.  In 
addition, despite troubleshooting, the maximum likelihood estimation procedure was unable to 
reach optimization when we ran further models with time and SAVRY or YLS/CMI Risk Total 
Scores added as predictors.  Furthermore, number of charges was quite low and showed little 
variability (M = 0.06, SD = 0.44 for violent reoffending and M = 0.53, SD = 1.36 for any 
reoffending).  For these reasons, the remaining MLM analyses focused solely on self-report data 
on the SRO rather than official records.  Although self-reported offending outcomes were 
available for a fewer number of reassessments due to missing data (i.e., 405 reassessments vs. 
624 reassessments for official records), the SRO detected higher rates of reoffending and greater 
variability (M = 1.99, SD = 2.93 for violent reoffending and M = 6.01, SD = 8.69 for any 
reoffending).  The unconditional means models for self-reported violent and any reoffending had 
good model fit for self-reported violent reoffending (χ2 /df = 0.95).  Although the model fit 
indicated overdispersion for any reoffending (χ2 /df = 2.31), when further predictors were added 
in subsequent models, the model fit index substantially improved (see results below).  This 
indicated that our hypotheses could be tested using self-reported offending outcomes. 
Model 2: Unconditional Growth Model.  Next, growth (i.e., change over time) in 
offending was examined by adding time as a predictor and allowing the slope of time to vary 
across individuals.  The fixed-effect estimate associating time with reoffending suggested that, 
on average, youth reported less violent, β = -0.28, SE =  0.09, p < .01, and any reoffending, β = -
0.13, SE =  0.06, p < .05, over time.  In addition, the variance component for time indicated that 
the rate of change in violent (σ2υ = 0.13, SE = 0.05, p < .01) and any reoffending (σ2υ = 0.20, SE = 
0.05, p < .05) differed between individuals. 
Model 3: Conditional Growth Model of Within-Person Effects of Risk.  Following 
this, we added SAVRY Risk Total Scores centered on individual means into the above model to 
represent within-person changes in risk levels (i.e., person mean-centered scores).  Variance 
components were estimated for the intercept, time, and within-person effects of risk.  A parallel 
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analysis was conducted for the YLS/CMI.  Contrary to the dynamic change hypothesis, fixed-
effect estimates associating SAVRY and YLS/CMI Risk mean-centered scores with reoffending 
suggested that neither within-person effects of the SAVRY nor the YLS/CMI were predictive of 
changes in self-reported violent and any reoffending (see Tables 4 and 5).3   
Model 4: Conditional Growth Model, Comparing Within-Person and Between-
Person Effects of Risk.  Youths’ mean SAVRY or YLS/CMI Risk Total Scores across the five 
measurement occasions were added to the models along with time and mean-centered SAVRY 
or YLS/CMI Risk Total Scores.  Results indicated that most variance in self-reported reoffending 
was accounted for by between-individual differences in Risk Total Scores such that youth who, 
on average, had higher risk scores committed more reoffenses (see Tables 4 and 5).  In other 
words, mean risk scores were more predictive than within-individual change.  
Model 5: Conditional Growth Model of Interaction of Within-Person and Between-
Person Effects of Risk.  We tested another set of models that included the interaction between 
within- and between-person effects of Risk Total Scores.  Neither the between-person effects of 
the SAVRY nor the YLS/CMI moderated the relationship between within-person effects of risk 
and violent or any reoffending (see Tables 4 and 5).  In other words, increases in risk did not 
predict reoffending more strongly in youth with high versus low average Risk Total Scores. 
Model 6: Person-Level Variance as a Moderator (Post-Hoc Analysis).  In the prior 
models, within-person effects of risk did not predict reoffending.  A possible explanation for this 
finding is that youths’ deviations from their average Risk Total Scores may reflect measurement 
error rather than true change.  If this was the case, average Risk Total Scores should have weaker 
associations with reoffending among youth who show large deviations in Risk Total Scores than 
among youth with small deviations in Risk Total Scores.  To test this, we computed the average 
squared deviation from each youth’s average Risk Total Score (i.e., person-level variance), and 
then added time, person-level average SAVRY or YLS/CMI Risk Total Scores, person-level 
variance, and the person-level variance by person-level average SAVRY or YLS/CMI Risk Total 
Scores interaction as predictors in post-hoc MLM models.  The intercept and time coefficient 
were allowed to vary across individuals.  Contrary to this measurement error hypothesis, the 
fixed-effect estimates of the interactions between person-level variance and person-level average 
Risk Total Scores were not significant (β = -.00 to -.01, p > .05).  
Given that SAVRY and YLS/CMI Risk Total Scores include historical factors that may 
not easily change, all of the above analyses were reran using SAVRY and YLS/CMI Dynamic 
Risk Total Scores.  However, the results remained the same (analyses available upon request).   
Familiarity Hypothesis: Moderator Analyses in MLM 
Model 1:  Conditional Growth Model of Interaction of Within-Person Effects of 
Risk and Familiarity, Narrowly Defined.  We added time, mean-centered SAVRY or 
YLS/CMI Risk Total Scores, familiarity, and the familiarity by mean-centered SAVRY or 
YLS/CMI Risk Total Scores interaction as independent variables in MLM models.  These 
models used the narrow definition of familiarity (i.e., whether the RA had previously assessed 
that youth).  The intercept and slopes of time and mean-centered SAVRY scores were allowed to 
vary across individuals.  Contrary to the familiarity hypothesis, the fixed-effect estimates of the 
interactions between familiarity and Risk Total Scores were not significant (see Table 6).  
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Model 2:  Conditional Growth Model of Interaction of Within-Person Effects of 
Risk and Familiarity, Broadly Defined.  Next, we reran the above model using the broader 
definition of familiarity (i.e., number of prior assessments with any RA or in other words, time).  
Again, the interactions between familiarity and SAVRY and person mean-centered YLS/CMI 
Risk Total Scores were not significant (see Table 6).    
ROC Analyses.  As a further test of familiarity, we compared AUCs for initial and 
average risk total scores, using separate one-year follow-up periods.4  On the SAVRY, AUCs for 
initial versus average Risk Total Scores did not differ significantly for either violent (AUC = .74 
vs. .76, respectively) or any charges (AUC = .73 vs. .79), as evidenced by overlapping 
confidence intervals.  On the YLS/CMI, initial versus average Risk Total Scores also did not 
differ significantly (AUC = .71 vs. .78 for violent charge; AUC = .73 vs. .76 for any charge).  
All of the above analyses were reran using SAVRY and YLS/CMI Dynamic Risk Total 
Scores.  However, the results remained the same (analyses are available upon request).  As a 
final step, we tested whether we might obtain more support for the dynamic change and 
familiarity hypotheses when we excluded file-only reassessments, as they might capture less 
information about change.  However, when we reran all of our MLM analyses without file-only 
cases, the same pattern of results was found (analyses are available upon request).       
Discussion 
 Similar to other studies (e.g., Olver et al., 2009; Singh et al., 2011), we found that the 
SAVRY and YLS/CMI significantly predicted violent and any reoffending with at least moderate 
effect sizes.  However, our primary focus was whether reassessing risk with these tools might 
improve predictions.  In particular, we tested three hypotheses: the shelf-life, dynamic change, 
and familiarity hypotheses.   
According to the shelf-life hypothesis, predictive validity of reassessments may diminish 
or expire over time.  Contrary to this hypothesis, AUCt scores did not decline over the two-year 
follow-up period.  Instead, predictive validity for short-term predictions (e.g., 0 – 6 months) were 
comparable to those for longer-term predictions (e.g., 12 – 24 months).  Furthermore, SAVRY 
and YLS/CMI Dynamic Risk Total Scores did not expire any more quickly than Risk Total 
Scores.  In some ways, these results are not particularly surprising.  Although some studies 
suggest that predictive validity diminishes over time (e.g., Ralston & Epperson, 2013; Worling et 
al., 2012), an equal number of studies have found that follow-up length does not moderate 
predictive validity (e.g., Fazel et al., 2012; Schwalbe, 2007; Viljoen et al., 2012).  Also, in this 
study we focused on reoffending over a 2-year period, as researchers often suggest reassessing 
youth prior to then (Vincent et al., 2012; Viljoen et al., 2014; Worling & Curwen, 2001).  It is 
possible that risk predictions only start to expire after a much longer period of time.  That said, 
one study reported that the SAVRY and YLS/CMI predicted for over a long mean follow-up 
period of 10 years (Schmidt, Campbell, & Houlding, 2011).   
According to the dynamic change hypothesis, tracking within-person changes in risk 
scores may aid in predictions.  Specifically, if a youth’s risk level increases, relative to what is 
typical for that youth, it may signal an increased likelihood of reoffending.  Contrary to this 
hypothesis, associations between self-reported offending and within-individual changes in 
SAVRY and YLS/CMI Risk Total and Dynamic Risk Total Scores were nonsignificant.  
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Furthermore, when both between-person effects and within-person effects were included in the 
MLM models, most of the variance in offending was accounted for by between-individual 
effects.  In other words, knowing what a youth’s risk was like, on average (i.e., between-
individual effects), was more predictive than knowing the extent to which a youth’s risk had 
changed (i.e., within-person-effects).   
The failure to find a significant association between within-individual changes in risk and 
reoffending is consistent with a prior research with adolescents (Viljoen et al., 2015).  However, 
a number of studies with adults have reported significant associations between changes in scores 
and reoffending (e.g., de Vries Robbe et al., 2014; Hogan & Olver, 2016; Michel et al., 2015; 
Olver et al., 2007; Vose et al., 2013; Wilson et al., 2014).  Several factors may contribute to this 
variability in findings.  First, whereas some past research has focused on whether the difference 
in scores at two time points predicts reoffending at a single time point, the current study 
examined whether changes in risk scores, relative to the person’s average risk score, predicted 
changes in reoffending.  Given that we used MLM to synthesize multiple time points for both 
risk scores and reoffending outcomes, it may be a more rigorous test (though see Michel et al., 
2013 which reported predictive validity of change across multiple time points).    
Second, the results might differ based on the nature of factors included in a particular risk 
assessment tool.  For instance, although many of the factors on the SAVRY and YLS/CMI are 
potentially dynamic, they might nevertheless be relatively stable rather than acute (i.e., changing 
slowly and gradually rather than rapidly and in response to immediate circumstances; see 
Hanson et al., 2007).  Another possibility is that some constructs (e.g., impulsivity) might consist 
of a more stable aspect (that is, a person remains relatively impulsive in general over time) and a 
less stable aspect (that is, that same person shows episodic acute instability as a result of “stable 
impulsivity”).  This is consistent with a state-trait model of psychopathology (Jackson & Sher, 
2003).  Such periodic episodes likely cannot be detected by the design used in the current 
research.  As such, future research should examine various approaches for measuring change, 
using a variety of study designs.  For instance, the Violence Risk Scale (Wong & Gordon, 1999-
2003) and the Short-Term Assessment of Risk and Treatability (Webster, Martin, Brink, 
Nicholls, & Desmarais, 2010) both have adolescent versions (Viljoen et al., 2014; Wong, Lewis, 
Stockdale, & Gordon, 2011) and aim to measure short-term and treatment-related changes.   
Third, in our sample, changes in risk may simply reflect measurement error.  In other 
words, youths’ changes in risk may have simply been attributable to the imprecision of the tools.  
Indeed, we found that, in most of our models, participants’ average risk scores predicted 
reoffending, whereas changes in risk scores did not.  This may suggest that SAVRY and YLS-
CMI total scores are assessing aspects of risk that are static over time, and thus, we would expect 
that less variability in reassessment ratings would improve predictions.  We did not find support 
for this explanation in our post-hoc analyses.  However, this issue merits further attention, 
especially as it can be difficult to differentiate true change from measurement error.  To help 
determine if an individual has shown true or reliable change, some authors have started to use 
reliable change indices (e.g., Draycott, Kirkpatrick, & Askari, 2012; Olver, Beggs, & Wong, 
2015; Viljoen et al., 2012).   
According to the final hypothesis, the familiarity hypothesis, reassessments might 
improve predictions because they provide evaluators with more information about a youth.  
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Again, our results did not support this hypothesis.  Predictive validity did not improve with 
increased familiarity with youth or over time.  In addition, initial SAVRY and YLS/CMI risk 
scores achieved similar predictive validity as average risk scores.  One possible explanation is 
that RAs had already acquired detailed information at the initial risk assessment and thus 
reassessment may not have contributed much new information.  Another possibility is that RAs 
did not adequately adjust their reassessments based on new information gained via the 
reassessment.  Overall, however, our failure to find support for this hypothesis is consistent with 
prior research with adults (e.g., Hanson, 2015). 
In interpreting these findings, it is important to consider study limitations.   One 
limitation is missing data.  That said, our follow-up rate is comparable to other studies.  For 
instance, in the MacArthur Violence Risk Assessment Study, 83.9% of participants completed at 
least one follow-up (Monahan, Steadman, & Silver, 2001).  In the present study, 92.9% of 
participants had at least one follow-up.  To minimize the effects of missing data, we coded some 
risk assessments based on file-information only (13.0%, n = 61), and used MLM, which 
incorporates all available time points (Hedeker & Gibbons, 2006).  Another limitation is that, 
although we measured reoffending mainly through official records, this approach underestimates 
offending (Farrington et al., 2007).  Conversely, self-reported offending, which was examined in 
the MLM models, also have limitations, such as memory difficulties or reporting biases.   
Finally, we focused only on total scores, as we were interested in tools as a whole.  It may be that 
certain risk factors or risk domains are more predictive than other factors.  Moreover, the timing 
of change may matter.  For instance, some risk factors may have proximal effects, whereas 
others may have more distal or lagged effects.  Thus, this is a focus of our ongoing work. 
Some potential limitations in the generalizability of findings are also important to note.  
In particular, the youth in our sample were receiving the usual services in community settings.  
As such, our findings may not generalize to residential settings or samples of youth who are 
receiving empirically-supported interventions.  We had only a small sample of female youth.  
Also, given that our sample was very diverse (e.g., 39% Caucasian/European, 30% Aboriginal, 
13% Asian, 7% East Indian, 7% Hispanic, 5% African), we were unable to meaningfully 
compare findings across ethnic groups.  However, this is an important area for future research, 
especially as we cannot assume that tools function equivalently across groups (Gutierrez, 
Wilson, Rugge, & Bonta, 2013; Shepherd, Adams, McEntyre, & Walker, 2014).   
Although the assessment of changes in adolescents’ risk scores did not improve 
predictions in this study, absence of evidence is not evidence of absence (Altman & Bland, 
1995).  Before drawing conclusions, researchers should pursue several possibilities.  First, 
researchers should evaluate the extent to which youth show meaningful short-term changes in 
risk and if so, whether risk assessment tools are sensitive to these changes.  If services are not 
effective or if tools are not sensitive to the ebb and flow of risk in everyday contexts (e.g., among 
youth receiving usual services), changes in risk might simply reflect measurement error.  Second, 
researchers should explore study designs that may capture idiographic changes, such as single-
case study designs (Barlow & Nock, 2009) and qualitative approaches (Carlsson, 2012).  It 
would also be beneficial to test tools in the context of randomized control trials of interventions.  
Finally, researchers should test the utility of reassessments for intervention-planning.  Even if 
reassessments do not improve risk predictions per se, they may assist in the delivery of 
interventions.  In sum, although researchers have been quick to call some tools dynamic and 
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assert that adolescents’ risk rapidly changes, it may be more difficult to capture change than 
originally anticipated, emphasizing the need for further research.   
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Table 1 
 
SAVRY Predictive Validity Analyses for the Presence of Reoffending Over a Two-Year Follow-Up  
 
       Cox Proportional Hazards Model 
SAVRY 𝛿 AUC 95% CIAUC rsTime rsCharge  B SE Wald HR 95% CIHR 
Violent Charge            
Historical .23 .62* [.52, .72] -.11 .20*  0.10 0.05 4.15* 1.10 [1.00, 1.21] 
Social/Contextuala .34 .67*** [.57, .77] -.11 .24**  0.23 0.08 8.35** 1.26 [1.08, 1.48] 
Individual/Clinicala .51 .76*** [.67, .84] -.22** .36***  0.29 0.07 18.05*** 1.34 [1.17, 1.53] 
Protectiveb -.23 .62* [.52, .71] .16* -.17*  -0.37 0.17 4.88* 0.69 [0.50, 0.96] 
Risk Total Score .42 .71*** [.61, .81]    -.17* .32***  0.09 0.03 13.58*** 1.10 [1.05, 1.15] 
Risk Rating .32 .66*** [.56, .75] -.15 .26**  0.76 0.29 7.09** 2.14 [1.22, 3.73] 
Any Charge            
Historical .41 .70*** [.62, .79] -.36*** .37***  0.14 0.03 20.65*** 1.15 [1.09, 1.23] 
Social/Contextuala .32 .66*** [.58, .74] -.29*** .31***  0.19 0.05 13.47*** 1.21 [1.09, 1.34] 
Individual/Clinicala .50 .75*** [.67, .82] -.41*** .45***  0.21 0.04 29.00*** 1.24 [1.15, 1.34] 
Protectiveb, c -.21 .61* [.52, .69] .26** -.19*  -0.27 0.10 7.82** 0.76 [0.63, 0.92] 
Risk Total Score .50 .75*** [.67, .82] -.42*** .45***  0.09 0.02 31.60*** 1.10 [1.06, 1.14] 
Risk Rating .46 .73*** [.66, .80] -.41*** .46***  1.00 0.19 27.20*** 2.70 [1.87, 3.95] 
 
Note. δ = Cliff’s delta; AUC = area under the curve; CIAUC = confidence interval of AUC; rsTime = Spearman’s rho correlation with 
time-at-risk; rsCharge = Spearman’s rho correlation with number of charges; B = regression coefficient; SE = standard error of B; HR = 
hazard ratio; CIHR = confidence interval of the HR.  a n = 155  b For ease of interpretation, scores on the Protective Factors domain 
were reversed for the AUC analysis such that higher scores represent a deficit in protective factors. c Due to violating the proportional 
hazards assumption, we re-ran this analysis using weighted estimation for Cox regression (Schemper, Wakounig, & Heinze, 2009).  
The results closely approximated those already reported in the Table (B = -0.31, SE = 0.09, Wald = 10.87, p < .001, HR = 0.74, 95% 
CI [0.61, 0.88]).  * p < .05, ** p < .01, *** p < .001 (two-tailed test). 
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Table 2 
 
YLS/CMI Predictive Validity Analyses for the Presence of Reoffending Over a Two-Year Follow-Up  
 
       Cox Proportional Hazards Model 
YLS/CMI 𝛿 AUC 95% CIAUC rsTime rsCharge  B SE Wald HR 95% CIHR 
Violent Charge            
Prior/Current Offensesa  .28 .64* [.52, .76] -.16* .23**  0.36 0.11 10.86*** 1.44 [1.16, 1.78] 
Family Circumstancesb .15 .57 [.47, .68] -.03 .12  0.15 0.11 1.93 1.16 [0.94, 1.44] 
Education/Employment .18 .59 [.47, .70] -.08 .14  0.15 0.10 2.06 1.16 [0.95, 1.42] 
Peer Relations .36 .68*** [.60, .75] -.28*** .27**  0.83 0.28 8.93** 2.30 [1.33, 3.96] 
Substance Abuse .21 .60 [.50, .71] -.06 .13  0.22 0.12 3.32 1.25 [0.98, 1.59] 
Leisure and Recreation .31 .66** [.56, .75] -.14 .24**  0.60 0.22 7.69** 1.82 [1.19, 2.78] 
Personality/Behavior .35 .67*** [.57, .77] -.04 .25**  0.35 0.12 9.00** 1.42 [1.13, 1.78] 
Attitude/Orientation .37 .68*** [.59, .78] -.12 .27**  0.42 0.14 8.62** 1.52 [1.15, 2.00] 
Risk Total Score .45 .72*** [.63, .82] -.15 .33***  0.11 0.03 13.84*** 1.11 [1.05, 1.18] 
Risk Rating .35 .68*** [.58, .77] -.14 .28***  0.80 0.26 9.67** 2.22 [1.34, 3.66] 
Any Charge            
Prior/Current Offenses  .37 .68*** [.60, .77] -.36*** .40***  0.39 0.07 28.56*** 1.48 [1.28, 1.72] 
Family Circumstancesb .22 .61* [.53, .70] -.19* .19*  0.19 0.07 7.14** 1.21 [1.05, 1.40] 
Education/Employment .19 .59* [.51, .68] -.22** .18*  0.18 0.07 6.82** 1.20 [1.05, 1.37] 
Peer Relations .31 .65*** [.58, .73] -.31*** .32***  0.43 0.12 12.58*** 1.54 [1.21, 1.95] 
Substance Abuse .29 .64*** [.56, .73] -.22** .27**  0.25 0.08 9.71** 1.28 [1.10, 1.50] 
Leisure and Recreation .26 .63** [.55, .71] -.24** .25**  0.39 0.13 9.80** 1.48 [1.16, 1.90] 
Personality/Behavior .42 .71*** [.63, .79] -.32*** .39***  0.33 0.07 20.95*** 1.40 [1.21, 1.61] 
Attitude/Orientation .37 .68*** [.60, .76] -.31*** .34***  0.43 0.10 19.04*** 1.53 [1.26, 1.85] 
Risk Total Score .37 .75*** [.70, .82] -.42*** .45***  0.11 0.02 31.73*** 1.11 [1.07, 1.16] 
Risk Rating .46 .73*** [.66, .80] -.43*** .47***  0.10 0.17 32.99*** 2.66 [1.90, 3.71] 
Note. 𝛿 = Cliff’s delta; AUC = area under the curve; CIAUC = confidence interval of AUC; rsTime = Spearman’s rho correlation with 
time-at-risk; rsCharge = Spearman’s rho correlation with number of charges; B = regression coefficient; SE = standard error of B; HR = 
hazard ratio; CIHR = confidence interval of the HR. a Due to violating the proportional hazards assumption, we re-ran this using 
weighted estimation for Cox regression (Schemper et al., 2009). The results were very similar (B = 0.38, SE = 0.12, Wald = 10.38, p < 
.01, HR = 1.46, 95% CI [1.16, 1.84]). b n = 155 * p < .05, ** p < .01, *** p < .001 (two-tailed test).
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Table 3 
 
Shelf-Life Hypothesis: Predictive Validity of SAVRY and YLS/CMI over Various Follow-ups 
 
 Violent Charge  Any Charge 
 AUC 95% CIAUC  AUC 95% CIAUC 
SAVRY Dynamic Risk Total      
Baseline – 3 Months .74* [.55, .93]  .72*** [.63, .81] 
3 – 6 Months .70** [.56, .85]  .71*** [.61, .80] 
6 – 12 Months .75*** [.63, .87]  .70*** [.60, .79] 
12 – 24 Months .75*** [.63, .86]  .77*** [.69, .85] 
SAVRY Risk Total      
Baseline – 3 Months .78** [.60, .95]  .73*** [.64, .82] 
3 – 6 Months .72* [.55, .90]  .72*** [.62, .81] 
6 – 12 Months .72*** [.59, .85]  .71*** [.62, .80] 
12 – 24 Months .70** [.58, .82]  .75*** [.67, .84] 
YLS/CMI Dynamic Risk Total      
Baseline – 3 Months .66** [.55, .76]  .74*** [.66, .82] 
3 – 6 Months .72*** [.59, .85]  .70*** [.60, .80] 
6 – 12 Months .66** [.54, .79]  .67*** [.58, .76] 
12 – 24 Months .73*** [.60, .86]  .70*** [.61, .79] 
YLS/CMI Risk Total      
Baseline – 3 Months .75*** [.63, .86]  .76*** [.68, .84] 
3 – 6 Months .75** [.59, .90]  .72*** [.62, .82] 
6 – 12 Months .68** [.56, .81]  .71*** [.62, .80] 
12 – 24 Months .72*** [.59, .86]  .72*** [.63, .81] 
 
Note. CIAUC = confidence interval of AUC. * p < .05, ** p < .01, *** p < .001 (two-tailed test).   
Base rates for violent and any reoffending were as follows: baseline to 3 months was 3.8% and 
23.1%, respectively; 3 – 6 months was 5.1% and 17.3%, respectively; 6 – 12 months was 9.6% 
and 19.2%, respectively; and 12 –  24 months was 12.8% and 25.6%, respectively.  
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Table 4 
 
Dynamic Change Hypothesis: Within-Person Effects of SAVRY Risk Total on Self-Reported 
Reoffending Over the Subsequent 3-Months  
 
 Within-Person  
SAVRY Change 
(Model 3) 
Between vs. Within-
Person Effects 
(Model 4) 
Interaction Between 
and Within-Person  
(Model 5)  
Violent Reoffending          
Fixed Effects 𝛃 SE df 𝛃 SE df 𝛃 SE df 
   Intercept   0.34 0.23 125  -3.22**  0.50 124 -3.21**  0.50 124 
   Time    -0.35**  0.10 106  -0.18*   0.08 106   -0.18*   0.08 106 
   SAVRY Risk Change    -0.02  0.02   144  -0.02   0.02 144   -0.05   0.09 143 
   Mean SAVRY Risk  – – –   0.13**  0.02 144    0.13**   0.02 143 
   SAVRY x Mean SAVRY – – – – – –    0.00   0.00 143 
Variance Components σ2υ SE  σ2υ SE  σ2υ SE  
   Intercept  1.81**  0.56 –    1.59**  0.48 –   1.60**  0.48 – 
   Time  0.16**  0.07 –  0.12*  0.05 –   0.12*  0.05 – 
Model Fit          
   χ2 /df                0.68               0.77                0.77 
Any Reoffending          
Fixed Effects 𝛃 SE df 𝛃 SE df 𝛃 SE Df 
   Intercept      1.08**  0.19 127  -1.76**   0.42 124 -2.10**  0.38  124 
   Time    -0.17*  0.07 108  -0.13   0.07 106 – – – 
   SAVRY Risk Change    -0.05  0.03   79  -0.05   0.03   79   -0.04  0.10  80 
   Mean SAVRY Risk  – – – 0.20 0.01   73   0.11**  0.01   72 
   SAVRY x Mean SAVRY – – – – – –   -0.00  0.00   72 
Variance Components σ2υ SE  σ2υ SE  σ2υ SE  
   Intercept   2.53** 0.55 – 2.02**   0.45 –  2.31**  0.48 – 
   Time   0.24** 0.06 – 0.22** 0.06 –  0.23**  0.06 – 
   SAVRY Risk    0.01*  0.01 –  0.01*   0.01 –    0.02*  0.01 – 
Model Fit          
   χ2 /df                0.85               0.89                0.84 
 
Note.  Level 2 (between-person) effects are italicized. * p < .05, ** p < .01 (two-tailed).   The 
within-person effects representing changes in SAVRY Risk Total Scores from the persons’ mean 
SAVRY Risk Total Score is underlined, as this was the key variable tested in these analyses.
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Table 5 
 
Dynamic Change Hypothesis: Within-Person Effects of YLS/CMI Risk Total on Self-Reported 
Reoffending Over the Subsequent 3-Months 
 
 Within-Person 
YLS/CMI Change  
(Model 3) 
Between vs. Within-
Person Effects 
(Model 4) 
Interaction Between 
and Within-Person  
(Model 5)  
Violent Reoffending          
Fixed Effects 𝛃 SE df 𝛃 SE df 𝛃 SE df 
   Intercept     0.18  0.24 128 -2.50**    0.45 125 -2.43**    0.45 125 
   Time  -0.30**  0.10 106 -0.19*    0.09 104 -0.22*    0.09 103 
   YLS/CMI Risk Change      -0.09  0.05   80 -0.05    0.04    81 -0.21    0.13   80 
   Mean YLS/CMI Risk  – – –  0.14**    0.02   63  0.14**    0.02   64 
   YLS x Mean YLS – – – – – –  0.01    0.01   64 
Variance Components σ2υ SE  σ2υ SE  σ2υ SE  
   Intercept   2.08**  0.65 –   1.74**  3.24 –  1.38**    0.53 – 
   Time 0.17*  0.07 – 0.14*   2.29 –  0.15*    0.06 – 
   YLS/CMI Risk 0.04*  0.02 – 0.03*  2.33 –  0.03*    0.01 – 
Model Fit          
    χ2 /df 0.42 0.48                0.47 
Any Reoffending          
Fixed Effects  𝛃 SE df 𝛃 SE df 𝛃 SE df 
   Intercept  1.09** 0.20 128  -1.25**   0.37 125 -1.61**     0.33 125 
   Time  -0.18* 0.07 106  -0.14   0.07 104 – – – 
   YLS/CMI Risk Change   -0.06 0.03 81  -0.06   0.03   81  -0.11    0.09   81 
   Mean YLS/CMI Risk  – – –   0.12**  0.02   71   0.12** 0.02   71 
   YLS x Mean YLS – – – – – –   0.00 0.00   71 
Variance Components σ2υ SE  σ2υ SE  σ2υ SE  
    Intercept 3.03** 0.62 – 2.65**   0.54 – 3.01**    0.58 – 
    Time 0.26** 0.06 – 0.25**   0.06 – 0.26**    0.06 – 
    YLS/CMI Risk 0.03**  0.01 – 0.03**   0.01 – 0.03**    0.01 – 
Model Fit          
    χ2 /df                0.52                 0.55                0.54 
 
Note.  Level 2 (between-person) effects are italicized. Under dispersion in the model may have 
inflated the rate of Type II errors. * p < .05, ** p < .01 (two-tailed).  The within-person effects 
representing changes in YLS/CMI Risk Total Scores from the persons’ mean YLS/CMI Risk 
Total Score is underlined, as this was the key variable tested in these analyses. 
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Table 6 
 
Familiarity Hypotheses:  Familiarity/Risk Totals Interactions and Self-Reported Reoffending Over the Subsequent 3-Months  
 
 SAVRY  YLS/CMI 
 Narrow Definition of 
Familiarity (Model 1) 
 Broad Definition of 
Familiarity (Model 2) 
 Narrow Definition of 
Familiarity (Model 1) 
 Broad Definition of 
Familiarity (Model 2) 
Violent Reoffending                
Fixed Effects 𝛃 SE df  𝛃 SE df  𝛃 SE df  𝛃 SE df 
   Intercept    1.04** 0.29 125   -0.70** 0.22 125  0.74* 0.32 126    0.17 0.25 126 
   Time  -0.55** 0.12 106   -0.35**   0.10 143    -0.46**   0.12 104   -0.29**   0.10 104 
   Narrow Familiarity  -0.56 0.14 142  –   – –    -0.49**   0.17   62  – – – 
   Risk Total   0.01 0.03 142   -0.01   0.03 143    -0.07   0.06   80   -0.06   0.56  80 
   Risk x Familiarity  -0.07 0.04 142  – – –    -0.04   0.06   62  – – – 
   Risk x Time – – –    0.01 0.02 143  – – –    0.03   0.03  63 
Variance Components σ2υ SE   σ2υ SE   σ2υ SE   σ2υ SE  
   Intercept 1.75** 0.57 –    1.75**  0.56 –     2.36** 0.73 –   2.14**   0.67 – 
   Time   0.16* 0.07 –  0.16**  0.07 –     0.19** 0.08 –   0.17*   0.07 – 
   Riska – – –  – – –     0.03* 0.02 –   0.04**   0.02 – 
Model Fit ( χ2 /df) 0.65  0.69  0.39  0.42 
Any Reoffending                
Fixed Effects 𝛃 SE df  𝛃 SE df  𝛃 SE df  𝛃 SE df 
   Intercept  1.29** 0.23 125  0.56**  0.17 125  1.20**   0.24  126     0.54**   0.17 126 
   Time  -0.23** 0.08 106  -0.17*  0.07  72   -0.21*  0.08 104    -0.18* 0.08 70 
   Narrow Familiarity  -0.17 0.10   71  – – –   -0.10  0.11   69  – – – 
   Risk Total  -0.06 0.03  79  -0.07*  0.02  79   -0.06   0.04   81    -0.06 0.04 81 
   Risk x Familiarity   0.03 0.03   71  – – –   -0.01   0.04 69  – – – 
   Risk x Time – – –  -0.02  0.02  72  – – –  0.01 0.02 70 
Variance Components σ2υ SE   σ2υ SE   σ2υ SE   σ2υ SE  
   Intercept 2.64** 0.57 –   2.57**  0.56 –  3.13**   0.65 –  3.08** 0.64 – 
   Time 0.23** 0.06 –   0.24**  0.06 –  0.27**   0.07 –  0.27** 0.07 – 
   Risk   0.01* 0.01 –   0.01*  0.01 –    0.03**  0.01 –  -0.06** 0.01 – 
Model Fit ( χ2 /df) 0.86  0.85  0.52  0.52 
Note.  Under dispersion in the model may have inflated the rate of Type II errors. * p < .05, ** p < .01 (two-tailed).  The interaction 
terms are underlined, as these were the key variables tested in this set of analyses. 
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Figure 1. Shelf-life hypothesis: Time-dependent AUC analysis predicting reoffending over a two-year follow-up (N = 156).  The 
extreme fluctuations in AUC values exhibited at the outset of the follow-up period is likely a reflection of the risk scores of the first 
few reoffenders and does not appear to reflect a meaningful trend.  
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Endnotes 
 
1 The seven excluded youth did not differ significantly from other participants in age, 
gender, ethnicity, index offense, prior charges, or SAVRY and YLS/CMI Risk Total Scores.   
2 In the present study, we eliminated the question “shot and killed someone” due to the 
low base rate of this event and because of concerns regarding confidentiality and subpoenas.  
3 In the model with self-reported violence as an outcome, SAVRY Risk Total Scores 
were not modeled as a variance component because the variance coefficient associating SAVRY 
Risk Total Scores with violent reoffending was not statistically significant (σ2υ = 0.01, SE = 
0.01, p > .05) suggesting a lack of variability in slopes (i.e., the relationship between SAVRY 
Risk Total Scores and violent reoffending did not differ randomly across individuals). 
4 The average Risk Total Score was calculated as the average for the baseline, 3, 6, 9, and 
12-month follow-ups.  Thus, to keep the follow-ups prospective, we examined whether the 
average risk total score predicted reoffending in the period of 12 – 24 months.  To help ensure 
the lag was comparable for the initial risk total score, we examined whether the initial 
assessment predicted reoffending in the period of 6 – 18 months from the start of the study. 
