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In the present paper, we study the asymptotic behavior for estimator of the drift parameter
in an Ornstein–Uhlenbeck process. The Lr-convergence rate and the precise asymptotics in
the law of iterated logarithm and in the law of logarithm for the estimator are obtained.
Moreover, we also get the complete moment convergence of this estimator. The main
method of this paper is the deviation inequality for the quadratic functional.
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1. Introduction and main results
1.1. Introduction
We consider the following Ornstein–Uhlenbeck (O–U) process:
dXt = −θ Xt dt + dWt, X0 = 0 (1.1)
where θ ∈ (0,+∞) is unknown, W = {Wt , t ∈ [0,∞)} is a standard Brownian motion. We denote by Pθ the probability
distribution of the solution of (1.1) on C(R+,R).
Set Ft = σ(Ws, s t). The log-likelihood ratio process of (1.1) has the following representation [14]
log
dPθ1
dPθ0
∣∣∣∣Ft = (θ0 − θ1)
T∫
0
Xt dXt − θ
2
1 − θ20
2
T∫
0
X2t dt, (1.2)
where θ0, θ1 ∈ (0,+∞). Then the maximum likelihood estimator of θ is given by (cf. [14,2])
θˆt = −
∫ t
0 Xs dXs∫ t
0 X
2
s ds
,
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θˆt − θ = −
∫ t
0 Xs dWs∫ t
0 X
2
s ds
. (1.3)
It is known that θˆt is consistent estimator of θ and has asymptotic normality. Bishwal [3] obtained that the Berry–Esseen
bound of the maximum likelihood estimator is O (t− 12 ). Florens-Landais and Pham [6] got large deviations by Gärtner–Ellis
theorem. Bercu and Rouault [1] presented a sharp large deviation for θˆt , while Guillin, Liptser [9], Gao, Jiang, Wang [8] and
Gao, Jiang [7] obtained the moderate deviations. Moreover, by the law of iterated logarithm for martingales, one can see
that under Pθ
limsup
t→+∞
|θˆt − θ |√
2(
∫ t
0 X
2
s ds)−1 log log
∫ t
0 X
2
s ds
= 1, a.s. (1.4)
Since under Pθ
lim
t→∞
1
t
t∫
0
X2s ds =
1
2θ
, a.s.
we have
limsup
t→+∞
|θˆt − θ |√
4θ
t log log t
= 1, a.s. (1.5)
Then, the natural question is that what is the precise asymptotics of (1.4) and (1.5), i.e. the complete convergence of
the law of iterated logarithm for θˆt? For a sequence of i.i.d. nondegenerate random variables {X, Xn; n  1} with E X = 0
and E X2 = σ 2, this question has been studied explicitly by many authors. Gut and Spaˇtaru [11] established the following
result: for Sn :=∑ni=1 Xi ,
lim
ε↓0 ε
2
+∞∑
n=3
1
n logn
P
(|Sn| εσ√n log logn )= 1,
which is the so-called precise asymptotics in the law of iterated logarithm for Sn . By strong approximate and Feller’s
and Einmahl’s truncation method, Pang, Zhang and Wang [20] developed similar results for the self-normalized sums SnVn
with V 2n =
∑n
i=1 X2i :
lim
ε↓0 ε
2(b+1)
+∞∑
n=3
(log logn)b
n logn
P
(|Sn| (ε + αn)√2V 2n log logn )= E|N|2b+22b+1(b + 1) , (1.6)
where αn = O (1/log logn), b > −1 and N is the standard normal random variable.
Furthermore, for the complete moment convergence in the law of iterated logarithm for Sn , Jiang and Zhang [17] have
obtained that
lim
ε↓0 ε
2(b+1)
+∞∑
n=3
(log logn)b
n3/2 logn
E
(|Sn| − σ(ε + αn)√2n log logn )+ = E|N|2b+32b+1(b + 1)(2b + 3)
+∞∑
k=0
(−1)k
(2k + 1)2b+3 ,
where (x)+ = max{0, x}, b > −1. Meanwhile, for the self-normalized sums SnVn , Zhao and Tao [22] have stated that
lim
ε↓0 ε
β(b+1)−2
+∞∑
n=3
(log logn)b−
2
β
n logn
E
(
Sn
Vn
)2
I
(|Sn| εVn(log logn) 1β )= βE|N|β(b+1)
β(b + 1) − 2 , (1.7)
where β > 2,b > 2
β
− 1. For more references, one can see [4,15,16,19].
Obviously, from (1.3), {θˆt − θ, t  0} is a self-normalized Ft -martingale. Therefore, inspired by the above statement,
the natural question at this point is to try to establish similar results for θˆt , i.e. the precise asymptotics in the law of
iterated logarithm and complete moment convergence in the law of iterated logarithm for θˆt − θ .
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Firstly, by the deviation inequality for the quadratic functional
∫ t
0 X
2
s ds, we can obtain the convergence of θˆt in L
r-sence,
as well as its convergence rate.
Theorem 1.1. For any r > 0, t  1, we have
E Pθ |θˆt − θ |r  Ct−
r
2 ,
where C is a positive constant depending only on θ , r.
In particularly, for any r > 0
θˆt → θ, t → +∞, in Lr .
Secondly, with the help of Berry–Esseen bound for θˆt − θ and deviation inequality for the quadratic functional
∫ t
0 X
2
s ds,
we can obtain the following result.
Theorem 1.2. Assume that αt = O (1/ log log t). Then for b > −1, we have
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√√√√√2
( t∫
0
X2s ds
)−1
log log
t∫
0
X2s ds
)
dt = E|N|
2b+2
2b+1(b + 1) (1.8)
and
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
t
log log t
)
dt = E|N|
2b+2
2b+1(b + 1) . (1.9)
Finally, together with the Lr-convergence rate and Berry–Esseen bound for θˆt , the complete moment convergence in the
law of logarithm for θˆt can be obtained.
Theorem 1.3. Assume that αt = O (1/ log log t). Then for b > −1, we have
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t1/2 log t
E Pθ
(
|θˆt − θ | − (ε + αt)
√
4θ
t
log log t
)
+
dt =
√
θ E|N|(2b+3)
2b+ 12 (b + 1)(2b + 3)
.
Theorem 1.4. For any r > 0, β > 0 and b > r
β
− 1,
lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(
t
2θ
) r
2 (log log t)b−
r
β
t log t
E Pθ
(
|θˆt − θ |r I
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
))
dt = βE|N|
β(b+1)
β(b + 1) − r .
Remark 1.1. In Theorem 1.2 and Theorem 1.4, we extend the foregoing results for self-normalized sums SnVn to that of
estimators in stochastic differential equations. We are not aware of any such results in the literature regarding the precise
asymptotics in law of iterated logarithm and complete moment convergence for drift coeﬃcient in stochastic differential
equation. Moreover, it is interesting that they have the same form as for the self-normalized sums SnVn .
Remark 1.2. To my knowledge, for the self-normalized sums SnVn , the similar form of Theorem 1.3 has not been discussed.
We maybe get it by our method in this paper.
Remark 1.3. Comparing with (1.7), in Theorem 1.4, we extend the moment of second order for SnVn to the moment of r-order
for θˆt − θ . Moreover, our proof is very concise which applies the Lr-convergence rate, i.e. Theorem 1.1.
The paper is organized as follows. In Section 2, by the deviation inequalities for
∫ t
0 X
2
s ds and θˆt , we state the proof of
Theorem 1.1. Then the proofs of Theorem 1.2, Theorem 1.3 and Theorem 1.4 are given in Section 3 and Section 4 respectively.
While in the last section, we state the precise asymptotics in the law of logarithm for θˆt and give a conclusion of our work.
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It is well known that the solution of Eq. (1.1) has the following expression:
Xt = e−θt
t∫
0
eθ s dWs. (2.1)
Now, by Girsanov formula, we give deviation inequality for the quadratic functional
∫ t
0 X
2
s ds, which is the cornerstone and
will be repeated used in our paper.
Lemma 2.1.
(1) For β  θ22 , we have for all t  0,
E Pθ exp
{
β
t∫
0
X2s ds
}
max
{
1,
(
1
2
+ θ
2
√
θ2 − 2β
)− 12}
exp
{
θ − κ
2
t
}
, (2.2)
where κ =√θ2 − 2β .
(2) For any η > 0, then
Pθ
(∣∣∣∣∣
t∫
0
X2s ds −
t
2θ
∣∣∣∣∣ ηt
)
 2exp
{
− θ
3η2
1+ 2θη t
}
.
Proof. (1) By Girsanov formula and (1.2), we have
E Pθ exp
{
β
t∫
0
X2s ds
}
= E Pκ
(
dPθ
dPκ
∣∣∣∣Ft exp
{
β
t∫
0
X2s ds
})
= E Pκ
(
exp
{
(κ − θ)
t∫
0
Xs dXs − 1
2
(
θ2 − κ2 − 2β)
t∫
0
X2s ds
})
= e θ−κ2 t E Pκ exp
{
−θ − κ
2
X2t
}
.
From (2.1), it is easily seen that for any t  0,
E Pκ Xt = 0, VarPκ (Xt) =
1− e−2κt
2κ
.
Then under Pκ , Xt ∼ N(0, 1−e−2κt2κ ),
E Pκ exp
{
−θ − κ
2
X2t
}
=
(
1+ θ − κ
2κ
(
1− e−2κt))−
1
2

⎧⎨
⎩
1, 0 β  θ22 ;
( 12 + θ2√θ2−2β )
− 12 , β < 0
which implies (2.2).
(2) By Chebyshev’s inequality and (2.2), we have for any 0< β  θ22
Pθ
( t∫
0
X2s ds −
t
2θ
 ηt
)
 e−β(η+ 12θ )t E Pθ exp
{
β
t∫
0
X2t ds
}
 exp
{(
θ −√θ2 − 2β − β(η + 1 ))t}.
2 2θ
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inf
0β θ22
{(
θ −√θ2 − 2β
2
− β
(
η + 1
2θ
))
t
}
= − θ
3η2
1+ 2θη t
which completes the proof of this lemma. 
Consequently, we can obtain the deviation inequality for θˆt .
Lemma 2.2. For any x> 0, we have
Pθ
(|θˆt − θ | x) 2
(
θ2 + x2
θ2
) 1
4
exp
{
θ − √θ2 + x2
4
t
}
.
Proof. Since
exp
{
−λ
t∫
0
Xs dWs − λ
2
2
t∫
0
X2s ds
}
, t  0
is an Ft -martingale, according to the proof of Lemma 3.1 in Miao, Jiang and Shen [18], for any λ > 0
Pθ (θˆt − θ  x) E Pθ exp
{
−λ
t∫
0
Xs dWs − xλ
t∫
0
X2s ds
}
= E Pθ exp
{
−λ
t∫
0
Xs dWs − λ2
t∫
0
X2s ds + λ2
t∫
0
X2s ds − xλ
t∫
0
X2s ds
}

(
E Pθ exp
{
−2λ
t∫
0
Xs dWs − 2λ2
t∫
0
X2s ds
}) 1
2
(
E Pθ exp
{(
2λ2 − 2xλ)
t∫
0
X2s ds
}) 1
2
=
(
E Pθ exp
{(
2λ2 − 2xλ)
t∫
0
X2s ds
}) 1
2
.
Together the fact that infλ>0{2λ2 − 2xλ} = − x22 , we have by Lemma 2.1
Pθ (θˆt − θ  x)
(
Eθ exp
{
− x
2
2
t∫
0
X2s ds
}) 1
2

(
θ2 + x2
θ2
) 1
4
exp
{
θ − √θ2 + x2
4
t
}
. 
Together with above lemmas, we can prove Theorem 1.1 as follows.
Proof of Theorem 1.1. By Fubini theorem and Lemma 2.2
E Pθ |θˆt − θ |r =
+∞∫
0
Pθ
(|θˆt − θ | > x 1r )dx

+∞∫
0
2
(
θ2 + x 2r
θ2
) 1
4
exp
{
θ −
√
θ2 + x 2r
4
t
}
dx.
Letting θ −
√
θ2 + x 2r = y , thent
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2r√
θ
+∞∫
0
1
t
(
y
t
+ θ
) 3
2
((
y
t
+ θ
)2
− θ2
) r
2−1
e−
y
4 dy
 Ct− r2 ,
where C is a positive constant depending only on θ , r. 
3. Precise asymptotics in the law of iterated logarithm of θˆt
In this section, we will prove Theorem 1.2. First of all, we state the following result which is Proposition 3.1 in Pang,
Zhang, Wang [20].
Lemma 3.1. Assume that αt = O (1/ log log t). Then for b > −1, we have
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
P
(|N| (ε + αt)√2 log log t )dt = E|N|2b+2
2b+1(b + 1) .
Meanwhile, Bishwal [3] has showed the following Berry–Esseen bound for θˆt .
Lemma 3.2.
sup
x∈R
∣∣∣∣Pθ
(√
t
2θ
(θˆt − θ) x
)
− P (N  x)
∣∣∣∣= O (t− 12 ).
Then, we can give the proof of Theorem 1.2.
Proof of Theorem 1.2. Firstly, we prove (1.9). Letting
Λt = sup
x∈R
∣∣Pθ (|θˆt − θ | x)− P(|N| x)∣∣,
then
P
(|N| (ε + αt)√2 log log t )− Λt  Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
t
log log t
)
 P
(|N| (ε + αt)√2 log log t )+ Λt .
Since b > −1, by Lemma 3.2,
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Λt dt = 0.
Consequently, by Lemma 3.1, we have
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
t
log log t
)
dt
= lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
P
(|N| (ε + αt)√2 log log t )dt
= E|N|
2b+2
b+1 .2 (b + 1)
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Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
(1− η)t log log(1+ η)t
)
− Pθ
(∣∣∣∣∣
t∫
0
X2s ds −
t
2θ
∣∣∣∣∣> ηt2θ
)
 Pθ
(
|θˆt − θ | (ε + αt)
√√√√√2
( t∫
0
X2s ds
)−1
log log
t∫
0
X2s ds
)
 Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
(1+ η)t log log(1− η)t
)
+ Pθ
(∣∣∣∣∣
t∫
0
X2s ds −
t
2θ
∣∣∣∣∣> ηt2θ
)
.
By Lemma 2.1,
lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(∣∣∣∣∣
t∫
0
X2s ds −
t
2θ
∣∣∣∣∣> ηt2θ
)
dt  2 lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
e−
θ(1+η)2
8+4η t = 0.
Then by (1.9)
(1− η)b+1 E|N|
2b+2
2b+1(b + 1) = limε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
(1− η)t log log(1+ η)t
)
dt
 lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√√√√√2
( t∫
0
X2s ds
)−1
log log
t∫
0
X2s ds
)
dt
 lim
ε↓0 ε
2b+2
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
(1+ η)t log log(1− η)t
)
dt
= (1+ η)b+1 E|N|
2b+2
2b+1(b + 1) .
Letting η → 0, we can obtain (1.8) immediately. 
4. The complete moment convergence in the law of iterated logarithm for θˆt
4.1. Proof of Theorem 1.3
In this subsection, Theorem 1.3 is proved. By the technique of separation and deviation inequality, we ﬁrst show that the
complete moment convergence of θˆt is equivalent to that of the numerator
∫ t
0 Xs dWs .
Lemma 4.1. Assume that αt = O (1/ log log t). Then for b > −1, we have
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t1/2 log t
t dt = 0,
where
t =
∣∣∣∣∣E Pθ
(
|θˆt − θ | − (ε + αt)
√
4θ
t
log log t
)
+
− E Pθ
(∣∣∣∣∣2θt
t∫
0
Xs dWs
∣∣∣∣∣− (ε + αt)
√
4θ
t
log log t
)
+
∣∣∣∣∣.
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t  E Pθ
∣∣∣∣
∫ t
0 Xs dWs∫ t
0 X
2
s s
−
∫ t
0 Xs dWs
(2θ)−1t
∣∣∣∣
= E Pθ
(
|θˆt − θ | ·
∣∣∣∣∣1− 2θt
t∫
0
X2s ds
∣∣∣∣∣
)

(
E Pθ (θˆt − θ)2
) 1
2
(
E Pθ
(
1− 2θ
t
t∫
0
X2s ds
)2) 12
.
By Lemma 2.1, one can see that
E Pθ
(
1− 2θ
t
t∫
0
X2s ds
)2
=
+∞∫
0
Pθ
(
2θ
t
∣∣∣∣∣
t∫
0
X2s −
t
2θ
∣∣∣∣∣√x
)
dx
 2
+∞∫
0
e
− θx
4(1+√x ) t dx C
(
1
t
+ 1
t2
)
,
where C > 0 is a positive constant depending only on θ .
Therefore, t  Ct−1, which implies that
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t1/2 log t
t dt  C lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t3/2 log t
dt = 0. 
The following lemma can be found in Jiang and Zhang [17].
Lemma 4.2. Assume that αt = O (1/ log log t). Then for b > −1, we have
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t log t
E
(|N| − (ε + αt)√2 log log t )+ dt = E|N|(2b+3)2b+1(b + 1)(2b + 3) .
By Theorem 1 in Haeusler and Joos [13] and the proof of Theorem 2 in Haeusler [12], we can obtain the following
nonuniform Berry–Esseen bound for martingales with continuous time.
Lemma 4.3. Consider a ﬁxed locally square integrable martingale Mt , t  0. Then, for any δ > 0, there exists a ﬁnite constant Cδ
depending only on δ, such that for Lt,2δ + Nt,2δ  1.∣∣P (Mt  x) − P (N  x)∣∣ Cδ(1+ |x|2+2δ)−1(Lt,2δ + Nt,2δ) 13+2δ ,
where
Lt,2δ = E
( ∑
0st
|Ms|2+2δ
)
, Nt,2δ = E
(∣∣〈M〉t − 1∣∣1+δ),
and 〈M〉 is the predictable quadratic process of M, Mt = Mt − Mt− with Mt− = lims↑t Ms.
Proof of Theorem 1.3. By Lemma 4.2 and Lemma 4.1, we only have to prove that
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t log t
¯t dt = 0,
where
¯t =
∣∣∣∣∣E Pθ (|N| − (ε + αt)
√
2 log log t
)
+ − E Pθ
(∣∣∣∣∣
√
2θ
t
t∫
Xs dWs
∣∣∣∣∣− (ε + αt)
√
2 log log t
)
+
∣∣∣∣∣.
0
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√
2θ
t
∫ t
0 Xs dWs and δ = 1 in Lemma 4.3, then
Lt,2 = 0, Nt,2 =
(
2θ
t
)2
E Pθ
( t∫
0
X2s ds −
t
2θ
)2
.
Now, we estimate Nt,2.
Nt,2 =
+∞∫
0
Pθ
(
2θ
t
∣∣∣∣∣
t∫
0
X2s −
t
2θ
∣∣∣∣∣√x
)
dx

+∞∫
0
e
− θx
4(1+√x ) t dx C
(
1
t
+ 1
t2
)
.
One can obtain from Lemma 4.3 that
¯t  2
+∞∫
(ε+αt )
√
2 log log t
∣∣∣∣∣P (N  x) − Pθ
(√
2θ
t
t∫
0
Xs dWs  x
)∣∣∣∣∣dx
 C
(
1
t
+ 1
t2
) 1
5
+∞∫
0
1
1+ x4 dx
 Ct− 15 .
Hence
lim
ε↓0 ε
2(b+1)
+∞∫
ee
(log log t)b
t log t
¯t dt = 0,
which completes the proof of Theorem 1.3. 
Remark 4.1. The idea of the proof of Theorem 1.3 is that we split up the estimator θˆt − θ into two components: the
numerator
∫ t
0 Xs dWs and the denominator
∫ t
0 Xs ds. On one hand, the numerator
∫ t
0 Xs dWs is the main part which can
be approximated by standard normal distribution. On the other hand, the denominator
∫ t
0 Xs ds can be taken place by the
constant t2θ .
4.2. Proof of Theorem 1.4
In view of Theorem 1.4, several lines of elementary calculation yield that
+∞∫
ee
(
t
2θ
) r
2 (log log t)b−
r
β
t log t
E Pθ
(
|θˆt − θ |r I
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
))
dt
= εr
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
)
dt
+
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1Pθ
(
|θˆt − θ | x
√
2θ
t
)
dx
:= I1 + I2.
To prove Theorem 1.4, we only have to study I1, I2 respectively. Now, we come to several lemmas below.
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lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
P
(|N| ε(log log t) 1β )dt = E|N|β(b+1)
b + 1 .
Proof. Letting y = ε(log log t) 1β , then
lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
P
(|N| ε(log log t) 1β )dt =
+∞∫
0
yβ(b+1)−1P
(|N| y)dy
= E|N|
β(b+1)
b + 1 . 
For I1, we have the following result.
Lemma 4.5. For any β > 0 and b > −1, we have
lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
)
dt = E|N|
β(b+1)
b + 1 .
Proof. By Lemma 4.4, we only have to prove that
lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
∣∣∣∣Pθ
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
)
− P(|N| ε(log log t) 1β )∣∣∣∣dt = 0.
In fact, by the Berry–Esseen bound for θˆt , i.e. Lemma 3.2, there exists a positive constant C , such that
lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
∣∣∣∣Pθ
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
)
− P(|N| ε(log log t) 1β )∣∣∣∣dt
 C lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t
3
2 log t
dt = 0. 
Then, we only have to estimate I2. The following lemma is needed.
Lemma 4.6. For any β > 0 and b > r
β
− 1, one can obtain that
lim
ε→ ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1P
(|N| x)dx = rE|N|β(b+1)
(b + 1)(β(b + 1) − r) .
Proof. Letting y = ε(log log t) 1β , then
lim
ε→ ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1P
(|N| x)dx
= rβ
+∞∫
0
tβ(b+1)−r−1 dt
+∞∫
t
xr−1P
(|N| x)dx
= rβ
+∞∫
xr−1P
(|N| x)dx
x∫
tβ(b+1)−r−1 dt0 0
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β(b + 1) − r
+∞∫
0
xβ(b+1)−1P
(|N| x)dx
= rE|N|
β(b+1)
(b + 1)(β(b + 1) − r) . 
Lemma 4.7. For any r > 0, β > 0 and b > r
β
− 1, one can obtain that
lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1Pθ
(
|θˆt − θ | x
√
2θ
t
)
dx = rE|N|
β(b+1)
(b + 1)(β(b + 1) − r) .
Proof. Set
Γt,x =
∣∣∣∣Pθ
(
|θˆt − θ | x
√
2θ
t
)
− P(|N| x)∣∣∣∣.
By simple calculation,
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1Γt,x dx

+∞∫
ee
(log log t)b−
r
β
t log t
dt
t
1
4r∫
ε(log log t)
1
β
rxr−1Γt,x dx+
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
t
1
4r
rxr−1P
(|N| x)dx
+
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
t
1
4r
rxr−1Pθ
(
|θˆt − θ | x
√
2θ
t
)
dx
:= J1 + J2 + J3.
By Lemma 3.2, there exists a positive constant C , such that
sup
x∈R
Γt,x  Ct−
1
2 .
Since β(b + 1) > r > 0,
lim
ε↓0 ε
β(b+1)−r J1  lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t
3
2 log t
(
t
1
4 − εr(log log t) rβ )dt
= lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t
5
4 log t
dt − lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t
3
2 log t
dt
= 0.
Now, we estimate J2 and J3 as follows. By Chebyshev’s inequality,
lim
ε↓0 ε
β(b+1)−r J2  lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
t
1
4r
rx−r−1E|N|2r dx
= lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
E|N|2r (log log t)
b− r
β
t
5
4 log t
dt
= 0.
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lim
ε↓0 ε
β(b+1)−r J3  lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
t
1
4r
Crx−r−1 dx
= lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
C
(log log t)b−
r
β
t
5
4 log t
dt
= 0,
where C is a positive constant depending only on θ and r.
Together with the above estimations on J1, J2, J3, we can complete the proof of this lemma. 
Proof of Theorem 1.4. According to Lemma 4.5 and Lemma 4.7, we can get that
lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(
t
2θ
) r
2 (log log t)b−
r
β
t log t
E Pθ
(
|θˆt − θ |r I
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
))
dt
= lim
ε↓0 ε
β(b+1)
+∞∫
ee
(log log t)b
t log t
Pθ
(
|θˆt − θ | ε
√
2θ
t
(log log t)
1
β
)
dt
+ lim
ε↓0 ε
β(b+1)−r
+∞∫
ee
(log log t)b−
r
β
t log t
dt
+∞∫
ε(log log t)
1
β
rxr−1Pθ
(
|θˆt − θ | x
√
2θ
t
)
dx
= βE|N|
β(b+1)
β(b + 1) − r . 
5. Further results and conclusions
5.1. Further results
For a sequence of i.i.d. nondegenerate random variables {X, Xn; n  1}, the well-known Davis law of large numbers [5]
states that
+∞∑
n=1
logn
n
P
(|Sn| ε√n logn )< +∞, ε > 0,
if and only if E X = 0 and E X2 < +∞. Under the condition E X2 = σ 2, Gut and Spaˇtaru [10] proved its convergence rate, i.e.
precise asymptotics in the law of logarithm, as follows.
lim
ε↓0 ε
2(b+1)
+∞∑
n=1
(logn)b
n
P
(|Sn| εσ√n logn )= E|N|2b+2
b + 1 ,
where 0  b  1. Recently, Zang [21] studied the precise asymptotics in the logarithm for the moment of self-normalized
sums.
lim
ε↓0 ε
2p(b+1)/(2−p)
+∞∑
n=1
(logn)b
n
E
( |Sn|
Vn
− ε(2 logn) 2−p2p
)
+
= (2− p)E|N|
2bp+p+2
2−p
2b+1(b + 1)(2bp + p + 2) .
Moreover, Zhao and Tao [22] have stated that
lim
ε↓0 ε
β(b+1)−2
+∞∑
n=3
(logn)b−
2
β
n
E
(
Sn
Vn
)2
I
(|Sn| εVn(logn) 1β )= βE|N|β(b+1)
β(b + 1) − 2 ,
where β > 2, b > 2
β
− 1.
In this section, inspired by the above results, we give the precise asymptotics in the law of logarithm for θˆt . To do this,
we need the following results.
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(1) Assume that −1< b  1 and αt = O (1/ log t).
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
P
(|N| (ε + αt)√log t )dt = E|N|2b+2
1+ b .
(2) Assume that αt = O (1/ log t). Then for b > −1, we have
lim
ε↓0 ε
2(b+1)
+∞∫
e
(log t)b
t
E
(|N| − (ε + αt)√log t )+ dt = E|N|2b+3(b + 1)(2b + 3) .
(3) For any r > 0, β > 0 and b > r
β
− 1,
lim
ε↓0 ε
β(b+1)−r
+∞∫
e
(log t)b−
r
β
t
E
(|N|r I(|N| ε(log t) 1β ))dt = βE|N|β(b+1)
β(b + 1) − r .
Proof. The proof of (1) and (2) can be found in Appendix A. For (3), note that
+∞∫
e
(log t)b−
r
β
t
E
(|N|r I(|N| ε(log t) 1β ))dt
= εr
+∞∫
e
(log t)b
t
P
(|N| ε(log t) 1β )dt +
+∞∫
e
(log t)b−
r
β
t
dt
+∞∫
ε(log t)
1
β
rxr−1P
(|N| x)dx.
By the similar method as in the proof of Lemma 4.4 and Lemma 4.6, we can obtain that
lim
ε↓0 ε
β(b+1)
+∞∫
e
(log t)b
t
P
(|N| ε(log t) 1β )dt = E|N|β(b+1)
b + 1
and
lim
ε→ ε
β(b+1)−r
+∞∫
e
(log t)b−
r
β
t
dt
+∞∫
ε(log t)
1
β
rxr−1P
(|N| x)dx = rE|N|β(b+1)
(b + 1)(β(b + 1) − r) ,
which can complete the proof of (3). 
Now, by Lemma 5.1 and the method used in the proof of Theorem 1.2, Theorem 1.3 and Theorem 1.4, we can obtain the
following results.
Theorem 5.1. Assume that −1< b 1 and αt = O (1/ log t).
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
Pθ
(
|θˆt − θ | (ε + αt)
√
4θ
t
log t
)
dt = E|N|
(2b+2)
1+ b
and
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
Pθ
(
|θˆt − θ | (ε + αt)
√√√√√2
( t∫
0
X2s ds
)−1
log t
)
dt = E|N|
(2b+2)
1+ b .
Theorem 5.2. Assume that αt = O (1/ log t). Then for b > −1, we have
lim
ε↓0 ε
2(b+1)
+∞∫
e
(log t)b
t1/2
E Pθ
(
|θˆt − θ | − (ε + αt)
√
2θ
t
log t
)
+
dt =
√
2θ
(b + 1)(2b + 3) E|N|
(2b+3).
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β
− 1,
lim
ε↓0 ε
β(b+1)−r
+∞∫
e
(
t
2θ
) r
2 (log t)b−
r
β
t
E Pθ
(
|θˆt − θ |r I
(
|θˆt − θ | ε
√
2θ
t
(log t)
1
β
))
dt = βE|N|
β(b+1)
β(b + 1) − r .
5.2. Conclusions
From the proof of Theorem 1.2, Theorem 1.3 and Theorem 1.4, the deviation inequality of the quadric functional
∫ t
0 X
2
s ds
and θˆt , as well as the Lr-convergence of θˆt , are key to us. To deal with this problem, we use the technique of measure
transformation, i.e. Girsanov formula.
For more complicate models, this technique may become invalid. For example, consider the following O–U process with
linear drift:
dXt = (−θ Xt + γ )dt + dWt, (5.1)
where θ,γ are the parameters with θ ∈ (0,+∞). We denote by Pθ,γ the probability distribution of the solution of (5.1).
The log-likelihood ratio process of (5.1) has the following representation [14]:
log
dPθ1,γ1
dPθ0,γ0
∣∣∣∣Ft = (θ0 − θ1)
t∫
0
Xs dXs + (γ1 − γ0)Xt − θ
2
1 − θ20
2
t∫
0
X2s ds −
γ 21 − γ 20
2
t + (θ1γ1 − θ0γ0)
t∫
0
Xs ds.
It is known that the maximum likelihood estimator of the parameter θ and γ are
θˆt = −t
∫ t
0 Xs dXs + Xt
∫ t
0 Xs ds
t
∫ t
0 X
2
s ds − (
∫ t
0 Xs ds)
2
, γˆt = −
∫ t
0 Xs ds
∫ t
0 Xs dXs + Xt
∫ t
0 X
2
s ds
t
∫ t
0 X
2
s ds − (
∫ t
0 Xs ds)
2
.
Unfortunately, from Gao and Jiang [7], the Lr-convergence of θˆt and γˆt cannot be deduced from the deviation inequality for
these estimators. Therefore, by our method in this paper, we may not obtain the complete moment convergence in law of
iterated logarithm and law of logarithm for θˆt and γˆt . Then, we will study it in the future paper.
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Appendix A
Proof of Lemma 5.1. (1) Without loss of generality, we assume that |αt | Clog t , where C > 0 is a constant. Notice that
∣∣P(N  (ε + αt)√log t )− P (N  ε√log t )∣∣ |αt |
√
log t√
2π
exp
{
− (ε −
C
log t )
2 log t
2
}
 C√
2π log t
exp
{
εC − 1
2
ε2 log t
}
and
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
1√
log t
e−
ε2 log t
2 dt = lim
ε↓0 ε
2b+2
+∞∫
1
xb−
1
2 e−
ε2
2 x dx
= 2b− 12 lim
ε↓0 ε
+∞∫
ε2
2
xb−
1
2 e−x dx
= 2b− 12 lim
ε↓0 ε
1∫
ε2
xb−
1
2 e−x dx = 0.2
H. Jiang / J. Math. Anal. Appl. 382 (2011) 367–382 381Thus, it follows that
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
P
(|N| (ε + αt)√log t )dt = lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b
t
P
(|N| ε√log t )dt
= lim
ε↓0 ε
2b+2
+∞∫
ε
2x1+2b
ε2b+2
P
(|N| x)dx
= E|N|
(2+2b)
1+ b .
(2) The idea of the following proof borrowed from Proposition 2.1 of Jiang and Zhang [17]. Letting y = ε√log t , we have
lim
ε↓0 ε
2(b+1)
+∞∫
e
(log t)b
t
E
(|N| − ε√log t )+ dt
= lim
ε↓0 ε
2(b+1)
+∞∫
e
(log t)b
t
( +∞∫
ε
√
log t
P
(|N| x)dx
)
dt
= 2 lim
ε↓0
+∞∫
ε
t2b+1 dt
+∞∫
t
P
(|N| x)dx
= 2 lim
ε↓0
+∞∫
ε
P
(|N| x)dx
ε∫
x
t2b+1 dt
= E|N|
(2b+3)
(b + 1)(2b + 3) .
Then, we only have to prove that
lim
ε↓0 ε
2(b+1)
+∞∫
e
(log t)b
t
∣∣E(|N| − (ε + αt)√log t )+ − E(|N| − ε√log t )+∣∣dt = 0.
Without loss of generality, assume that |αt | C/ log t . Then
∣∣E(|N| − (ε + αt)√log t )+ − E(|N| − ε√log t )+∣∣
 2
+∞∫
0
∣∣P (N  x+ ε√log t ) − P(N  x+ (x+ αt)√log t )∣∣dx
 2
2C√
log t∫
0
∣∣P (N  x+ ε√log t ) − P(N  x+ (x+ αt)√log t )∣∣dx
+ 2
+∞∫
2C√
log t
∣∣P (N  x+ ε√log t ) − P(N  x+ (x+ αt)√log t )∣∣dx.
Obviously,
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log t∫
0
∣∣P (N  x+ ε√log t ) − P(N  x+ (x+ αt)√log t )∣∣dx
 C√
2π log t
exp
{
−
(
ε − C
log t
)2
log t
} 2C√log t∫
0
exp
{
− x
2
2
− εx√log t + Cx√
log t
}
dx
 C√
log t
exp
{−ε2 log t + 2Cε}
and
+∞∫
2C√
log t
∣∣P (N  x+ ε√log t ) − P(N  x+ (x+ αt)√log t )∣∣dx
 C√
log t
exp
{−ε2 log t + 2Cε}
+∞∫
2C√
log t
exp
{
− x
2
(
2ε
√
log t + x− 2C√
log t
)}
dx
 C√
log t
exp
{−ε2 log t + 2Cε}.
Together with
lim
ε↓0 ε
2b+2
+∞∫
e
(log t)b−1/2
t
e−ε2 log t dt = lim
ε↓0 ε
+∞∫
ε2
yb−1/2e−y dy = 0,
we can complete the proof of this lemma. 
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