Quantum states characterization for the zero-error capacity by Medeiros, Rex A C et al.
ar
X
iv
:q
ua
nt
-p
h/
06
11
04
2v
2 
 8
 N
ov
 2
00
6
Quantum states characterization for the zero-error
capacity
Rex A C Medeiros†,‡,1,2 Romain Alle´aume†,2, Ge´rard Cohen†,3
and Francisco M. de Assis‡,4
† De´partement Informatique et Re´seaux,
E´cole Nationale Supe´rieure des Te´le´communications
46 rue Barrault, F-75634, Paris Cedex 13, France
‡ Departamento de Engenharia Ele´trica
Universidade Federal de Campina Grande
Av. Apr´ıgio Veloso, 882, Bodocongo´
Campina Grande-PB, 58109-970, Brazil
E-mail: 1 rex.medeiros@enst.fr
E-mail: 2 romain.alleaume@enst.fr
E-mail: 3 gerard.cohen@enst.fr
E-mail: 4 fmarcos@dee.ufcg.edu.br
Abstract. The zero-error capacity of quantum channels was defined as the least
upper bound of rates at which classical information can be transmitted through a
quantum channel with probability of error equal to zero. This paper investigates some
properties of input states and measurements used to attain the quantum zero-error
capacity. We start by reformulating the problem of finding the zero-error capacity in
the language of graph theory. This alternative definition is used to prove that the
zero-error capacity of any quantum channel can be reached by using tensor products
of pure states as channel inputs, and projective measurements in the channel output.
We conclude by presenting an example that illustrates our results.
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1. Introduction
Classical and quantum information theory [1, 2] usually look for asymptotic solutions
to information treatment and transmission problems. For example, the Shannon’s
coding theorem guarantees the existence of a channel capacity C such that for any
rate R approaching C there exist a sequence of codes for which the probability of
error goes asymptotically to zero. A zero-error probability approach for information
transmission through noisy channel was introduced by Shannon in 1956 [3]. Given a
discrete memoryless channel, it was defined a capacity for transmitting information with
an error probability equal to zero. The so called zero-error information theory [4] found
applications in areas like graph theory, combinatorics, and computer science.
More recently, the zero-error capacity of quantum channels was defined as the
least upper bound of rates at which classical information can be transmitted through
a quantum channel with error probability equal to zero [5]. Some results followed the
definition. For example, it was shown that the zero-error capacity of any quantum
channel is upper bounded by the HSW capacity [6].
Because of the direct relation with graph theory, the quantum zero-error capacity
should have connections with several areas of quantum information and computation,
like quantum error-correction codes [7], quantum noiseless subsystems [8, 9], faut-
tolerant quantum computation [10], graph states [11], and quantum computation
complexity.
In this paper we give an alternative definition for the zero-error capacity of
quantum channels in terms of graph theory. Also, we present new results concerning
quantum states attaining the quantum channel capacity. Particulary, we show that non-
adjacent states live into orthogonal Hilbert subspaces, and that non-adjacent states are
orthogonal. Our main result asserts that the quantum zero-error capacity can be reached
by using only pure states. In addition, we prove that general POVM measurements are
not required: for a given quantum channel, it is always possible to find a von Neumann
measurement attaining the quantum zero-error capacity. A mathematically motivated
example is given to illustrate our results.
The rest of this paper is structured as follows. Section 2 recalls some definitions
concerning the zero-error capacity of a quantum channel. Section 3 reformulates the
problem of finding the quantum zero-error capacity into the graph language. This
alternative definition is used in Sec. 4 to study the behavior of input states. Section 5
discusses about measurements reaching the quantum zero-error capacity, and Sec. 6
illustrates the results with an example. Finally, Sec. 7 presents the conclusions and
discusses further works.
2. Background
We review some important definitions. Consider a d−dimensional quantum channel
E ≡ {Ea} and a subset S of input states, and let ρi ∈ S. We denote σi = E(ρi) the
Quantum states characterization for the zero-error capacity 3
received quantum state when ρi is transmitted through the quantum channel. Define a
POVM {Mj}, where
∑
j Mj = 1l. For convenience, we call Alice the sender and Bob the
recipient. If p(j|i) denotes the probability of Bob gets the outcome j given that Alice
sent the state ρi, then, p(j|i) = tr [σiMj ].
By analogy with classical information theory [3], the zero-error capacity of a
quantum channel is defined for product states. A product of any n input states will be
called an input quantum codeword, ρi = ρi1 ⊗ . . .⊗ ρin , belonging to a dn-dimensional
Hilbert space Hn. A mapping of K classical messages (which we may take to be the
integers 1, . . . , K) into a subset of input quantum codewords will be called a quantum
block code of length n. Thus, 1
n
logK will be the rate for this code. A piece of n output
indices obtained from measurements performed by means of a POVM {M1, . . . ,Mm}
will be called an output word, w ∈ {1, . . . , m}n.
A decoding scheme for a quantum block code of length n is a function that
univocally associates each output word with integers 1 to K representing classical
messages. The probability of error for this code is greater than zero if the decoding
system identifies a different message from the message sent.
Figure 1 illustrates a system that makes use of a quantum channel to transmit
classical information with a probability of error equal to zero. Initially, Alice chooses
a message i from a set of K classical messages. Based on the message i and on the
structure of a quantum block code of length n, the quantum encoder prepares a n-
tensor product of quantum states which is sent through the quantum channel E(·). In
the reception, Bob performs a POVM measurement in order to obtain an output word
w. The decision system, called decoder, should associate the output word w with a
message ı˜. In a zero-error context it is required ı˜ = i with probability one.
D
ecoder
Encoder
Quantum
PSfr replacements
i ∈ {1, . . . ,K}
S = {|ψi〉}
|ψi〉⊗n
E(·)
POVM
{Mi}mi=1
w ∈ {1, . . . ,m}n
ı˜ ∈ {1, . . . ,K}
p(˜ı|i): discrete memoryless classical channel
Figure 1. General representation of a quantum zero-error communication system.
Definition 1 Let E(·) be a trace-preserving quantum map representing a noisy quantum
channel. The zero-error capacity of E(·), denoted by C(0)(E), is the least upper bound of
achievable rates with probability of error equal to zero. That is,
C(0)(E) = sup
n
1
n
logK(n), (1)
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where K(n) stands for the maximum number of classical messages that the system can
transmit without error, when a quantum block code of length n is used.
A canonical method for calculating the supremum in the Eq. (1) involves a search
on all possible input state subsets S and POVMs P. Given a particular (S,P),
S = {ρ1, . . . , ρl}, P = {M1, . . . ,Mm}, and supposing a memoryless quantum channel,
one may define a classical discrete memoryless channel (DMC) as follows. Take indexes
j of ρj and k of Mk as input and output alphabets, respectively. The transition matrix
will be a ||S|| × ||P|| matrix given by T = [p(k|j)], where
p(k|j) = tr [E(ρj)Mj] . (2)
Clearly, this classical equivalent channel has a zero-error capacity. Then, the zero-error
error capacity of the quantum channel will be the maximum of these capacities over all
possibles (S,P).
Definition 2 An optimum (S,P) for a quantum channel C is composed of a set
S = {ρi} and a POVM P = {Mj} for which the zero-error capacity is reached.
Next we recall the definition of non-adjacent states.
Definition 3 Two quantum states ρ1 and ρ2 are said to be non-adjacent with relation
to a POVM P = {Mj}mj=1 if A1 ∩A2 = ⊘, where
Ak = {j ∈ {1, . . . , m}; tr [E(ρk)Mj] > 0}; k = 1, 2.
We proved a necessary and sufficient condition for which a quantum channel has
zero-error capacity greater than zero:
Proposition 1 ([5]) The zero-error capacity of a quantum channel is greater than zero
if and only if there exist a subset S = {ρi}li=1 and a POVM P = {Mj}mj=1 for which at
least two states in S are non-adjacents with relation to the POVM P.
3. Relation with graph theory
Given a classical discrete memoryless channel, two input symbols are adjacent if there
is an output symbol which can be caused by either of these two. From such channels,
we may construct a graph G by taking as many vertices as the number of input
symbols, and connecting two vertices if the corresponding input symbols are non-
adjacent. Shannon [3] showed that the zero-error capacity of the DMC is given by
C = sup
n
1
n
logω (Gn) ,
where ω(G) is the clique number of the graph G and Gn is the n−product graph of G.
The problem of finding the zero-error capacity of a quantum channel is
straightforwardly reformulated in the language of graph theory. Given a subset of input
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states S(i) and a POVM P(i), we can construct a characteristic graph G(i) as follows.
Take as many vertices as ||S(i)|| and connect two vertices if the corresponding input
states in S(i) are non-adjacents for the POVM P(i).
Definition 4 (Alternative definition) The zero-error capacity of the quantum
channel is given by
C(0)(E) = sup
(S(i),P(i))
sup
n
1
n
logω
(Gn(i)) , (3)
where ω(G) is the clique number of the graph G and Gn(i) is the n−product graph of G(i).
It is easy to see that the supremum in Eq. (3) is achieved for the optimum (S,P).
Moreover, the characteristic graph we construct from the transition matrix defined by
Eq. (2) is identical to G(i). We use this alternative definition to prove further results.
4. Characterizing input states
It is known that finding the clique number of a graph (and consequently que zero-error
capacity) is a NP-complete problem [12]. One might expect that calculating the zero
error-capacity of quantum channels is a more difficult task. For such channels, this
process involves a search for the optimum (S,P). For example, a priori the subset S
may contain any kind of quantum states. The results presented in this section aim to
reduce the search space of operators in S. Particularly, we show that it is only needed
to consider pure states to attain the supremum in Eq.(3).
Proposition below relates orthogonality of output states and adjacency.
Proposition 2 For a quantum channel E ≡ {Ea}, two input states ρ1, ρ2 ∈ S are non-
adjacent for a given POVM P = {M1, . . . ,Mm} if and only if E(·) takes ρ1 and ρ2 into
orthogonal subspaces.
More specifically, Proposition 2 asserts that if ρ1 and ρ2 are non-adjacent, then
their images E(ρ1) and E(ρ2) are entirely inside orthogonal Hilbert subspaces. At first
glance this seems to be an obvious result. However, remember that E(ρi) may be mixed
states and it is important to know in which subspace each of them lives.
Proof Given a complete set of POVM operators P = {M1, . . . ,Mm}, a POVM
measurement apparatus can be viewed as a black box that outputs a number from 1 to
m when an unknown quantum state is measured.
Suppose that ρ1 and ρ2 are non-adjacent quantum input states. For integers
k, l satisfying k + l ≤ m, we can always reorder the POVM indexes so that P =
{M1, . . . ,Mk, . . . ,Mk+l, . . . ,Mm}and
Prob [i | ρ1 was sent ]
{
> 0 ∀ i = 1, . . . , k = 0 otherwise
and
Prob [i | ρ2 was sent ]
{
> 0 ∀ i = k + 1, . . . , k + l = 0 otherwise.
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This scenario is explained in Fig. 2. On the left side we put the states ρi,
and all POVM elements on the right side. Next we draw a line from ρi to Mj if
Prob [get output j | ρi was sent ] = tr [E(ρi)Mj ] > 0.
PSfrag replacements
ρ1
ρ2
M1
M2
Mk−1
Mk
Mk+1Mk+2
Mk+l
Mk+l−1
Mm
...
...
...
Figure 2. Two non-adjacent quantum states for the POVM P . The same method
is employed to construct the classical equivalent discrete memoryless channel (DMC)
used to calculate the zero-error capacity of quantum channels (see [5]).
It is possible to build a new POVM containing only two elements {M (1),M (2)} as
M (1) =
k∑
i=1
Mi and M
(2) =
m∑
i=k+1
Mi (4)
for which
Prob [get output (1) | ρ1 was sent ] = 1
Prob [get output (2) | ρ2 was sent ] = 1,
or equivalently,
tr
[E(ρ1)M (1)] = 1
tr
[E(ρ2)M (2)] = 1.
For the “if” part it is sufficient to demonstrate that M (1) and M (2) are orthogonal
projectors. Note that M (1) +M (2) = 1l. Hence, if M (1) is a projector, then M (2) is its
orthogonal complement.
Let E(ρ1) =
∑
aEaρ1E
†
a be the output state when ρ1 is sent through the quantum
channel. The spectral decomposition of E(ρ1) gives us
E(ρ1) =
∑
i
α
(1)
i |ai〉〈ai|,
for an orthonormal base |ai〉 and positive numbers α(1)i ,
∑
i α
(1)
i = 1. Then, verifying
tr
[
E(ρ1)M (1)1
]
= 1 implies
tr
[
M (1)
∑
i
α
(1)
i |ai〉〈ai|
]
=
∑
i
α
(1)
i 〈ai|M (1)|ai〉
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=
∑
i
α
(1)
i
= 1.
Notice that M (1) is a positive matrix satisfying M (1) ≤ 1l. From this we conclude that
〈ai|M (1)|ai〉 = 1 ∀ i such that |ai〉 is in the support of E(ρ1). Finally, we can write M (1)
as
M (1) =
∑
{i:|ai〉∈sup E(ρ1)}
|ai〉〈ai|,
which is a projector on the subspace spanned by the eigenvectors of E(ρ1) with nonzero
eigenvalues.
Conversely, let E be a quantum channel that take ρ1 and ρ2 into orthogonal
subspaces. If M (1) and M (2) are projectors over these subspaces, then
tr
[E(ρ1)M (1)] = 1 ⇒ tr [E(ρ1)M (2)] = 0
and
tr
[E(ρ2)M (2)] = 1 ⇒ tr [E(ρ2)M (1)] = 0,
and the result follows.
We recall the definition of the Holevo-Schumacher-Westmoreland’s classical
capacity for a quantum channel [13, 14]:
C1,∞(E) ≡ max
{pi,ρi}
[
S
(
E
(∑
i
piρi
))
−
∑
i
piS(E(ρi))
]
.
A very interesting result about this capacity claims that the maximum is reached by
using only pure states, i.e., we need only consider states like ρi = |vi〉〈vi| in the input
of the channel.
For the quantum zero-error capacity (QZEC), we have an analogous result:
Proposition 3 The QZEC of quantum channels is calculated by using an optimum
map (S,P), where the set S is composed only by pure quantum states, i.e., S = {ρi =
|vi〉〈vi|}.
Proof Consider a quantum channel represented by a trace-preserving linear map,
E(·), with operation elements {Ea}. Suppose (S,P) is an optimum map, with S =
{ρ1, . . . , ρl} and P = {M1, . . . ,Mm}, and each state ρi may be a mixed state. We call
G the characteristic graph associated with (S,P). To demonstrate the proposition, we
show that it is always possible to obtain a subset S ′ from S, such that S ′ contains only
pure states and (S ′,P ′ = P) is also optimum.
Let ρi ∈ S, ρi =
∑
v λvi |vi〉〈vi| be an input quantum state. Then, the output of the
channel when ρi is transmitted is given by
E(ρi) =
∑
a
EaρiE
†
a
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=
∑
a
Ea
[∑
v
λvi |vi〉〈vi|
]
E†a
=
∑
a
∑
v
Eaλvi |vi〉〈vi|E†a. (5)
By using the POVM P, the probability of measuring j given that the quantum
state ρi was sent is
p(j|i) = tr [E(ρi)Mj ]
= tr
[(∑
a
∑
v
Eaλvi |vi〉〈vi|E†a
)
Mj
]
=
∑
v
λvitr
[(∑
a
Ea|vi〉〈vi|Ea
)
Mj
]
. (6)
Note that in the equation above, tr [·] is always greater than or equal to zero and
0 < λvi ≤ 1. It represents the probability of getting output j given that the pure state
|vi〉 was sent through the quantum channel. If we replace the mixed states ρi by any
pure state |vi〉 in the support of ρi, the cardinality of the subset Ai (see Def. 3) never
increases. To see this, let Mk be an POVM element so that tr [E(ρi)Mk] = 0. From
Eq. (6),
tr [E(ρi)Mk] =
∑
v
λvitr
[(∑
a
Ea|vi〉〈vi|Ea
)
Mk
]
= 0 (7)
implies tr [(
∑
aEa|vi〉〈vi|Ea)Mk] = 0 for all pure states |vi〉 in the support of ρi. Now
define a new set S ′ by replacing each mixed state ρi ∈ S with a pure state |vi〉 ∈ sup ρi.
The number of non-adjacent states in S ′ is at least that of S. A larger number of
non-adjacency leads to a more connected characteristic graph. For any graph G, and in
particular for the characteristic graph, it is well known that adding edges never decreases
(and may increase) the clique number [12], and according to Eq. (3) this may not reduce
the zero-error capacity of the quantum channel.
Finally, we may always find a set S ′ = {ρ′1, . . . , ρ′l}, where ρ′i = |vi〉〈vi| ∈ sup ρi and
(S ′,P) is also optimum.
The proposition 3 allow us to prove the next result considering only pure states:
Proposition 4 Let |v1〉 e |v2〉 be two non-adjacent states. Then, 〈v1|v2〉 = 0.
Proof To prove the proposition, we make use of a distance measure for quantum
states called trace distance. The trace distance between σ1 and σ2 is given by
D(σ1, σ2) =
1
2
tr |σ1 − σ2| .
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Note that the trace distance is maximum and equal to one if, and only if, σ1 and σ2
have orthogonal supports.
Proposition 2 guarantees that if |v1〉 and |v2〉 are non-adjacent, then E(|v1〉) and
E(|v2〉) have orthogonal supports. Because we assumed |v1〉 and |v2〉 non-adjacent, we
have
D(E(|v1〉), E(|v2〉)) = 1.
It is easy to show that quantum channels E ≡ {Ea} are contractive [15, pp. 406], i.e.,
D(|v1〉, |v2〉) ≥ D(E(|v1〉), E(|v2〉)). The result now follows:
1 ≥ D(|v1〉, |v2〉) ≥ D(E(|v1〉), E(|v2〉)) = 1, (8)
which means that D(|v1〉, |v2〉) = 1 and |v1〉 are orthogonal to |v2〉 .
Consider a qubit channel and an orthonormal basis for the 2-dimensional Hilbert
space. Our results allow for the analysis of such channels in a zero-error context: either
the zero-error capacity is equal to one bit per use or to zero. This is because these
channels have at most two non-adjacent input states. If we take any subset S containing
n states, n− 2 states will be adjacent with at least one of the others two.
For a quantum channel in a d−dimensional Hilbert space, the canonical method
presented in Sec. 2 can be improved. The search for the subset S should start by taking
sets of orthogonal pure states. Evidently, adjacent states can be added to the initial set
if they contribute to increase the clique number in Eq. (3).
5. POVM measurements attaining the zero-error capacity
As pointed in the Sec. 4, the problem of calculating the quantum zero-error capacity
should be, in general, more difficult than finding the classical zero-error capacity. This
fact can be understood by analyzing Eq. (3). Each choice of (S(i),P(i)) gives rise to a
classical channel. Therefore, the quantum zero-error capacity can be interpreted as the
supremum of the classical zero-error capacity of such equivalent channels over all possible
(S(i),P(i)). Hence, a major issue is to restrict the global search space of operators in S
and measurements P. The main result in Sec. 4 claims that we only need to consider
pure states in S to attain the zero-error capacity of a quantum channel.
Concerning the measurements, We have proven that we can restrict P to a
projective measurement in order to attain the supremum in Eq. (3).
Proposition 5 The QZEC can be calculated by using an optimum map (S,P), where
P stands for a set of von Neumann operators Mi with
∑
iMi = 1l.
Proof First consider an optimum (S,P), where S = {|vi〉}, P = {Mi}, andMi are
positive operators satisfying
∑
iMi = 1l. Let Hi be the Hilbert space spanned by the
states in the support of E(|vi〉). It is known that |vi〉 and |vj〉 are non-adjacent if and
only if Hi⊥Hj .
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Let G be the characteristic graph for the optimum (S,P). To demonstrate the
result, it is only need to show the existence of a Von Neumann measurement giving rise
to the same characteristic graph.
Consider Vi an orthonormal basis of Hi, and V an orthonormal basis of H, the
whole Hilbert space of dimension d. From G, it should exist at least one orthonormal
basis V of H , say V = {|ϕ1〉, . . . , |ϕd〉}, with Vi ⊂ V, for which all (non-)adjacency
relations in G are satisfied.
Now define a POVM P ′ = {|ϕi〉〈ϕi|}. It is easy to see that (S,P ′) gives rise to the
same characteristic graph G.
Note that each Vi is not necessarily composed by the vectors on the support of
E(vi). This is only true if all quantum states E(vi) are mutually orthogonal.
6. A non-trivial example: the pentagon
We discuss in this section an example of a quantum channel which has a non-trivial
zero-error capacity. By non-trivial we mean a channel whose characteristic graph for the
optimum (S,P) is neither a complete nor a empty graph, and for which the supremum in
Eq. (3) is attained for n > 1. Trivial examples of the quantum zero-error capacity can be
found in [5]. The following example is mathematically motivated, and has not a physical
meaning. However, it is interesting because the quantum channel we constructed gives
rise to the pentagon as the characteristic graph for the optimum (S,P). Historically,
the zero-error capacity of the pentagon was studied by Shannon [3] in 1956, that gives
lower and upper bounds for it. Only in 1979, Lova´sz [16] gave an exact solution for this
problem.
Let E(·) be a quantum channel with Kraus operators {E1, E2, E3} given by
E1 =


α 0 0 0 β
α β 0 0 0
0 α β 0 0
0 0 α β 0
0 0 0 α β

 , E2 =


α 0 0 0 −β
α −β 0 0 0
0 α −β 0 0
0 0 α −β 0
0 0 0 α −β

 ,
E3 =


√
1− 4α2 0 0 0 0
0
√
1− 2α2 − 2β2 0 0 0
0 0
√
1− 2α2 − 2β2 0 0
0 0 0
√
1− 2α2 − 2β2 0
0 0 0 0
√
1− 4β2

 ,
where 0 ≤ α, β ≤ 0, 5. It is easy to see that ∑aE†aEa = 1l, and E(·) is a linear trace-
preserving quantum map that represents a physical process.
The channel model was proposed in a way that the optimum (S,P) is given by:
S = {|v1〉, . . . , |v5〉} P = {|vi〉〈vi|}5i=1,
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where |vi〉 is the computation basis of the Hilbert space of dimension five. Once we have
the optimum (S,P), the adjacency relationships are easily obtained by taking
Prob (get output j| |ψi〉 was sent) = tr E(|vi〉〈vi|)Mj ; i, j = 1, . . . , 5. (9)
The characteristic graph for the optimum (S,P) is illustrated in Fig. 3.
(b)(a)
PSfrag replacements
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M4
M5
Figure 3. Characteristic graph for the optimum (S,P).
The Shannon capacity of this graph was calculated by Lova´zs [16], and it is attained
for n = 2:
C(0)(pentagon) =
1
2
log 5.
Therefore, C(0)(pentagon) is the maximum rate for which classical information can be
transmitted through the quantum channel with a probability of error equal to zero. A
quantum block code of length two reaching the capacity is
ρ1 = |v0〉|v0〉, ρ2 = |v1〉|v2〉, ρ3 = |v2〉|v4〉
ρ4 = |v3〉|v1〉, ρ5 = |v4〉|v3〉. (10)
7. Conclusions
We have presented in this paper some results concerning the characterization of input
states for the calculation of the zero-error capacity of quantum channels.
We initially showed that calculating the zero-error capacity of such channels is
equivalent to finding the clique number of graph products. This first result is used to
prove the main result of this paper: we have shown that the quantum zero-error capacity
can be reached by using only pure input states. In the literature, it was demonstrated
an analogous result for the HSW capacity [15, pp. 555].
We have also proven that general POVM measurements are not needed to attain
the zero-error capacity of quantum channels, and that projective measurements are
sufficient. These results were illustrated with an example of a quantum channel having
a pentagon as characteristic graph.
Further work will include the study of relations with others areas of quantum
information theory and quantum computation. More specifically, we think the theory
of quantum zero-error is closely connected with quantum noiseless subsystems and the
theory of graph states.
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