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Abstract
The aim of this thesis is to calculate field-theoretically as rigorously as possi-
ble the initial state of partonic matter produced in ultrarelativistic heavy-ion
collisions at CERN-LHC and BNL-RHIC colliders. The computed minijet
initial conditions are then used in the initialization of the relativistic hydro-
dynamical modeling of these collisions.
In the theoretical introduction part the computation of parton production
cross section at next-to-leading order (NLO) perturbative QCD (pQCD)
is discussed. Furthermore, the full analytical calculation for the squared
quark-quark scattering matrix element including the systematic ultraviolet
renormalization is presented. Finally, the subtraction method allowing for
the cancellation of the infrared and collinear singularities in the partonic
QCD cross section at NLO is discussed.
In the more phenomenological part of the thesis the original EKRT model,
which combines collinearly factorized leading-order pQCD minijet produc-
tion with gluon saturation, is introduced. Next, the minijet production is
generalized rigorously to NLO. In particular, a new set of measurement func-
tions is introduced to define the produced infrared- and collinear-safe minijet
transverse energy, in terms of which the saturation is now formulated. Fi-
nally, the framework is updated with the latest knowledge of nuclear parton
distribution functions.
Using the NLO-improved EKRT model with hydrodynamics we obtained
a good agreement with the measured centrality dependence of the low-
transverse-momentum bulk observables, simultaneously at the LHC and
RHIC. In particular, aiming at a determination of the QCD matter prop-
erties from these measurements, we were able to constrain the temperature
dependence of the QCD matter shear viscosity, which is an important re-
sult.
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1
Introduction
Quantum Chromodynamics (QCD) is a renormalizable field theory that de-
scribes the strong interactions between quarks and gluons (partons), and
in particular how they bind together to form hadrons. QCD predicts [1]
that at high temperature and high energy density there will be a transition
from hadronic matter to a plasma of deconfined quarks and gluons called
quark-gluon plasma (QGP).
One of the main goals of ultrarelativistic heavy-ion collisions (URHIC) at
the Large Hadron Collider (LHC) and the Relativistic Heavy-Ion Collider
(RHIC) is to study the thermodynamic and kinetic properties of strongly
interacting matter under extreme conditions of high energy density. When
the two nuclei collide a system of particles which are mainly partons is
produced. The partonic system then starts to expand and thermalize via
reinteractions. If this thermalization or at least near-thermalization takes
place quickly enough, a thermodynamically describable QGP is formed [2, 3].
Such a collective strongly interacting system then evolves, expanding and
cooling down, going through the QCD phase transition back to hadronic
matter which then eventually decouples to observable final-state particles.
Unfortunately, it is impossible to observe the QGP directly. Thus, we have
to reconstruct its properties from final-state observables, like transverse mo-
mentum spectra of the produced hadrons. Consequently, it is then extremely
important to have a good control over the initial conditions of the produced
system. If this goal is achieved, one can use for example relativistic hydro-
dynamics to describe the further evolution of the produced system [4, 5, 6]
and compute the final-state observables to be compared with experimental
data.
7
Thanks to the dominance of partonic processes in the initial particle pro-
duction at collider energies, perturbative QCD (pQCD) makes it possible
to compute the properties of the initial state of partonic matter, which can
be used as initial condition for the further hydrodynamical evolution [7, 8].
How to compute these initial conditions is the question I will discuss in this
thesis.
This thesis consists of two parts, the separate introduction part and the
published three articles [I, II, III]. The computation of differential (2 → 2)
and (2 → 3) partonic cross sections at next-to-leading order (NLO) pQCD
is discussed in chapter 2. The full calculation of dimensionally regularized
and ultraviolet renormalized virtual corrections for the (2→ 2) quark-quark
parton scattering process at NLO is shown in chapter 3. Related to this, in
Appedix C constituting an important part of this thesis, I have presented
the calculational tools for performing such a tedious NLO calculation. In
chapter 4, I describe how to compute the infrared and collinear safe phys-
ical cross section from partonic scattering processes at NLO. In the more
phenomenological part of this thesis, the initial state calculations using the
original EKRT model [7] and the NLO-improved EKRT model [II, III] are
briefly summarized in chapters 5 and 6, respectively. The hydrodynamical
equations are presented in chapter 7 and the main results of this thesis are
discussed in chapter 8 . Finally, conclusions and outlook are given in chapter
9.
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2
Calculation of partonic cross sections at
NLO
In this chapter I will set up the stage required for the computation of dif-
ferential parton production cross sections at hadron level in the framework
of collinear factorization and NLO perturbative QCD. In particular, I will
concentrate on the (2→ 2) and (2→ 3) hard scattering sub-processes:
(2→ 2) : aA + aB → a1 + a2,
(2→ 3) : aA + aB → a1 + a2 + a3,
(2.1)
where a parton of type aA from hadron A scatters of a parton of type aB
from hadron B, yielding partons a1, a2 and a3.
2.1 Partonic cross section
The calculation of the parton production cross section in high-energy hadron
collisions relies on the collinear factorization theorem in QCD [9]. In this ap-
proach a generic hadron-level cross section is given in terms of perturbatively
computable pieces (sub-cross sections in leading order (LO)) associated with
scattering of gluons (g), quarks (q) and anti-quarks (q¯), which are convo-
luted with parton distribution functions (PDFs) that describe the parton
content of the hadrons. Thus,
σ(PA, PB) =
∑
aA,aB∈ g,q,q¯
∫
dxAdxBfA(aA, xA, µF )fB(aB , xB , µF )
× σˆaAaB (pA, pB , µF , µR, αs(µR), Q),
(2.2)
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where PA(PB) are the momenta of the hadrons A(B), the quantities xA(B)
are the longitudinal momentum fractions of the incoming partons aA(B),
and the momenta of the partons which participate in the hard interaction
are pA = xAPA and pB = xBPB . The functions fA(B) are the PDFs which
(in the lowest-order approximation at least) correspond to the probability
density to find a parton of a flavor aA(B) in the hadron A(B) with a mo-
mentum fraction xA(B). These inherently non-perturbative functions can be
determined indirectly from experiments measuring hard processes such as
deeply inelastic scattering [10] or the Drell-Yan [11] process. The quantities
σˆaAaB are the perturbative pieces which can be expressed as a fixed-order
series expansion in the strong QCD coupling constant αs as
σˆaAaB = α
2
sσˆ
(0)
aAaB + α
3
sσˆ
(1)
aAaB +O(α4s), (2.3)
where the superscripts (0) and (1) denote the leading-order and next-to-
leading order contributions, respectively. The characteristic scale of the hard
scattering is denoted byQ. In field theoretical calculations, one often sets the
renormalization µR and factorization µF scales to be equal, µF = µR = µ,
with µ of the order of Q. In practice, the more terms are included in the
perturbative expansion, the weaker the dependence of the cross section on
µ is.
In the following sections 2.2 - 2.5 I discuss the computation of parton pro-
duction (2 → 2) and (2 → 3) cross sections in some detail up to NLO. In
practice, I will explain how to formulate the differential 2- and 3-parton
production cross sections at hadron level by using the standard dimensional
regularization approach [12] in d = 4−2ǫ dimensions. This discussion closely
follows [13], keeping the same notation as in the original paper.
2.2 Kinematics and phase space
Natural variables for the analysis of two-parton interactions in hadron-
hadron collisions are y, p⊥ and φ, where the transverse momentum p⊥ =
(px, py) = (p⊥ cosφ, p⊥ sinφ) with p⊥ ≡ |p⊥|, azimuthal angle φ and the
rapidity
y =
1
2
ln
(
E + pz
E − pz
)
= tanh−1
(pz
E
)
. (2.4)
Here E and pz are, respectively, the energy and longitudinal momentum in
the hadron-hadron center-of-mass (CMS) frame. Assuming that the partons
are massless the energy can be written as E =
√
p2⊥ + p2z. Using Eq. (2.4),
the particle energy and longitudinal momentum can be rewritten in terms
of y and p⊥ as
E = p⊥ cosh(y), pz = p⊥ sinh(y). (2.5)
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It is convenient to use the light-cone coordinates in which four-vectors are
given by components pµ = (p+, p−,p⊥) with
p± =
E ± pz√
2
. (2.6)
In the light-cone coordinates the scalar product of four-vectors is given with
the convention above by
p · k = p+k− + p−k+ − p⊥ · k⊥. (2.7)
Using Eqs. (2.6) and (2.5), the particle four-momenta can be expressed in
terms of transverse momentum and rapidity,
pµ = (
p⊥√
2
ey,
p⊥√
2
e−y,p⊥). (2.8)
The (d − 1)-dimensional Lorentz invariant particle phase space element in
terms of the particle momentum and energy is given by
dd−1p
E
=
dpz
E
dp⊥1 . . . dp⊥(d−2) =
dpz
E
dd−2p⊥. (2.9)
In the coordinate system (y, p⊥, φ),
dy =
dpz
p⊥ cosh(y)
(2.5)
=
dpz
E
, (2.10)
and
dd−2p⊥ = pd−3⊥ dp⊥d
d−3φ, (2.11)
where the factor dd−3φ, which contains all of the angular parts, takes care of
the integration in a (d− 3)-dimensional sphere. Thus, the invariant particle
phase space element becomes
dd−1p
E
= dydp⊥pd−3⊥ d
d−3φ. (2.12)
2.3 The (2→ 2) partonic cross section
Let us now consider the (2→ 2) scattering of partons,
aA(pA) + aB(pB)→ a1(p1) + a2(p2), (2.13)
where the two incoming partons, aA and aB, which originate from hadrons
A and B, respectively, scatter into two other partons a1 and a2. In the
hadronic CMS frame the four-momenta of the incoming partons in the light-
cone coordinates can be expressed in terms of the longitudinal momentum
fraction variables as
pµA = (xA
√
s
2
, 0,0), pµB = (0, xB
√
s
2
,0). (2.14)
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Using Eq. (2.8), we may write the outgoing parton four-momenta as
pµ1 = (
p⊥,2√
2
ey1 ,
p⊥,2√
2
e−y1 ,−p⊥,2),
pµ2 = (
p⊥,2√
2
ey2 ,
p⊥,2√
2
e−y2 ,p⊥,2),
(2.15)
where we have used the fact, which follows from transverse-momentum con-
servation, that p⊥,2 = −p⊥,1. The light-cone momentum conservation
p+A = p
+
1 + p
+
2 and p
−
B = p
−
1 + p
−
2 fixes the momentum fractions of the
incoming partons as a function of the final-state parton variables as
xA =
p⊥,2√
s
(ey1 + ey2) ,
xB =
p⊥,2√
s
(
e−y1 + e−y2
)
.
(2.16)
We can now write the (2→ 2) partonic cross section in d dimensions as [13]
dσˆ(2→ 2) = µ
4−d
0
2sˆ
dd−1p1
(2π)d−12E1
dd−1p2
(2π)d−12E2
〈|M(aAaB → a1a2)|2〉
(2π)dδ(d)(pµ1 + p
µ
2 − pµA − pµB),
(2.17)
where sˆ ≡ (pA + pB)2 = xAxBs and the standard parameter µ0 has a
dimension of mass to keep the QCD (bare) coupling g dimensionless. Using
Eq. (2.12), we obtain for the outgoing partons i = 1, 2 the Lorentz invariant
phase space elements in d = 4− 2ǫ dimensions as
d3−2ǫpi
(2π)3−2ǫ2Ei
=
dyidp⊥,id1−2ǫφi
2(2π)3−2ǫ
p1−2ǫ⊥,i . (2.18)
The invariant matrix elements (scattering amplitudes) squared for the (2→
2) partonic processes of Eq. (2.13), summed over the final spins and colors
and averaged over the initial spins and colors, are given by
〈|M(aAaB → a1a2)|2〉 = 1
ω(aA)ω(aB)
∑
color
spin
|M(aAaB → a1a2)|2, (2.19)
where the factors ω(a) stand for the number of possible spin and color states
of a parton of type a. In particular, we note that in d = 4− 2ǫ dimensions
ω(a) =
{
2(1 − ǫ)Vg for a = g,
2Nc for a = q, q¯,
(2.20)
where Nc = 3 and Vg = N
2
c − 1 = 8.
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Next, rewriting the delta function in Eq. (2.17) as
δ(4−2ǫ)(pµ1 + p
µ
2 − pµA − pµB) = δ(2−2ǫ)(p⊥,1 + p⊥,2)δ(p+1 + p+2 − p+A)
× δ(p−1 + p−2 − p−B),
(2.21)
and performing the p⊥,1 integration by using the delta function for the
conservation of transverse momentum, we obtain the differential 2-parton
production cross section
dσˆ(2→ 2)
d[PS]2
=
p⊥,2
8(2π)2xAxBs
(
p⊥,2
2πµ0
)−2ǫ
〈|M(aAaB → a1a2)|2〉
δ(p+1 + p
+
2 − p+A − p+B)δ(p−1 + p−2 − p−A − p−B),
(2.22)
where we have introduced a compact notation for the p⊥,2-reduced 2-parton
phase space volume element,
d[PS]2 = dp⊥,2d
1−2ǫφ2dy1dy2. (2.23)
Then, at the hadron level the differential 2-parton cross section can be ob-
tained using collinear factorization,
dσ(2→ 2)
d[PS]2
=
∑
aA,aB
∫ 1
0
dxAdxBfA,0(aA, xA)fB,0(aB , xB)
dσˆ(2→ 2)
d[PS]2
, (2.24)
where the functions fA,0(aA, xA) and fB,0(aB , xB) are the bare (”0”) parton
distribution functions. Finally, performing the xA and xB integrals in Eq.
(2.24), we arrive at our starting formula for inclusive 2-parton production
cross section at the hadron level,
dσ(2→ 2)
d[PS]2
=
∑
aA,aB
p⊥,2
16π2s2
(
p⊥,2
2πµ0
)−2ǫ fA,0(aA, xA)
xA
fB,0(aB , xB)
xB
〈|M(aAaB → a1a2)|2〉.
(2.25)
2.4 The (2→ 3) partonic cross section
Let us next consider the (2→ 3) scattering of partons,
aA(pA) + aB(pB)→ a1(p1) + a2(p2) + a3(p3), (2.26)
where the two incoming partons, aA and aB , from hadrons A and B, re-
spectively, scatter to three other partons a1, a2 and a3. The four-momenta
of the incoming partons are given by Eq. (2.14) and for the three outgoing
partons we can write in the light-cone coordinates
pµk = (
p⊥,k√
2
eyk ,
p⊥,k√
2
e−yk ,p⊥,k), (2.27)
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where k = 1, 2, 3. The light-cone momentum conservation, p+A = p
+
1 +p
+
2 +p
+
3
and p−B = p
−
1 + p
−
2 + p
−
3 , again relates the momentum fractions xA and xB
to the final-state parton rapidities and transverse momenta as
xA =
1√
s
3∑
k=1
p⊥,keyk ,
xB =
1√
s
3∑
k=1
p⊥,ke−yk .
(2.28)
Using the steps described in the previous section we can write the (2 → 3)
partonic cross section in d = 4− 2ǫ dimensions as
dσˆ(2→ 3) =µ
4ǫ
0
2sˆ
3∏
i=1
dyid
2−2ǫp⊥,i
8(2π)5−4ǫ
〈|M(aAaB → a1a2a3)|2〉
× δ(2−2ǫ)(p⊥,1 + p⊥,2 + p⊥,3)δ(p+1 + p+2 + p+3 − p+A)
× δ(p−1 + p−2 + p−3 − p−B),
(2.29)
where the matrix element squared, summed over the final spins and colors
and averaged over the initial spins and colors, has the same form as in Eq.
(2.19),
〈|M(aAaB → a1a2a3)|2〉 = 1
ω(aA)ω(aB)
∑
color
spin
|M(aAaB → a1a2a3)|2.
(2.30)
Performing the p⊥,1 integration in Eq. (2.29) by using the delta function for
the transverse momentum conservation, we obtain
dσˆ(2→ 3)
d[PS]3
=
p⊥,2p⊥,3
16(2π)5 sˆ
(
p⊥,2p⊥,3
(2π)2µ20
)−2ǫ
〈|M(aAaB → a1a2a3)|2〉
δ(p+1 + p
+
2 + p
+
3 − p+A)δ(p−1 + p−2 + p−3 − p−B),
(2.31)
where the p⊥,2p⊥,3-reduced 3-particle phase space element is
d[PS]3 = dp⊥,2dp⊥,3d
1−2ǫφ2d1−2ǫφ3dy3dy2dy1. (2.32)
At the hadron level, the invariant (2 → 3) differential 3-parton production
cross section can be written, using again collinear factorization, as
dσ(2→ 3)
d[PS]3
=
∑
aA,aB
∫ 1
0
dxAdxBfA,0(aA, xA)fB,0(aB , xB)
dσˆ(2→ 3)
d[PS]3
. (2.33)
Performing the xA and xB integrals in Eq. (2.33) as before, we obtain
dσ(2→ 3)
d[PS]3
=
∑
aA,aB
p⊥,2p⊥,3
8(2π)5s2
(
p⊥,2p⊥,3
(2π)2µ20
)−2ǫ fA,0(aA, xA)
xA
fB,0(aB , xB)
xB
〈|M(aAaB → a1a2a3)|2〉.
(2.34)
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This is our starting form for the inclusive differential 3-parton production
cross section at the hadron level.
2.5 Scattering processes for the partonic cross sec-
tions at NLO
The partonic (2 → 2) and (2 → 3) matrix elements squared up to NLO,
i.e. O(α3s), include several pieces: The Born-level (LO) squared matrix
elements for the (2 → 2) gluon, quark and anti-quark scattering processes
can be obtained by crossing from the four basic quark and gluon scatterings,
qq′ → qq′, qq → qq, qg → qg, gg → gg. (2.35)
In order to get the NLO corrections for these processes we should also con-
sider the virtual contributions, which are described by the additional inter-
nal exchange of particles. Thus, for the (2 → 2) processes in NLO there
is the same number of incoming and outgoing partons as in the Born level.
In practice, for the (2 → 2) parton processes considered here the O(α3s)
virtual contributions arise from the interference of the one-loop corrected
(2 → 2) matrix element with the Born level matrix element. These inter-
ference contributions may present collinear1 (CL), soft (infrared, IR) and
ultraviolet (UV) divergences. The most sophisticated gauge-invariant way
to regulate these singularities is to use dimensional regularization [12]. In
this approach the divergences are dealt with going into d = 4 − 2ǫ dimen-
sions, where the singularities appear as single pole 1/ǫ or double pole 1/ǫ2
forms. However, after all the ultraviolet divergences are removed by the
renormalization procedure, typically performed in the MS scheme, only the
IR and CL sigularities are left. To understand this in detail is the main goal
of the theory part of this thesis.
In addition, a full O(α3s) calculation includes UV finite contributions from
the (2 → 3) processes, where an extra real gluon is emitted. Like in the
(2→ 2) case, all (2→ 3) processes can be again derived from the four basic
scatterings:
qq′ → qq′g, qq → qqg, qg → qgg, gg → ggg, (2.36)
after a proper crossing procedure. Also these processes present IR and CL
singularities after their squared matrix elements are integrated over the 3-
parton phase space. At the squared amplitude level, the computation of
these (2→ 3) processes is, however, quite straightforward since there are no
loops in the Feynman diagrams (i.e. no UV, IR and CL poles originating
1Note that we only consider massless partons here.
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from the loop-momentum integrations). Thus, we are not discussing the
computation of these processes further in this thesis.
The ultraviolet renormalized squared matrix elements for these different
pieces were computed in d = 4 − 2ǫ dimensions first by R. K. Ellis and
Sexton [14]. In chapter 3, I will demostrate in detail how to compute the
MS renormalized virtual corrections to the qq′ → qq′ scattering process. All
the other (2→ 2) virtual corrections can be calculated similarly.
Finally, after the UV renormalization the remaining IR and CL singularities
should be cancelled between the (2 → 2) and (2 → 3) parts. After this,
one can calculate the physical and finite O(α3s) corrections for example to
jet production [13] cross sections or, as discussed in this thesis, to minijet
transverse energy production cross sections [15]. How to cancel these singu-
larities and how to compute the physical NLO cross sections is discussed in
more detail in chapter 4.
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3
One-loop virtual corrections to qq′ → qq′
scattering process
In this chapter I present the full calculation of dimensionally regularized
and ultraviolet renormalized virtual corrections for the qq′ → qq′ parton
scattering process at NLO. The rather complicated final answer is given
in the original article [14]. However, as this article does not present the
intermediate steps and to the best of my knowledge they are not presented
in the literature, I believe it will make justice to present them here. To
understand such a calculation in all details, and to learn the techniques
involved, was also a big part of my PhD thesis work. Some of the techniques
that I use throughout this chapter, mainly how to compute the QCD scalar
and tensor integrals in a very efficient way, are shown in Appendix C. Thus,
also this Appedix is a very important part of the calculation shown here.
The algebraic complications due to the traces of γ matrices, substitutions of
Mandelstam variables, and reduction of loop-integrals to form factors were
treated with the help of the Mathematica package FeynCalc [16]. The results
for all relevant Feynman rules of QCD propagators, vertices and QCD color
algebra are collected in Appendix A. The relevant rules for the d-dimensional
spinor algebra are collected in Appendix B. Finally, the computations of all
tensoral 2-, 3- and 4-point one-loop integrals are carried out by using the
Passarino-Veltman reduction to scalar integrals. This procedure is described
in detail in Appendix C.
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3.1 Definitions and notations
The process under investigation is the following,
q(k2) + q
′(k1)→ q(k3) + q′(k4), (3.1)
where the momentum assignments for the quarks are given in the brackets.
All quarks are assumed to be massless, k2i = 0. It is convenient to express
all the scalar products of the momenta in terms of the (Lorentz invariant)
Mandelstam variables1 defined by
s = (k1 + k2)
2 = (k3 + k4)
2 > 0,
t = (k2 − k3)2 = (k1 − k4)2 ≤ 0,
u = (k1 − k3)2 = (k2 − k4)2 ≤ 0.
(3.2)
Due to the momentum conservation these variables are not independent but
fulfill the identity
s+ t+ u = 0. (3.3)
The invariant matrix element squared for the process of Eq. (3.1), summed
and averaged over colors and spins, defines a function A(s, t, u) as follows,
〈|M(qq′ → qq′)|2〉 = 1
ω(q)ω(q′)
A(s, t, u), (3.4)
where ω(q) = ω(q′) = 2Nc. In terms of the bare (0) dimensional coupling
g the function A has an unrenormalized perturbative expansion which we
write as
A0 = A(LO)born (s, t, u) +A(NLO)virtual,0(s, t, u) +O(g8), (3.5)
where we define
A(LO)born = g4A(LO) and A(NLO)virtual,0 = g6A(NLO). (3.6)
Applying dimensional regularization the bare coupling g can be replaced by
a dimensionless one, g0, by writing g = g0µ
ǫ
0 (see p. 10).
3.2 Born level squared amplitude A(LO)born
At the Born level we need to consider only one Feynman diagram in the
calculation of A(LO)born . This is depicted in Fig. 3.1. By means of the QCD
Feynman rules in Appendix A.2, and using the Feynman gauge, ξ = 1, the
invariant matrix element can be written as
iMLO = ig
2
0µ
2ǫ
0
t
(T c)ji(T
c)mn
[
u¯(k3)γ
µu(k2)
][
u¯(k4)γµu(k1)
]
, (3.7)
1Note that we drop the hats in the Mandelstam variables. Note also the order of k1
and k2 here.
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k2, i k3, j
k1, n k4,m
µ, c
ν, d
Figure 3.1: Born-level Feynman diagram for qq′ → qq′.
and the corresponding complex-conjugated matrix element
− iM†LO =
−ig20µ2ǫ0
t
(T a)ij(T
a)nm
[
u¯(k2)γ
νu(k3)
][
u¯(k1)γνu(k4)
]
. (3.8)
Summing over spins and colors, the squared matrix element becomes
∑
spin
color
|MLO|2 = g
4
0µ
4ǫ
0
t2
∑
color
(T a)ij(T
c)ji(T
a)nm(T
c)mn︸ ︷︷ ︸
= CLO
× Lµν(q)(k3, k2)L(q)µν (k4, k1),
(3.9)
where the quark tensors are defined as
Lµν(q)(k3, k2) =
∑
spin
[
u¯(k3)γ
µu(k2)
][
u¯(k2)γ
νu(k3)
]
, (3.10)
and
L(q)µν (k4, k1) =
∑
spin
[
u¯(k4)γµu(k1)
][
u¯(k1)γνu(k4)
]
. (3.11)
Doing the spin sums using the standard projection operators and solving
the quark tensors using Eq. (B.4), we find
Lµν(q)(k3, k2)L(q)µν (k4, k1) = Tr[✓k3γµ✓k2γν ]Tr[✓k4γµ✓k1γν ]
= 8t2
(
s2 + u2
t2
− ǫ
)
.
(3.12)
Furthermore, the sum over the color group generators in Eq. (3.9) is per-
formed using Eq. (A.13),
CLO =
∑
color
(T a)ij(T
c)ji(T
a)nm(T
c)mn
=
∑
color
Tr(T aT c)Tr(T aT c)︸ ︷︷ ︸
= 1
2
δac
=
∑
color
δaa
4
= 2.
(3.13)
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Thus, we obtain for the Born level squared amplitude
A(LO)born =
∑
spin
color
|MLO|2 = g40µ4ǫ0 A(LO)(s, t, u), (3.14)
where
A(LO)(s, t, u) = 16
(
s2 + u2
t2
− ǫ
)
. (3.15)
3.3 NLO virtual corrections
The QCD virtual correction to the unrenormalized NLO squared amplitude,
A(NLO)virtual,0, takes into account the interference of the NLO O(g4) Feynman
diagrams in Fig. 3.2 with the Born-level O(g2) diagram in Fig. 3.1.
Gluon self-energy diagrams
Quark self-energy diagrams (+ other legs)
Vertex diagrams
Box diagrams
Figure 3.2: Different diagram topologies that arise from the O(g4) one-loop
QCD virtual corrections.
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In practice, we have to calculate the following O(g6) terms
|M|2 = |MLO +MqSE +MgSE + 2MV +MBOX|2 +O(g8)
= |MLO|2 + 2Re
[
(MqSE +MgSE + 2MV +MBOX)M†LO
]
︸ ︷︷ ︸
= O(g6)
+O(g8),
(3.16)
whereMqSE,MgSE,MV andMBOX are the O(g4) one-loop corrected quark
self-energy (qSE), gluon self-energy (gSE), gluon vertex (V), and gluon box
(BOX) matrix amplitudes, respectively. Note that we include the factor
2 for the MV, since the two different vertex diagrams shown in Fig. 3.2
give an identical final answer. Following Eq. (3.4), we define the individual
unrenormalized NLO squared amplitude contributions as
A(NLO)X = 2(1+δXV )
∑
spin
color
Re
(
MXM†LO
)
, X = {qSE,gSE,V,BOX}, (3.17)
where δXV = 1 for X = V and otherwise zero.
Furthermore, since quarks are massless and in the dimensional regularization
approach we take the same ǫ to regularize the UV and IR/CL singularies,
all the one-loop diagrams which correct the incoming or outgoing quark leg
(see Fig. 3.2) can be set to zero [17] (see also the discussion in Appedix
C.17). Therefore, the NLO corrections which arise from the one-loop quark
self-energy diagrams are directly zero, and we can set A(NLO)qSE = 0.
Thus, the one-loop virtual-corrected and unrenormalized squared NLO am-
plitude is given by
A(NLO)virtual,0 = A(NLO)gSE +A(NLO)V +A(NLO)BOX = g6A(NLO). (3.18)
3.4 Gluon self-energy at one-loop order
At one-loop order, the gluon self-energy (iΠabµν) correction to the quark-
quark scattering is given by the three diagrams shown in Fig. 3.3, where
the diagram (a) is the quark loop contribution iΠabµν |(q), the diagram (b)
the gluon loop contribution iΠabµν |(gl) and the diagram (c) the ghost loop
contribution iΠabµν |(gh). Because of the gauge invariance in QCD [17], the
gluon self-energy is transverse,
iΠabµν(Q
2) = iδab
(
Q2gµν −QµQν
)
Π(Q2), iΠabµνQ
µ = 0. (3.19)
21
a, µ b, ν
k
Q
(a) (b) (c)
k +Q
a, µ b, ν
c, β e, γ
d, α f, ρ
i n
mj
a, µ b, ν
c
d f
e
Figure 3.3: The one-loop gluon self-energy diagrams.
3.4.1 Quark loop contribution
Applying the Feynman rules to the vertices and propagators (see Appendix
A.2), we obtain for the quark loop contribution in Fig. 3.3 (a) an initial
expression to be integrated over the internal momentum k:
iΠabµν |(q)(Q2) = (−1)nqT aijT bnm
∫
k
Tr
[
(igγµ)
iδin✓k
d0
(igγν)
iδjm(✓k + ✓Q)
d1
]
= −g20µ2ǫ0 nqTr(T aT b)
∫
k
N (q)µν (k,Q)
d0d1
,
(3.20)
where we use the short-hand notation (A.10) for the loop-momentum inte-
gral, nq is the number of quark flavours, the factor (−1) reflects the presence
of a quark (fermion) loop,
d0 = k
2 + iδ, d1 = (k +Q)
2 + iδ, (3.21)
with δ → 0+, and the numerator structure is
N (q)µν (k,Q) = Tr
[
γµ✓kγν(✓k + ✓Q)
]
= 4
{
−gµν
(
k2 + kαQ
α
)
+ 2kµkν + kµQν + kνQµ
}
.
(3.22)
The color trace is given by Eq. (A.13),
Tr(T aT b) =
1
2
δab. (3.23)
Next, using Eq. (3.22) we identify the rank one and rank two terms Bµ(Q
2)
and Bµν(Q
2) as defined in (C.59). Thus, we immediately get the answer
iΠabµν |(q)(Q2) = −2nqg20µ2ǫ0 δab
{
−gµνQαBα(Q2)+2Bµν(Q2)
+QνBµ(Q
2) +QµBν(Q
2)
}
,
(3.24)
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where the term proportional to −gµνk2 gives zero, since∫
k
k2
d0d1
=
∫
ℓ
1
ℓ2
(C.17)
= A0 = 0. (3.25)
Furthermore, using the Passarino-Veltman tensor reduction by applying Eqs.
(C.60), (C.63) and (C.66), we obtain
iΠabµν |(q)(Q2) = −2nqg20µ2ǫ0 δab
{
Q2gµν
[
1
2
+
1
2(1 − d)
]
−QµQν
[
1 +
d
2(1− d)
]}
B0(Q
2),
(3.26)
where B0(Q
2) is given by Eq. (C.23). Finally, substituting d = 4 − 2ǫ and
expanding the square brackets of Eq. (3.26) in ǫ and applying Eq. (C.23),
the final result for the quark loop contribution becomes
iΠabµν |(q)(Q2) = iδab
(
Q2gµν −QµQν
)
Π|(q)(Q2), (3.27)
where
Π|(q)(Q2) = −2nqg
2
0
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
1
3ǫ
+
5
9
}
+O(ǫ), (3.28)
and RΓ is given by Eq. (C.22).
3.4.2 Gluon and ghost loop contributions
Next, from the Feynman diagram shown in Fig. 3.3 (b), we obtain the gluon
loop contribution to the gluon self-energy as
iΠabµν |(gl)(Q2) =
g20µ
2ǫ
0
2
facdf bef
∫
k
(
(−i)gβγδce
d0
)(
(−i)gαρδdf
d1
)
Cµβα(Q, k,−k −Q)Cνγρ(−Q,−k, k +Q)
= −g
2
0µ
2ǫ
0
2
facdf bcd
∫
k
N (gl)µν (k,Q)
d0d1
,
(3.29)
where 1/2 is the symmetry factor due to the two similar gluon propagators
and the C’s are the Lorentz-index and momentum dependent parts of the
3-gluon vertices (see Appendix section A.2.2),
N (gl)µν (k,Q) = Cµβα(Q, k,−k −Q)Cνβα(−Q,−k, k +Q), (3.30)
with
Cµβα(Q, k,−k−Q) =
{
gµβ(Q−k)α+gβα(2k+Q)µ−gµα(k+2Q)β
}
, (3.31)
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and
Cνβα(−Q,−k, k+Q) =
{
gν
β(k−Q)α−gβα(2k+Q)ν+gνα(k+2Q)β
}
. (3.32)
The contraction of structure constants in Eq. (3.29) can be evaluated using
Eq. (A.15),
facdf bcd = Ncδ
ab, (3.33)
and the numerator structure in Eq. (3.30) can be simplified to
N (gl)µν (k,Q) = −gµν
{
5Q2 + 2k2 + 2kαQ
α
}
+QµQν(6− d)
+ (3− 2d)
{
2kµkν +Qµkν +Qνkµ
}
.
(3.34)
Taking the same steps in using the Passarino-Veltman reduction, and per-
forming a few simple rearrangements, we obtain
iΠabµν |(gl)(Q2) = −
g20µ
2ǫ
0 Nc
2
δab
{
Q2gµν
[
(3− 2d)
2(1− d) − 4
]
+QµQν
[
(6− d) + d(3− 2d)
2(d − 1) − (3− 2d)
]}
B0(Q
2),
(3.35)
where, as before, B0(Q
2) is given by Eq. (C.23). Finally, again expanding
the square brackets in Eq. (3.35) in ǫ and applying Eq. (C.23), the final
result for the gluon loop contribution becomes
iΠabµν |(gl)(Q2) = iδab
g20Nc
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
Q2gµν
[
19
12ǫ
+
58
18
]
−QµQν
[
11
6ǫ
+
67
18
]}
+O(ǫ).
(3.36)
From Eq. (3.36), we can clearly see that, unlike the quark loop, the gluon
loop contribution alone does not satisfy the requirement of gauge invariance
in Eq. (3.19). To cure this we need the additional contribution from the
ghost loop shown in Fig. 3.3 (c). This is given by
iΠabµν |(gh)(Q2) = (−1)g20µ2ǫ0
∫
k
fadc(k +Q)µ
(
iδce
d0
)
f befkν
(
iδdf
d1
)
= g20µ
2ǫ
0 f
adcf bcd
∫
k
N (gh)µν (k,Q)
d0d1
,
(3.37)
where the factor of (−1) reflects the presence of a fermion-loop and the
numerator structure is
N (gh)µν (k,Q) = kµkν + kνQµ. (3.38)
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The contraction of structure constants takes now the form
fadcf bcd = −facdf bcd = −Ncδab. (3.39)
Furthermore, making a few simple rearrangements in the numerator, we
obtain
iΠabµν |(gh)(Q2) = −δabg20µ2ǫ0 Nc
{
Bµν +QµQνB1
}
= −δabg20µ2ǫ0 Nc
{
Q2gµν
4(1− d) +QµQν
[
d
4(d − 1) −
1
2
]}
B0(Q
2).
(3.40)
Using the same procedure as before, the final result for the ghost loop con-
tribution becomes
iΠabµν |(gh)(Q2) = iδab
g20Nc
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
Q2gµν
[
1
12ǫ
+
4
18
]
−QµQν
[
− 1
6ǫ
− 5
18
]}
+O(ǫ).
(3.41)
Summing the gluon and ghost loop contributions in Eqs. (3.36) and (3.41)
together, we obtain the desired gauge invariant expression
iΠabµν |(gl + gh)(Q2) = iδab
(
Q2gµν −QµQν
)
Π|(gl + gh)(Q2), (3.42)
where
Π|(gl + gh)(Q2) = g
2
0Nc
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
5
3ǫ
+
31
9
}
+O(ǫ). (3.43)
Finally, summing the quark and (gluon + ghost) loop contributions in Eqs.
(3.27) and (3.42) together, we obtain the full unrenormalized gauge-invariant
one-loop gluon self-energy correction:
iΠabµν |(1-loop)(Q2) = iδab
(
Q2gµν −QµQν
)
Π|(1-loop)(Q2), (3.44)
where
Π|(1-loop)(Q2) =
g20
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
1
3ǫ
[
5Nc − 2nq
]
− 10nq
9
+
31Nc
9
}
+O(ǫ).
(3.45)
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Figure 3.4: The interference of the one-loop gluon self-energy-corrected dia-
gram with the Born one contributing to the quark-quark scattering at NLO.
3.4.3 Interference with Born-level
The NLO contribution from the interference of the unrenormalized one-loop
gluon self-energy-corrected diagrams, MgSE, with the Born one, MLO, is
shown in Fig. 3.4. Using Eq. (3.17) we get the NLO squared amplitude
A(NLO)(gSE) =
∑
spin
color
2Re
(
MgSEM†LO
)
, (3.46)
where the matrix element iMgSE including the full one-loop gluon self-
energy can be written as
iMgSE = g
2
t2
(T c)ji(T
d)mn︸ ︷︷ ︸
=C(gSE)
[
u¯(k3)γ
µu(k2)
]
iΠcdµν |(1-loop)(t)
[
u¯(k4)γ
νu(k1)
]
.
(3.47)
Here, iΠcdµν |(1-loop)(t) is again given by Eq. (3.44) with Q2 = t and Qµ = (k2−
k3)µ. The complex-conjugated Born-level matrix element −iM†LO in Eq.
(3.46) is given by Eq. (3.8). After some algebra we obtain the interference
term
∑
spin
color
MgSEM†LO =
g4
t3
C(gSE+LO)Lµα(q)(k2, k3)Lνα,(q)(k1, k4)
{
tgµν − (k2 − k3)µ(k2 − k3)ν
}
Π|(1-loop)(t),
(3.48)
where the quark tensors are given by Eqs. (3.10) and (3.11). The color
product, C(gSE+LO) = C(gSE)C(LO), between the gluon self-energy diagram
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and Born level diagram reads
C(gSE+LO) =
∑
color
(T c)ji(T
c)mn(T
d)ij(T
d)nm
=
∑
color
Tr(T cT d)Tr(T cT d) = 2.
(3.49)
Furthermore, applying the Dirac equation in Eq. (A.7), we find that
Lµα(q)(k2, k3)Lνα,(q)(k1, k4)
{
(k2 − k3)µ (k2 − k3)ν︸ ︷︷ ︸
=(k4−k1)ν
}
= 0. (3.50)
Finally, substituting the corresponding expression for the Π|(1-loop)(t)-function
from Eq. (3.45) into Eq. (3.48), writing(
4πµ20
−Q2 − iδ
)ǫ
=
(
4πµ20/Q
2
s
(−Q2 − iδ)/Q2s
)ǫ
(3.51)
and expanding
(
−Q2−iδ
Q2s
)−ǫ
in ǫ, we obtain
A(NLO)(gSE) =
g60µ
4ǫ
0
(4π)2
(
4πµ20
Q2s
)ǫ
RΓA(LO)(s, t, u){[
1
ǫ
− ln
(∣∣∣∣ tQ2s
∣∣∣∣
)](
10Nc
3
− 4nq
3
)
− 20nq
9
+
62Nc
9
}
.
(3.52)
Here, A(LO)(s, t, u) is the Born level expression introduced in Eq. (3.15) and
Q2s > 0 is an arbitrary momentum scale as introduced in [14]. In Eq. (3.52)
it is understood that as only the real part of Eq. (3.52) is kept, we can
substitute
ln
(−t− iδ
Q2s
)
δ→0+−→ ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
, for t 6 0. (3.53)
3.5 One-loop vertex corrections
At one-loop order, the qqg-vertex correction iΓµ|(1-loop) for the quark-quark
scattering is given by the two diagrams shown in Fig. 3.5. Applying the
Feynman rules for the vertices and propagators of Appendix A.2, we obtain
an initial expression for the vertex correction shown in Fig. 3.5 (a)
iΓaµ|(a)(Q2) =
∫
k
u¯(k3)
[
ig(T d)jpγβ
]
i(✓k − ✓Q)
d2
[
ig(T a)pℓγµ
]
i✓k
d0[
ig(T c)ℓiγα
]
(−i)gαβδcd
d1
u(k2)
= g3(T c)jp(T
a)pℓ(T
c)ℓi
∫
k
N (a)µ (k,Q)
d0d1d2
,
(3.54)
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p ℓ
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Figure 3.5: One-loop quark-gluon vertex diagrams (a) and (b) contributing
to quark-quark scattering.
where the propagator denominators are
d0 = k
2 + iδ, d1 = (k + k2)
2 + iδ, d2 = (k −Q)2 + iδ (3.55)
with Q = k3 − k2 = −(k2 + k′3). Here, in order to make direct use of the
tensor decomposition of the 3-point C function as discussed in Appendix
C.3.2, we have introduced the notation k′3 = −k3. With k′3, all momenta in
Fig. 3.5 are then incoming, as required by the general formulae in Appedinx
C.
Using the Fierz identity for SU(Nc) in Eq. (A.14), the contraction of the
color matrices in Eq. (3.54) simplifies to
(T c)jp(T
a)pℓ(T
c)ℓi =
[
1
2
δpℓδji − 1
2Nc
δjpδℓi
]
(T a)pℓ = − 1
2Nc
(T a)ji. (3.56)
Furthermore, the numerator structure in Eq. (3.54) is given by
N (a)µ (k,Q) = u¯(k3)
{
γα(✓k − ✓Q)γµ✓kγα
}
u(k2)
= u¯(k3)
(
kβkρ −Qβkρ
){
γαγβγµγργα
}
u(k2).
(3.57)
Following the same procedure as before, we use Eq. (3.57) and identifying the
rank one and rank two terms Cµ(k2, k
′
3;Q
2) and Cµν(k2, k
′
3;Q
2) as defined
in Eq. (C.59). Hence, we obtain the answer
iΓ(a)µ (Q
2) = − g
3
2Nc
(T a)jiu¯(k3)
[
Cβρ(k2, k
′
3;Q
2)
−QβCρ(k2, k′3;Q2)
]{
(4− d)γβγµγρ − 2γργµγβ
}
u(k2),
(3.58)
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where the product of γ matrices is simplified in d dimensions applying Eq.
(B.3). Using Eqs. (C.67) and (C.68) together with the Dirac equation for
massless quarks, the contractions of Cβρ, Cρ with the γ matrices in Eq.
(3.58) take a simple form
u¯(k3)C
βρ
{
(4− d)γβγµγρ − 2γργµγβ
}
u(k2)
=
[
u¯(k3)γµu(k2)
]{
(2− d)2C00(Q2)− (2− d)Q2C12(Q2)
}
︸ ︷︷ ︸
=−B0(Q2)
(3.59)
and
u¯(k3)Q
βCρ
{
(4− d)γβγµγρ − 2γργµγβ
}
u(k2)
=
[
u¯(k3)γµu(k2)
]{
(4− d)Q2C2(Q2)− 2Q2C1(Q2)
}
︸ ︷︷ ︸
=(6−d)B0(Q2)+2Q2C0(Q2)
.
(3.60)
where we have exploited Eq. (C.70) for the form factors C00 and C12, and
Eq. (C.69) for C1 and C2. Thus, we obtain
iΓaµ|(a)(Q2) =
g3
2Nc
(T a)ji
[
u¯(k3)γµu(k2)
]{
(7− d)B0(Q2)
+ 2Q2C0(Q
2)
}
.
(3.61)
Finally, expanding in ǫ and applying Eqs. (C.23) and (C.30), the final result
for the one-loop vertex correction (a) becomes
iΓaµ|(a)(Q2) = i(T a)ji
[
u¯(k3)γµu(k2)
]
Γ|(a)(Q2), (3.62)
where
Γ|(a)(Q2) = g
3
0µ
ǫ
0
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
1
2Nc
{
2
ǫ2
+
3
ǫ
+ 8
}
+O(ǫ). (3.63)
The vertex diagram shown in Fig. 3.5 (b) can be analyzed in the same way.
Applying the Feynman rules for the vertices and propagators we obtain:
iΓaµ|(b)(Q2) =
∫
k
u¯(k3)
[
ig(T f )jℓγρ
]
i(✓k +✓k2)
d2
[
ig(T e)ℓiγσ
]
(−i)gρβδfd
d3
gfacdCµαβ(Q,−k, k −Q)(−i)g
ασδce
d0
u(k2)
= ig3(T dT c)jif
acd
∫
k
N (b)µ (k,Q)
d0d1d2
,
(3.64)
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where the numerator structure reads
N (b)µ (k,Q) = u¯(k3)
[
γβ(✓k +✓k2)γ
αCµαβ(Q,−k, k −Q)
]
u(k2) (3.65)
with
Cµαβ(Q,−k, k−Q) =
{
gµα(k+Q)β−gαβ(2k−Q)µ+gµβ(k−2Q)α
}
. (3.66)
The color matrix product can be reduced as follows:
(T dT c)jif
acd =
1
2
[T d, T c]jif
acd +
1
2
{T d, T c}jifacd︸ ︷︷ ︸
=0
=
i
2
f edcfacd = − iNc
2
(T a)ji,
(3.67)
where on the first line we have used Eqs. (A.12) and (A.15), and on the sec-
ond line Eq. (A.15). Simplifying the four-vector contractions and applying
the Dirac equation in Eq. (3.65), we obtain
iΓaµ|(b)(Q2) =
g3Nc
2
(T a)ji
[
u¯(k3)γµu(k2)
]{
2(d − 2)C00(Q2)︸ ︷︷ ︸
=B0(Q2)
+ 2Q2
(
C1(Q
2) + C0(Q
2)
)︸ ︷︷ ︸
=−2B0(Q2)
}
= −g
3Nc
2
(T a)ji
[
u¯(k3)γµu(k2)
]
B0(Q
2),
(3.68)
where we have again used Eqs. (C.70) and (C.69). Furthermore, applying
Eq. (C.23) our final result for the one-loop vertex correction (b) becomes
iΓaµ|(b)(Q2) = i(T a)ji
[
u¯(k3)γµu(k2)
]
Γ|(b)(Q2), (3.69)
where
Γ|(b)(Q2) = − g
3
0µ
ǫ
0
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
Nc
2
{
1
ǫ
+ 2
}
+O(ǫ). (3.70)
Finally, summing the one-loop vertex corrections in Eqs. (3.62) and (3.69)
together, we obtain the full unrenormalized one-loop qqg-vertex correction:
iΓaµ|(1-loop)(Q2) = i(T a)ji
[
u¯(k3)γµu(k2)
]
Γ|(1-loop)(Q2), (3.71)
where
Γ|(1-loop)(Q2) =
g30µ
ǫ
0
(4π)2
(
4πµ20
−Q2 − iδ
)ǫ
RΓ
{
1
2Nc
(
2
ǫ2
+
3
ǫ
+ 8
)
−Nc
2
(
1
ǫ
+ 2
)}
+O(ǫ).
(3.72)
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3.5.1 Interference with Born-level
The contributions from the interference of the full unrenormalized one-loop
qqg-vertex corrected diagrams of Fig. 3.5 (a) and (b) with the Born one
are shown in Fig. 3.6. The corresponding contribution to the squared NLO
µ, c
ν, c
ν, c
µ, c
Figure 3.6: The interference of the full unrenormalized one-loop qqg-vertex
corrected diagrams with the Born one contributing to quark-quark scatter-
ing.
amplitude is given by
A(NLO)(V) = 2
∑
spin
color
2Re
(
MVM†LO
)
, (3.73)
where the amplitude iMV for the full one-loop qqg-vertex-corrected diagram
can be written as
iMV = ig
t
(T c)ij(T
c)mn︸ ︷︷ ︸
=C(V)
[
u¯(k3)γµu(k2)
][
u¯(k4)γ
µu(k1)
]
iΓ|(1-loop)(t), (3.74)
where iΓcµ|(1-loop)(t) is determined by Eq. (3.71) with Q2 = t. After some
algebra we obtain∑
spin
color
MVM†LO = g3C(V+LO)Lµα,(q)(k3, k2)Lµα(q)(k4, k1)Γ|(1-loop)(t), (3.75)
where the quark tensors are given by Eqs. (3.10) and (3.11), and the color
matrix product, C(V+LO) = C(V)C(LO), between the vertex diagram and Born-
level diagram reads
C(V+LO) =
∑
color
(T c)ji(T
c)mn(T
d)ij(T
d)nm
=
∑
color
Tr(T cT d)Tr(T cT d) = 2.
(3.76)
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Finally, substituting the corresponding expression for the Γ|(1-loop)(t)-function
from Eq. (3.70), into Eq. (3.75), we arrive at
A(6)
(V)
=
g60µ
4ǫ
0
(4π)2
(
4πµ20
Q2s
)ǫ
RΓA(LO)(s, t, u) 2
Nc
{
2
ǫ2
+
(
3−N2c
) 1
ǫ
− 2
ǫ
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ (N2c − 3) ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ 8− 2N2c
}
,
(3.77)
where again Qs is an arbitrary mass scale and in Eq. (3.77) it is understood
that only the real part is kept, so that we can again replace
ln
(−t− iδ
Q2s
)
δ→0+−→ ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
, (3.78)
and
ln2
(−t− iδ
Q2s
)
δ→0+−→ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
, (3.79)
for t 6 0 and Q2s > 0.
3.6 One-loop box corrections
Finally, the last and most complicated one-loop QCD corrections for the
qq′-scattering are the two UV-finite QCD box diagrams: the direct (dr) box
(a) and the crossed (cr) box (b) shown in Fig. 3.7. Applying the Feynman
k2, i
k1, n
k3, j
k4, m
(a) (b)
α, a
β, b
σ, c
ρ, d
k
α, a σ, c
β, b ρ, d
ℓ
p
k
Figure 3.7: The one-loop QCD box diagrams contributing to quark-quark
scattering.
rules for the vertices and propagators of Appendix A.2, for the direct box
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we obtain
iM(dr)BOX =
∫
k
u¯(k3)
[
ig(T c)jℓγ
σ
]
i(✓k +✓k1 +✓k2)
d2
[
ig(T a)ℓiγ
α
]
u(k2)
u¯(k4)
[
ig(T d)mpγ
ρ
]
(−i)✓k
d0
[
ig(T b)pnγ
β
]
u(k1)
(−i)gαβδab
d1
(−i)gσρδcd
d3
= −g4 (T cT a)ji(T cT a)mn︸ ︷︷ ︸
=C(dr)BOX
∫
k
N drBOX(k, ki)
d0d1d2d3
,
(3.80)
where the denominator factors are
d0 = k
2 + iδ,
d1 = (k + k1)
2 + iδ,
d2 = (k + k1 + k2)
2 + iδ,
d3 = (k + k1 + k2 + k
′
3)
2 + iδ,
(3.81)
and again k′3 = −k3. The numerator structure in Eq. (3.80) is given by
N drBOX(k, ki) =
[
u¯(k3)γ
σγµγαu(k2)
][
u¯(k4)γσγ
νγαu(k1)
]
{
kµkν + kν(k1 + k2)µ
}
.
(3.82)
Again, using Eq. (3.82) we identify the rank one Dµ and rank two Dµν terms
as defined in Eq. (C.59), and thus we find quite compact expression for the
direct box matrix amplitude
iM(dr)BOX = −g4C(dr)BOX
[
u¯(k3)γ
σγµγαu(k2)
][
u¯(k4)γσγ
νγαu(k1)
]
{
Dµν(k1, k2, k
′
3; ) +Dν(k1, k2, k
′
3; )(k1 + k2)µ
}
.
(3.83)
3.6.1 Interference with Born level
The contributions from the interference of the NLO direct and crossed box
diagrams (a) and (b) with the Born amplitude are shown in Fig. 3.8. For
the direct box diagram, the squared NLO amplitude is given by
A(NLO)(BOX, dr) =
∑
spin
color
2Re
(
M(dr)boxM†LO
)
. (3.84)
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β, b
α, a
ρ, d
σ, c η, e
γ, f
Figure 3.8: The interference of the direct and crossed box diagrams with
the Born diagram.
After some algebra, the product of the direct box and Born-level matrix
elements, summed over spin and color can be cast in the form
∑
spin
color
M(dr)boxM†LO =
ig6
t
C(dr)(BOX+LO)Lσµαη(k3, k2)Lνσαη(k4, k1)
{
Dµν(k1, k2, k
′
3; s, t) +Dν(k1, k2, k
′
3; s, t)(k1 + k2)µ
}
,
(3.85)
where
Lσµαη(k3, k2) =
∑
spin
[
u¯(k3)γ
σγµγαu(k2)
][
u¯(k2)γ
ηu(k3)
]
= Tr
[
✓k3γ
σγµγα✓k2γ
η
]
,
(3.86)
Lνσαη(k4, k1) =
∑
spin
[
u¯(k4)γσγ
µγαu(k1)
][
u¯(k1)γηu(k4)
]
= Tr
[
✓k4γσγ
νγα✓k1γη
]
.
(3.87)
Using Eqs. (A.13) and (A.15) the color matrix product simplifies to
C(dr)(BOX+LO) =
∑
color
(T cT a)ji(T
e)ij(T
cT a)mn(T
e)nm
=
∑
color
Tr(T cT aT e)Tr(T cT aT e)
=
1
16
∑
color
(dcaedcae + 2idcaef cae − f caef cae)
=
1
16
∑
color
(
5
3
− 3
)
δcc = −2
3
.
(3.88)
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As the next step, we define two functions I(1) and I(2) as
I(1)(s, t, u) = 1
t
Tr
[
✓k3γ
σγµγα✓k2γ
η
]
Tr
[
✓k4γσγ
νγα✓k1γη
]
×
{
(k1 + k2)µDν(k1, k2, k
′
3; s, t)
}
,
I(2)(s, t, u) = 1
t
Tr
[
✓k3γ
σγµγα✓k2γ
η
]
Tr
[
✓k4γσγ
νγα✓k1γη
]
×
{
Dµν(k1, k2, k
′
3; s, t)
}
.
(3.89)
The calculation of these two I functions, which include rank one and rank
two 4-point tensor integrals and two traces of six γ matrices, is very compli-
cated. Both of these terms contain a tedious amount of Dirac γ algebra to-
gether with form factor products in d dimensions, and finally the expressions
should be expanded in ǫ and be simplified in terms of s, t, u and single and
double logarithms. However, thanks to the detailed Appedix C.3.3, where I
explicitly derived the analytical expressions for theDµ andDµν form factors,
the whole computation procedure above can be performed quite easily with
FeynCalc. Thus, also a very important part of this calculation here, was
the Mathematica code that I wrote from scratch. This code calculates the
I(1/2) functions analytically and simplifies very efficiently the final answers
in terms of s, t, u and ǫ.
Thus, introducing the sum
I(dr)(s, t, u) = I(1)(s, t, u) + I(2)(s, t, u), (3.90)
we obtain the result, in d = 4− 2ǫ dimensions as,
I(dr)(s, t, u) = i
(4π)2
(
4π
Q2s
)ǫ
RΓA(LO)(s, t, u)B(dr)(s, t, u), (3.91)
where
Bdr(s, t, u) = − 2
ǫ2
+
2
ǫ
ln
(−s− iδ
Q2s
)
− ln2
(−s− iδ
Q2s
)
+
(
1 +
1
2
s2 − u2
s2 + u2
){
π2 + ln2
(−t− iδ
Q2s
)
+ ln2
(−s− iδ
Q2s
)
− 2 ln
(−t− iδ
Q2s
)
ln
(−s− iδ
Q2s
)}
+
(
ut
s2 + u2
){
ln
(−t− iδ
Q2s
)
− ln
(−s− iδ
Q2s
)}
.
(3.92)
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Since s > 0, t ≤ 0 and Q2s > 0, the real part of Bdr(s, t, u) is
Re
[
Bdr(s, t, u)
]
= − 2
ǫ2
+
2
ǫ
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
+ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ π2
+
1
2
(
s2 − u2
s2 + u2
){
ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ ln2
(∣∣∣∣ sQ2s
∣∣∣∣
)
− 2 ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)}
+
(
ut
s2 + u2
){
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
− ln
(∣∣∣∣ sQ2s
∣∣∣∣
)}
− 2 ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
.
(3.93)
In Eq. (3.93) it is understood that since only the real part is kept
ln
(−x− iδ
Q2s
)
δ→0+−→ ln
(∣∣∣∣ xQ2s
∣∣∣∣
)
for x = s or t, (3.94)
and
ln2
(−t− iδ
Q2s
)
δ→0+−→ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
,
ln2
(−s− iδ
Q2s
)
δ→0+−→ ln2
(∣∣∣∣ sQ2s
∣∣∣∣
)
− π2.
(3.95)
Thus, we obtain
A(NLO)(BOX,dr) =
−2g60µ4ǫ0
(4π)2
(
4πµ20
Q2s
)ǫ
RΓA(LO)(s, t, u)
× C(dr)(BOX+LO)Re
[
Bdr(s, t, u)
]
.
(3.96)
Similarly, the contribution from the crossed box interference term is obtained
from Eq. (3.96) by making the following substitutions:
1. Replace k2 → k3, k3 → −k2, i.e. (s, u)→ (−u, s),
2. Multiply by an overall minus sign, which follows from the fact that a
quark has been switched between the incoming and outgoing states,
3. Change the color factor as C(dr)(BOX+LO) → C
(cr)
(BOX+LO) = 7/3.
Thus, recalling that A(LO)(−u, t, s) = A(LO)(s, t, u), we find
A(NLO)(BOX,cr) =
2g60µ
4ǫ
0
(4π)2
(
4πµ20
Q2s
)ǫ
RΓA(LO)(s, t, u)
× C(cr)(BOX+LO)Re
[
Bdr(−u, t, s)
]
,
(3.97)
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where, again for u 6 0, t 6 0 and s > 0,
Re
[
Bdr(−u, t, s)
]
= − 2
ǫ2
+
2
ǫ
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)
+ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ π2
− 1
2
(
s2 − u2
s2 + u2
){
ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ ln2
(∣∣∣∣ uQ2s
∣∣∣∣
)
− 2 ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)}
+
(
st
s2 + u2
){
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
− ln
(∣∣∣∣ uQ2s
∣∣∣∣
)}
− 2 ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)
.
(3.98)
Finally, summing the direct and crossed box contributions in Eqs. (3.96)
and (3.97) together, the full one-loop virtual box correction to the squared
NLO amplitude can be cast in the following form:
A(NLO)BOX = 2
g60µ
4ǫ
0
(4π)2
(
4πµ20
Q2s
)ǫ
RΓA(LO)(s, t, u)
{
− 6
ǫ2
+
1
ǫ
[
4
3
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
+
14
3
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)]
+ 3 ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+ 3π2 + B(s, t, u)
}
,
(3.99)
where the function B is defined by
B(s, t, u) =1
2
(
s2 − u2
s2 + u2
){
−5
3
ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)
+
2
3
ln2
(∣∣∣∣ sQ2s
∣∣∣∣
)
− 7
3
ln2
(∣∣∣∣ uQ2s
∣∣∣∣
)
− ln
(∣∣∣∣ tQ2s
∣∣∣∣
) [
4
3
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
− 14
3
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)]}
+
2
3
(
ut
s2 + u2
){
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
− ln
(∣∣∣∣ sQ2s
∣∣∣∣
)}
+
7
3
(
st
s2 + u2
){
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
− ln
(∣∣∣∣ uQ2s
∣∣∣∣
)}
− ln
(∣∣∣∣ tQ2s
∣∣∣∣
){
4
3
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
+
14
3
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)}
.
(3.100)
3.6.2 Full result for the unrenormalized qq′ → qq′ virtual cor-
rection
At this point, we are ready to write the full unrenormalized result for the
qq′ → qq′ virtual NLO correction defined in Eq. (3.6). Summing the self-
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energy, vertex and box contributions from Eqs. (3.52), (3.77) and (3.99)
together, we obtain
A(NLO)virtual,0 = A(NLO)gSE +A(NLO)V +A(NLO)BOX = g60µ6ǫ0 A(NLO), (3.101)
where
A(NLO) = 1
8π2
(
4π
Q2s
)ǫ
RΓALO(s, t, u)H(NLO)virtual,0(s, t, u). (3.102)
Here the unrenormalized NLO kernel H(NLO)virtual,0 for the qq′ → qq′ scattering
process is given by
H(NLO)virtual,0 =−
1
ǫ2
(
6− 2
Nc
)
+
1
ǫ
{
4
3
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
+
14
3
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)
− 2
Nc
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)}
+
1
ǫ
{
2N2c + 9
3Nc
− 4TR
3
}
− ln
(∣∣∣∣ tQ2s
∣∣∣∣
)(
2N2c + 9
3Nc
)
+ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)(
3Nc + 1
Nc
)
+ B(s, t, u) + 3π2 − 20TR
9
+
13N3c + 72
9Nc
,
(3.103)
where TR = nq/2 and the function B(s, t, u) is given by Eq. (3.100).
3.7 Ultraviolet renormalization
The one-loop virtual corrections we have computed2 are ultraviolet divergent
and the result in Eq. (3.102) includes 1/ǫ poles which must be renormalized
away. In practice, renormalization is performed as follows3: First, in terms
of the bare and dimensionless coupling g0, the unrenormalized squared am-
plitude A in Eq. (3.5) has the perturbative expansion
A0 = g40µ4ǫ0 A(LO) + g60µ6ǫ0 A(NLO) +O(g80). (3.104)
Next, replacing the bare couping g = g0µ
ǫ
0 with the renormalized running
coupling g˜R = gRµ
ǫ
R (gR is dimensionless and tilde for the dimensionful
renormalized coupling at d = 4− 2ǫ) evaluated at the renormalization scale
µR,
g = Zg(µR)g˜R, (3.105)
we obtain the renormalized perturbative expansion:
AR = g4Rµ4ǫRALO
[
Z4g + g
2
Rµ
2ǫ
R
(ANLO
ALO
)
Z2g
]
+O(g8R), (3.106)
2Recall that the box corrections are UV-finite.
3See also [18].
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where AR is the renormalized squared amplitude. The value of the renor-
malization constant Zg can be calculated perturbatively. In the MS scheme
[19, 17],
Zg(µR)
2 = 1−
(αs
2π
) β0
ǫˆ
+O(α2s), (3.107)
where
1
ǫˆ
= (4π)ǫRΓ
1
ǫ
, (3.108)
the renormalized strong coupling αs = g
2
R/(4π) and
β0 =
11Nc − 4TR
6
. (3.109)
The parameter β0 is the first coefficient in the perturbative expansion of
the QCD β-function which provides the µR dependence of the renormalized
strong running coupling αs as
β = µ2R
∂αs
∂µ2R
= −α2s
(
β0
2π
)
+ · · · , (3.110)
where αs = αs(µ
2
R). Hence, the asymptotic behaviour at one-loop level can
be written as
αs(µ
2
R) =
2π
β0 ln
(
µ2R
Λ2QCD
) , (3.111)
where ΛQCD marks the scale where perturbation theory definitely breaks
down since there is an unphysical pole in the perturbative expansion at
µR → ΛQCD.
Next, using the fixed (k = 1, 2, . . . ) order series expansion of Zg,
Zg(µR)
2k = 1− k
(αs
2π
) β0
ǫˆ
+O(α2s), (3.112)
and substituting this expression into Eq. (3.106), we find
AR(s, t, u) = g4Rµ4ǫRA(LO)(s, t, u)
[
1− 2
(αs
2π
) β0
ǫˆ
+
(αs
2π
)(4πµ2R
Q2s
)ǫ
RΓH(NLO)virtual,0(s, t, u)
]
+O(g8R).
(3.113)
Finally, rewriting
β0
ǫˆ
=
(
4πµ2R
Q2s
)ǫ
RΓ
[
β0
ǫ
+ β0 ln
(
Q2s
µ2R
)]
, (3.114)
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we get the fully UV renormalized amplitude
AR(s, t, u) = g4Rµ4ǫRA(LO)(s, t, u)
[
1 +
(αs
2π
)(4πµ2R
Q2s
)ǫ
RΓ
×H(NLO)virtual,R(s, t, u)
]
+O(g8R),
(3.115)
where the UV renormalized NLO kernelH(NLO)virtual,R for the qq′ → qq′ scattering
process is given by
H(NLO)virtual,R = −
2β0
ǫ
+ 2β0 ln
(
µ2R
Q2s
)
+H(NLO)virtual,0
= − 1
ǫ2
(
6− 2
Nc
)
+
1
ǫ
{
2N2c + 9− 33Nc
3Nc
}
+
1
ǫ
{
4
3
ln
(∣∣∣∣ sQ2s
∣∣∣∣
)
+
14
3
ln
(∣∣∣∣ uQ2s
∣∣∣∣
)
− 2
Nc
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)}
− ln
(∣∣∣∣ tQ2s
∣∣∣∣
)(
2N2c + 9
3Nc
)
+ ln2
(∣∣∣∣ tQ2s
∣∣∣∣
)(
3Nc + 1
Nc
)
+ TR
{
4
3
[
ln
(∣∣∣∣ tQ2s
∣∣∣∣
)
− ln
(
µ2R
Q2s
)]
− 20
9
}
+ B(s, t, u) + 11Nc
3
ln
(
µ2R
Q2s
)
+ 3π2 +
13N3c + 72
9Nc
.
(3.116)
Remarkably, the final result presented above fully agrees with the corre-
sponding result, Eq. (2.9), in the original work by Ellis and Sexton [14].
In the next chapter, I will show how to compute the UV renormalized and
IR and CL safe physical cross sections, based on the discussion here and in
chapter 2.
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4
Computation of physical cross sections at
NLO
In this chapter, I will describe how to calculate physical cross sections for
partonic scattering processes at NLO in pQCD. In practice, I will illustrate
how to combine the UV renormalized (2 → 2) virtual and (2 → 3) real
O(α3s) IR and CL singular squared amplitudes, which were computed in
d = 4−2ǫ in [14], into physical cross sections. The whole procedure is based
on the subtraction method whose detailed documentation can be found in
[13]. Again aiming at a self-contained study, in this chapter I briefly review
the main features of this method in order to explain the cancellation of the
singularities in sufficient detail. For clarity, I mostly keep the notation of
[13], and also otherwise closely follow the discussion in [13].
I should also mention that in the algorithms used to define an observable
high-pT jet, the typical way to arrive at an IR and CL safe NLO jet cross
section is to introduce a finite size for the jet cone, see e.g. the discussion in
[20]. However, in this thesis we consider the production of minijets [15, 21]
(whose pT ∼ 1 − 3 GeV) which are not directly observable as final-state
jets. Therefore, in our case, jet algorithms are not directly applicable but
we need a more general definition for the physical (IR/CL safe) quantity we
want to compute. The subtraction method discussed in [13] is ideal for our
purposes.
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4.1 Physical cross section
At order O(α3s), the cross section IX for a physical quantity X in a hadronic
(or nuclear) collision can be written as
IX = 1
2!
∫
d[PS]2
dσ(2→ 2)
d[PS]2
SX,2(pµ1 , pµ2 )
+
1
3!
∫
d[PS]3
dσ(2→ 3)
d[PS]3
SX,3(pµ1 , pµ2 , pµ3 ),
(4.1)
where the differential parton production cross sections dσ(2→ n)/d[PS]n at
hadron level are defined in Eqs. (2.25) and (2.34) and the counting factors
1/n! need to be introduced when we treat all of the final state partons as
though they were identical. The measurement functions SX,2 and SX,3 which
depend on the four-momenta of the final state partons specify the physical
observable which in principle can be measured. An example of such an
observable is jet production considered in [13]. If the observable is such that
it is not sensitive to long-distance (small momentum exchange) physics,
it can be described by pQCD, provided that the measurement functions
are safe from the collinear and soft singularities. Hence, the mathematical
requirements for SX,2 and SX,3 are that SX,3 should reduce to SX,2 when
two of the outgoing partons become collinear or one of the outgoing partons
becomes soft. For instance if pµ3 ↑↑ pµ2
SX,3(pµ1 , (1 − λ)pµ2 , λpµ2 ) = SX,2(pµ1 , pµ2 ), (4.2)
where 0 ≤ λ ≤ 1 and where λ → 0 shows the soft limit pµ3 = 0. The same
should happen for example if pµ3 ↑↑ pµA(pµB)
SX,3(pµ1 , pµ2 , λpµA,B) = SX,2(pµ1 , pµ2 ). (4.3)
Here, we also assume that the above equations for SX,3 and SX,2 are satisfied
in the different permutations of the four-momenta pµi ↑↑ pµj and pµi ↑↑ pµA(pµB)
for i, j = 1, 2, 3.
4.2 Singularities of the (2→ 2) cross section
In this section we discuss how Kunszt and Soper in [13] wrote the (2 → 2)
cross section into terms containing IR and CL 1/ǫ, 1/ǫ2 poles and terms that
are finite as ǫ → 0. The leading idea here is that these singular terms are
cancelled against similar terms in the (2→ 3) part of the cross section.
First, by substituting the expression for the (2 → 2) differential 2-parton
production cross section of Eq. (2.25) into the (2 → 2) part of the cross
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section in Eq. (4.1), we find
I(2→ 2)X = 1
2!
∫
d[PS]2
∑
{a}2
p⊥,2
16π2s2
(
p⊥,2
2πµ
)−2ǫ fA,0(aA, xA)
xA
fB,0(aB , xB)
xB
〈|M(aAaB → a1a2)|2〉SX,2(pµ1 , pµ2 ),
(4.4)
where we denote {a}2 ≡ {aA, aB , a1, a2} and the µ corresponds now to the
renormalized coupling gR. Next, the UV renormalized squared amplitudes
(of which the AR(s, t, u) in Eq. (3.115) is an example) can be conveniently
written in terms of functions named ψ(4) and ψ(6):
〈|M(aAaB → a1a2)|2〉 = (4πα
2
s)
ω(aA)ω(aB)
{
ψ(4)({a}2, {pµ}2)
+
αs
2π
(
4πµ2
Q2s
)
RΓψ
(6)({a}2, {pµ}2) +O(α2s)
}
,
(4.5)
where we denote {pµ}2 ≡ {pµA, pµB , pµ1 , pµ2} and the quantities RΓ and Q2s are
defined in Eqs. (C.22) and (3.52). The functions ψ(4) and ψ(6) contain the
(2→ 2) Born-level O(α2s) matrix elements squared and their one-loop O(α3s)
virtual corrections, respectively, summed over the initial and final spin and
color. The analytical expressions for these functions are nicely presented in
[13].
In order to match the parton distribution functions to the squared NLO am-
plitudes, one needs to introduce also the renormalized parton distributions
fi(aA, xA) defined in the MS scheme [13]
fi,0(ai, xi) =
∑
a′i
∫ 1
xi
dz
z
fi(a
′
i,
xi
z
)
{
δa′iaiδ(1 − z)
+
(4π)ǫ
ǫΓ(1− ǫ)
(αs
2π
)
Pai/a′i(z) +O(α
2
s)
}
,
(4.6)
where the Pai/a′i(z) are the standard ǫ-independent LO Altarelli-Parisi ker-
nels given in [22] and the index i denotes the type of the hadron A or B.
Note that these ”modified” PDFs do not have the scale dependence yet,
since we only care about the singular parts. However, in the end, one must,
also add the scale dependence to these distributions by including the stan-
dard∝ − (αs2π)Pai/a′i(z) log(µ2F/µ2) term in Eq. (4.6), where the factorization
scale µ2F is of the order of the physical scale in the process [23].
Substituting the expressions in Eqs. (4.5) and (4.6) into the I(2→ 2)X cross
section formula of Eq. (4.4), we obtain a sum of three terms:
I(2→ 2)X =
∫
d[PS]2
{
IBORN(2→ 2)+ICT(2→ 2)+IHO(2→ 2)
}
, (4.7)
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where the term
IBORN(2→ 2) = α2s
p⊥,2
2s2
(
p⊥,2
2πµ
)−2ǫ∑
{a}2
L(aA, aB , xA, xB)
ψ(4)({a}2, {pµ}2)SX,2(pµ1 , pµ2 ),
(4.8)
is the Born-level (BORN) integrand [13] and the information of the parton
luminosity and the averaging factors ω(aA,B) are contained in the function
L defined by
L(aA, aB , xA, xB) = fA(aA, xA)
ω(aA)xA
fB(aB , xB)
ω(aB)xB
. (4.9)
The term denoted ICT now contains the contribution which originates from
the MS definition of the PDFs in Eq. (4.6):
ICT(2→ 2) = α2s
p⊥,2
2s2
(
p⊥,2
2πµ
)−2ǫ∑
{a}2
F({a, a′, x}A,B)
(4π)ǫ
ǫΓ(1− ǫ)
(αs
2π
)
ψ(4)({a}2, {pµ}2)SX,2(pµ1 , pµ2 ),
(4.10)
where the function F is given by
F({a, a′, x}A,B) =
∑
a′A
∫ 1
xA
dz
z
ω(a′A)
zω(aA)
L(a′A, aB ,
xA
z
, xB)PaA/a′A(z)
+
∑
a′B
∫ 1
xB
dz
z
ω(a′B)
zω(aB)
L(aA, a′B , xA,
xB
z
)PaB/a′B (z),
(4.11)
and we denote
{a, a′, x}A,B = {aA, aB , a′A, a′B , xA, xB}. (4.12)
The last term, IHO, then contains the O(α3s) terms of Eq. (4.5), so that to
this order we can simply substitute fi,0 → fi, arriving at
IHO(2→ 2) = α3s
p⊥,2
4πs2
(
16π3µ4
p2⊥,2Q2s
)ǫ
RΓ
∑
{a}2
L(aA, aB , xA, xB)
ψ(6)({a}2, {pµ}2)SX,2(pµ1 , pµ2 ).
(4.13)
The function ψ(4) is finite and the singular structure of ψ(6) has the simple
general form [13]:
ψ(6) = ψ(4)
{
− 1
ǫ2
∑
n
C(an)− 1
ǫ
∑
n
γ(an)
}
+
1
2ǫ
∑
m,n
n 6=m
ln
(
2pn · pm
Q2
)
ψ(4,c)mn ({a}2, {pµ}2)
+ ψ
(6)
NS({a}2, {pµ}2),
(4.14)
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where n,m = A,B, 1, 2, and the pn(m) denote the external parton momenta.
The ǫ-dependent functions ψ
(4)
mn are related to ψ(4) as discussed in [13].
4.3 Singularities of the 2→ 3 cross section
In this section, we inspect how one can cleverly decompose the I(2 → 3)X
part of the cross section into terms that are finite as ǫ→ 0, and terms that
become infinite as ǫ→ 0 [13], and sketch how the singularities of the (2→ 2)
and (2→ 3) parts cancel in the end.
First, by substituting the expression for the (2 → 3) differential 3-parton
production cross section of Eq. (2.34) into the I(2→ 3)X part of the cross
section in Eq. (4.1), we obtain
I(2→ 3)X = 1
2!
∫
d[PS]3
∑
{a}3
p⊥,2p⊥,3
8(2π)5s2
(
p⊥,2p⊥,3
(2π)2µ2
)−2ǫ
fA,0(aA, xA)
xA
fB,0(aB , xB)
xB
〈|M(aAaB → a1a2a3)|2〉
Θ(p⊥,3 < p⊥,1)Θ(p⊥,3 < p⊥,2)S3(pµ1 , pµ2 , pµ3 ),
(4.15)
where we denote {a}3 = {aA, aB , a1, a2, a2}. In this expression we have
introduced two theta functions, Θ(p⊥,3 < p⊥,1) and Θ(p⊥,3 < p⊥,2), which
appear since the parton labelled as 3 can be taken to be the one having
smallest transverse momentum. This also cancels a factor 3 in the original
prefactor 1/3!.
The squared (2 → 3) amplitude in Eq. (4.15) is singular whenever two
partons are collinear (pµi ↑↑ pµj ) or one parton is soft (pµi = 0). Since now,
with the above choice,
p⊥,3 < p⊥,1, p⊥,3 < p⊥,2, (4.16)
and also due to the transverse momentum conservation, the only singularities
that occur in the integration region of Eq. (4.16) are the cases where the
parton 3 is soft or when the parton 3 is collinear with any of the partons
A,B, 1, 2. Thus, we can write the (2→ 3) squared amplitude as
〈|M(aAaB → a1a2a3)|2〉 = (4πα
3
s)
ω(aA)ω(aB)
Ψ({a}3, {pµ}3), (4.17)
where we denote {pµ}3 = {pµA, pµB, pµ1 , pµ2 , pµ3}, and where the function Ψ can
be expressed as,
Ψ({a}3, {pµ}3) =
∑
m,n
pm · pn
(pm · p3)(pn · p3)Ψmn({a}3, {p
µ}3). (4.18)
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In the expression above the singular factor 1/(pm · p3)(pn · p3) is extracted
from the function Ψ as explained in [13], and the functions ψmn, which
are symmetric in n and m, are the coefficients of the singular terms in the
squared (2 → 3) scattering amplitude. As discussed in [13], it is possible
to construct the functions Ψmn using the results of [14]. Next, in order
to separate the collinear and soft singularities (and then also match these
singularities to the (2 → 2) part) the singular factor is rewritten in the
following form [13],
1
(pm · p3)(pn · p3) =
1
(pm + pn) · p3(pm · p3) +
1
(pm + pn) · p3(pn · p3) . (4.19)
Using the expression above, the squared amplitude in Eq. (4.17) can be
decomposed according to Eq. (4.18) into four terms
〈|M(aAaB → a1a2a3)|2〉 = 〈|M|2〉A+ 〈|M|2〉B+ 〈|M|2〉1+ 〈|M|2〉2, (4.20)
where
〈|M|2〉n = (4πα
3
s)
ω(aA)ω(aB)
∑
m={n}2
m6=n
SmnΨmn({a}3, {pµ}3) (4.21)
and we denote {n}2 = {A,B, 1, 2}. Here, the factor
Smn =
(pn · pm)
pn · p3(pn + pm) · p3 (4.22)
contains a 1/(pn · p3) collinear singularity and a soft singularity for parton
3. Now, we can write the (2→ 3) part of the cross section as
I(2→ 3)X = I(2→ 3)A + I(2→ 3)B + I(2→ 3)1 + I(2→ 3)2, (4.23)
where, for example, the last term becomes [13]
I(2→ 3)2 =
∫
d[PS]3
F2(y1, p⊥,2, φ2, p⊥,3, y3, φ3)
p⊥,3
[
cosh(y2 − y3)− cos(φ2 − φ3)
] , (4.24)
and the function F2 is given by
F2 = Θ(p⊥,3 < p⊥,2)Θ(p⊥,3 < p⊥,1)
α3s
2(2π)2s2
(
p⊥,2
(2π)2µ
)−2ǫ
∑
{a}3
L(aA, aB , a1, a2)
∑
m=A,B,1
p⊥,3(p2 · pm)Ψmn
(p2 + pm) · p3 SX,3(p
µ
1 , p
µ
2 , p
µ
3 ).
(4.25)
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Here, the divergent factor 1/(p2 · p3) in the (2 → 3) squared amplitude is
rewritten in terms of the integration variables y2, y3, φ2 and φ3 as
p2 · p3 = p+2 p−3 + p−2 p+3 − p⊥,2 · p⊥,3
= p⊥,2p⊥,3
[
cosh(y2 − y3)− cos(φ2 − φ3)
]
.
(4.26)
The three other terms I(2→ 3)A, I(2→ 3)B , and I(2→ 3)1 can be treated
independently and in a similar manner, as explained in [13].
Next, each of the terms I(2→ 3)n is decomposed into terms that are diver-
gent and terms that are finite as ǫ→ 0. In the sigular terms the integration
over the phase space of the third parton can be performed analytically. For
example, let us consider the case of I(2 → 3)2, where this goal is achieved
by inserting zero in Eq. (4.25), i.e. rewriting the function F2 in the following
way (see also [21]):
F2(y1, p⊥,2, φ2, p⊥,3, y3, φ3) = F2(soft) + F2(collinear) + F2(finite), (4.27)
where
F2(soft) = F2(y1, p⊥,2, y2, φ2, 0, y3, φ3)Θ(p⊥,3 <
p⊥,2
2
),
F2(collinear) = F2(y1, p⊥,2, y2, φ2, p⊥,3, y2, φ2)
− F2(y1, p⊥,2, y2, φ2, 0, y2, φ2)Θ(p⊥,3 < p⊥,2
2
),
F2(finite) = F2(y1, p⊥,2, y2, φ2, p⊥,3, y3, φ3)
− F2(y1, p⊥,2, y2, φ2, 0, y3, φ3)Θ(p⊥,3 < p⊥,2
2
)
− F2(y1, p⊥,2, y2, φ2, p⊥,3, y2, φ2)
+ F2(y1, p⊥,2, y2, φ2, 0, y2, φ2)Θ(p⊥,3 <
p⊥,2
2
).
(4.28)
Here, in the ”soft” term p⊥,3 = 0 in F2 and Θ(p⊥,3 <
p⊥,2
2 ) has been intro-
duced to set (by hand) an upper bound for the p⊥,3 integral. Similarly, in
the ”collinear” term y3, φ3 are set equal to y2, φ2 in F2 and a theta func-
tion above is included. The ”finite” term is finite as ǫ → 0 and the phase
space integration can be evaluated numerically in four dimensions, ǫ → 0,
provided that the measurement function SX,3 is IR and CL safe as discussed
in section 4.1. Thus, we obtain the following decomposition
I(2→ 3)2 = I(soft)2 + I(collinear)2 + I(finite)2. (4.29)
Since the above procedure can be performed similarly to other three terms
I(2→ 3)A, I(2→ 3)B , and I(2→ 3)1, see the details in [13], we may write
the full decomposition as
I(2→ 3)X =
∑
ℓ={n}2
[
I(soft)ℓ + I(collinear)ℓ + I(finite)ℓ
]
. (4.30)
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Here, the phase space integration over the singular (2 → 3) ”soft” and
”collinear” terms can be performed analytically. After the integration we
are left with several terms that contain 1/ǫ and 1/ǫ2 poles and have (2 →
2) kinematics [13]. Some of these terms then cancel each other and the
remaining singular terms cancel against identical terms in I(2→ 2)X . This
”term by term” cancellation procedure is nicely demonstrated in Table 1 of
[21].
Thus, the final result of the non-trivial exercise performed in [13] is that the
physical cross section can be computed using
IX = I(2→ 2,net)X + I(2→ 3,net)X , (4.31)
where the notation ”net” refers to removing the 1/ǫ and 1/ǫ2 terms by using
the subtraction method and then setting ǫ→ 0. The remaining finite terms
are evaluated by multidimensional numerical integration.
Next, we turn to the phenomenological part of the thesis, where we apply the
techniques learned here – the UV-renormalized squared matrix amplitudes,
the subtraction method with IR/CL-safe measurement functions to calculate
minijet transverse energy production in A + A collisions at the LHC and
RHIC.
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5
The original EKRT model
In this chapter I will briefly review the key features of the original EKRT
model [7], which combines collinearly factorized pQCD minijet production
with gluon saturation applying an uncertainty principle related geometrical
saturation criterion for the produced minijets.
5.1 Parton production and saturation
In the original EKRT model [7], the initial parton production above a min-
imum pT scale p0 in a mid-rapidity unit ∆y in central A + A collisions is
computed by applying collinearly factorized pQCD [24]. The leading idea
of the model is that the low-pT parton (minijet, dominantly gluons) pro-
duction is controlled by saturation, fusions, among the produced gluons. In
this approach the saturation of initial parton production is conjectured to
take place when the high-pT partons, which are produced before the low-pT
partons, start to fill up the available average transverse area πR2A of the
central collision and eventually at some pT the whole transverse region is
filled with the produced partons. Further gluon production at lower pT is
then not significant as the produced gluons just fuse with the harder ones.
Thus, at saturation the scale p0 = psat is a solution of a saturation criterion
[7]
NAA(p0, A,
√
sNN ,∆y)
π
p20
= κπR2A, (5.1)
where the factor π/p20 is the effective transverse area occupied by each pro-
duced parton and RA is the nuclear radius which is calculated from the
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expression (see the Appendix of [24])
RA = 1.12A
1/3 − 0.86A−1/3. (5.2)
The proportionality constant κ, which might also contain some power(s) of
αs, is set to unity. In the saturation equation above, the key quantity is
the number of minijets, NAA, produced above a transverse momentum scale
pT = p0 ≫ ΛQCD into the rapidity acceptance window ∆y. For a given
collision energy
√
sNN and nuclear mass number A the number of produced
minijets is obtained from [7, 25]
NAA(p0, A,
√
sNN ,∆y) = TAA(0)σ〈N〉p0,∆y, (5.3)
where the collision geometry is given by the standard nuclear overlap func-
tion
TAA(b) =
∫
d2sTA(s)TA(s− b), (5.4)
with b denoting the impact parameter and s = (x, y) the transverse coor-
dinate. The function TA(s) is the nuclear thickness function, which is an
integral over the longitudinal coordinate z of the nuclear density function
nA(s, z),
TA(s) =
∫ ∞
−∞
dznA(s, z), (5.5)
where the nuclear density is parametrized with the Woods-Saxon profile
nA(s, z) =
n0
exp
(√
|s|2+z2−RA
d
)
+ 1
, (5.6)
with n0 = 0.17 fm
−3 and d = 0.54 fm [24]. The quantity σ〈N〉p0,∆y is
the perturbatively computable minijet cross section with a rapidity accep-
tance ∆y. According to collinear factorization and leading-order pQCD the
minijet cross section can be defined as [25, I]
σ〈N〉p0,∆y =
∫
p20
dp2T
{∫
∆y
dy1
∫
dy2 +
∫
dy1
∫
∆y
dy2
}
×
∑
〈kℓ〉
1
1 + δkℓ
dσAA→kℓ+X
dp2Tdy1dy2
,
(5.7)
where the inclusive cross section for producing partons of flavours k and ℓ
is given by
dσAA→kℓ+X
dp2Tdy1dy2
= K
∑
ij
x1fi/A(x1, µ
2
F)x2fj/A(x2, µ
2
F)
dσˆ(ij → kℓ)
dtˆ
. (5.8)
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The DGLAP-evolved [22, 26, 27, 28] nuclear parton distribution functions
(nPDFs) fi/A and fj/A are defined for each parton flavor i and j in terms of
nuclear modifications Ri/A(x, µ
2
F) and the corresponding free proton PDFs
fi/p(x, µ
2
F) such that
fi/A(x, µ
2
F) = Ri/A(x, µ
2
F)fi/p(x, µ
2
F). (5.9)
The factor K in Eq. (5.8) accounts for the NLO corrections. In the original
EKRT model this factor was introduced only in an effective sense, since the
number of produced partons is well defined only in LO pQCD.
The original EKRT setup [7] exploited the LO GRV94 PDFs [29] combined
with the nuclear effects from the LO EKS98 parametrization [30, 31]. Also
a constant K = 2 was assumed in [7]. In the later EKRT setups [32, 25], a√
sNN -dependent K was introduced on the basis of the NLO computation
of minijet transverse energy ET production (see section 5.3) [15, 21].
The original EKRT model [7], when coupled to ideal hydrodynamics, was
successful in predicting the scaling laws for particle multiplicities in central
A + A collisions, dN/dy ∼ s0.19...0.20NN A0.92. The later, more detailed setups
were dramatically successful in predicting the LHC charged-particle mul-
tiplicity [32] (measured a decate later) as well as describing the identical
particle spectra at RHIC [25, 33]. In spite of these successes, there are,
however, a number of certain shortcomings in the original EKRT model.
These are summarized in [II], and discussed futher in chapter 6.
5.2 Minijet transverse energy and initial energy
density
Once the saturation scale is obtained as the solution p0 = psat(
√
sNN , A) of
Eq. (5.1), the amount of transverse energy ET carried by the minijets into
the rapidity window ∆y can be computed as [7]
ET (p0, A,
√
sNN ,∆y) = TAA(0)σ〈ET 〉p0,∆y, (5.10)
where the first moment of the semi-inclusive ET distribution σ〈ET 〉p0,∆y
to the LO accuracy [24] is obtained from Eq. (5.7) by integrating over the
transverse momenta with a one extra weight of pT [I]:
σ〈ET 〉p0,∆y =
∫
p20
dp2TpT
d(σ〈N〉p0,∆y)
dp2T
. (5.11)
The pQCD calculation of the minijet ET production is formulated in the mo-
mentum space and a connection to spatial initial energy density needs to be
established. At ultrarelativistic energies the nuclei are strongly contracted
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and the produced system forms a state where the forward/backward regions
are in a very strong longitudinal expansion. Hence, originally motivated by
the expectation of a longitudinal boost-invariance [34], it is convenient to
use the light-cone coordinates τ and ηst defined as
τ =
√
t2 − z2, ηst = 1
2
ln
(
t+ z
t− z
)
, (5.12)
with t = τ cosh(ηst) and z = τ sinh(ηst). Here, the coordinate τ is the
longitudinal proper time and ηst is the space-time rapidity. The lines of
constant τ and constant ηst are sketched in Fig. 5.1. Since the typical partons
z
t
ηst = constant
τ = constant
A A
z = tz = −t
Figure 5.1: A+A collision in the (z, t) plane, where the thick lines are the
trajectories of the colliding nuclei, the light cones.
at saturation have a longitudinal spread of ∆z ∼ 1/psat ≪ 1 fm, one can
consider the collision region as a point in the z-direction and assume that the
minijet rapidity is the same as the space-time rapidity, y = ηst. On the basis
of the uncertainty principle the formation time is taken to be the inverse
of the saturation scale, τ0 = 1/psat. Therefore, the initial energy density
ǫ(τ0) and τ0, which can be used as initial conditions for hydrodynamics, are
obtained from the computed minijet ET (p0 = psat) by assuming that the
system thermalizes basically at formation τ0 = 1/psat.
In the original EKRT setup, where hydrodynamics with only 1-dimensional
longitudinal Bjorken scaling flow was considered [7], the averaged initial
energy density, 〈ǫ〉, of the produced minijet plasma in central A+A collisions
was obtained through the Bjorken estimate [34]:
〈ǫ〉 = ET (p0 = psat)
∆V (τ0)
, (5.13)
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where the minijets in the mid-rapidity unit ∆y occupy a volume ∆V (τ0) =
πR2Aτ0∆y at the formation time τ0 = 1/psat. In the later, more detailed
EKRT setups [32, 25], where the pQCD calculation included the
√
sNN -
dependent K factor [15, 21], the saturated minijet initial conditions served
as input for ideal (1+1)-dimensional hydrodynamics once a binary-collision
(BC) transverse profile [35] for the initial energy density,
ǫ(s, τ0) =
dET (p0 = psat)
dV (τ0)
= TA(s)TA(s)
σ〈ET 〉psat,∆y
τ0∆y
, (5.14)
was assumed. In Eq. (5.14) the transverse profile of the initial energy density
is extracted by differentiating the overlap function TAA with respect to d
2s
in most central (b = 0) A+A collisions, and the differential volume element
at τ = τ0 and η ≈ y ≈ 0 is given by
dV (τ) = dzd2s = (dτ sinh(η) + τ cosh(η)dη) d2s ≈ τ0∆yd2s. (5.15)
5.3 Computation of minijet ET in NLO
As discussed in [15, 21], the ET production for the pQCD minijet calculation
can be extended to NLO in an infrared and collinear safe manner. This
calculation is based on collinear factorization and the subtraction method
[13] discussed in some detail in chapter 4. In this section I briefly explain
the main features of this formulation.
5.3.1 Measurement functions for ET
In a hard scattering of partons at NLO, we can have one, two, three or zero
minijets in a mid-rapidity region ∆y, defined in the (y, φ)-plane as
∆y : |y| ≤ 0.5, 0 ≤ φ ≤ 2π, (5.16)
where φ is the azimuthal angle and y the rapidity, see Fig. 5.2. As only
∆y
2π
φ
0
y−0.5 0.5
Figure 5.2: The rapidity acceptance region ∆y in the (y, φ)-plane.
massless partons are considered, the transverse energy ET entering ∆y can
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be defined as a sum of the absolute values pT,i of the transverse momenta
of those partons whose rapidities fall in ∆y:
ET = ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3, (5.17)
where the step function ǫ(yi) is defined as
ǫ(yi) ≡
{
1 if yi ∈ ∆y
0 otherwise.
(5.18)
In the LO and NLO (2 → 2) cases, the transverse momenta are equal in
magnitude, pT,1 = pT,2 = pT . Thus the perturbative scatterings can in this
case be simply defined to be those with large enough transverse momentum,
pT ≥ p0 ≫ ΛQCD, or equivalently,
pT,1 + pT,2 ≥ 2p0. (5.19)
This can be straightforwardly generalized to the NLO (2→ 3) case as
pT,1 + pT,2 + pT,3 ≥ 2p0. (5.20)
By combining the definition of ET in ∆y and the definition of a hard per-
turbative scattering discussed above, the measurement function S2 for the
minijet ET in ∆y can now be written down for the (2→ 2) scatterings as
S2 = Θ(pT,1 + pT,2 ≥ 2p0)δ(ET −
{
ǫ(y1)pT,1 + ǫ(y2)pT,2
}
) (5.21)
and for the (2→ 3) scatterings correspondingly
S3 = Θ(pT,1 + pT,2 + pT,3 ≥ 2p0)
× δ(ET −
{
ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3
}
),
(5.22)
where the functions denoted by Θ and δ are the usual step and delta func-
tions, respectively.
5.3.2 IR/CL-safe minijet ET
As discussed in chapter 4, the measurement functions define the physical,
IR/CL-safe, quantity to compute. For the measurement functions S2 and
S3 in Eqs. (5.21) and (5.22), which clearly are infrared and collinear safe
(cf. Eq. (4.2)), the physical quantity to compute is the semi-inclusive ET
distribution of minijets in a rapidity interval ∆y in N + N (or A + A)
collisions [24, 15, 21]
dσ
dET
∣∣∣∣
p0,∆y
=
dσ
dET
∣∣∣∣(2→2)
p0,∆y
+
dσ
dET
∣∣∣∣(2→3)
p0,∆y
, (5.23)
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where
dσ
dET
∣∣∣∣(2→2)
p0,∆y
=
1
2!
∫
d[PS]2
d(2→ 2)
d[PS]2
S2(pµ1 , pµ2 ),
dσ
dET
∣∣∣∣(2→3)
p0,∆y
=
1
3!
∫
d[PS]3
d(2→ 3)
d[PS]3
S3(pµ1 , pµ2 , pµ3 ).
(5.24)
Integrating the delta functions away in Eq. (5.23) we obtain the first moment
of the semi-inclusive ET distribution in NLO (needed for Eq. (5.14)) as
σ〈ET 〉p0,∆y ≡
∫ √s
0
dETET
dσ
dET
∣∣∣∣
p0,∆y
= σ〈ET 〉(2→2)p0,∆y + σ〈ET 〉
(2→3)
p0,∆y
, (5.25)
where
σ〈ET 〉(2→2)p0,∆y =
1
2!
∫
d[PS]2
d(2→ 2)
d[PS]2
S˜2(pµ1 , pµ2 ),
σ〈ET 〉(2→3)p0,∆y =
1
3!
∫
d[PS]3
d(2→ 3)
d[PS]3
S˜3(pµ1 , pµ2 , pµ3 ).
(5.26)
Above, the measurement functions for the σ〈ET 〉p0,∆y have been written as
S˜2(pµ1 , pµ2 ) =
{
ǫ(y1) + ǫ(y2)
}
pT,2Θ(pT,2 ≥ p0) (5.27)
and
S˜3(pµ1 , pµ2 , pµ3 ) =
{
ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3
}
×Θ(pT,1 + pT,2 + pT,3 ≥ 2p0).
(5.28)
Naturally, also these measurement functions fulfill the requirements for in-
frared and collinear safety. Thus, the quantity σ〈ET 〉p0,∆y is a well defined
NLO quantity to compute.
Finally, we should also note that the renormalization scale µR in the strong
coupling αs(µR) and the factorization scale µF in the PDFs have to be
chosen in such a way that the scales for the (2 → 3) terms reduce to those
for the terms with (2 → 2) kinematics in the IR and CL limits. This is
done by fixing µF = µR = µ to be equal, where the scale µ is set to be
proportional to the hardness of the collision, i.e. to the total pT produced
in the hard process, regardless of the parton being in ∆y or not:
2→ 2 : µ = Nµ (pT,1 + pT,2) /2 = NµpT ,
2→ 3 : µ = Nµ (pT,1 + pT,2 + pT,3) /2,
(5.29)
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where Nµ is a constant of the order of unity.
As explained in section 5.2, the initial energy density which provides the
initial conditions for the hydrodynamical evolution, is computed from the
IR/CL-safe NLO quantity σ〈ET 〉∆y,p0 at p0 = psat. However, the saturation
scale psat, which gives the formation (and thermalization) time τ0 = 1/psat, is
determined on the basis of the minijet number in LO with a rather ad hoc K
factor. Thus, it would be clearly more consistent to formulate the saturation
criterion in terms of the produced ET instead of NAA. Also, since the
NLO minijet ET computation will affect the hydrodynamical initial energy
densities, and especially since the minijet ET is not a directly measurable
observable, we should study whether there is any extra freedom in defining
the IR/CL-safe measurement functions S˜2 and S˜3. These are the main
questions I will discuss and answer in the next chapter.
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6
The NLO-improved EKRT model
In this chapter I briefly summarize the main ingredients of the NLO-improved
computation of minijet ET production and the new formulation of the mini-
jet saturation in ET [II, III]. Also the main numerical results for the com-
puted minijet initial state are discussed.
6.1 NLO-improved computation of minijet ET pro-
duction
6.1.1 New set of measurement functions
As already stated in section 5.3, the formulation of the measurement function
S˜2 in LO and NLO cases corresponds to ET of at least equal to p0 to enter
into ∆y from each (2 → 2) subprocess. In the NLO (2 → 3) case one may
encounter subprocesses which fulfill the requirement of being perturbative∑
i pT,i ≥ 2p0, but contribute less than p0 of ET into ∆y. Thus, a possible
further element in defining the measurement function S˜3 is that in the (2→
3) case we may still restrict the amount of the minimum ET at ∆y in an
infrared and collinear safe way.
For example, in the (2 → 2) case, the non-zero ET in ∆y is always larger
than p0, since
ET = ǫ(y1)pT1 + ǫ(y2)pT2
(5.19)
= (ǫ(y1) + ǫ(y2)) pT ≥ p0, (6.1)
for y1 ∈ ∆y or y2 ∈ ∆y (which includes also the case y1, y2 ∈ ∆y). Similarly,
in the (2 → 3) case we can have hard processes where two partons, say 1
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and 2, with transverse momenta pT,1 = pT,2 = pT,hard, falling outside ∆y
and one soft parton 3 with transverse momentum pT,3 ≪ pT,hard inside ∆y.
Thus the amount of ET in ∆y is
ET = ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3 = pT,3 ≪ pT,hard. (6.2)
At the infrared (soft) limit pT,3 = 0, we obviously have no ET in ∆y and
the (2 → 2) limit is correctly recovered. We could also require for the
(2 → 3) case the ET in ∆y be at least p0, as always in the (2 → 2) case.
As originally discussed in [21], also this latter example is an equally well
infra-red and collinear safe case.
The above two examples are only special cases of a possible definition of
the ET in ∆y. In fact any minimum amount of ET ∈ [0, p0] contains an
equally good infrared and collinear safe restriction for the ET in ∆y which
relaxes back to the (2→ 2) case in the infrared and collinear limits. Thus by
combining the possible restrictions of ET discussed above and the original
definitions of hard scattering and ET in ∆y discussed in chapter 5, the new
set of infrared and collinear safe measurement functions S˜2 and S˜3 can now
be written down as [II]
S˜2(pµ1 , pµ2 ) =
{
ǫ(y1) + ǫ(y2)
}
pT,2Θ(pT,2 ≥ p0), (6.3)
and
S˜3(pµ1 , pµ2 , pµ3 ;β) =
{
ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3
}
×Θ(pT,1 + pT,2 + pT,3 ≥ 2p0)
×Θ(ǫ(y1)pT,1 + ǫ(y2)pT,2 + ǫ(y3)pT,3 ≥ βp0) ,
(6.4)
where the hardness parameter β ∈ [0, 1] defines the minimum ET required
in the interval ∆y. Since the new set of measurement functions above are
infrared and collinear safe the first moment of the ET distribution, defined
in Eq. (5.23),
σ〈ET 〉p0,∆y,β =
1
2!
∫
d[PS]2
d(2→ 2)
d[PS]2
S˜2(pµ1 , pµ2 )
+
1
3!
∫
d[PS]3
d(2→ 3)
d[PS]3
S˜3(pµ1 , pµ2 , pµ3 ;β)
(6.5)
is still a well defined NLO quantity to compute. As pointed out in [II], a
priori we do not know what value for β we should use; this is a phenomeno-
logical parameter which we obtain by comparing to the data.
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6.1.2 Improved PDFs and their nuclear modifications
As a straightforward improvement of the original NLO ET calculation, where
only the LO nPDFs were used, we now, in [II], apply the NLO EPS09 nPDFs
[37] and NLO CTEQ6M parton distributions [38]. Using the error sets of the
EPS09 analysis we can study also the propagation of the nPDF uncertainties
into the computed ET (see next section). In addition, we can also extend the
new NLO ET calculation consistently to non-central A + A collisions with
the new NLO EPS09s impact-parameter dependent nPDFs [39], as discussed
in [III].
6.1.3 Numerical implementation
For the numerical studies I have implemented all these NLO improvements
into our group’s NLO minijet program [40], which is partly built on top
of the Ellis-Kunszt-Soper NLO jet code [13]. In this code the numerical
integrations have been implemented via the Fortran NAG library [41] and
performed on the parallel JYFL computer cluster. The finite four- and six-
dimensional integrals over the two- and three-particle phase space, respec-
tively, introduced in the subtraction procedure (see chapter 4) are performed
with the Monte-Carlo integration subroutine of NAG. I also developed our
code further so that it now runs significantly faster than before. Thus the
pQCD part of the calculation of the minijet ET production is now performed
for the very first time genuinely and consistently to NLO.
6.2 Average saturation in minijet ET
As discussed in section 5.1 the formulation of the original EKRT model
with saturation of the number of produced minijets is problematic, since the
number of produced minijets cannot be defined in a manner which would
be infrared and collinear safe in NLO pQCD. Also it has not been clear
whether an explicit αs should appear in Eq. (5.1) if it describes a fusion
of the produced minijets (gluons). Furthermore, the saturation criterion in
Eq. (5.1) is extensive in ∆y on left-hand side but apparently not, or at least
not obviously, on the right-hand side.
To improve the formulation of minijet saturation we take the following new
angle in interpreting the minijet saturation. Instead of a saturation of the
number of produced final state gluons we formulate the saturation in terms
of the transverse energy ET production which is, as already described, CL
and IR safe quantity in NLO pQCD. In this case the ET production is
expected to cease when the (3 → 2) and higher-order partonic processes
start to dominate over the conventional (2→ 2) processes. We thus require
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that at saturation1, the rapidity densities of the ET production fulfill the
condition
dET
dy
(2→ 2) ∼ dET
dy
(2→ 3). (6.6)
We can get the needed scaling laws by writing
dET
dy
(n→ 2) ∼
∫
d2s⊗ (TAg)n ⊗ σ〈ET 〉(n→ 2)
∼ πR2A ⊗ (TAg)np4−2n0 ⊗
(
αns
p20
)
p0,
(6.7)
where we have assigned a factor πR2A for the transverse integration d
2s, the
factor TAg for each of the incoming gluons
2, the scale p4−2n0 to compensate
for the fm−2 dimension of the extra TA in the (3 → 2) case, and the factor
(αns /p
2
0)p0 for the ET cross-section σ〈ET 〉(n → 2). Substituting Eq. (6.7)
into the saturation condition in Eq. (6.6), we obtain
πR2A(TAg)
2
(
α2s
p20
)
p0 ∼ πR2A(TAg)3
1
p20
(
α3s
p20
)
p0. (6.8)
This leads to a scaling TAg ∼ p20/αs for the gluon density probed at satura-
tion p0 = psat. Feeding this scaling law back to the saturation condition in
Eq. (6.6) we arrive at the following geometrical-like saturation criterion for
the average minijet ET produced in a central A+A collision:
ET (p0, A,
√
sNN ,∆y, β) = KsatR
2
Ap
3
0∆y, (6.9)
where
ET (p0, A,
√
sNN ,∆y, β) = TAA(0)σ〈ET 〉p0,∆y,β, (6.10)
and the factor Ksat is an αs-independent proportionality constant of the
order of one. In Eq. (6.9) we see see that no explicit αs appears and that
the rapidity interval ∆y now correctly appears also on the right-hand side.
Furthermore, the parameter Ksat is a priori not known but needs to be
determined from the data.
6.2.1 Average initial energy density
Once the saturation momentum scale p0 = psat(
√
sNN , A;Ksat, β) fulfilling
the new averaged saturation criterion above is found and the parameters
of the NLO minijet ET calculation, β and Ksat, are fixed, the initial QCD-
matter energy density with the BC profile [35] is constructed as in Eq. (5.14),
ǫ(s, τ0) =
dET
d2s
1
τ0∆y
= TA(s)TA(s)
σ〈ET 〉psat,∆y,β
τ0∆y
. (6.11)
1Saturation is assumed transversally non-local, averaged, here.
2Here g denotes the gluon PDFs and TA ∼ A/(piR2A).
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Here, since the transverse profile is not fixed by the pQCD calculation,
one could also use the wounded nucleon (WN) transverse profiles from the
optical Glauber model [35]. In this case, the WN profile for the initial energy
density in central A+B collisions is given by
ǫ(s) = KWN
[
TA(s) exp (−σNNTB(s)) + TB(s) exp (−σNNTA(s))
]
, (6.12)
where σNN is the cross section for inelastic N +N collisions and the overall
normalization constant KWN is fixed so that we have the same amount of
transverse energy, ET (p0 = psat), as with the BC profile. Both the BC and
WN profiles were studied in [II].
6.3 Local saturation in minijet ET
To compute also the transverse profiles for the initial energy densities, we
need to introduce a local saturation criterion for the minijet ET production
in A+A collisions [III]. In the context of the original EKRT model this was
done in [35, 36]. Here, and in [III], we follow this localization procedure,
only for ET and not for NAA. Generalizing Eq. (6.9) to non-zero impact
parameters (b 6= 0) and requiring
dET
d2sdy
(2→ 2) ∼ dET
d2sdy
(2→ 3) (6.13)
as discussed in [III], leads to the following local saturation criterion,
dET
d2s
(p0,
√
sNN , A, s,b;β) =
Ksat
π
p30∆y, (6.14)
where the NLO minijet ET production in ∆y, for arbitrary s and b, is given
by
dET
d2s
(p0, . . . ;β) = TA(s1)TA(s2)σ〈ET 〉p0,∆y,β. (6.15)
The collision geometry with s1 = s−b/2 and s1 = s+ b/2 is shown in Fig.
6.1. Here we choose the coordinate system at b 6= 0 so that b = bxex and
the centers of the nuclei are at x = bx/2 and −bx/2. For given Ksat, β and√
sNN , one can solve Eq. (6.14) for p0 = psat(
√
sNN , A, s,b;Ksat, β), and
obtain the total minijet dET (psat)/d
2s produced in the mid-rapidity region
∆y.
For nuclei with realistic transverse profiles, the solution p0 = psat of the local
saturation criterion above depends explicitly on the transverse coordinates
through the s dependence of the EPS09s nPDFs. It, however, turns out that
in practice psat depends on s only through the thickness function product
TATA, because the s dependence of the nPDFs is quite weak near the centres
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Figure 6.1: (A+A) collision geometry in the transverse coordinate plane.
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Figure 6.2: Examples of the saturation momenta obtained for the LHC and
RHIC A+A collisions, as functions of TATA. Figure from [III].
of the nuclei, which is the most relevant region in this calculation, i.e. the
region where psat is so large that we can still trust pQCD. Figure 6.2 shows an
example of psat as a function of TATA from calculations with fixed Ksat, β
and b = (0, 2.35, 7.87, 10.6) fm corresponding to four different centrality
classes (obtained from the Optical Glauber model) in
√
sNN = 2.76 TeV
Pb+Pb collisions at the LHC and
√
sNN = 200 GeV Au+Au collisions at
RHIC. As we can see, all the different cases collapse onto the same curve,
indicating that psat indeed depends only on the product TATA up to a very
good approximation.
6.4 Local initial energy density
Once the solution p0 = psat is known, the local initial energy density profile
is obtained as
ǫ(s, τsat) =
dET
d2s
1
τsat∆y
=
Ksat
π
p4sat, (6.16)
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where the formation time of the minijet plasma at each point s is given
by τsat = 1/psat(
√
sNN , A, s,b;β,Ksat). However, for the hydrodynamical
evolution we need the initial stage at a fixed τ0. For this technical reason
we need to first evolve the energy density at all points to the same fixed τ0.
Our strategy is as follows: First, we set a minimum saturation scale pminsat =
1 GeV ≫ ΛQCD, and assume that we can still trust the pQCD calculation
here. This corresponds to a maximum formation time τ0 = 1/p
min
sat ∼ 0.2 fm.
Second, the pre-thermal evolution from τsat to τ0 is obtained (at each point
s) using either the Bjorken free streaming (FS)
ǫ(s, τ0) = ǫ(s, τsat)
(
τsat
τ0
)
(6.17)
or the Bjorken hydrodynamic scaling solution (BJ)
ǫ(s, τ0) = ǫ(s, τsat)
(
τsat
τ0
)4/3
. (6.18)
We take these two limits to represent the uncertainty in the pre-thermali-
zation evolution: In the FS case the transverse energy is preserved and in
the BJ case a maximum amount of the transverse energy is reduced by the
longitudinal pressure. Finally, the region below pminsat = 1 GeV is considered
as a boundary. In this region, the energy density is then obtained by using an
interpolation, where the FS/BJ-evolved pQCD energy density is smoothly
connected to the BC profile at the dilute edge. For more details see [III].
The resulting initial profiles for the Pb+Pb collisions at the LHC,
√
sNN =
2.76 TeV, are shown in Figs. 6.3 for selected centralities. These figures show
the computed energy density profiles in the x- and y-directions with β = 0.9,
Ksat = 0.69 and BJ pre-thermal evolution. The comparison between the
computed pQCD + saturation (labeled as ”pQCD”) profile with the eBC
and eWN profiles [35] (which are normalized to the initial total entropy
in central collisions) is also shown. As seen in the figure, the pQCD +
saturation based profiles lie between the eBC and eWN in a non-trivial way.
In non-central collisions the computed initial state is azimuthally anisotropic
in the transverse plane, as can be seen in Figs. 6.3, where the computed
energy density drops faster in the x direction than in the y direction. This
anisotropy can be quantified by the spatial eccentricity defined as [42]
ǫ2 ≡ 〈y
2 − x2〉
〈y2 + x2〉 ≡
∫
d2sǫ(s, τ0)(y
2 − x2)∫
d2sǫ(s, τ0)(y2 + x2)
. (6.19)
This spatially anisotropic distribution of the initial QCD-matter leads to
anisotropic pressure gradients which will generate an anisotropic transverse
63
12345678
y [fm]
0
50
100
150
200
250
300
350
400
450
ε
[G
eV
/
fm
3
]
pQCD
eBC
eWN
0 1 2 3 4 5 6 7 8
x [fm]
0−5 %
12345678
y [fm]
0
50
100
150
200
250
300
350
ε
[G
eV
/
fm
3
]
pQCD
eBC
eWN
0 1 2 3 4 5 6 7 8
x [fm]
10−20 %
12345678
y [fm]
0
50
100
150
200
250
300
ε
[G
eV
/f
m
3
]
pQCD
eBC
eWN
0 1 2 3 4 5 6 7 8
x [fm]
20−30 %
12345678
y [fm]
0
50
100
150
200
ε
[G
eV
/f
m
3
]
pQCD
eBC
eWN
0 1 2 3 4 5 6 7 8
x [fm]
30−40 %
Figure 6.3: Computed energy density profiles in the x-and y-directions for
selected centralities in Pb+Pb collisions at the LHC. Figures are based on
the results in [III].
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Figure 6.4: Computed spatial eccentricity as a function of centrality, for
Pb+Pb collisions at the LHC.
flow field in the system (see chapter 7). The computed spatial eccentricity
for the LHC Pb+Pb case as a function of centrality is shown in Fig. 6.4.
As seen in the figure, the pQCD eccentricity is between the eBC and eWN
eccentricities. These results nicely demonstrate the necessity to perform a
dynamical calculation, as we have presented here, for the initial conditions.
64
7
Relativistic hydrodynamics
In this chapter I briefly introduce the hydrodynamic modeling of high energy
nuclear collisions and present the main ingredients of our ideal and viscous
hydrodynamical simulations, which we have used to evolve the QCD-matter
initial state given by the NLO-improved EKRT model, and convert it to the
final state particles.
7.1 Equations of motion
In general, the basic equations describing the hydrodynamical evolution of
a relativistic fluid are the local conservation laws of energy and momentum,
which can be expressed by the formula [43, 44]
∂µT
µν(x) = 0. (7.1)
Here, the quantity T µν is the energy-momentum tensor, which is a symmet-
ric (T µν = T νµ) 4 × 4 rank-two tensor, and the four-vector x = (t,x) with
x ∈ R3 labels the position of the fluid cell.
In addition, if the relativistic fluid contains conserved charges, with local
charge densities ni(x), their evolution is expressed by continuity equations
∂µj
µ
i (x) = 0, (i = 1, . . . , n), (7.2)
where the local charge currents are expressed by
jµi (x) = ni(x)u
µ(x) + V µi (x), (7.3)
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with the local fluid four-velocity
uµ(x) = γ(1,v) = γ(1, vx, vy, vz) (7.4)
and Lorentz factor γ = 1/
√
1− |v|2. The quantity V µi (x) in Eq. (7.3) is the
local charge diffusion current, which is given by V µi = (g
µν − uµuν)ji,ν .
7.2 Ideal hydrodynamics
With an assumption of ideal hydrodynamics where all dissipative effects are
neglected and the system is assumed to be in local thermodynamic equilib-
rium, one can decompose the energy-momentum tensor as [43, 45]:
T µν = (ǫ+ P ) uµuν − Pgµν , (7.5)
where ǫ = ǫ(x) is the local energy density, P = P (x) is the local pressure
and gµν is the metric tensor. If the only conserved charge density that is
taken into account is the local net-baryon number density nB(x), Eq. (7.2)
is expressed by
∂µ(nBu
µ) = 0. (7.6)
In this case, we have three equations (7.1), (7.5) and (7.6) with 6 indepen-
dent variables, ǫ, P, nB and three independent components
1 of uµ. Since the
conservation laws of energy, momentum and the baryon number give only
5 equations, its clear that one still requires an equation of state (EoS) to
link the thermodynamic quantities, i.e. P = P (ǫ, nB), in order to close the
system of equations.
Thus, once the initial state (ǫ, uµ) and EoS are given, the hydrodynamical
equations can be solved. However, in the mid-rapidity region of ultrarela-
tivistic heavy-ion collisions at RHIC and LHC, the net-baryon number can
be assumed to be very close to zero and we can express the pressure in terms
of the energy density alone, P (ǫ, nB) = P (ǫ), and neglect Eq. (7.6).
7.3 Longitudinal boost-invariance and initial con-
ditions
When considering particle production at mid-rapidities in heavy-ion colli-
sions at RHIC and LHC the hydrodynamical equations can be simplified by
assuming boost invariance along the beam-direction (z-direction), which is
maintained by a longitudinal scaling flow velocity vz = z/t [34]. In prac-
tice, this assumption reduces the (3+1)-dimensional hydrodynamics to be
numerically (2+1)-dimensional, since now the expansion in the z-direction is
1Three unknowns only, since uµu
µ = 1.
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trivial. In the articles included in this thesis the hydrodynamical equations
are solved numerically using the SHArp and Smooth Transport Algorithm
(SHASTA) [46, 47].
Due to the boost invariance assumption the energy density and transverse
velocity do not depend on the space-time rapidity ηst but only on the lon-
gitudinal proper time τ and transverse coordinates x and y, i.e.,
ǫ(τ, x, y, ηst) = ǫ(τ, x, y) and vT (τ, x, y, ηst) = vT (τ, x, y). (7.7)
As initial conditions, the boost-invariant (ideal) hydrodynamic system re-
quires the initial transverse velocity vT (x, y, τ) and initial transverse energy
density ǫ(x, y, τ) at an initial time τ0. In this thesis the initial transverse
velocity is always chosen to be zero.
7.4 Viscous hydrodynamics
In a system2 which is near local thermodynamic equilibrium but where dis-
sipative effects cannot, however, be neglected, the energy momentum tensor
decomposition in Eq. (7.5) leads to additional terms [43]
T µν(x) = (ǫ+ P +Π)uµuν − (P +Π)gµν + πµν , (7.8)
where Π is the bulk pressure and πµν is the shear stress tensor.
In the studies [II, III] presented in this thesis we employ the boost invariant
viscous hydrodynamical setup [48, 49], where the bulk pressure Π is taken
to be zero and the evolution equation of πµν = T 〈µν〉 is given by transient
relativistic hydrodynamics [50, 51, 52]
τππ˙
〈µν〉 + πµν = 2ησµν − c1πµνθ −
(
c2σ
〈µ
λ − c3π〈µλ
)
πν〉λ, (7.9)
where the angular brackets 〈〉 denote the symmetrized and traceless projec-
tion, orthogonal to the fluid four-velocity uµ. The co-moving time derivative
uµ∂µ is denoted by the dot, η is the shear viscosity coefficient, σ
µν = ∂〈µuν〉
is the shear tensor, and θ = ∂µu
µ is the expansion rate. In Eq. (7.9) the πµν
is initially set to zero, and the coefficients of the non-linear terms are taken to
be [53] c1 = 4τπ/3, c2 = 10τπ/7, c3 = 9/(70P ), where τπ = 5η/(ǫ+P ). The
evolution equations for πµν are solved numerically together with ∂µT
µν = 0.
The details of the numerical algorithm can be found in [48, 54].
In the article [III], we used a rough but realistic (non-constant) tempera-
ture dependent shear viscosity η/s(T ). In practice, we converged to using
the two different parametrizations shown in Fig. 7.1. In both cases we take
2Here, we again restrict ourselves to a system of no net conserved charges.
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the minimum of η/s to be at T = 180 MeV and assume the ratio η/s
to decrease linearly as a function of temperature in the (low-temperature)
hadronic phase. For the high-temperature QGP phase we either use linearly
increasing (H) or constant (L) function of temperature. These parametriza-
tions are shown to reproduce the elliptic flow data (see section 7.6) in [III].
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Figure 7.1: Two different parametrizations (H) and (L) of η/s as a function
of temperature. Figure from [III].
7.5 Equation of state and decoupling
The equation of state, P = P (ǫ), where we neglect the baryon number
density, is one of the key inputs in hydrodynamic simulations. In this thesis
two different EoSs are used:
• The s95-v1 [55] which combines lattice QCD results at high tempera-
tures and matches to the low-T hadron resonance gas at T = 180 MeV.
• The s95p-PCE-v1 which is the same as above, but with chemical freeze-
out at Tchem = 165 − 175 MeV [56] .
To obtain final hadrons in hydrodynamical simulations we assume that free
hadrons are directly emitted from the fluid at a decoupling surface which is
a three-dimensional hypersurface usually characterized by a constant kinetic
freeze-out temperature T (x) = Tf. We use the standard Cooper and Frye
description [57] to calculate the particle momentum distributions, which is
followed by strong and electromagnetic decays of unstable hadrons (for more
details, see [58] and references therein).
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7.6 Hadronic observables
To analyze the bulk-hadronic observables in terms of the hydrodynamical
description, we compute the transverse momentum distributions of identified
hadrons i as a function of collision centrality [59],
dNi(b)
dp2Tdydφ
=
dNi(b)
dp2Tdy
{
1 + 2
∞∑
n=1
vn(y, pT ;b) cos(nφ)
}
, (7.10)
where b is the averaged impact parameter corresponding to a given cen-
trality, y is the rapidity and φ is the azimuthal angle of momentum pT .
The transverse momentum, rapidity and centrality dependent Fourier coef-
ficients vn quantify the degree of azimuthal anisotropy in the momentum
distributions. These coefficients can be calculated for each centrality class
as
vn(y, pT ;b) ≡
(
dNi(b)
dp2Tdy
)−1 ∫ π
−π
dφ cos(nφ)
dNi(b)
dp2Tdydφ
, (7.11)
where the first, second and third Fourier harmonics, v1, v2 and v3, are called
direct, elliptic and triangular flow coefficients, respectively. Due to the sym-
metry of the nuclear overlap region in the average initial state the odd har-
monics, v1, v3, . . . , vanish
3. Also, due to the longitudinal boost symmetry
assumed throughout this thesis the remaining coefficients, v2, v4, . . . , do not
depend on the rapidity y. Therefore, the transverse momentum distribution
in Eq. (7.10) simplifies to
dNi(b)
dp2Tdydφ
=
dNi(b)
dp2Tdy
{
1 + 2v2(pT ;b) cos(2φ)
+ 2v4(pT ;b) cos(4φ) + · · ·
}
.
(7.12)
The most prominent component of the remaining Fourier expansion above
is the coefficient v2. The collective transverse flow [60] leads to anisotropic
particle distributions resulting in e.g. a non-zero elliptic flow coefficient. For
the non-central collisions, the initial overlap geometry between the colliding
nuclei is almond shaped. This causes a larger pressure gradient in the x (im-
pact parameter) direction, than in the y direction. As the transverse flow
builds up, this initial spatial anisotropy is then translated into a momen-
tum anisotropy, which can be observed in the measured particle azimuthal
distributions.
An important observable in A+A collisions is also the multiplicity, measured
in a certain pseudorapidity acceptance. In order to obtain the (flat) rapidity
3Note that this symmetry is broken if the event-by-event fluctuations are taken into
account.
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distribution of the total number of particles (multiplicity), dN/dy, from
boost-invariant hydrodynamical simulations, the integration in Eq. (7.10) is
performed over the (φ, pT ) as
dN
dy
=
∫
dp2Tdφ
∑
i
dNi
dp2Tdydφ
∣∣∣∣
y=0
. (7.13)
To obtain the charged particle multiplicity from Eq. (7.13), one simply ex-
cludes all neutral particles from the above sum. The connection between
the rapidity y and pseudorapidity η = (1/2) log
( |p|+pz
|p|−pz
)
is
y = sinh−1
(
pT
mT,i
sinh(η)
)
, (7.14)
where the transverse mass m2T,i = p
2
T,i + m
2
i . Using this we obtain the
pseudorapidity distribution of the total multiplicity as
dN
dη
=
∫
dp2Tdφ
∑
i
Ji(η, pT )
dNi
dp2Tdydφ
, (7.15)
where the quantity Ji(η, pT ) = ∂y/∂η is the Jacobian of the coordinate
transformation from y to η. In the boost-invariant approximation, as dis-
cussed in [32] we can compute the averaged total multiplicity of particles in
a pseudorapidity bin ∆η as
dN
dη
∣∣∣∣
∆η
=
2
∆η
∫
dp2Tdφ
∑
i
dNi
dp2Tdydφ
∣∣∣∣
y=0
sinh−1
(
pT
mT,i
sinh
(
∆η
2
))
.
(7.16)
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8
Main Results
In this chapter I discuss the main results of the articles [I, II, III] included in
this thesis. The main focus here is on the NLO-improved EKRT framework
which is used to compute the initial conditions for hydrodynamical simula-
tions in
√
sNN = 200 GeV Au+Au collisions at RHIC and
√
sNN = 2.76 TeV
Pb+Pb collisions at the LHC. I will proceed in chronological order, which
also reflects the improvement steps in our modeling.
8.1 EKRT framework for computing charged
hadron pT spectra at the LHC
Let us first discuss the results obtained in [I], where the updated LO EKRT
framework with a parton-medium interaction modeling1 was used to describe
simultaneously the low and high pT -spectra of charged hadrons in most
central Pb+Pb collisions at the LHC.
In [I] we first considered the LHC initial state from the viewpoint of the
original LO EKRT model. The idea in [I] was to fix the K factor in the LO
pQCD minijet ET calculation in such a way that the measured LHC total
charged-hadron multiplicity [61] is reproduced with ideal hydrodynamics.
This computation was done by using an updated version of the original
EKRT model, where the minijet calculation was performed using the LO
CTEQ6L1 PDFs [38] together with LO EPS09 nuclear effects [37]. The re-
sults was K = 1.54, psat = 1.58 GeV and τ0 = 0.12 fm, which was then used
1No attempt is made here for a detailed discussion on parton-medium interaction mod-
eling, as the author has not participated in the calculations regarding it.
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to compute ET (psat) and from this the initial conditions τ0 and ǫ(s, τ0) with
eBC profile for ideal hydrodynamics. For the ideal hydrodynamic evolution
we applied the boost invariant setup with the s95-v1 EoS and setting the
kinetic freeze-out at Tf = 165 MeV (see chapter 7).
Figure 8.1 shows the pT spectrum of charged hadrons in most central
√
sNN =
2.76 TeV Pb+Pb collisions as measured by the ALICE collaboration [62].
Also shown is the comparison with the computed theoretical calculations us-
ing a two component picture: the low pT region is described by the EKRT
model with ideal hydrodynamics whereas in the high pT region we apply
a pQCD + jet quenching framework. Figure 8.1 clearly shows that the
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Figure 8.1: Transverse momentum spectrum of charged hadrons in 5% most
central
√
sNN = 2.76 TeV Pb+Pb collisions at the LHC (see text for details)
Figure from [I].
hydrodynamics with saturated minijet initial conditions (green curve) can
describe the measured hadron spectra even up to 4 − 5 GeV, which is the
same applicability region for a hydrodynamical description as predicted in
[25]. Also, it is observed that at high pT the measured hadron spectra
are clearly suppressed as compared to the LO pQCD spectrum without jet
quenching (red curve) while the results which include the jet quenching (blue
curve) nicely describe the region pT & 5 GeV.
Next, the uncertainties in the EKRT fit and in the hydrodynamical param-
72
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
TF = 165 MeV
TF = 150 MeV
TF = 120 MeV
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
0 = 0.24 fm
0 = 0.12 fm
0 = 0.06 fm
ALICE
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
0 1 2 3 4
PT [GeV]
K=1.05, 0=0.14 fm
K=1.54, 0=0.12 fm
K=2.22, 0=0.11 fm
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
0 1 2 3 4 5
PT [GeV]
eBC TF=165 MeV
eWN TF=160 MeV
eBC
K = 1.54
τ0 = 0.12 fm (a)
eBC
K = 1.54
TF = 165 MeV (b)
eBC
TF = 165 MeV (d)
K = 1.54
τ0 = 0.12 fm (c)
EKRT+hydro, Pb-Pb,
√
sNN =2.76 TeV, 0-5% central
(1
/2
pi
P
T
)(
d
2
N
c
h
/d
P
T
d
η
)
[G
eV
−
2
]
Figure 8.2: Effects of different EKRT model parameters to the charged-
hadron pT spectrum in 5% most central
√
sNN = 2.76 TeV Pb+Pb collisions
at the LHC. Figure from [I].
eters have been charted in Fig. 8.2. First, in panel (a), the value of Tf is
varied between 120 − 165 MeV, fixing the initial conditions to the default
set-up. The results show that the lowest value (120 MeV) for the freeze-
out temperature is clearly not favored by the data. In panel (b) we study
the sensitivity of the results to the different initial times, varying τ0 by a
factor of two. We obtain that a larger τ0 is slightly disfavored by the data
while a smaller τ0 gives a good agreement with the data. Here we note
that, since the computed ET is kept constant, the multiplicity depends on
τ0 as explained in [I]. The panel (c) shows the sensitivity of the hadronic pT
spectrum to the choice of the energy density transverse profile. We can see
that the region 2− 3 GeV slightly favors the eWN profile but above 3 GeV
the eBC profile is closer to the data. Finally, in the panel (d) we study
the sensitivity of the hadronic spectrum to the fit parameter K = K(τ0).
We see how the default (K = 1.54, τ0 = 0.12 fm) case reproduces the LHC
multiplicity best while the case (K = 1.05, τ = 0.14 fm) gives too small a
multiplicity and the case (K = 2.22, τ = 0.11 fm) too large a multiplicity.
From Fig. 8.2 we observe that with our updated EKRT and ideal hydro-
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dynamics framework we are restricted to a quite narrow window of the
parameters K, τ0 and Tf . On the other hand, the uncertainty in the initial
transverse profile also plays a role, which is signified if one studies also v2.
As discussed below, the next steps were to bring the EKRT model consis-
tently to NLO [II], localize the model, and exploit viscous hydrodynamics
to study centrality dependence of bulk observables [III].
8.2 NLO-improved pQCD + averaged ET satura-
tion and ideal hydrodynamics framework
Next, I discuss the results obtained in [II], where the charged-particle multi-
plicity and pT spectra for identified charged particles (π
+,K+, p, p¯) in most
central Au+Au collisions at RHIC and Pb+Pb collisions at the LHC were
computed using the improved NLO pQCD + averaged ET saturation and
ideal hydrodynamics framework.
First, in Fig. 8.3 we show the averaged NLO minijet ET computation in
the mid-rapidity window ∆y = 1 with several different (Ksat, β) pairs as a
function of the p0 scale. The theoretical computations are done for the most
central Pb+Pb collisions at the LHC energy
√
sNN = 2.76 TeV and Au+Au
collisions at the RHIC energy
√
sNN = 200 GeV. The implementation of
the effective centrality selection is explained in detail in [32, II]. In Fig. 8.3
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Figure 8.3: The computed NLO minijet ET , as a function of the pT cut-off
p0. The rising curves are the r.h.s of Eq. (6.9). Figure from [II].
the rising curves are the right-hand side of the averaged saturation criterion
in Eq. (6.9), with three different values of the proportionality constant Ksat.
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Finally, the red bands show the range of values for ET (p0) and p0 that
reproduce the measured charged-particle multiplicities [61, 63] (LHC) and
[64, 65, 66] (RHIC) after an ideal boost invariant hydrodynamic evolution
with τ0 = 1/p0 mapping and the eBC energy density profile. The EoS
was s95-PCE-v1 with a chemical freeze-out at Tchem = 150 MeV. As seen
from Fig. 8.3 there are several different correlated parameter pairs (Ksat, β)
that reproduce the measured LHC and RHIC charged-particle multiplicities
simultaneously. For example, if we chooseKsat = 1 and β = 0.75 we describe
the average LHC multiplicity perfectly and agree nicely also with the RHIC
multiplicity without any fine-tuning of the model. Also, it’s clear from the
figure above that the large values of the parameter β can reduce the amount
of the produced ET almost by a factor of 2.
Next we show how the nPDF uncertainties propagate into the computed
NLO minijet ET in mid-rapidity ∆y = 1. This calculation is shown in
Fig. 8.4 for a fixed β = 0.75 at RHIC (lower bands) and at the LHC (upper
bands), where the rising straight lines are the right-hand side of the averaged
saturation equation in Eq. (6.9) with a fixed Ksat = 1. The yellow error
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Figure 8.4: The computed NLO minijet ET in ∆y = 1 with fixed β = 0.75
as a function of p0, including the nPDF uncertainties. Figure from [II].
bands show the nPDF uncertainties which are computed using the 30 error
sets in EPS09, and the black lines inside the yellow error bands are the
ET computed using the EPS09 best fit (see details of the error analysis in
[II]). We can conclude that the nPDF-originating uncertainties in the NLO
ET calculation remain rather small even at the low perturbative saturation
scales (p0 ∼ 1, . . . , 2 GeV) both at the LHC and RHIC. Saturation makes
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this uncertainty even smaller, as is seen in the figure.
Using then one possible parameter combination β = 0.75 and Ksat = 1 with
the BC and WN transverse profiles for the initial energy density, we show
in Fig. 8.5 the computed charged-particle multiplicity dNch/dη in most cen-
tral Au+Au collisions at RHIC and Pb+Pb collisions at the LHC compared
with the measured data [64, 65, 66] (RHIC) and [61, 63] (LHC). Also in Fig.
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Figure 8.5: Computed charged-particle multiplicity (filled blue and red
squares), compared with RHIC and LHC data. Figure from [II].
8.5 the propagation of the nPDF errors into our computed charged-particle
multiplicity (see details in [II]) is shown. First, from Fig. 8.5 we can con-
clude that for the fixed parameters β and Ksat the uncertainties related to
the computed charged-particle multiplicity are rather small, both at RHIC
and the LHC. The nPDF uncertainty is about ±10% and the transverse
profile uncertainty is only a few percent (see also Table 1 in [II]). Second,
we can conclude that in our new NLO-improved EKRT model with ideal hy-
drodynamics the
√
sNN scaling seems to work very well and the measured
RHIC and LHC multiplicities are reproduced nicely. Third, and perhaps
most importantly, since it is possible to fix the values of β and Ksat at one
given cms-energy
√
sNN and then genuinely make the computation at an-
other cms-energy without retuning the model further, we can conclude that
our NLO-improved EKRT framework has some definite predictive power.
Finally, in Fig. 8.6 we present our results for the computed pT spectra of
π+,K+, p and p¯ in most central Au+Au collisions at RHIC and in Pb+Pb
collisions at the LHC. Also shown is the comparison with the data measured
at RHIC [67, 65, 68] and at the LHC [69]. Here, the theory curves are com-
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Figure 8.6: The computed pT spectra of π
+,K+, p and p¯ in most central
A+A collisions at RHIC (Left) and at the LHC (Right), compared with the
data. Figure from [II].
puted as follows: First, we fixed the parameter setup (β = 0.75,Ksat = 1)
and BC transverse profile based on the red band shown in Fig. 8.3. Note
that this parameter setup also simultaneously reproduces the RHIC charged-
particle multiplicity. Furthermore, the kinetic decoupling temperature Tf =
120 MeV is fixed on the basis of the RHIC spectra (left panel in Fig. 8.6).
Then, the LHC spectra (right panel in Fig. 8.6) is computed without re-
tuning Tf . From Fig. 8.6 we can conclude that the WN profile would seem
to reproduce the identified particle pT spectra better than the steeper BC
profile, and overall the particle pT spectra are very nicely reproduced si-
multaneously both at RHIC and the LHC. Finally, it is worth noting that
once β,Ksat and Tf were fixed as explained above, the computed identified
hadron pT spectra for the LHC is a genuine prediction from the model, and
not a fit to the data.
8.3 NLO-improved pQCD + local ET saturation
and viscous hydrodynamics framework
Finally, I come to the results obtained in [III], where the centrality depen-
dence of multiplicity, pT -spectra and v2 in Au+Au collisions at RHIC and
Pb+Pb collisions at the LHC was computed using the NLO-improved pQCD
+ local saturation and viscous hydrodynamics framework. In this study we
used the computed energy density profiles, see section 6.4, Figs. 6.3 and 6.4,
and in the boost-invariant viscous hydrodynamic simulations (see chapter
7) the s95-PCE-v1 EoS with the chemical freeze-out at Tchem = 175 MeV
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and kinetic freeze-out at Tf = 100 MeV.
First, in Fig. 8.7a and 8.7b we show the computed centrality dependence
of the charged hadron multiplicity in Pb+Pb collisions at
√
sNN = 2.76
TeV and in Au+Au collisions at
√
sNN = 200 GeV, and the comparison
with the data measured at the LHC [61] and at RHIC [64, 65]. Also, the
results obtained with the eBC and eWN parametrizations based on the
simple use of the Glauber model [35] are shown. For a given set of parameters
{β,BJ/FS, η/s(T )}, the computations at RHIC and LHC are performed by
tuning the remaining parameter Ksat in such a way that the multiplicity in
the 5% most central collisions at the LHC is reproduced. As can be seen
in the panels 8.7a and 8.7b, we can simultaneously describe the measured
centrality dependence of the multiplicity at the LHC and RHIC with several
sets of parameters {β,BJ/FS, η/s(T )}. These figures also demonstrate that
the data seem to favor larger values of β and the FS scenario over the
BJ. Furthermore, it should be emphasized again that once the most central
multiplicity at the LHC is fixed, the rest (other centralities and RHIC) is
a prediction, and especially that no re-tuning has been performed from the
LHC to RHIC.
Next, in Figs. 8.7c and 8.7d we show the centrality dependence of the com-
puted pT spectra of charged hadrons at the LHC and RHIC. The data are
from [70] (LHC) and [71, 72] (RHIC). As these figures show, the pT spectra
are not very sensitive to the parameters {β,BJ/FS, η/s(T )} once the cen-
trality dependence of the multiplicities is under control. Here we should also
emphasize that the parameters (Tf , Tdec) are kept unchanged from RHIC to
LHC.
Finally, in Figs. 8.7e and 8.7f we show the computed elliptic flow coefficients
v2(pT ) at the LHC and RHIC, respectively. Also the comparison with the
data measured at the LHC [73] and RHIC [74] is shown. We observe that
the vn coefficients depend strongly on the η/s(T ) parametrization: the ”L”
and ”H” parametrizations shown in Fig. 7.1 both give a nice agreement with
the data, while an ideal hydrodynamics would fail to reproduce the v2(pT )
data. Here a simultaneous LHC and RHIC analysis should be emphasized,
and especially that as η/s(T ) is a property of QCD matter, it must not be
retuned when moving from LHC to RHIC.
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Figure 8.7: Charged-hadron multiplicity as a function of centrality at the
LHC (a) and RHIC (b). Charged-hadrons pT spectra at the LHC (c) and
RHIC (d), in the centrality classes of the LHC data in panel (a), scaled
down by increasing powers of 10. Elliptic flow v2(pT ) at the LHC (e) and
RHIC (f), compared with the measured LHC data. Figure from [III].
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Conclusions and Outlook
In this thesis I have presented in detail the theoretical pQCD basis, imple-
mentation and the main numerical results of the new NLO-improved EKRT
model framework.
As an important part of this thesis, I have documented the calculation tech-
niques and details of an example process qq′ → qq′ to NLO pQCD. From
this we can understand in detail how the NLO computation and the UV
renormalization proceed. I have also discussed how the subtraction method
is exploited in the minijet ET context.
In [I] the original but updated leading-order EKRT model with ideal hy-
drodynamics and parton-medium interaction modeling was used to describe
simultaneously the low- and high-pT spectra of charged hadrons in central
Pb+Pb collisions at the LHC. It was found that a good agreement with the
low-pT (. 4−5 GeV) data can be obtained by hydrodynamics and with the
high-pT by pQCD + jet quenching simulations.
In [II] the original EKRT model was carried to NLO in pQCD as rigor-
ously as possible. In particular, a new set of infrared and collinear safe
measurement functions for the NLO minijet transverse energy calculation
were constructed, and a new dynamical infrared and collinear safe satura-
tion criterion for central A+A collision was introduced. The framework was
updated with the EPS09 NLO nuclear parton distributions and the propaga-
tion of the nPDF uncertainties into the computed minijet transverse energy,
saturation scales and the final-state multiplicities were studied.
The saturated minijet transverse energy calculation was converted into the
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QCD matter initial conditions for boost-invariant hydrodynamics. The new
NLO-improved EKRT framework with ideal hydrodynamics was shown [II]
to give a good description of the charged-particle multiplicity and identified
bulk hadron pT spectra at
√
sNN = 200 GeV Au+Au collisions at RHIC
and at
√
sNN = 2.76 TeV Pb+Pb collisions at the LHC. The article [II]
demosntrated that the NLO-improved EKRT model indeed has a definite
predictive power.
In [III] the new NLO-improved EKRT model was extended to non-central
A + A collisions, generalizing the new infrared and collinear safe satura-
tion criterion in [II] to non-zero impact parameters by making it local in
the transverse plane. In this study we also used the new EPS09s impact-
parameter dependent nPDFs.
Based on this model, the initial energy density profiles and formation times
of the produced QGP at the LHC and RHIC were computed. Using the
computed initial conditions for (2+1)-dimensional viscous hydrodynamics a
good simultaneous agreement with the measured centrality dependence of
the low-pT bulk observables at the LHC and RHIC was found. In particular,
some constraints for the temperature dependence of the QCD matter shear
viscosity were found, although we were not able to set error bars on the
result.
In general, based on the results shown here we can conclude that the new
NLO-improved EKRT framework as presented in this thesis gives a viable
way to treat the initial parton production and to compute the initial condi-
tions for hydrodynamics. We see the pQCD + saturation as a conveniently
complementary description of the particle production mechanism in com-
parison to e.g. the Color Glass Condensate based models (see for example
[75]), where the soft gluon fields are assumed to dominate the initial energy
production.
In the future, our aim is to extend this very promising new NLO EKRT
framework to include geometrical event-by-event (EbyE) fluctuations due
to random nucleon configurations in the colliding nuclei as well as the dy-
namical fluctuations in the number of minijet collisions. This work is already
in good progress and the first preliminary results have been presented in the
Quark Matter 2014 conference [76]. Eventually, for a more global description
of the heavy-ion bulk observables, including also studies of p + A collisions
and rapidity dependent phenomena, we aim at a Monte Carlo framework,
where the different EbyE fluctuations could be coherently built in.
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A
Basics of QCD
A.1 QCD Lagrangian
The Lagrangian density of Quantum Chromodynamics (QCD) can be writ-
ten as [17, 77, 78],
LeffQCD = Lclas + Lgauge + Lghost, (A.1)
where Lclas is the classical Lagrange density, Lgauge is the gauge-fixing term
and Lghost is the ghost term. The classical Lagrangian density is invariant
under local SU(Nc = 3) gauge transformations and it takes the form
Lclas = −1
4
F aµνF
aµν +
∑
q
Ψ¯
(q)
i,α
{
i(γµ)αβ(Dµ)ij −mqδαβδij
}
Ψ
(q)
β,j. (A.2)
The nonabelian field-strength tensor F aµν in terms of the gluon vector field
Aaµ is given by
F aµν = ∂µAν − ∂νAµ + gfabcAbµAcν , (A.3)
where the index a is running from 1 to N2c − 1 = 8, g is the QCD coupling
and fabc are the fully antisymmetric structure constants of the SU(Nc) color
group. The covariant derivative (Dµ)ij is given by
(Dµ)ij = δij∂µ − ig(T a(F ))ijAaµ, (A.4)
where T a(F ) are matrices representing the gauge group generators in the fun-
damental (F) representation of SU(Nc). The covariant derivative acts on the
4-component spinor quark fields Ψ¯
(q)
i,α and Ψ
(q)
j,β, where i, j are color indices
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running from 1 to Nc. There are nq independent quark fields, labeled by the
flavor index q.
The choice of a specific covariant gauge condition is most conveniently im-
plemented already at the Lagrangian level by introducing the gauge fixing
term
Lgauge = − 1
2ξ
(∂µA
aµ)2. (A.5)
Throughout the present thesis, we use the Feynman gauge, i.e. choose the
gauge parameter as ξ = 1. In the covariant gauges there are unphysical
degrees of freedom in the classical fields which must be absorbed in non-
physical fermion-like scalar fields, ghosts. For this, in the effective, physical
Lghost, one introduces the ghost term with interactions between the gluons
and ghost fields,
Lghost = (∂µω¯a)
{
∂µδca − gfabcAbµ
}
ωc, (A.6)
where ωa and ω¯a are the ghost fields.
A.2 Feynman rules for QCD
In the following we list the Feynman rules of QCD necessary for the com-
putation of the partonic matrix elements discussed in chapter 3.
A.2.1 External lines
For external quarks (q) or anti-quarks (q¯) of momentum p, spin s and color
index i = 1, 2, 3, entering or leaving a diagram, the Feynman rules are:
u(p, s)i ≡ u(p)
p, s
(q), i
incoming lines
v¯(p, s)i ≡ v¯(p)
p, s
(q¯), i
p, s
(q), i
u¯(p, s)i ≡ u¯(p)
outgoing lines
p, s
(q¯), i
v(p, s)i ≡ v(p)
where u, u¯ and v, v¯ are the quark spinors in the momentum space. For
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the massless quarks we consider here they satisfy the Dirac equation in
momentum space
✁pu(p) = u¯(p)✁p = 0, ✁pv(p) = v¯(p)✁p = 0. (A.7)
For an incoming external gluon (g) of momentum k, polarization λ and color
index a = 1, . . . , 8, the Feynman rule is
ǫµ(k, λ)a ≡ ǫµ(k), (A.8)
and for an outgoing gluon
ǫ∗µ(k, λ)a ≡ ǫµ(k)∗, (A.9)
where ǫµ is the Lorentz four-vector for the gluon’s polarization.
A.2.2 QCD vertices
The quark-gluon, ghost-gluon and gluon-gluon interaction vertices are the
following:
p
(i)
(ii)
(iii)v1, a
v2, b
v3, c
k1
k2
k3
µ, a
µ, a
c
b
j
i
and the corresponding Feynman rules for these are
(i) ig(T a)ijγ
µ,
(ii) gfabcpµ, with pµ being the momentum of the outgoing ghost,
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(iii) gfabcCv1v2v3(k1, k2, k3),
where, with all momenta pointing into the vertex,
Cv1v2v3(k1, k2, k3) = gv1v2(k1 − k2)v3 + gv2v3(k2 − k3)v1 + gv3v1(k3 − k1)v2 .
A.2.3 QCD propagators
The (massless) quark, gluon and ghost propagators are, correspondingly:
p
i j
(i)
p
ν, b
(ii)
µ, a
ba
p
(iii)
and their Feynman rules read
(i)
i✁pδij
p2+iδ
,
(ii) −iδ
ab
p2+iδ
[
gµν − (1− ξ)pµpν
p2
]
,
(iii) iδ
ab
p2+iδ
,
where p is the momentum of the particle, δ → 0+, and the notation pµγµ ≡ ✁p
is used. The parameter ξ in the gluon propagator fixes the gauge.
A.2.4 Other relevant Feynman rules
In addition to the rules given above one has to:
• For every closed loop, integrate in d dimensions over the loop momen-
tum k. We adopt the notation
∫
ddk
(2π)d
≡
∫
k
. (A.10)
• Multiply every quark or ghost loop by a factor (−1) .
• Include, if necessary, a symmetry factor which takes care of the possible
permutations of fields.
86
A.3 QCD color algebra
In this section we provide a list of useful relations for the Lie algebra SU(Nc)
[79, 78], which are actively used in chapter 3.
The Lie algebra of SU(Nc) is defined by the commutation relation
[T a(F ), T
b
(F )] = if
abcT c(F ), (A.11)
where the generators T a(F ) ≡ T a, in the Nc-dimensional fundamental repre-
sentation, are a complete set of Nc ×Nc traceless hermitean matrices. The
standard generators of SU(Nc = 3) in QCD are T
a = λa/2 where λa are the
Gell-Mann matrices [79].
A.3.1 Useful relations
The fully symmetric structure constants dabc are defined according to
{T a, T b} = 1
Nc
δab + dabcT
c. (A.12)
Some useful relations:
Tr(T aT b) =
1
2
δab,
Tr(T aT bT c) =
1
4
(
dabc + ifabc
)
,
Tr(T aT bT aT c) = − 1
12
δbc.
(A.13)
The Fierz identity for SU(Nc):
(T a)ij(T
a)kℓ =
1
2
(
δiℓδjk − 1
Nc
δijδkℓ
)
. (A.14)
In addition, some useful relations for the structure constants:
facdfbcd = Ncδab, fabb = 0,
dacddbcd =
5
3
δab, dabb = 0,
facddbcd = 0.
(A.15)
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B
Dirac γ matrices and traces in d
dimensions
In d dimensions, we need to modify the standard 4-dimensional rules of the
contractions and traces of Dirac γ matrices. In d dimensions, the metric
tensor is
gµν = diag(1,−1,−1, · · · ,−1︸ ︷︷ ︸
d−1
), (B.1)
which satisfies the relation gµνgµν = d. For the Dirac γ algebra we can
assume that there are d Dirac matrices γµ, µ = 0, . . . , d − 1, which satisfy
the anticommutation relation
{γµ, γν} = γµγν + γνγµ = 2gµν . (B.2)
Thus, the contraction of Dirac γ matrices in d dimensions satisfies the fol-
lowing properties [78]:
γµγµ = d,
γµγνγµ = (2− d)γν ,
γµγνγργµ = 4g
νρ − (4− d)γνγρ,
γµγνγργσγµ = −2γσγργν + (4− d)γνγργσ.
(B.3)
Some useful traces over the Dirac γ-matrices are [78]:
Tr[γµγν ] = 4gµν ,
Tr[γµγνγργσ] = 4 (gµνgρσ − gµρgνσ + gµσgνρ) ,
Tr[any odd#γ′s] = 0,
Tr[γµγνγργσ . . . ] = Tr[. . . γσγργνγµ].
(B.4)
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C
One-loop tensor integrals
In this Appendix C part, I describe how to calculate the dimensionally
regulated one-loop scalar and tensor integrals, which I actively use in chapter
3. Some of the techniques that I use here are quite standard and details can
be found in many basic quantum field theory books, see for example [78, 17].
However, many of the more detailed techniques are usually described on
quite a general level in the literature, and thus lots of work is needed if we
would like to apply these to actual calculations. Hence, I believe it is useful
to show here in detail how to use (and derive) these tools for the practical
one-loop computations.
C.1 One-loop n-point tensor integrals
The one-loop n-point tensor integrals have the general form
I
µ1...µp
(n) ≡
∫
k
kµ1 . . . kµp
d0 . . . dn−1
, where
∫
k
≡
∫
ddk
(2π)d
, (C.1)
k is the loop momentum, n is the number of propagators and p the rank of
the tensor integral. The scalar propagator factors di are defined as
dj = (k + rj)
2 + iδ, (C.2)
where the four-momenta rj are related with the external momenta pi through
the relations
rj =
j∑
i=1
pi, j = 1, . . . , n− 1, r0 = 0, (C.3)
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and the small imaginary part, +iδ, where δ → 0+, fixes the analytic contin-
uations. We define the four independent massless scalar integrals as:
A0 =
∫
k
1
d0
,
B0(p
2) =
∫
k
1
d0d1
,
C0(p1, p2; s12) =
∫
k
1
d0d1d2
,
D0(p1, p2, p3, p4; s12, s23) =
∫
k
1
d0d1d2d3
,
(C.4)
where p2 6= 0, and the invariants
s12 = (p1 + p2)
2, s23 = (p2 + p3)
2, s13 = (p1 + p3)
2, (C.5)
fulfilling s12+s23+s13 = 0. Here, we should note that all external momenta
are taken to be incoming.
C.2 Calculation of massless scalar integrals in QCD
The calculation of basic massive and massless (n 6 4) scalar one-loop inte-
grals has required a great amount of work, see for example [80, 81, 82, 83]
(and references therein). In the original article by t’Hooft and Veltman [80],
the general scalar one-loop integrals with massive internal lines (i.e. inte-
grals do not contain IR and CL singularities) were computed by using the
dimensional regularization approach, and the final formulae were expressed
in terms of the logarithm and dilogarithm functions. However, these general
results are not so practical in QCD since the gluon propagators are massless
and often in the computations where the high-energy limit is considered also
the quarks are treated as massless particles. For QCD the ǫ-expanded (in
4− 2ǫ dimensions) final results for dimensionally regulated scalar integrals,
which also contain the IR and CL singularities, are nicely collected in [83].
In this section I show in detail how the massless A0, B0, C0 and D0 scalar
one-loop integrals, which are used frequently in chapter 3, can be calculated
using the dimensional regularization and the Feynman parameter method.
Throughout this section I will apply techniques that are presented in [80,
81, 82].
C.2.1 Mathematical toolbox for loops
To combine the propagator denominators in Eq. (C.4), we introduce inte-
grals over the Feynman parameters xi [78],
1
d0d1 . . . dn
= (n− 1)!
∫ 1
0
dx1 . . . dxnδ(1 −
n∑
i=1
xi)
1
Dn , (C.6)
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where D = x1d0 + x2d1 + . . . xndn. Using the identity above, we can reduce
the general scalar n-point function into a linear combination of n-point in-
tegrals
In = (n − 1)!
∫ 1
0
dx1 . . . dxnδ(1 −
n∑
i=1
xi)
∫
k
1
Dn . (C.7)
All formulae needed in the calculation of the n-point functions may be de-
rived from only one general integral [78],
∫
k
1
(k2 −∆+ iδ)n = (−1)
n i(4π)
2− d
2
(4π)2
Γ(n− d2)
Γ(n)
(
1
∆− iδ
)n− d
2
, (C.8)
where ∆ = ∆(pi, xi), which now is a function of external momentum and
Feynman parameters xi. If ∆ < 0, the +iδ convention makes sure that we
can perform the integral in Eq. (C.8) with the correct logarithm branch.
C.2.2 Special functions
The gamma function Γ(β) appearing in Eq. (C.8) is defined by the integral
Γ(β) =
∫ ∞
0
tβ−1e−tdt, (C.9)
where the parameter β is real and positive. The gamma function satisfies
the relations
Γ(1 + β) = βΓ(β),
Γ(1− β) = −βΓ(−β). (C.10)
The expansion of Γ(x) near its pole is
Γ(x) =
1
x
− γE +O(x), (C.11)
where γE is the Euler-Mascheroni constant.
The beta function B(r, s) is defined by the integral
B(r, s) =
∫ 1
0
du(1− u)s−1ur−1, (C.12)
for all Re(r) > 0 and Re(s) > 0. The relation between the gamma function
and beta function is given by
B(r, s) =
Γ(r)Γ(s)
Γ(r + s)
. (C.13)
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The integral representation of the hypergeometric function 2F1 is defined by
the integral
2F1(a, b, c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dx xb−1(1− x)c−b−1(1− xz)−a (C.14)
for all Re(c) > 0 and Re(b) > 0 with | arg(1− z)| < π.
A useful linear transformation formula for the hypergeometric function 2F1
reads,
2F1(a, b, c; z) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)2F1(a, b, 1 + a+ b− c; 1− z)
+ (1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
2F1(c− a, c− b, 1 + c− a− b; 1 − z)
(C.15)
for | arg(1− z)| < π. In addition, another useful relation is
2F1(a, b, c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) . (C.16)
C.2.3 Scalar one-point A0 function
In the dimensional regularization approach the massless (scaleless) integral
A0 =
∫
k
1
k2 + iδ
(C.17)
is zero, and thus we set A0 = 0 [17].
C.2.4 Scalar two-point B0 function
Using the Feynman parametrization in Eq. (C.6), we obtain
B0(p
2) =
∫ 1
0
dx1
∫
k
1
D2 , (C.18)
where
D = x1d0 + (1− x1)d1 = (k + x1p)2 −∆+ iδ (C.19)
and ∆ = −p2x1(1−x1). Shifting the loop momentum k to ℓ = k+x1p, and
performing the d-dimensional loop momentum integration using Eq. (C.8)
for d = 4− 2ǫ, we find
B0(p
2) =
i(4π)ǫ
(4π)2
Γ(ǫ)
∫ 1
0
dx1
(
1
∆− iδ
)ǫ
. (C.20)
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Expanding the integrand in powers of ǫ, we get
B0(p
2) =
(4π)ǫ
(4π)2
RΓ
∫ 1
0
dx1
{
1
ǫ
− ln
[
−p2x1(1− x1)− iδ
]
+O(ǫ)
}
, (C.21)
where we have introduced the overall constant RΓ which occurs in d-dimensional
integrals,
RΓ =
Γ2(1− ǫ)Γ(1 + ǫ)
Γ(1− 2ǫ) = 1− ǫγE + ǫ
2
(
γ2E
2
− π
2
12
)
+O(ǫ3). (C.22)
Performing the integral over the Feynman parameter x1, we get our final
result for B0,
B0(p
2) = i
(4π)ǫ
(4π)2
RΓ
(
1
−p2 − iδ
)ǫ{1
ǫ
+ 2
}
+O(ǫ). (C.23)
C.2.5 Scalar three-point C0 function
Combining the denominators in the function C0 with the Feynman parametriza-
tion formula given in Eq. (C.6) and eliminating the delta function by per-
forming the x3 integration, we find
C0(p1, p2, s12) = 2
∫
[dx]
∫
k
1
D3 , (C.24)
where ∫
[dx] =
∫ 1
0
dx1
∫ 1−x1
0
dx2, (C.25)
and
D = x1d2 + x2d0 + (1− x1 − x2)d1 = (k + ξ)2 −∆+ iδ,
ξ = p1(1− x1 − x2) + x1(p1 + p2),
(C.26)
and ∆ = −s12x1x2. Note that there are also other possible parametriza-
tions of the function D but the above form is the most convenient for the
calculations presented here. The d-dimensional loop momentum integration
can be done by shifting the loop momentum k to ℓ = k + ξ and applying
Eq. (C.8) for d = 4− 2ǫ,
C0(p1, p2, s12) = − i(4π)
ǫ
(4π)2
Γ(1 + ǫ)
∫
[dx]
(
1
∆− iδ
)1+ǫ
. (C.27)
Simplifying the double integral in Eq. (C.27) further by introducing a new
integration variable x2 = x(1− x1),
C0(p1, p2, s12) =
i(4π)ǫ
(4π)2
1
s12
(
1
−s12 − iδ
)ǫ
Γ(1 + ǫ)
×
∫ 1
0
dx1(1− x1)−ǫx−ǫ−11
∫ 1
0
dxx−ǫ−1
(C.28)
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and applying Eq. (C.12), gives
C0(p1, p2, s12) =
i(4π)ǫ
(4π)2
1
s12
(
1
−s12 − iδ
)ǫ Γ(−ǫ)2Γ(1 + ǫ)
Γ(1− 2ǫ) . (C.29)
Expanding the gamma functions in powers of ǫ, we obtain our final result
for C0,
C0(p1, p2, s12) = i
RΓ
(4π)2
1
s12
(
4π
−s12 − iδ
)ǫ 1
ǫ2
. (C.30)
C.2.6 Scalar four-point D0 function
Following the same Feynman parametrization procedure as before, we obtain
D0(p1, p2, p3, p4; s12, s23) = 3!
∫
[dx]
∫
k
1
D4 , (C.31)
where ∫
[dx] =
∫ 1
0
dx1
∫ 1−x1
0
dx2
∫ 1−x1−x2
0
dx3 (C.32)
and
D = x1d0 + x2d1 + x3d2 + (1− x1 − x2 − x3)d3. (C.33)
Completing the square in the denominator D by shifting the loop momentum
to ℓ = k − ξ with ξ = p4(1− x1 − x2)− p1x2 + p3x3, we have
D = ℓ2 −∆+ iδ, (C.34)
where
∆ = −s23(1− x1 − x2 − x3)x2 − s12x1x3. (C.35)
Performing the d-dimensional loop momentum integration using Eq. (C.8),
and taking d = 4− 2ǫ we obtain
D0(s12, s23) =
i(4π)ǫ
(4π)2
Γ(2 + ǫ)
∫
[dx]
(
1
∆− iδ
)2+ǫ
. (C.36)
To proceed with the integration D0, we apply the following linear transfor-
mation of the integration variables
x1 = (1− x)(1− y),
x2 = x(1− y),
x3 = yz,
(C.37)
where the Jacobian corresponding to this transformation is y(1− y). Thus,
the integral above takes the form
D0(s12, s23) =
i(4π)ǫ
(4π)2
Γ(2+ ǫ)
∫ 1
0
dz
∫ 1
0
dy
∫ 1
0
dx I(x, z, y; s12, s23), (C.38)
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where
I(x, z, y; s12, s23) = y(1− y){
−y(1− y)
[
x(1− z)s23 + z(1 − x)s12
]
− iδ
}2+ǫ .
(C.39)
Next, the integration over x is easily performed and we get the result
D0(s12, s23) =
i(4π)ǫ
(4π)2
Γ(1 + ǫ)
∫ 1
0
dz
zs12 − (1− z)s23
×
∫ 1
0
dy R(z, y; s12, s23),
(C.40)
where
R(z, y; s12, s23) =
{
−y(1− y)zs12 − iδ
}−ǫ−1
−
{
−y(1− y)(1− z)s23 − iδ
}−ǫ−1
.
(C.41)
Simplifying both terms in the curly brackets we find
R(z, y; s12, s23) = y−ǫ−1
{[
−zs12 − iδ
]−ǫ−1
(1− yξ1)−ǫ−1
−
[
−(1− z)s23 − iδ
]−ǫ−1
(1− yξ2)−ǫ−1
}
,
(C.42)
where we denote
ξ1 = 1− iδ
zs12 + iδ
,
ξ2 = 1− iδ
(1− z)s23 + iδ .
(C.43)
The integral over y can be performed by applying Eq. (C.14), and thus we
obtain the result
D0(s12, s23) =
i(4π)ǫ
(4π)2
Γ(1 + ǫ)
(−ǫ)
∫ 1
0
dz
zs12 − (1− z)s23T (z; s12, s23), (C.44)
where
T (z; s12, s23) =
[
−zs12 − iδ
]−ǫ−1
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ1)
−
[
−(1− z)s23 − iδ
]−ǫ−1
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ2).
(C.45)
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Next, we rewrite
1
zs12 − (1− z)s23 =
(
1
s12 + s23
)
1
z − z0 =
1
∆s
1
z − z0 , (C.46)
where ∆s = s12+s23 and z0 = s23/(s12+s23). Then we express the product
between Eq. (C.46) and Eq. (C.45) as
1
∆s
1
z − z0
[
−zs12 − iδ
]−ǫ−1
2F1(. . . ; ξ1) =
−1
s12s23
{
1
z − z0
[
−zs12 − iδ
]−ǫ
+ s12
[
−zs12 − iδ
]−ǫ−1}
2F1(. . . ; ξ1)
(C.47)
and
1
∆s
1
z − z0
[
−(1− z)s23 − iδ
]−ǫ−1
2F1(. . . ; ξ2) =
−1
s12s23
{
1
z − z0
[
−(1− z)s23 − iδ
]−ǫ
− s23
[
−zs12 − iδ
]−ǫ−1}
2F1(. . . ; ξ2).
(C.48)
Using Eqs. (C.47) and (C.48), we can write Eq. (C.44) in the following form:
D0(s12, s23) =
i(4π)ǫ
(4π)2
RΓ
s12s23
2
ǫ2
Γ(−2ǫ)
Γ2(−ǫ)
{
J(1)(s12, s23) + J(2)(s12, s23)
}
,
(C.49)
where we have defined the integrals J(1,2) as:
J(1)(s12, s23) =
∫ 1
0
dz
{
−s23
[
−(1− z)s23 − iδ
]−ǫ−1
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ2)
− s12
[
−zs12 − iδ
]−ǫ−1
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ1)
}
.
(C.50)
and
J(2)(s12, s23) =
∫ 1
0
dz
z − z0
{[
−(1− z)s23 − iδ
]−ǫ
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ2)
−
[
−zs12 − iδ
]−ǫ
2F1(1 + ǫ,−ǫ, 1− ǫ; ξ1)
}
.
(C.51)
Let us first evaluate the integral in Eq. (C.50). Making the change z = (1−z)
in the second term on the right-hand side in Eq. (C.50) and simplifying the
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hypergeometric functions with the help of the result in Eq. (C.16), we obtain
J(1)(s12,s23) =
−ǫΓ2(−ǫ)
Γ(−2ǫ)
{
(−s23 − iδ)−ǫ
∫ 1
0
dz
[
1− z
(
s23
s23 + iδ
)]−(1+ǫ)
+ (−s12 − iδ)−ǫ
∫ 1
0
dz
[
1− z
(
s12
s12 + iδ
)]−(1+ǫ)}
.
(C.52)
Performing the last trivial z integration, we find
J(1)(s12, s23) =
Γ2(−ǫ)
Γ(−2ǫ)
{
(−s23 − iδ)−ǫ + (−s12 − iδ)−ǫ
}
. (C.53)
To carry out the remaining integration J(2), we apply Eq. (C.16). As a
result, Eq. (C.51) reduces to
J(2)(s12, s23) =
−ǫΓ2(−ǫ)
Γ(−2ǫ)
∫ 1
0
dz
z − z0
{[
− (1− z)s23 − iδ
]−ǫ
−
[
−zs12 − iδ
]−ǫ}
.
(C.54)
Expanding this expression into a power series in ǫ, we obtain
J(2)(s12, s23) = −2
∫ 1
0
dz
z − z0 ln
(−(1− z)s23 − iδ
−zs12 − iδ
)
ǫ+O(ǫ2). (C.55)
Performing the last z integration, we find that the integral in Eq. (C.55) can
be written in the following form
J(2)(s12, s23) =
{
ln2
(
s12 + iδ
s23 + iδ
)
+ π2
}
ǫ+O(ǫ2). (C.56)
Finally, on the basis of Eqs. (C.49), (C.53) and (C.56), we find that the
massless scalar box integral is given by
D0(s12, s23) =
i(4π)ǫ
(4π)2
RΓ
s12s23
{
2
ǫ2
[
(−s12 − iδ)−ǫ + (−s23 − iδ)−ǫ
]
− ln2
(
s12 + iδ
s23 + iδ
)
− π2
}
+O(ǫ).
(C.57)
Here, of course, the D0(s12, s23) function must be understood as
D0(s12, s23) = D0(p1, p2, p3; s12, s23). (C.58)
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C.3 Reduction of tensor integral to scalar inte-
grals
In this section we discuss one of the key-methods applied in the theory part
of this thesis, the reduction of a general loop structure into a set of scalar
integrals, needed for the evaluation of the virtual corrections at NLO.
In general, the higher-order one-loop n-point (n ≥ 3) tensor integrals are
quite complicated to calculate. A very useful and straightforward method
to evaluate these integrals is the procedure where the tensor integrals are
reduced to the scalar integrals. This method was first proposed by Passarino
and Veltman [84], and it is also conveniently summarized in [85]. However,
for the specific problem one should do a lot of extra work to get the relevant
integral reductions from the general expressions presented in the literature.
Thus, in the following section, I show how to reduce the rank one and rank
two massless 2, 3 and 4-point tensor integrals,
{Bµ, Bµν}(p2) =
∫
k
{kµ, kµkν}
d0d1
,
{Cµ, Cµν}(p1, p2; s12) =
∫
k
{kµ, kµkν}
d0d1d2
,
{Dµ,Dµν}(p1, p2, p3; s12, s23) =
∫
k
{kµ, kµkν}
d0d1d2d3
,
(C.59)
to the scalar integrals A0, B0, C0 and D0, which are all the necessary ingre-
dients for computing the QCD virtual corrections at NLO.
C.3.1 Tensor decomposition of two-point (B) functions
The rank one and two B integrals can be decomposed as
Bµ(p2) = pµB1(p
2), Bµν(p2) = gµνB00(p
2) + pµpνB11(p
2), (C.60)
where the coefficients B1, B11 and B00 are often referred to as form factors.
These form factors can be algebraically reduced to the scalar two-point in-
tegral B0 with the Passarino-Veltman reduction procedure in the following
way: First, we note that the scalar product of the integration momentum
kµ with the external momentum pµ can be expressed in terms of the denom-
inators as
k · p = 1
2
(d0 − d1 − p2), where p2 6= 0. (C.61)
Using this trick the rank one one-point tensor integral Bµ can be reduced
to B0 by contracting with pµ, which yields
pµB
µ(p2)
(C.61)
=
∫
k
k · p
d0d1
=
1
2
{∫
k
1
d1
−
∫
k
1
d0
− p2
∫
k
1
d0d1
}
(C.17),(C.18)
= −p
2
2
B0(p
2).
(C.62)
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This relation together with Eq. (C.60) implies
B1(p
2) = −1
2
B0(p
2). (C.63)
The rank two two-point tensor integral Bµν can be reduced to the scalar
integral B0 by contracting with a product of the external momenta pµpν
and the metric tensor gµν . Thus, in d dimensions we obtain:
gµνB
µν(p2) = dB00(p
2) + p2B11(p
2)
pµpνB
µν(p2) = p2B00(p
2) + p4B11(p
2),
(C.64)
where
gµνB
µν(p2) = 0, and pµpνB
µν(p2) =
p4
4
B0(p
2). (C.65)
From Eq. (C.64) we obtain two linear equations with two unknowns, which
we may solve for B00 and B11:
B00(p
2) =
p2
4(1− d)B0(p
2), B11(p
2) =
d
4(d− 1)B0(p
2). (C.66)
C.3.2 Tensor decomposition of three-point (C) functions
For the three-point integrals we can write the expansion:
Cµ(p1, p2; s12) = p
µ
1C1 + p
µ
2C2, (C.67)
and
Cµν(p1, p2; s12) = g
µνC00+ p
µ
1p
ν
1C11+ p
µ
2p
ν
2C22+ (p
µ
1p
ν
2 + p
µ
2p
ν
1)C12, (C.68)
where Ci = Ci(p1, p2; s12) and Cij = Cij(p1, p2; s12). These two equations
can be reduced to scalar integrals B0 and C0 by contracting with the external
momenta and gµν .
For the rank one form factors C1 and C2, we obtain the following results:
C1(p1, p2; s12) = − 1
s12
[
B0(s12) + s12C0(p1, p2; s12)
]
,
C2(p1, p2; s12) =
1
s12
B0(s12),
(C.69)
and for the rank two form factors C00, C11, C22 and C12:
C00(p1, p2; s12) =
1
2(d− 2)B0(s12),
C11(p1, p2; s12) =
1
s12
[
3
2
B0(s12) + s12C0(p1, p2; s12)
]
,
C22(p1, p2; s12) = − 1
s12
B0(s12),
C12(p1, p2; s12) =
1
2s12
(
d
2− d
)
B0(s12).
(C.70)
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C.3.3 Tensor decomposition of four-point (D) functions
The rank one and two D integrals can be decomposed as
Dµ(p1, p2, p3; s12, s23) = p
µ
1D1 + p
µ
2D2 + p
µ
3D3, (C.71)
and
Dµν(p1, p2, p3; s12, s23) = g
µνD00 + p
µ
1p
ν
1D11 + p
µ
2p
ν
2D22 + p
µ
3p
ν
3D33
+ (pµ1p
ν
2 + p
µ
2p
ν
1)D12
+ (pµ1p
ν
3 + p
µ
3p
ν
1)D13
+ (pµ2p
ν
3 + p
µ
3p
ν
2)D23,
(C.72)
where Di = Di(p1, p2, p3; s12, s23) and Dij = Dij(p1, p2, p3; s12, s23) for i =
{1, 2, 3} and ij = {11, 22, 33, 12, 13, 23}. These two equations can be reduced
to scalar integrals B0, C0 and D0.
The rank-one form factors Di satisfy equations of the form
 D1D2
D3

 = G−13×3

 R1R2
R3

 , (C.73)
where G3×3 is the 3× 3 Gram matrix
G3×3 =

 0 s122 s132s12
2 0
s23
2
s13
2
s23
2 0

 (C.74)
and the definitions of the functions R1, R2 and R3 are given by
R1 =
1
2
[
C0(p3, p4; s12)− C0(p2, p3; s23)
]
,
R2 =
1
2
[
−s12D0 + C0(p4, p1; s23)− C0(p3, p4; s12)
]
,
R3 =
1
2
[
+s12D0 + C0(p1, p2; s12)− C0(p4, p1; s23)
]
.
(C.75)
We can simplify the solution of Eq. (C.73) by noting that:
C0(p1, p2; s12) = C0(p3, p4; s12) = C0(s12),
C0(p4, p1; s23) = C0(p2, p3; s23) = C0(s23),
(C.76)
and
D0 = D0(p1, p2, p3; s12, s23) = D0(s12, s23), (C.77)
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where the scalar integrals C0(sij) and D(s12, s23) are given by Eqs. (C.30)
and (C.57), respectively. Thus, for the rank-one form factors D1,D2 and
D3, we obtain:
D1 =
C0(s23)− C0(s12)
s12 + s23
− 1
2
(
2s12 + s23
s12 + s23
)
D0(s12, s23),
D2 = −D0(s12, s23)
2
,
D3 =
C0(s23)− C0(s12)
s12 + s23
− 1
2
(
s12
s12 + s23
)
D0(s12, s23).
(C.78)
The results in Eq. (C.78) have been analytically confirmed with [86, 87].
The rank two form factors Dij with ij = {11, 22, 33, 12, 13, 23} satisfy equa-
tions of the form
D(k) = G−13×3R
(k) for k = 1, 2, 3, (C.79)
where the D(k)’s are given by
D(1) =

 D11D12
D13

 , D(2) =

 D12D22
D23

 , D(3) =

 D13D23
D33

 . (C.80)
The definitions of the functions R(k) are given by
R(i) =

 R
(i)
1
R
(i)
2
R
(i)
3

 , (C.81)
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where
R
(1)
1 =
1
2
[
A(1) + C0(p2, p3; s23)− 2D00
]
,
R
(1)
2 =
1
2
[
−s12D1 +A(2) −A(1)
]
,
R
(1)
3 =
1
2
[
+s12D1 +A(3) −A(2)
]
,
R
(2)
1 =
1
2
[
A(1) −A(0)
]
,
R
(2)
2 =
1
2
[
−s12D2 + B(2) −A(1) − 2D00
]
,
R
(2)
3 =
1
2
[
+s12D2 + B(3) − B(2)
]
,
R
(3)
1 =
1
2
[
B(1) − B(0)
]
,
R
(3)
2 =
1
2
[
−s12D3 + B(2) − B(1)
]
,
R
(3)
3 =
1
2
[
+s12D3 −B(2) − 2D00
]
,
(C.82)
with
A(0) = C1(p2, p3; s23),
A(1) = −C0(p3, p4; s12)− C2(p3, p4; s12),
A(2) = −C0(p4, p1; s23)− C1(p4, p1; s23) + C2(p4, p1; s23),
A(3) = C1(p1, p2; s12),
B(0) = C2(p2, p3; s23),
B(1) = C1(p3, p4; s12)− C2(p3, p4; s12),
B(2) = −C0(p4, p1; s23)− C1(p4, p1; s23),
B(3) = C2(p1, p2; s12),
(C.83)
and
D00 =
1
2(d− 3)
[
C0(p2, p3; s23) + s12D2 − s12D3
]
. (C.84)
Again, we can simplify the solution of Eqs. (C.79) by noting that:
C1(p1, p2; s12) = C1(p3, p4; s12) = C1(s12),
C2(p1, p2; s12) = C2(p3, p4; s12) = C2(s12),
C1(p4, p1; s23) = C1(p2, p3; s23) = C1(s23),
C2(p4, p1; s23) = C2(p2, p3; s23) = C2(s23),
(C.85)
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where
C1(sij) = − 1
sij
[
B0(sij) + sijC0(sij)
]
,
C2(sij) =
1
sij
B0(sij),
(C.86)
for ij = {12, 23}. Here, the form factors Dk for k = 1, 2, 3 are given by Eq.
(C.78). The results in Eqs. (C.79) have been analytically confirmed with
[86, 87].
103
104
Bibliography
[I] Publication I of this thesis.
[II] Publication II of this thesis.
[III] Publication III of this thesis.
[1] J. C. Collins and M. J. Perry, Phys. Rev. Lett. 34 (1975) 1353.
[2] K. Adcox et al. [PHENIX Collaboration], Nucl. Phys. A 757 (2005)
184 [nucl-ex/0410003].
[3] B. B. Back, M. D. Baker, M. Ballintijn, D. S. Barton, B. Becker,
R. R. Betts, A. A. Bickley and R. Bindel et al., Nucl. Phys. A 757
(2005) 28 [nucl-ex/0410022].
[4] K. Kajantie, L. D. McLerran, Phys. Lett. B 119 (1982) 203.
[5] K. Kajantie, L. D. McLerran, Nucl. Phys. B 214 (1983) 261.
[6] K. Kajantie, R. Raitio, P. V. Ruuskanen, Nucl. Phys. B 222 (1983)
152.
[7] K. J. Eskola, K. Kajantie, P. V. Ruuskanen and K. Tuominen, Nucl.
Phys. B 570 (2000) 379 [hep-ph/9909456].
[8] T. Lappi and R. Venugopalan, Phys. Rev. C 74 (2006) 054905 [nucl-
th/0609021].
[9] J. C. Collins, D. E. Soper and G. F. Sterman, Adv. Ser. Direct. High
Energy Phys. 5 (1988) 1 [hep-ph/0409313].
[10] G. Altarelli, R. K. Ellis and G. Martinelli, Nucl. Phys. B 157 (1979)
461.
[11] J. Kubar, M. Le Bellac, J. L. Meunier and G. Plaut, Nucl. Phys. B 175
(1980) 251.
[12] G.’t Hooft and M. J. G. Veltman, Nucl. Phys. B 44 (1972) 189.
[13] Z. Kunszt and D. E. Soper, Phys. Rev. D 46 (1992) 192.
105
[14] R. K. Ellis and J. C. Sexton, Nucl. Phys. B 269 (1986) 445.
[15] K. J. Eskola and K. Tuominen, Phys. Lett. B 489 (2000) 329 [hep-
ph/0002008].
[16] R. Mertig, M. Bo¨hm and A. Denner, Comp. Phys. Comm. 64 (1991)
345; http://www.feyncalc.org/.
[17] T. Muta, ”Foundations of Quantum Chromodynamics” Singapore,
World Scientific (1987).
[18] I. Bojak, PhD thesis ”NLO QCD corrections to the polarized photo-
production and hadroproduction of heavy quarks” [hep-ph/0005120].
[19] D. Gross and F. Wilczek, Phys. Rev. Lett. 30 (1973) 1343.
[20] S. D. Ellis and D. E. Soper, Phys. Rev. D 48 (1993), 3160-3166.
[21] K. J. Eskola and K. Tuominen, Phys. Rev. D 63 (2001) 114006 [hep-
ph/0010319].
[22] G. Altarelli and G. Parisi, Nucl. Phys. B 126 (1977) 298.
[23] G. Altarelli, R. K. Ellis and G. Martinelli, Nucl. Phys. B 157 (1979)
461.
[24] K. J. Eskola, K. Kajantie and J. Lindfors, Nucl. Phys. B 323 (1989)
37.
[25] K. J. Eskola, H. Honkanen, H. Niemi, P. V. Ruuskanen and
S. S. Ra¨sa¨nen, Phys. Rev. C 72 (2005) 044904 [hep-ph/0506049].
[26] Y. L. Dokshitzer, Sov. Phys. JETP 46 (1977) 641.
[27] V. N. Gribov and L. N. Lipatov, Sov.J. Nucl. Phys. 15 (1972) 438.
[28] V. N. Gribov and L. N. Lipatov, Sov.J. Nucl. Phys. 15 (1972) 675.
[29] M. Gluck, E. Reya and A. Vogt, Z. Phys. C 67 (1995) 433.
[30] K. J. Eskola, V. J. Kolhinen and C. A. Salgado, Eur. Phys. J. C 9
(1999) 61 [arXiv:hep-ph/9807297].
[31] K. J. Eskola, V. J. Kolhinen and P. V. Ruuskanen, Nucl. Phys. B 535
(1998) 351 [arXiv:hep-ph/9802350].
[32] K. J. Eskola, P. V. Ruuskanen, S. S. Rasanen and K. Tuominen, Nucl.
Phys. A 696 (2001) 715 [hep-ph/0104010].
[33] K. J. Eskola, H. Niemi, P. V. Ruuskanen and S. S. Rasanen, Nucl. Phys.
A 715 (2003) 561 [nucl-th/0210005].
106
[34] J. D. Bjorken, Phys. Rev. D 27 (1983) 140.
[35] P. F. Kolb, U. W. Heinz, P. Huovinen, K. J. Eskola, K. Tuominen,
Nucl. Phys. A 696 (2001) 197 [arXiv:hep-ph/0103234].
[36] K. J. Eskola, K. Kajantie and K. Tuominen, Phys. Lett. B 497 (2001)
39 [hep-ph/0009246].
[37] K. J. Eskola, H. Paukkunen and C. A. Salgado, JHEP 0904 (2009) 065
[arXiv:0902.4154 [hep-ph]].
[38] J. Pumplin, D. R. Stump, J. Huston, H. L. Lai, P. M. Nadolsky and
W. K. Tung, JHEP 0207 (2002) 012 [hep-ph/0201195].
[39] I. Helenius, K. J. Eskola, H. Honkanen and C. A. Salgado, JHEP 1207
(2012) 073 [arXiv:1205.5359 [hep-ph]].
[40] K. Tuominen, PhD Thesis, ”Perturbative QCD and production of high
density matter in ultrarelativistic nuclear collisions”, Research Report
1/2001, University of Jyva¨skyla¨, Finland.
[41] The NAG Fortran Library, The Numerical Algorithms Group
(NAG), Oxford, United Kingdom www.nag.com.
[42] P. F. Kolb, J. Sollfrank and U. W. Heinz, Phys. Rev. C 62 (2000)
054909 [hep-ph/0006129].
[43] L. D. Landau and E. M. Lifshitz, ”Fluid Mechanics” Pergamon, New
York (1959).
[44] D. H. Rischke, Hadrons in dense matter and hadrosynthesis 21-70 [nucl-
th/9809044].
[45] P. Huovinen and P. V. Ruuskanen, Ann. Rev. Nucl. Part. Sci. 56 (2006)
163 [nucl-th/0605008].
[46] J. P. Boris and D. L. Book, J. Comput. Phys. A 11 (1973) 38.
[47] S. T. Zalesak, J. Comput. Phys. A 31 (1979) 248.
[48] H. Niemi, G. S. Denicol, P. Huovinen, E. Molnar and D. H. Rischke,
Phys. Rev. C 86 (2012) 014909 [arXiv:1203.2452 [nucl-th]].
[49] H. Niemi, G. S. Denicol, H. Holopainen and P. Huovinen, Phys. Rev.
C 87 (2013) 054901 [arXiv:1212.1008 [nucl-th]].
[50] W. Israel and J. M. Stewart, Proc. R. Soc. A 43 (1979) 365.
[51] W. Israel and J. M. Stewart, Annals Phys. 118 (1979) 341.
107
[52] G. S. Denicol, H. Niemi, E. Molnar and D. H. Rischke, Phys. Rev. D
85 (2012) 114047 [arXiv:1202.4551 [nucl-th]].
[53] E. Molna´r, H. Niemi, G. S. Denicol and D. H. Rischke, Phys. Rev. D
89 (2014) 074010 [arXiv:1308.0785 [nucl-th]].
[54] E. Molnar, H. Niemi and D. H. Rischke, Eur. Phys. J. C 65 (2010) 615
[arXiv:0907.2583 [nucl-th]].
[55] P. Huovinen and P. Petreczky, Nucl. Phys. A 837 (2010) 26
[arXiv:0912.2541 [hep-ph]].
[56] P. Huovinen, Eur. Phys. J. A 37 (2008) 121 [arXiv:0710.4379 [nucl-th]].
[57] F. Cooper, G. Frye, Phys. Rev. D 10 (1974) 186.
[58] J. Sollfrank, P. Koch, U. W. Heinz, Z. Phys. C 52 (1991) 593.
[59] S. Voloshin and Y. Zhang, Z. Phys. C 70 (1996) 665 [hep-ph/9407282].
[60] J. -Y. Ollitrault, Phys. Rev. D 46 (1992) 229.
[61] K. Aamodt et al. [ALICE Collaboration], Phys. Rev. Lett. 105 (2010)
252301 [arXiv:1011.3916 [nucl-ex]].
[62] K. Aamodt et al. [ALICE Collaboration], Phys. Lett. B 696 (2011) 30
[arXiv:1012.1004 [nucl-ex]].
[63] S. Chatrchyan et al. [CMS Collaboration], JHEP 1108 (2011) 141
[arXiv:1107.4800 [nucl-ex]].
[64] S. S. Adler et al. [PHENIX Collaboration], Phys. Rev. C 71 (2005)
034908 [Erratum-ibid. C 71 (2005) 049901] [nucl-ex/0409015].
[65] B. I. Abelev et al. [STAR Collaboration], Phys. Rev. C 79 (2009) 034909
[arXiv:0808.2041 [nucl-ex]].
[66] I. G. Bearden et al. [BRAHMS Collaboration], Phys. Rev. Lett. 88
(2002) 202301 [nucl-ex/0112001].
[67] S. S. Adler et al. [PHENIX Collaboration], Phys. Rev. C 69 (2004)
034909 [nucl-ex/0307022].
[68] I. G. Bearden et al. [BRAHMS Collaboration], Phys. Rev. Lett. 94
(2005) 162301 [nucl-ex/0403050].
[69] B. Abelev et al. [ALICE Collaboration], Phys. Rev. Lett. 109 (2012)
252301 [arXiv:1208.1974 [hep-ex]].
[70] B. Abelev et al. [ALICE Collaboration], Phys. Lett. B 720 (2013) 52
[arXiv:1208.2711 [hep-ex]].
108
[71] J. Adams et al. [STAR Collaboration], Phys. Rev. Lett. 91 (2003)
172302 [nucl-ex/0305015].
[72] S. S. Adler et al. [PHENIX Collaboration], Phys. Rev. C 69 (2004)
034910 [nucl-ex/0308006].
[73] K. Aamodt et al. [ALICE Collaboration], Phys. Rev. Lett. 105 (2010)
252302 [arXiv:1011.3914 [nucl-ex]].
[74] Y. Bai, Ph.D. Thesis, Nikhef and Utrecht University, The Netherlands
(2007); A. Tang [STAR Collaboration], [arXiv:0808.2144 [nucl-ex]].
[75] F. Gelis, E. Iancu, J. Jalilian-Marian and R. Venugopalan, Ann. Rev.
Nucl. Part. Sci. 60 (2010) 463 [arXiv:1002.0333 [hep-ph]].
[76] Quark Matter 2014 (XXIV International Conference on Ultrarelativis-
tic Nucleus-Nucleus Collisions), ”Determining QCD matter viscosity
from fluid dynamics with saturated minijet initial conditions in ul-
trarelativistic A+A collisions” Risto Paatelainen Poster contribution,
https://indico.cern.ch/event/219436/contribution/87.
[77] CTEQ Collaboration (Brock, Raymond et al.), ”Handbook of Pertur-
bative QCD”, Rev. Mod. Phys. 67 (1995) 157.
[78] M. E. Peskin and D. V. Schroeder, ”An Introduction to Quantum
Field Theory”, Reading, USA: Addison-Wesley (1995).
[79] R. D. Field, ”Applications of pQCD”, Redwood City, USA: Addison-
Wesley (1989).
[80] G. ’t Hooft and M. J. G. Veltman, Nucl. Phys. B 153 (1979) 365.
[81] Z. Bern, L. J. Dixon and D. A. Kosower, Phys. Lett. B 302 (1993) 299.
[82] G. Duplancic and B. Nizic, Eur. Phys. J. C 20 (2001) 357 [hep-
ph/0006249].
[83] R. K. Ellis and G. Zanderighi, JHEP 0802 (2008) 002 [arXiv:0712.1851
[hep-ph]].
[84] G. Passarino and M. J. G. Veltman, Nucl. Phys. B 160 (1979) 151.
[85] R. K. Ellis, Z. Kunszt, K. Melnikov and G. Zanderighi, Phys. Rept.
518 (2012) 141 [arXiv:1105.4319 [hep-ph]].
[86] Nowak, Maciej A. and Praszalowicz, M. and Slominski, W., Annals
Phys. 166 (1986) 443.
[87] D. Bardin and G. Passarino, ”The standard model in the making : pre-
cision study of the electroweak interactions”, New York, USA: Oxford
University Press (1999).
109
