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Resumen
La generacio´n de expresiones faciales basadas en emociones para criaturas
virtuales es un tema relevante entre la comunidad cient´ıfica en a´reas relacio-
nadas como Psicolog´ıa, Neurociencias y por supuesto las Ciencias Compu-
tacionales, debido a la interaccio´n de manera creciente entre el ser humano y
las computadoras, buscando tener una mayor empat´ıa entre ambos. En este
trabajo de investigacio´n se estudian los comportamientos humanos, espec´ıfi-
camente las expresiones faciales, ya que estas son un aspecto fundamental en
las emociones que genera el ser humano al poder discutir si podemos o no
expresar en el rostro algo que no sea una emocio´n. En el contenido de esta te-
sis se introducen algunos conceptos ba´sicos de la Inteligencia Artificial, como
agentes inteligentes, la computacio´n bio-inspirada, entre otros, para lograr
que una criatura virtual represente 5 emociones ba´sicas (alegr´ıa, tristeza,
miedo, enojo y desagrado) en su rostro, la generacio´n de estas emociones son
detonadas mediante est´ımulos que se encuentran en un ambiente virtual y a
la vez mostradas en una expresio´n facial. De esta manera la propuesta que
se hace en esta tesis es modelar una criatura virtual embebiendo en ella una
base de conocimiento inicial generada con base en Neurociencias y generar
est´ımulos con diversas caracter´ısticas, tomando como caso de estudio los co-
lores que esta´n relacionados a las emociones ba´sicas, para despu´es introducir
a la criatura virtual y a los est´ımulos de manera que estos u´ltimos exciten a
la criatura virtual y esta pueda generar la expresio´n facial de acuerdo a su
base de conocmiento inicial, lo que permite mostrar un comportamiento que
se asemeje un poco ma´s al que tendr´ıa una persona real.
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Cap´ıtulo 1
Introduccio´n
Las expresiones faciales actualmente esta´n siendo estudiadas por los investi-
gadores de diversas a´reas del conocimiento, en espec´ıfico las Ciencias de la
Conducta, Neurociencias y por supuesto las Ciencias Computacionales, es-
ta u´ltima sustentada en la Vida e Inteligencia Artificial, todas con el fin de
comprender la conducta humana [15].
El intere´s en el estudio de las expresiones faciales radica en el origen y
la medicio´n de las emociones [16]. Por otra parte, la perspectiva anato´mica
[15] menciona que la estructura de los mu´sculos del rostro es el responsable
de la generacio´n de las expresiones faciales, proporcionando as´ı la base para
desarrollar modelos computacionales de la cara para representar posibles ex-
presiones faciales basadas en emociones en personajes animados o avatares,
tambie´n llamados criaturas virtuales.
El desarrollo de este proyecto de investigacio´n contribuira´ con la genera-
cio´n de un modelo computacional capaz de representar emociones a trave´s
de expresiones faciales en un ambiente virtual, por ejemplo un sistema de
entrenamiento virtual, donde se requiera una retroalimentacio´n ma´s cercano
a la realidad que lo que proporciona la tecnolog´ıa actual entre un usuario y
el avatar en el ambiente virtual.
1.1. Planteamiento del problema
En los ambientes virtuales se presenta el problema de generar expresiones
faciales por computadora, basadas en cinco emociones ba´sicas (alegr´ıa,
enojo, miedo, tristeza y desagrado) [17], que permita retroalimentar
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al usuario ante una situacio´n que se presente.
La Inteligencia Artificial (IA) propone te´cnicas de regulacio´n emocional,
tomando como base modelos de la Psicolog´ıa como el modelo procedural
de Gross [18], el cual es aplicado por Bosse [19] conocido como Modelo de
Regulacio´n Emocional para Criaturas Virtuales. Este modelo consiste en la
evaluacio´n y reevaluacio´n el estado emocional de una criatura virtual que
tiene como base un estado emocional neutro y tratando de que la criatura
virtual se incline a un estado emocional positivo o negativo.
El presente trabajo de investigacio´n busca desarrollar un modelo compu-
tacional para la generacio´n de expresiones faciales basadas en emociones, con
el fin de obtener criaturas virtuales que exhiban estas expresiones.
1.2. Justificacio´n
Actualmente, numerosas actividades que realiza el ser humano esta´n siendo
asistidas por sistemas computacionales, que van desde sistemas administra-
tivos o de gestio´n hasta sistemas industriales de produccio´n.
Los usuarios deben ser entrenados de acuerdo a su a´rea de conocimiento,
por lo cual las organizaciones adquieren sistemas de entrenamiento virtual
que permitan al usuario capacitarse en un entorno productivo para no afectar
los procesos de la organizacio´n.
Por lo tanto, es necesario generar ambientes virtuales los cuales sean cerca-
nos a la realidad para generar empat´ıa con los seres humanos. Estos ambientes
virtuales debera´n contar con entidades que pueblen el medio ambiente y asis-
tan al usuario en las actividades a realizar. Las entidades (agentes) debera´n
contar con una personalidad auto´noma [20], que permita retroalimentar al
usuario en las tareas encomendadas, tales como: entrenamiento en cirugias
me´dicas, entrenamiento en prevencio´n de desastres naturales, juegos serios
[21], entre otros.
El uso de las emociones es una herramienta que utilizan expertos en la
teor´ıa del comportamiento humano como sistema de retroalimentacio´n, sobre
actividades y tareas a realizar.
La IA hace uso de la teor´ıa del comportamiento emocional [4] para generar
agentes virtuales que mimetizen emociones que son observadas por el usuario
y que este actu´e en consecuencia.
El caso de estudio estara´ basado en la construccio´n de una criatura virtual
capaz de exhibir expresiones faciales de acuerdo a est´ımulos provenientes
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de diferentes sensores o sen˜ales que contara´n con una intensidad, lo que
desencadenara´ una expresio´n facial.
En la actualidad, hasta donde se tiene conocimiento no existen sistemas
que tomen en cuenta la regulacio´n emocional en las personas, es decir, los
est´ımulos que provienen del ambiente virtual pueden influir de manera dis-
tinta a cada criatura virtual que lo habita.
1.3. Objetivos
1.3.1. Objetivo general
Generar expresiones faciales en criaturas virtuales basadas en las cinco emo-
ciones ba´sicas (enojo, alegr´ıa, tristeza, miedo y disgusto).
1.3.2. Objetivos particulares
1. Desarollar un modelo computacional bio-inspirado de atencio´n emocio-
nal para generar expresiones faciales en criaturas virtuales.
2. Evaluar el modelo computacional mediante est´ımulos en el ambiente
virtual, conforme a teor´ıas psicolo´gicas y neurocient´ıficas y observarlos
en un motor f´ısico.
3. Observar con el apoyo de una diadema neuronal [22] las sen˜ales encefa-
logra´ficas que genera el cerebro y as´ı construir una base de conocmiento
inicial para una criatura virtual.
1.4. Metodolog´ıa
En este apartado se presenta la metodolog´ıa propuesta para la elaboracio´n
de esta investigacio´n.
Revisio´n del estado del arte.
• Lectura de art´ıculos relacionados con el tema de investigacio´n, es
decir, la relevancia que tiene el tema en campos como Psicolog´ıa,
Neurociencias y Ciencias Computacionales, adema´s del co´mo se ha
abordado el tema, los problemas planteados y las soluciones que
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se han generado, de esta manera se puede identificar una posible
aportacio´n a la que esta dirigido este trabajo de investigacio´n.
Identificar las arquitecturas cognitivas que propone la IA para el estudio
de las emociones.
• Existen diversas arquitecturas propuestas por la IA que involucren
el aspecto emocional [3], [23], [24], en esta etapa se revisara´n los
mo´dulos que componen dichas arquitecturas.
Modelar un rostro humano virtual.
• Utilizacio´n de herramientas computacionales como Blender y Unity
para crear un rostro virtual, lo cual servira´ para mostrar las ex-
presiones que se generen.
Disen˜o de una interfaz para la comunicacio´n del sistema.
• Implementacio´n de est´ımulos para la influencia en el ambiente
sobre el avatar virtual.
Realizacio´n de pruebas.
• Verificar de acuerdo a la entrada de para´metros bajo el sistema,
la correspondencia con la expresio´n facial que se debe generar.
Ana´lisis de resultados obtenidos.
• Comparar los resultados proporcionados por las teor´ıas psicolo´gi-
cas y la realizacio´n de pruebas basadas en neurociencias para po-
der aplicarlos a las ciencias computacionales, es decir, el poder
embeber un mo´dulo de regulacio´n emocional en una criatura vir-
tual.
Conclusiones y trabajo futuro.
• En esta etapa, se presentan las conclusiones del trabajo de investi-
gacio´n con base al ana´lisis y resultados de las etapas previas. Por
otro lado, se plantean los posibles trabajos futuros que permitira´n
enriquecer el trabajo relacionado en esta investigacio´n.
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1.5. Organizacio´n del documento
La presente tesis esta´ conformada por 8 cap´ıtulos, d elos cuales el primero
(Introduccio´n) ya se abordo describiendo el problema a tratar en el trabajo
de investigacio´n, as´ı como los objetivos a los que se quiere llegar. Por lo tanto,
la organizacio´n del documento se presenta a continuacio´n:
Cap´ıtulo 2: Marco teor´ıco - En este´ cap´ıtulo se abordan los conceptos
utilizados en esta investigacio´n, debido a que es importante conocerlos
ya que ayudan a introducir el tema y su relacio´n con la investigacio´n
presente.
Cap´ıtulo 3: Estado del arte - En el se describen los trabajos relacionados
con el tema de investigacio´n, revisando que se ha realizado en estos
trabajos, pudiendo abstraer algunas caracter´ısticas y herramientas de
intere´s en el tema.
Cap´ıtulo 4: Marco metodolo´gico - Aqu´ı se describen las distintas eta-
pas del proceso para realizar esta investigacio´n, las recursos que se
utilizaro´n, as´ı como detalles acerca de la realizacio´n.
Cap´ıtulo 5: Propuesta - En este apartado se encuentra lo que se porpone
realizar en el trabajo de investigacio´n utilizando un caso de estudio en
particular.
Cap´ıtulo 6: Experimentacio´n y resultados obtenidos - Se reportan los
experimentos realizados con base en la propuesta para su posterio´r
ana´lisis y poder concluir sobre el trabajo.
Cap´ıtulo 7: Conclusiones y trabajo futuro - En este cap´ıtulo se muestran
algunas conclusiones del trabajo, adema´s de algunas sugerencias para
posibles trabajos futuros retomando el trabajo presente.
Cap´ıtulo 8: Art´ıculos - Se muestra la escritura de un art´ıculo como




En las siguientes secciones de este cap´ıtulo, se presentan algunos concep-
tos importantes para la compresio´n del tema de investigacio´n presentado.
Adema´s de algunos de los trabajos ma´s relevantes relacionados con el tema.
2.1. Agentes inteligentes
Existe una falta de consenso en cuanto a la definicio´n de un agente inte-
ligente. Sin embargo Wooldrige [25] utiliza la siguiente definicio´n.
Los agentes inteligentes son sistemas de computadora situados en un
ambiente, capaces de actuar de manera auto´noma para cumplir con los ob-
jetivos para los cuales fueron disen˜ados. La interaccio´n de un agente con su
ambiente se da gracias a sus sensores y efectores (Figura 2.1). Mediante los
sensores, el agente es capaz de conocer su estado actual y del ambiente en
el que esta inmerso, as´ı como tambie´n de mantener un estado de inercia so-
bre los cambios en el ambiente realizados por e´l mismo, o por una entidad
externa al agente.
Derivado de un agente inteligente y sistemas multiagente, es posible ge-
nerar criaturas virtuales o avatares, siendo estos entes informa´ticos que esta´n
inmersos en un ambiente virtual tridimensional (3D) y consisten de una re-
presentaciones f´ısica y de inteligencia. La parte f´ısica es un modelo en tres
dimensiones que, generalmente, representa a un ser vivo (Figura 2.2). De
igual manera, la inteligencia de la criatura es producida por un agente inteli-
gente. Dicha inteligencia le permite desarrollarse en el ambiente para alcanzar
las metas que se le encomiendan [26].
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Figura 2.1: La interaccio´n con el ambiente se da gracias a los sensores y
efectores del mismo
Figura 2.2: Ejemplo de una criatura virtual o avatar en el juego basado en
realidad aumentada Pokemon Go! en 2016
2.2. Las emociones
Existe diversos puntos de vista y discusiones acerca de la mejor manera de
definir y de operar las emociones, los terapeutas cada vez ma´s acuerdan
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la centralidad de las emociones a la salud y al cambio psicolgicos [27]. La
investigacio´n sugiere que el reconocimiento exacto de las emociones es fun-
damental para la salud psicolo´gica, y la mayor´ıa de los enfoques terape´uticos
principales tratan de abordar los de´ficits en la conciencia emocional. Las in-
tervenciones tambie´n se esfuerzan por regular las emociones, con la terapia
cognitivo-conductual t´ıpicamente trabajando para reducir las emociones ne-
gativas como la ansiedad y la depresio´n, y los terapeutas experimentales y
psicodina´micos para aumentar la experiencia emocional. Cada vez ma´s, sin
embargo, estos enfoques esta´n convergiendo hacia el uso de la experiencia
emocional dentro de la terapia para, en u´ltima instancia, reducir las emocio-
nes negativas. Las emociones juegan funcio´n muy importante en el cambio de
la conducta humana y apunta a la forma en que basarse en la investigacio´n
ba´sica de la emocio´n puede permitirnos crear evaluaciones y tratamientos
basados en una comprensin emp´ırica de los mecanismos de cambio y fomen-
tar una mayor integracio´n psicoterape´utica Las emociones son feno´menos
complejos que involucran mu´ltiples sistemas [28].
Por otra parte, en busca de una mejor compresio´n de lo que son las
emociones, se ha extendido y tratado el concepto a tra´ves de la psicolog´ıa,
neurociencia, la biolog´ıa, la sociolog´ıa y la filosof´ıa [29]. Sin embargo, algu-
nos autores han argumentado que las emociones son demasiado heteroge´neas
para el estudio sistema´tico, es por esta razo´n que las emociones en te´rminos
cognitivos, evolutivos y de desarrollo, en la comprensio´n de su funcio´n en la
mediacio´n de la interaccio´n social cotidiana, y en ver lo que va mal en los
estados conocidos como trastornos emocionales. Las emociones basadas en
procesos biolo´gicos, elaborados en nuestras relaciones cercanas, y moldeados
por la cultura. Al igual que la accio´n experta cuando se escribe su firma, una
emocio´n tiene una base biolo´gica de componentes y restricciones [30].
2.3. Sistema Facial Action Coding System (FACS)
Es un sistema para denominar movimientos faciales humanos desarrollado
por Paul Ekman y Wallace V. Friesen. Los movimientos individuales de los
mu´sculos faciales son codificados por ‘FACS’ desde cambios instantaneos en
la apariencia facial. Se trata de un esta´ndar para clasificar sistema´ticamente
la expresio´n f´ısica de las emociones, y ha demostrado ser u´til para la psicolog´ıa
y la animacio´n [31].
Este sistema utiliza AU’s como una decodificacio´n o descomposicio´n de
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una expresio´n facial, para ello existe un manual que especifica las AU’s,
as´ı como la interpretacio´n de Ekman acerca de su significado [32].
En la Figura 2.3 se muestra la clasificacio´n de cada una de las AU’s en
relacio´n a las seis emociones ba´sicas [2].
Figura 2.3: FACS, clasificacio´n de cada una de las AU’s en relacio´n a las seis
emociones ba´sicas [2].
Por otra parte, Ekman provee en [13] conocimiento acerca de las AU’s
que intervienen en la generacio´n de expresiones de las emociones ba´sicas
(Ver Tablas 2.1 y 2.2).
Emocio´n AU’s
Alegr´ıa 6 y 12
Tristeza 1, 4 y 15
Enojo 4, 5, 7 y 23
Miedo 1, 2, 4, 5, 7, 20 y 26
Disgusto 9, 15, 16
Tabla 2.2: AU’s que intervienen para la generacio´n de expresiones de las
emociones ba´sicas, donde los nu´meros de la columna “AU’s” representa el
conjunto de AU’s que se activan.
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AU Descripcio´n
1 Levantar cejas interiores
2 Levantar cejas exteriores
4 Bajar cejas




12 Elevar comisuras de los labios
15 Depresor de esquinas de los labios
16 Depresor del labio inferior
20 Estiramiento horizontal de los labios
23 Afinar labios
26 Caida de mand´ıbula
Tabla 2.1: Descripcio´n de accio´n de las AU’s utilizadas en las emociones
ba´sicas
2.4. Juegos serios
Los juegos serios son aquellos que son u´tiles para la educacio´n mejorando
as´ı el compromiso y la adopcio´n del conocimiento de una persona mediante
la utilizacio´n de simulaciones o juegos de video [33]. Los juegos serios pueden
potencialmente motivar la pra´ctica regular en un humano, necesaria para
el desarrollo de habilidades y competencias de forma sencilla y sistema´tica,
sin descuidar la experiencia de los jugadores como: la diversio´n, inmersio´n,
presencia, reto, curiosidad y otras emociones [34]. Una de las a´reas en las
que se puede apreciar esto es la salud, debido al creciente costo econo´mico
y la falta de un adecuado nu´mero de individuos preparados, puede traer co-
mo resultado: pacientes que no tienen una atencio´n me´dica correcta y sufren
efectos negativos en su desarrollo f´ısico, social y psicolo´gico. En fisioterapia
y rehabilitacio´n, se requiere particularmente que el individuo realice de ma-
nera consistente y regular un re´gimen de ejercicios f´ısicos repetitivos, sobre
un largo periodo de tiempo. La rehabilitacio´n es supervisada por un tera-
peuta, la cual permite que el paciente pueda realizarla en su hogar, como lo
menciona Susi [35] el paciente tiene una mejora importante cuando realiza
la rehabilitacio´n en su hogar desde el punto de vista de la Psicolog´ıa [36].
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Los juegos computacionales con ima´genes placenteras, gra´ficos interesantes
e historias atractivas para mediar el aspecto aburrido de la rehabilitacio´n
tiene un impacto favorable en la recuperacio´n a un relativo bajo precio. A
trave´s de los juegos serios, los movimientos del jugador son observados y ana-
lizados basa´ndose en objetivos espec´ıficos deseados. En [37], se describe un
sistema de monitoreo para rehabilitacio´n con movimientos de la cabeza en el
hogar, con resultados positivos ya que en 10 minutos el paciente alcanzo´ un
nivel de habilidad necesario para el uso seguro y eficaz del dispositivo y el
paciente tambie´n fue instruido para completar el equilibrio y los ejercicios
de andar un total de 20 minutos diarios. En otro caso, se utilizo´ la consola
Xbox con Kinect para el monitoreo de pacientes que realizan ejercicios de
terapia en el hogar sin la directa supervisio´n de un terapeuta [38], los datos
mostraron que los participantes mejoran el rendimiento del ejercicio durante
las fases de intervencio´n y son comparados con la postura recomendada para
los ejercicios espec´ıficos de un paciente. En este sentido, se puede generar
una retroalimentacio´n inmediata al paciente con la correccio´n del movimien-
to. Estas experiencias indican que los juegos serios pueden ser un motivador
razonable y en promedio sustentable para mejorar las funciones emocionales
y cognitivas de las personas que necesitan rehabilitacio´n f´ısica.
Adema´s de la rehabilitacio´n f´ısica, es necesario contar con expresiones
faciales que apoyen o completen el movimiento corporal, para tal tarea Zhang
[39] menciona que los sensores del Kinect tambie´n son capaces de detectar
movimientos faciales, lo cual es relevante para este trabajo de investigacio´n.
2.5. Computacio´n Bio-Inspirada
La computacio´n biolo´gicamente inspirada o bio-inspirada, tiene como funda-
mento la explicacio´n biolo´gica de las cosas para crear sistemas computacio-
nales complejos. La principal hipo´tesis de utilizar dicho fundamento es que la
similitud entre los mecanismos dara´ como resultado sistemas sinte´ticos robus-
tos, eficientes y altamente adaptables, los cuales son atributos importantes
de los sistemas biolo´gicos [26].
En relacio´n con el campo de la IA, Cliff [40] explica a importancia de
utilizar un enfoque bio-inspirado, particularmente en los sistemas cognitivos
y esto es importante debido a los temas que necesitan de esta computacio´n
bio-inspirada como son:
1. Las redes neuronales artificiales que se utilizan para distintas aplicacio-
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nes, entre las cuales se encuentran los clasificadores [41], reconocimiento
de patrones [42] y controladores de robots [43], entre otras.
2. Los algoritmos gene´ticos que esta´n basados en la teor´ıa de la evolucio´n,
se utilizan en aplicaciones como el aprendizaje ma´quina [44], clasifica-
dores [41] y optimizacio´n [45], etc.
3. Los sistemas de Lindenmayer, que es un tipo de grama´tica formal,
so´lo fueron creados para modelar el comportamiento de las ce´lulas de
las plantas, hoy en d´ıa se utilizan para modelar el crecimiento de las
plantas [46].
Como se observa, existe una gran variedad de herramientas que se inspi-
ran en los sistemas biolo´gicos. Todas ellas esta´n bien fundamentadas y son
ampliamente estudiadas en la actualidad.
Tomando en cuenta los puntos mencionados anteriormente, es posible
fundamentar este trabajo de investigacio´n en la computacio´n bio-inspirada y
aplicar estos conceptos a los agentes inteligentes, para poder lograr que estos
logren comportamientos que se acerquen cada vez ma´s a los de los humanos




El estudio de las emociones ha tenido relevancia en los u´ltimos an˜os, princi-
palmente porque se desea comprender la conducta de los humanos y conocer
el origen de estos comportamientos. En el campo de la Psicolog´ıa, uno de los
mayores inconvenientes es que los resultados obtenidos tienen un alto grado
de subjetividad [47], por lo que no pueden ser validados, por lo que se utili-
zan la IA y Neurociencias, y as´ı de manera cient´ıfica abordar el problema y
poder validar los resultados.
3.1. Arquitecturas cognitivas
Wooldridge [25], debido a que existe una falta de consenso en el concepto de
arquitectura de agentes, propone la siguiente definicio´n: “las arquitecturas de
agentes son sistemas de toma de decisiones inmersos en un ambiente. Estos
sistemas consisten en las estructuras de datos, las operaciones que procesan
dichos datos, y el flujo de control entre los mismos. El disen˜o de la funcio´n de
decisio´n de una arquitectura de agentes se basa primeramente en subsistemas
de percepcio´n y accio´n”.
En particular, existe un tipo de arquitecturas que se inspiran en la Bio-
log´ıa, las cuales son llamadas arquitecturas cognitivas.
Una definicio´n de este tipo de arquitecturas fue la presentada por Lan-
gley [48], que comenta que las arquitecturas cognitivas son arquitecturas de
agentes, por lo cual especifican la estructura de un sistema inteligente que
consiste en memorias de largo y corto plazo, representaciones mentales del
mundo, y las funciones necesarias que operan sobre dichos elementos. Su re-
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querimiento principal es emular algunas habilidades del ser humano, tales
como percibir, sentir emociones y razonar, entre otras.
Los componentes de una arquitectura cognitiva se disen˜an con base en
fundamentos teo´ricos de las Ciencias Cognitivas. De ah´ı que las arquitecturas
se consideren como s´ıntesis de los conceptos teo´ricos con las cuales se mode-
lan. Por lo tanto, se consideran de gran importancia en la Psicolog´ıa Cognitiva
ya que es posible probar nuevas teor´ıas en estas arquitecturas [49]. Algunas
arquitecturas de intere´s que involucran el aspecto emocional y adema´s se
han utilizado para la generacio´n de expresiones faciales son: iCub (Integrated
Cognitive Universal Body) [50] y Kismet [51].
Las arquitecturas cognitivas se modelan utilizando distintas herramien-
tas de la computacio´n. La primera herramienta que se utiliza es la lo´gica
simbo´lica, particularmente la de primer orden. En este caso, las representa-
ciones del mundo se codifican en reglas de produccio´n que son aplicadas al
estado actual del agente y se crean nuevas cuando existe algu´n aprendizaje.
Por otro lado, la mayor´ıa de las arquitecturas cognitivas tienen algunas
similitudes. Entre las similitudes se encuentran las entradas en forma de per-
cepciones, las salidas como comportamientos, y los mecanismos de planea-
cio´n, toma de decisiones y memorias. En la Figura 3.1 se muestra el modelo
de una arquitectura general donde se observa lo anteriormente comentado.
El uso de las arquitecturas cognitivas se puede utilizar para probar nue-
vas hipo´tesis, ya sea mediante la comparacio´n directa de resultados de la
implementacio´n y los experimentos reales, o solamente con la observacio´n
del comportamiento producido por la arquitectura. El supuesto de la validez
de estos resultados es la base en que se disen˜o la arquitectura. Teor´ıa de la
Cognicio´n de Newell [52].
3.1.1. Arquitectura cognitiva iCub
Es una arquitectura cognitiva disen˜ada para robots humanoides, los cuales
son robots disen˜ados para simular el cuerpo y los movimientos de un ser hu-
mano [53]. Esta arquitectura busca replicar el proceso cognitivo del humano
e incorporarlos en estos robots humanoides, todo esto desde la perspectiva
de la Psicolog´ıa y las Neurociencias. Los avances que se tienen sobre este tipo
de arquitectura es un robot que tiene la apariencia y habilidades de un nin˜o
de 2 an˜os aproximadamente [54].
Por otra parte, iCub genera un estado afectivo, esto es, tiene componentes
como: curiosidad, experimentacio´n y la recepcio´n de est´ımulos, lo cual genera
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Figura 3.1: Arquitectura Cognitiva Gene´rica, las arquitecturas cognitivas
contienen los componentes mostrados en el diagrama, el cual esta´ basado
en la propuesta de Laird [3]
una regulacio´n en el comportamiento del robot.
3.1.2. Arquitectura cognitiva Kismet
Kismet es una arquitectura cognitiva desarrollada por el MIT (Massachusetts
Institute of Technology,) y es capaz de expresar emociones ba´sicas, conside-
rando para esta generacio´n de emociones cuatro subsistemas:
1. Sistema de motivacio´n.
2. Sistema de comportamiento.
3. Sistema de percepcio´n y atencio´n.
4. Sistema motor.
Las emociones expresadas por Kismet, esta´n basadas en la teor´ıa ba´sicas
de las emociones [55]. Las emociones pueden ser usadas para tres propo´sitos:
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la influencia en el comportamiento del robot, dando preferencia a un com-
portamiento ma´s que a otro; uno ma´s es el impacto emocional del robot; y
por u´ltimo las metas predeterminadas que tiene el robot.
3.1.3. Arquitectura cognitiva Kuayalotl
Actualmente en 2017, se encuentra en desarrollo una arquitectura cognitiva
en Cinvestav Guadalajara [56], la cual involucra diversos mo´dulos, pero el que
es del intere´s para este trabajo de investigacio´n es el Mo´dulo de Regulacio´n
Emocional [4].
Tal como se menciona en las otras arquitecturas congnitivas (iCub y Kis-
met) en las secciones 3.1.1 y 3.1.2 respectivamente, donde se puede apreciar la
ausencia de un mo´dulo emocional apropiado que permita un comportamiento
creible en las criaturas virtuales.
La arquitectura de Cinvestav Guadalajara esta orientada a neurociencias,
las cuales proveen informacio´n sobre las a´reas que esta´n involucradas con la
regulacio´n emocional, como son: corteza prefrontal dorsomedial (DMPFC,
por sus siglas en ingle´s), corteza prefrontal dorsolateral (DLPFC), corte-
za prefrontal ventrolateral (VLPFC), corteza orbitofrontal (OFC), amı´gdala
(AMY), hipocampo (HYP), corteza cingulada rostral anterior (rACC), cor-
teza cingulada anterior sunge´nero (sgACC) [57], [58], [59]. Las entradas y
salidas de las a´reas involucradas, se describen en la Tabla 3.1, adema´s en
la Figura 3.2 se muestra el diagrama del desarrollo de una arquitectura de
regulacio´n emocional para criaturas virtuales [4]
Sin embargo, es importante mencionar que en la Figura 3.2 se muestra
el mo´dulo de Memoria de Trabajo (Working Memory), la cual contribuye
para la eleccio´n de una accio´n a ejecutar, pero en este trabajo no se toma
en cuenta, debido a que au´n no se precisa el impacto de tal mo´dulo en la
arquitectura cognitiva desarrollada.
3.2. Microexpresiones
El lenguaje del rostro contiene expresiones que se relacionan con las emocio-
nes, esto de forma consciente o inconsciente.
Las microexpresiones son expresiones muy breves, duran so´lo una frac-
cio´n de segundo. Ocurren cuando una persona deliberadamente o inconscien-
temente oculta un sentimiento [60].
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A´rea Entrada Salida
THAL Informacio´n en bruto. Preproceso de la informa-
cio´n y direccio´n de envio.
AMY Informacio´n preprocesada. Informacio´n emocional.
HIP Peticiones. Recuperado de informacio´n
de la memoria emocional.
rACC Informacio´n procesada y es-
tado emocional.
Posibles acciones.
OFC Posibles acciones y estado
emocional.
Accio´n seleccionada.
DMPFC Accio´n e informacio´n de me-
moria.
Estado emocional y com-
portamiento emocional
apropiado.
DLPFC Peticiones. Informacio´n recuperada de
la memoria de trabajo.
VLPFC Estado emocional requeri-
do.
Cambio emocional cogniti-
vo ma´s aproximado a lo re-
querido.






Tabla 3.1: Componentes de la arquitectura general para regulacio´n emocio-
nal: entradas y salidas
Existen, hasta donde se tiene conocimiento cinco emociones tienen sen˜ales
universales: ira, miedo, tristeza, disgusto y felicidad [61] y A diferencia del
lenguaje corporal, las expresiones faciales son un sistema universal que refle-
jan fluctuaciones momento a momento en el estado emocional de una per-
sona. Aprender a leer las microexpresiones permite ayudar a reconocer los
sentimientos de las personas, incluyendo disparadores emocionales1 [6].
Cuando una persona intenta ocultar sus emociones, existen “fugas” de esa
emocio´n que mayormente sera´n evidentes en la cara de esa persona (como
se muestra en la Figura 3.3). La fuga puede estar limitada a una regio´n
1reacciones involuntarias.
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Figura 3.2: Diagrama de arquitectura de regulacio´n emocional que se mues-
tra en [4], mostrando una propuesta basada en evidencia neural y teor´ıas
psicolo´gicas.
de la cara, es decir, una miniexpresio´n o en toda la cara dando lugar a una
gesticulacio´n ma´s pequen˜a y dificil de detectar como lo es una microexpresio´n
[6].
Las invesigaciones de Ekman [62] han demostrado que las microexpresio-
nes son un sistema universal, debido a que todos los individuos las tienen,
incluso las personas de culturas diferentes, que no hablan el mismo idioma,
todos tienen las mismas emociones y mostrara´n las mismas expresiones fa-
ciales.
3.3. Action Units
Las Action Units (AU’s) son movimientos musculares del rostro que deter-
minan una deformacio´n en la piel, como se muestra en la Figura 3.4 y son
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Figura 3.3: Microexpresio´n involuntaria de una atleta, tomada de la revista
Business Insider, Science [5]
.
clasificados en grupos, basados en la ubicacio´n y el tipo de accio´n involucrada.
Figura 3.4: Rostro con las marcas de los mu´sculos debajo de la piel. Paul
Ekman Group [6]
1. Parte superior de la cara afecta: cejas, frente y pa´rpados.
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2. Parte baja compuesta por cinco grupos: arriba/abajo, horizontal, obli-
cuo, orbital, acciones miscela´neas.
3. Cada AU esta´ compuesta por 3 secciones: cambios de apariencia, ins-
trucciones para ejecutar AU y el marcador de intensidad.
En [31], se presenta una descripcio´n completa del rostro y los movimientos
que involucra. Es importante sen˜alar que algunas expresiones faciales pueden
ser relacionadas a estados emocionales espec´ıficos, clasificados en 5 emociones
ba´sicas: alegr´ıa, enojo, tristeza, desagrado y miedo [63], anteponiendo una
expresio´n neutral.
3.4. Diadema neuronal Emotive EPOC
La diadema EPOC es un dispositivo comercial que proporciona un encefa-
lograma (EGG, en ingle´s) [22], basado en la medicio´n de ondas cerebrales
a trave´s de sen˜ales porporcionadas por 14 sensores en contacto con el cue-
ro cabelludo como se muestra en la Figura 3.5. Estas sen˜ales son extraidas
en tiempo real en una escala de 0.0 a 1.0. Los sensores obtienen sen˜ales de
respiracio´n, conductividad de la piel, latidos del corazo´n, y los niveles en la
sangre, esta coleccio´n de datos es interpretada con el EGG.
Figura 3.5: Colocacio´n de Emotive EPOC para la lectura de las ondas cere-
brales en tiempo real [1]
En la Tabla 3.2 se muestran las especif´ıcaciones con las que cuenta la
diadema Emotiv EPOC, as´ı como en la Figura 3.6 se muestra el mapeo de
los sensores de la diadema.
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Nu´mero de canales 14 (ma´s CMD/DRL, que son puntos de referencia)
Identificador de los canales AF3,AF4,F3,F4,F7,F8,FC5,FC6,P7,
P8,T7,T8,O1,O2
Me´todo de muestreo Muestreo secuencial simple ADC
Frecuencia de muestreo ˜128Hz
Resolucio´n 16 bits 1 LSB = 1.95µV
Ancho de banda 0.2 - 45Hz, filtros digitales
entre 40Hz y 60Hz
Rango dina´mico (entrada referida) 256mVpp
Modo de acomplamiento Coplamiento AC
Conectividad Inala´mbrica (wireless), 2.4GHz
Tabla 3.2: Especif´ıcaciones de la diadema neuronal Emotiv EPOC [1]
Figura 3.6: Mapa de sensores de la diadema Emotiv EPOC [1].
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3.5. La expresio´n de las emociones en el hom-
bre y los animales
Charles Darwin en el an˜o 1872, propuso sistemas adaptativos de las emo-
ciones en humanos y animales [7], cuya funcio´n es asegurar un sentido de
equilibrio y la supervivencia en situaciones de peligro. Como lo menciona
Labovie [64], Darwin proporciono´ ima´genes detalladas de la musculatura fa-
cial que producen diversas emociones (Figura 3.7). Las expresiones faciales
se han estudiado a trave´s de mu´ltiples perspectivas teo´ricas y emp´ıricas, de
la teor´ıa de la evolucio´n a las ciencias computacionales, as´ı mismo Darwin
realizo´ experimentos en los cuales demostro´ que los humanos y los anima-
les compart´ıan rasgos semejantes en cuanto expresiones faciales (Figura 3.8)
[15].
Figura 3.7: Musculatura facial proporcionada por Darwin [7].
Figura 3.8: Similitudes de las expresiones faciales entre el hombre y los ani-
males [7].
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En el an˜o de 1998, Paul Ekman retomo´ el trabajo de Darwin [7], en este
trabajo detallo´ una serie de emociones como el enojo, la alegr´ıa, el miedo,
la tristeza y por u´ltimo la sorpresa, las cuales denomino´ emociones ba´si-
cas (Figura 3.9). Sin embargo, en 2008 el antropo´logo Donald Brown [65]
realizo´ experimentos en diversas regiones del mundo, mismos que consist´ıan
en preguntar a las personas las emociones que identificaban en las expresio-
nes faciales y concluyo´ que la mayor´ıa identificaron la expresio´n facial de la
sorpresa y la tristeza como la misma, por ello, se elimina esa emocio´n como
ba´sica.
Figura 3.9: Emociones ba´sicas propuestas por Ekman [7].
3.6. ALICE
En el an˜o 2008, Egges [66] publico´ un trabajo titulado “Impartir indivi-
dualidad a los seres humanos virtuales” (Imparting individuality to virtual
humans). En este trabajo presenta un me´todo integrado para poder vincular
la personalidad y la emocio´n con la s´ıntesis de generacio´n de respuestas y la
expresio´n de los humanos virtuales. Los personajes son alimentados por un
sistema de dia´logo que consta de un conjunto de interacciones ba´sicas entre
el usuario y el agente virtual.
Estas interacciones se codifican en ma´quinas de estado finito. Las transac-
ciones esta´n vinculadas con las condiciones y acciones que se pueden conectar
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con mo´dulos externos. Uno de e´stos es el mo´dulo de personalidad. De es-
ta manera, las respuestas del agente virtual dependen no so´lo de la entrada
dada por el usuario, sino tambie´n de su personalidad y estado emocional. El
sistema de dia´logo esta´ conectado a una cara 3D que realiza las expresiones
faciales que reflejan la personalidad especificada.
El objetivo de este trabajo es vincular de una manera realista a los sis-
temas computacionales con los seres humanos reales, gracias a la aparicio´n
de los gra´ficos en 3D esto empieza a ser posible, sin embargo, los sistemas
actuales carecen de interaccio´n real con el usuario, por lo que no generan una
empat´ıa con el mismo.
Es importante resaltar que agregar un mo´dulo de personalidad no es
nuevo, un ejemplo claro de ello es lo que propuso´ Marsella [67] que trata
sobre la influencia de las emociones en el comportamiento general.
Lo interesante del trabajo de Egges, es el Sistema de Dia´logo, uno de los
primeros intentos para crear un sistema que interactu´a con el ser humano a
trave´s del lenguaje natural, fue ELIZA [68], un sistema que genera respuestas
esta´ndar, basado en cierta combinaciones de palabras que encuentra en una
frase introducida por el usuario, una versio´n ma´s reciente fue ALICE [8]
(Figura 3.10) que utilizaba lenguaje XML para obtener relaciones patro´n-
respuesta.
La personalidad que implementa Egges es una red bayesiana [69], y los
cambios de a´nimo de ALICE se controlan mediante una funcio´n de probabi-
lidad de la personalidad, basada en la inferencia bayesiana, la cual permite
modificar lo que Egges llama “afectores”, lo que es una especie de contador
para saber que tanto afecto se tiene por una emocio´n.
Uno de los problemas que enfrenta el trabajo de Egges, es la sincronizacio´n
en la generacio´n de las expresiones y algunos movimientos en el parpadeo y
la cabeza [70].
Por lo tanto, la principal aportacio´n de Egges, es el sistema de dia´logo
utilizando XML, para poder especificar para´metros de estado emocional y
mejorando el sistema visual se puede lograr las expresiones faciales en tiempo
real.
3.7. Alfred
Alfred es un sistema de animacio´n facial [9] (Figura 3.11) disen˜ado para crear
expresiones faciales para agentes animados de una manera ma´s fa´cil, ma´s
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Figura 3.10: ALICE: Algunos ejemplos de diferentes expresiones faciales [8]
intuitivo y ma´s ra´pido que las herramientas de animacio´n convencionales. El
proyecto utiliza un mando y un guante de datos de entrada del usuario.
Alfred utiliza el Facial Action Coding System (FACS) de Paul Ekman
y Wallace Friesen (Figura 3.11) para la descripcio´n y la creacio´n de las ex-
presiones faciales. La herramienta es una aplicacio´n realizada en el motor
de gra´ficos Horde 3D. Aunque se usa para controlar un personaje virtual
espec´ıfico en este momento, se puede reconfigurar fa´cilmente para controlar
la cara de cualquier personaje basado en FACS.
Alfred ha ganado el “Premio del Jurado a la GALA 2008” en IVA (In-
ternational conference on Intelligent Virtual Agents) de 2008.
Aunque las expresiones faciales se han vuelto cada vez ma´s importantes
en personajes animados, la mayor´ıa de las herramientas de animacio´n facial
esta´n utilizando interfaces gra´ficas de usuario con sistemas basados en “ob-
jetivos de transformacio´n”, es decir, el uso de controles deslizantes (sliders)
para el control de la animacio´n tales como Poser o Faceposer.
Alfred intenta superar las limitaciones y complejidad de estas herramien-
tas de animacio´n mediante el uso de controladores de hardware (gamepad o
Dataglove; Figura 3.12). El usuario puede elegir entre diferentes modos de
entradas: el control directo de las unidades de actuacio´n, la modificacio´n de
las emociones ba´sicas o expresio´n ba´sica de mezcla. Estos controladores de
hardware tienen la ventaja de que permiten la edicio´n y mezcla de varios
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Figura 3.11: ALFRED: Agente virtual Alfred en Horde 3D y Control FACS
[9]
para´metros de animacio´n al mismo tiempo. Adema´s se proporcionan con-
trol ha´ptico de estos para´metros, lo que permite al usuario centrarse en la
expresio´n del personaje y no en el sistema de animacio´n.
Alfred, es una herramienta poderosa y altamente utilizada para la gene-
racio´n de expresiones faciales [9], sin embargo, tambie´n tiene limitantes y
algunas cosas por mejorar.
Una de las limitaciones de Alfred es que no tiene un cuerpo virtual, y
en situaciones de desastres naturales u otros, Alfred so´lo permitira´ ver las
expresiones, ma´s no un movimiento corporal que ayude a interpretar una
reaccio´n cercana a la realidad por parte del usuario.
Por otra parte, una mejora que puede hacerse a Alfred, es la independencia
de ciertos muscu´los, es decir, Alfred mueve las AU’s de manera s´ımetrica
(derecha e izquierda), y en muchas ocasiones las expresiones de los seres
humanos no son sime´tricas o incluso no todas las personas pueden realizar el
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Figura 3.12: Hardware opcional para poder controlar a Alfred [9]
movimiento de algunas AU’s (por ejemplo, una persona con para´lisis facial).
3.8. FaceShift Studio
Faceshift Studio [10] es una solucio´n de software de captura de movimiento
facial que revoluciona la animacio´n facial, el software analiza los movimientos
faciales del actor y los describe como una mezcla de expresiones ba´sicas,
adema´s de orientacio´n de la cabeza y la mirada. Esta descripcio´n se utiliza
entonces para animar personajes virtuales para su uso en cualquier situacio´n
donde se requiere la animacio´n facial, tales como pel´ıculas y juego de video.
La animacio´n de FaceShift Studio consiste de 3 etapas (Figura 3.13):
1. Entrenamiento segu´n la Figura 3.13 un conjunto de expresiones para
entrenar a su avatar personalizado para el seguimiento.
2. Capturar una actuacio´n con informacio´n en tiempo real, y, opcional-
mente, mejorar la precisio´n en una etapa de post-procesamiento.
3. Animacio´n de avatares virtuales en FaceShift y exportar la animacio´n
a su software preferido de animacio´n en 3D.
FaceShift Studio tiene muchas ventajas, una de ellas es que se pueden
adaptar las expresiones faciales de un humano en pra´cticamente cualquier
criatura virtual (Figura 3.14), sin embargo una desventaja que tiene es que
mimetiza las expresiones faciales de una persona, ma´s no aporta que AU’s se
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Figura 3.13: Etapas para la generacio´n de una animacio´n en FaceShift [10]
esta´n utilizando en el proceso de generacio´n de expresiones y lo ma´s impor-
tante es que no involucra a las emociones, puesto que el el software so´lo imita
los movimientos faciales, pero en cuanto a la renderizacio´n de las expresiones
se refiere es una herramientra muy atractiva.
3.9. Sophia, The Robot
En 2016, Hanson Robotics [11], una empresa que se dedica a crear robots
que contengan expresiones tanto faciales como corporales, en un futuro pre-
tenden poder hacer un equilibrio entre la IA y sentimientos como bondad y
compasio´n para lograr una interaccio´n entre los robots y las personas.
Hanson Robotics desarrollo´ a Sophia (Figura 3.15), un androide capaz de
realizar expresiones faciales naturales, tiene ca´maras y algoritmos en sus ojos
que le permiten ver caras, lo cual le permite hacer contacto visual con las
personas y tambie´n puede entender el lenguaje (hasta el momento el ingle´s),
recordar las interacciones, recordar las caras de las personas, con esto, debido
a sus algoritmos le permite hacerse ma´s inteligente con el tiempo.
Por cuestiones de privacidad y que la presentacio´n de Sophia so´lo es un
prototipo, no se tiene acceso a mas informacio´n, sin embargo es importante
seguir este tipo de avances, lo u´nico que se sabe es que actualmente cuenta
con 66 expresiones faciales, pero es interesante ver las expresiones faciales
aplicadas en un robot.
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Figura 3.14: Mimetizacio´n de las expresiones faciales con FaceShift Studio
[10]
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El estudio de las emociones ha sido un punto de intere´s desde perspecti-
vas psicolo´gicas como neurocient´ıficas, esto es debido a que las emociones,
as´ı como las expresiones de las mismas, son innatas [71], sin embargo se ha
considerando la posibilidad de que factores o est´ımulos, puedan ejercer algu´n
tipo de influencia sobre la expresio´n.
Por tal motivo, la metodolog´ıa aplicada en este trabajo de investigacio´n
implica en las primeras etapas el estudio de arquitecturas cognitivas, las
cuales se mencionaron en el Cap´ıtulo 2, Seccio´n 3.1 y son fundamentales para
la generacio´n de expresiones faciales basadas en emociones, que es la razo´n
de ser de este tema de investigacio´n. Adema´s de guiar hacia una perspectiva
neurocient´ıfica esta generacio´n de expresiones faciales.
Es importante mencionar en este trabajo la colaboracio´n cient´ıfica con
Cinvestav Unidad Guadalajara, donde se realizo´ una estancia de investiga-
cio´n, para conocer y entender el desarrollo de una arquitectura cognitiva y
as´ı sustentar la evidencia biolo´gica del presente trabajo. Espef´ıcicamente se
trabajo´ con el mo´dulo emocional [4] y de atencio´n selectiva [72] de la arqui-
tectura de Cinvestav Guadalajara.
4.1. Arquitectura conginitiva Kuayalotl
En la seccio´n 3.1.3, se explicaron los componentes y el desarrollo que se
esta´ realizando para lograr una arquitectura cognitiva, sin embargo en es-
te trabajo de investigacio´n so´lo se enfoco´ el trabajo hacia tres mo´dulos en
espec´ıfico: amı´gdala, ta´lamo y corteza motora.
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La amı´gdala es del intere´s de la evidencia biolo´gica de este trabajo de
investigacio´n, ya que es la responsable de las evaluaciones del entorno emo-
cional, en colaboracio´n con otras estructuras que esta´n dentro del sistema
l´ımbico. Adema´s uno de sus nu´cleos es el responsable de generar una prime-
ra evaluacio´n que se conecta con el ta´lamo, otro de sus nu´cleos recibe una
segunda evaluacio´n de la corteza motora, un tercer nu´cleo se comunica con
el resto de las a´reas del cerebro y por u´ltimo un nu´cleo genera la informacio´n
y es responsable de envio del estado emocional en ese momento, adema´s de
la emocio´n percibida de acuerdo con las suposiciones y pruebas cient´ıficas
planteadas en este trabajo.
Por otro lado, el ta´lamo es una estructura que recibe todos los est´ımulos,
excepto el olfato. Adema´s, si el est´ımulo no es importante, no permite su
progreso en el resto del cerebro [12]. El ta´lamo, dentro de la arquitectura
propuesta en [4], proporciona una tarea de preprocesamiento y determina la
importancia del est´ımulo entrante. Esta estructura env´ıa informacio´n a las
a´reas a procesar y paralelamente se envia tambie´n informacio´n a la amı´gdala
para tener su primera evaluacio´n emocional.
Y por u´ltimo corteza motora es donde se hace la generacio´n de una
planificacio´n ejecutiva. Genera un marco de ejecucio´n para la reaccio´n del
rostro ante los est´ımulos percibidos.
En la Figura 4.1 se muestra el flujo de co´mo es la actividad cognitiva los
componentes amı´gdala, ta´lamo y corteza motora, anteriormente explicados
en esta seccio´n.
4.2. Complementacio´n de un diccionario de
AU’s
Las AU’s, vistas en la seccio´n 3.3, son una parte fundamental de este trabajo,
ya que sin ellas no se pueden modelar las expresiones faciales [73], tal como
se abordara´ en la seccio´n 4.3 de este cap´ıtulo.
En esta parte de la metodolog´ıa, se observo´ que todos los trabajos re-
lacionados con AU’s (ver seccio´n 3) carecen de dos puntos importantes: no
considerar todas las AU’s existentes y asime´tria, es decir, todos los
trabajos manejan las AU’s en pares (por ejemplo, si se mueve la ceja izquier-
da, se mueve la derecha al mismo tiempo), esto es importante debido a que
en la realidad no sucede as´ı, todo ser humano es asime´trico [74].
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Figura 4.1: Mapeo de componentes del cerebro que influyen en el estado
emocional, de acuerdo con [12].
Es por ello que se decidio´ incluir la mayor cantidad de AU’s posibles en
este´ trabajo, adema´s de considerar la asime´tria entre ellas. En la Figura 4.2
se muestra una lista de las AU’s que se utilizan, es importante mencionar
que no se incluyen todas las AU’s existentes, ya que algunas corresponden a
movimientos corporales, que aunque es parte de la expresio´n emocional del
ser humano no corresponde abordarlos en este trabajo.
4.3. Modelado de un rostro virtual humanoi-
de
Para el modelado de un rostro humano virtual se utilizo´ un software especia-
lizado de gran uso y adema´s es de co´digo abierto como es: Blender [75], este
software de modelado nos permite importar una gran cantidad de extensiones
(.dae, .3ds, .fbx, .bvh, .ply, .obj, .wrt, .stl, .svg).
Una vez teniendo en cuenta los beneficios que tiene este software de mode-
lado, se procedio´ a elegir un avatar de licencia gratuita para la manipulacio´n
del mismo, tomando como base la evidencia neurocient´ıfica de la seccio´n 4.1
y principalmente para el modelado del diccionario de AU’s (seccio´n 4.2).
El proceso de modelado en Blender ofrece una gran cantidad de opciones
para su realizacio´n, una de ellas es el Edit Mode, el cual se puede apreciar en
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Figura 4.2: Diccionario de AU’s [13]
la Figura 4.3. Tambie´n se puede observar co´mo la malla generada por Blender
es en su mayor´ıa pol´ıgonos tria´ngulares de diversos taman˜os, el proceso es
detallado en la incrustacio´n o generacio´n de AU’s, ya que la diversidad de
taman˜os nos permite acceder a zonas del rostro muy pequen˜as pero a su vez
dif´ıciles de manipular.
Figura 4.3: Modelado de malla generada por Blender para el avatar utilizado
en este trabajo.
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Sin embargo, existe otro modo en Blender que es de ayuda cuando lo que
se quiere manipular son secciones grandes, esto es el Sculpt Mode, este modo
permite manipular la “piel” o textura del avatar con variedad de grados de
libertad como se muestra en la Figura 4.4.
Figura 4.4: Sculpt Mode de Blender, que permite la manipulacio´n del avatar.
Para lograr las modificaciones anteriores de la Figura 4.3 o´ de la Figura
4.4, se necesitan crear Shape Keys, las cuales permiten por medio de un slider
de manera gradual (0 - 100) ir de un estado gesticular original a uno futuro,
y viceversa, esta explicacio´n se ilustra en la Figura 4.5.
Figura 4.5: Uso de Shape Keys para la gesticulacio´n del avatar.
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Es as´ı como se logro en Blender embeber las AUs en un avatar, pero
Blender es utilizado mayormente para este tipo de modelados, una vez que
se ha obtenido este producto, el siguiente paso es poder hacer que este agente
(criatura virtual) pueda existir en un ambiente del mismo tipo (seccio´n 4.4).
4.3.1. Criaturas virtuales humanoides gene´ricas y Ma-
keHuman
Durante el proceso de modelado de un avatar surgio´ el inconveniente de que
el modelo creado so´lo era posible utilizarlo en un avatar y no en varios, tal
situacio´n motiva a la creacio´n de un esta´ndar para que el modelado que
se realizo´ en Blender no tenga la particularidad de so´lo poder utilizar el
modelado, en este caso las AU’s en un so´lo avatar, sino tener la posibilidad
de replicar el modelado en ma´s de uno.
Para ello se utilizo´ un software de nombre MakeHuman [76] utilizado
para el prototipado de modelos tridimensionales de humanoides fotorrealis-
ticos, adema´s cuenta con la posibilidad de crear un humanoide de cualquier
edad desde bebe´s hasta ancianos. Tiene usos en el campo cient´ıfico, como en
disen˜os industriales para verificar la antropometr´ıa de un proyecto y en si-
tuaciones de realidad virtual, otros usos en ingenier´ıa biome´dica para simular
el comportamiento del cuerpo humano bajo ciertos tratamientos.
Bajo el esta´ndar que proporciona MakeHuman, se puede crear diversos
avatares y proporcionales el modelo que se ha creado a partir de uno, es decir,
las AU’s. En la Figura 4.6 se muestra un avatar creado en MakeHuman.
4.4. Integracio´n de una criatura virtual en el
ambiente
Como se menciono´ en la seccio´n 4.3 Blender es fundamental para poder mode-
lar las AU’s, sin embargo para los propo´sitos de este trabajo de investigacio´n,
tambie´n es muy importante poder hacer que esa criatura virtual pueda existir
en un ambiente e incluso interactuar con este ambiente.
Para poder realizar esta poblacio´n de un ambiente virtual se utilizo´ Unity
3D [77] que es un motor gra´fico y tiene beneficios como ser multiplataforma,
este motor gra´fico permite crear un ambiente virtual (para nuestro caso de
estudio se usa el ambiente por default de Unity).
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Figura 4.6: Avatar creado en MakeHuman.
As´ı que se hizo la migracio´n de Blender a Unity con el avatar mencionado
en la seccio´n 4.3, el cual se muestra en la Figura 4.7, como se puede observar,
se logro´ la migracio´n de Unity respetando aspectos de intere´s de este trabajo
de investigacio´n, las AU’s, sin embargo en Blender la formacio´n de las AU’s
se conoc´ıan como Shape Keys, ahora en Unity se conocen como Blend Shapes.
Es importante mencionar que a pesar de que el avatar cuenta con un
cuerpo, este no tiene movimiento alguno, ya que este trabajo solo se enfoca
a la expresio´n facial y no corporal.
4.4.1. Prefabs Unity
Otro tema de intere´s es el que se abordo´ en la seccio´n 4.3.1, donde se realizo´ el
esta´ndar para la creacio´n de ma´s a´vatares que puedan utilizar las AU’s, Unity
lo complementa, ya que al hacer la migracio´n de Blender a Unity, es posible
crear lo que en Unity se conoce como prefab, es decir un “prefabricado”, en
Unity un tipo de activo que puede ser insertado en varias escenas, y todas
las instancias prefab esta´n vinculadas al original, es por ello, que al crear este
prefab se le pueden embeber las AU’s a todos los a´vatares que este´n en el
ambiente virtual para que cada uno pueda generar expresiones faciales.
Es posible considerar un aporte este logro´, ya que hasta donde se tiene
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Figura 4.7: Migracio´n de Blender a Unity 3D con las Action Units.
conocimiento, al momento no se ha realizado este tipo de prefab o no se
hab´ıa logrado que pudiera ser compatible con diversos a´vatares, por lo que
se considera como un resultado preliminar y un beneficio colateral al objetivo
propuesto. En la Figura 4.8 se puede ver un ejemplo de un prefab en Unity.
Figura 4.8: Ejemplo de prefab en Unity 3D.
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4.5. Modificacio´n del ambiente virtual utili-
zando la teor´ıa psico-evolucionista de las
emociones
En esta seccio´n a manera de introduccio´n es importante abordar un tema
que servira´ como caso de estudio para la investigacio´n en la cap´ıtulo ??, esto
es, teor´ıa psico-evolucionista de las emociones [78].
4.5.1. Teor´ıa psico-evolucionista de las emociones
Robert Plutchik menciona en su trabajo denominado “Teor´ıa de colores” [78]
como las emociones se asocian a un color y que no hay emociones buenas o
malas, puesto que todas tienen un propo´sito, como proteccio´n y a f´ın de
cuentas, el explica que las emociones tienen una funcio´n adaptativa.
Plutchik describe cinco emociones ba´sicas, que para esta investigacio´n
so´lo tomaremos en cuenta los colores con los que los asocia, lo que se puede







Tabla 4.1: Relacio´n de las emociones y los colores segu´n Plutchik
Por supuesto, este trabajo se limita a lo que son las emociones ba´sicas,
pero al igual que Plutchik, creemos que la combinacio´n de las emociones ba´si-
cas generara´n emociones ma´s complejas y existen teor´ıas que lo comparten,
como la de Von y la Teor´ıa de Colores [79].
En el cap´ıtulo 5 se presenta la propuesta para este trabajo de investigacio´n
utilizando como basa principal la teor´ıa de Robert Plutchik utilizada en un




La propuesta presentada en este cap´ıtulo para la presente investigacio´n es
dotar a nuestra criatura virtual de capacitades auto´nomas para mostrar emo-
ciones ba´sicas exhibidas mediante las expresiones faciales correspondientes a
una respuesta emocional tomando como referencia de comparacio´n los estu-
dios de Paul Ekman [31] y en el modelo de regulacio´n emocional propuesto
por Rosales [4], esto debido a que existen diversas situaciones en las que
nuestras emociones pueden ser controlables, reprimidas o incluso ignoradas.
5.1. Teor´ıa de agentes y base de conocmiento
inicial
La criatura virtual hace uso de la teor´ıa de agentes y sistemas multi-
agentes, debido a que e´sta debe ser capaz de tomar decisiones de acuerdo a
su medio ambiente. En el ambiente como sabemos existen diversos objetos,
para nuestro caso de estudio los objetos sera´n los mı´nimos en una primera
instancia ya que nuestro intere´s de estudio se basa en obtener una expresio´n
facial con mı´nimas caracter´ısticas del ambiente. Entonces nuestro ambiente
so´lo contendra´ los objetos que produzcan los est´ımulos necesarios para que
la criatura virtual pueda utilizar una regulacio´n emocional y en consecuen-
cia el movimiento de los mu´sculos faciales para obtener una expresio´n t´ıpica
conocida.
La originalidad de la presente investigacio´n se basa en la construccio´n de
la base de conocimiento inicial de nuestra criatura virtual mediante compor-
tamientos proporcionados por la diadema neuronal Emotiv EPOC [80], los
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cuales son la gu´ıa de los comportamientos que tiene un individuo y que la
criatura virtual debera´ reproducir mediante los est´ımulos del medio ambiente
y adecuarlos a una situacio´n dada. Debemos decir que por el momento so´lo
estamos recolectando informacio´n de un so´lo individuo, sin embargo estamos
dejando una puerta abierta para poder generar una librer´ıa de comportamien-
tos de diferentes personas pudiendo as´ı tener comportamientos heteroge´neos.
5.2. Construccio´n de un est´ımulo
Con base en la teor´ıa neurocient´ıfica la regulacio´n emocional es conse-
cuencia de los est´ımulos provenientes del entorno tanto interno como externo
del individuo, esto es, que uno de los problemas que debemos resolver es la
generacio´n de e´stos y el filtrado de so´lo aquellos est´ımulos que son utilizados
para la generacio´n de expresiones faciales. Estos tienen distintos atributos
como son: la relacio´n del peso visual con los atributos de un est´ımulo, los
cuales son: posicio´n, taman˜o, forma, color, distribucio´n, textura, contraste,
movimiento [81]. Para nuestro caso de estudio so´lo sera´n tomados en cuen-
ta con cuatro atributos, esto porque, los experimentos que se realizaro´n, no
se contemplaron atributos como: forma, textura, contraste y movimiento,
debido a que por el momento nuestro escenario es de tipo esta´tico.
Los atributos de los est´ımulos, hasta donde se tiene conocimiento no esta´n
catalogados jera´rquicamente de una manera formal, es decir, no se tiene cer-
teza de cual de estos atributos tiene mayor peso visual, que como menciona
Arnheim [82] un concepto de peso visual puede ser considerado como “la
fuerza con la que un elemento atrae la vista del espectador, a ma´s peso vi-
sual, ma´s capacidad tiene de atraer la atencio´n”, por lo tanto este trabajo
propone una forma en que los est´ımulos puedan competir entre s´ı para saber
cua´l de los est´ımulos presentes tiene mayor peso visual.
El proceso de decisio´n del peso visual de un est´ımulo se propone de la
siguiente manera:
1. El ambiente virtual en el que habita la criatura virtual, aparecera´n de
manera aleatoria distintos est´ımulos, tomando en cuenta los atributos
que los componen.
2. Se obtendra´n caracter´ısticas relativas de acuerdo a los est´ımulos gene-
rados en el ambiente, por ejemplo, el taman˜o del est´ımulo ma´s grande
sera´ la referencia para los otros est´ımulos y tomara´n el valor de su
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taman˜o respectivamente. Algunos atributos, como el color, tienen ya
cierto peso visual de acuerdo a, si son colores ca´lidos o fr´ıos [83].
3. Comparar los atributos de cada est´ımulo, esto es, hacer la suma del
valor de cada est´ımulo y despue´s obtener el promedio de cada uno,
el promedio ma´s grande es el est´ımulo que ganara´ la atencio´n de la
criatura virtual.
Descrito lo anterior, podemos decir que un est´ımulo esta´ formado de la
siguiente manera:
est´ımulo = {color, posicio´n, taman˜o, distribucio´n}
En la Tabla 5.1 podemos ver el orden de los colores de acuerdo a su peso
visual de mayor a menor por composicio´n y oscuridad. Esta clasificacio´n se
basa en la teor´ıa del color [82].






Tabla 5.1: Clasificacio´n de los colores por su peso visual, de acuerdo a su
saturacio´n y oscuridad.
Siendo as´ı que los atributos que componen un est´ımulo se clasifican de
mayor a menor conforme al peso visual.
Por ejemplo, si en el ambiente se cuenta con un est´ımulo rojo y otro
amarillo, de acuerdo a la teor´ıa del color el que gana es el color rojo. De
ah´ı se define la competencia de colores de la siguiente forma:
Color: Rojo > Amarillo > Azul > Verde > Morado
Por otro lado se debe tratar los diferentes atributos como: la posicio´n, el
taman˜o y la distribucio´n
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Posicio´n: Centro > Izquierda > Derecha [84]
Taman˜o: Grande > Mediano > Pequen˜o
Distribucio´n: Juntos > Separados
Un est´ımulo esta´ conformado por un conjunto de atributos, mismos que
compiten de acuerdo al peso visual dentro de nuestro entorno o ambiente
virtual. Entonces se define un est´ımulo S un conjunto de atributos a re-
presentando color, posicio´n, taman˜o, y distribucio´n que conforman un peso
visual.
Por lo tanto, se propone un est´ımulo de manera formal de la siguiente
manera:
1. Sea S un est´ımulo ∈ R
2. Si = {c, p, t, d} donde c es el color, p la posicio´n, t el taman˜o, d la
distribucio´n y {c, p, t, d} ∈ [0.0, 0.1, 0.2, ..., 1.0]
3. Siendo la cuarteta de Si un orden parcial, ∴ es reflexiva, transitiva y
antisime´trica
4. Tal que Si ≤ Sj
5. Si ci > cj → Si > Sj
6. Si ci = cj ∧ ti > tj → Si > Sj
7. Si ci = cj ∧ ti = tj ∧ pi > pj → Si > Sj
8. Si ci = cj ∧ ti = tj ∧ pi = pj ∧ di > dj → Si > Sj
9. Otro caso Si = Sj ∴ es el mismo est´ımulo
De la competencia de los est´ımulos, el est´ımulo con mayor peso visual es
que el influira en la criatura virtual, la criatura reaccionara´ ante ese est´ımulo,
asociandolo a a una emocio´n, la cual se vera´ reflejada en una expresio´n facial.
Existe una probabilidad en que el promedio de dos est´ımulos sea el mismo,
esto es, que por lo menos uno de sus atributos es diferente, en cuyo caso se
tendria que hacer un desempate por jerarqu´ıa de atributos. En [85] se explica
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los diferentes tipos de jerarqu´ıas que se utilizan para los est´ımulos, estas son:
por color, taman˜o, posicio´n, dispocio´n de elementos, entre otras. Por lo tanto
en este trabajo se utiliza el atributo de color como desempate en caso de
ser necesario, despue´s taman˜o, posicio´n y finalmente distrinucio´n, como se
observa en la formalizacio´n anterior.
Para el caso de estudio de esta´ investigacio´n, se propone un modelo para
representar un est´ımulo de manera nu´merica para lograr la competenia entre
ellos, como se muestra en la Figura 5.1:
Figura 5.1: Est´ımulo representado con valores nu´mericos propuestos
Los valores nu´mericos que se muestran en la Figura 5.1 son propuestos ya
que hasta donde se sabe, no hay valores nu´mericos asignados a cada atributo,
pero como ya se menciono, si hay una relacio´n jerarquica de los atributos,
por lo que la propuesta nu´merica puede considerarse va´lida.






En este´ cap´ıtulo se muestran los resultados obtenidos de la experimentacio´n,
utilizando la Teor´ıa de Colores de Robert Plutchik como caso de estudio,
adema´s de las lecturas que se obtuvieron utilizando la diadema neuronal
Emotiv EPOC introduciendo algunos est´ımulos y posteriormente, llevado a
un ambiente virtual con un avatar que habita este, como se muestra en la
Figura 6.1.
Figura 6.1: Est´ımulo colocado en el ambiente virtual.
En las experimentaciones realizadas, lo primero que se realizo´ es construir
una base de conocimiento inicial embebida en el avatar con base a las seales
adquiridas de la diadema neuronal Emotiv EPOC, lo cual se explica en la
seccio´n 6.1
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6.1. Ana´lisis de sen˜ales EGG
Se utilizo´ la diadema neuronal Emotiv EPOC, la cual se tiene en el labora-
torio, gracias a e´sta, se obtuvieron las sen˜ales cerebrales: Alfa, Beta, Theta
y Delta lo que permitio´ tener una referencia acerca de co´mo se comporta un
individuo a la exposicio´n de diversos est´ımulos, en este caso colores para pode
rembeberlos en una criatura virtual, generando as´ı una base de conocmiento
inicial para que pueda adquirir una autonomı´a en un ambiente virtual.
Para el caso de estudio se hace uso de histogramas que permiten obtener
las sen˜ales Alfa, Beta, Theta y Delta. Estas sen˜ales son fundamentales dentro
de los procesos emocionales y de atencio´n. La Figura 6.2, muestra el barrido
de las sen˜ales de intere´s lo que dara´ un indicio acerca de co´mo esta´n afectando
los colores y la aproximacio´n de los rangos en los que se tienen estas sen˜ales.
Figura 6.2: Actividad ele´ctrica durante los estados de ondas cerebrales (cps:
ciclos por segundo). Beta: actividad alta, Alfa: alerta relajada, Theta: sus-
ceptibilidad profunda, Delta: no consciente. Obtenida de [14].
Es importante considerar la calidad del contacto de los sensores con el
cuero cabelludo. Esta debe ser calibrada, es decir, los conductores entre la
diadema y el cuero cabelludo deben estar bien humectados como se muestra
en la Figura 6.3, hay que tomar en cuenta la calidad del contacto por el
movimiento natural que tiene la cabeza, como por ejemplo cuando se habla,
o se hace alguna gesticulacio´n, esto puede hacer que la calidad del contacto
no sea la adecuada.
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Figura 6.3: Calidad de contacto entre los sensores y el cuero cabelludo de la
diadema Emotiv EPOC.
Las lecturas de la diadema se realizaron tomando periodos de un minuto
para cada prueba, la relacio´n de los colores con su respectiva emocio´n asocia-
da se muestran en la Tabla 4.1. La Figuras 6.4 y 6.5. muestra los histogramas
obtenidos y la relacio´n del color, la emocio´n y el proceso de atencio´n.
Como se puede observar en las Figuras 6.4 y 6.5, las sen˜ales Alfa, Beta,
Theta y Delta, var´ıan de acuerdo al color usado en la prueba, con lo cual
podemos validar la teor´ıa de los colores ca´lidos y fr´ıos [83], adema´s el estudio
de Jensen [14] acerca de la interpretacio´n de las sen˜ales como se muestra en
la Figura 6.2.
Por u´ltimo la relacio´n entre los colores y las emociones de Plutchik (ver
Tabla 4.1), se puede concluir de manera distinta, esto es, por ejemplo las
pruebas realizadas con el color rojo, la teor´ıa sustenta que es un color ma´s
llamativo y como lo vemos en la prueba (Figura 6.4) la sen˜al Beta tiene una
intensidad mucho mayor en relacio´n a las dema´s, y la correlacio´n que existe
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Figura 6.4: Pruebas realizadas en TestBench con duracio´n de 1 minuto cada
prueba con un color.
entre el color rojo y la emocio´n de enojo, la teor´ıa acerca de los colores [83]
dice que los colores ca´lidos como el rojo afecta a las personas en factores como
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Figura 6.5: Pruebas realizadas en TestBench con duracio´n de 1 minuto cada
prueba con un color.
el aumento de la presio´n sangu´ınea y la estimulacio´n del sistema nervioso,
entonces se puede concluir que la relacio´n que existe entre los est´ımulos de
colores y los procesos de atencio´n con las emociones que generan diferentes
expresiones faciales.
Descrito lo anterior, se toman los resultados obtenidos para la generacio´n
de la base de conocimiento inicial que posee el avatar para poder generar
comportamientos de acuerdo a los est´ımulos de colores presentados en el
ambiente. En las siguiente secciones (6.2 y 6.3), se muestran las pruebas que
se realizaron con uno y ma´s est´ımulos respectivamente.
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6.2. Pruebas con un est´ımulo
Las primeras pruebas se hicieron, fueron con un so´lo est´ımulo de color, to-
mando en cuenta la base de conocimiento inicial que se genero´ en la seccio´n
6.1, de tal manera que una vez colocado el est´ımulo, el avatar entra en un
proceso de atencio´n [72], esto sustentado en que el est´ımulo se convierte en
un objeto aberrante [86], el cual es considerado como un objeto fuera del
contexto, en este caso al ser el ambiente un lugar sin nada que lo poble,
excepto por el avatar y al cabo de un tiempo aparece un objeto, en este caso
la esfera, el avatar sera´ influenciado por ella.
La dina´mica que se siguio´ en este caso de estudio fue el de hacer que la
esfera cambie de color y as´ı en conjunto con la teor´ıa de Plutchik, el avatar
puede asociar el color que se presente en el est´ımulo con una emocio´n, lo cual
modificara´ las AU’s, correspondientes a esa emocio´n (ver Figura 6.6). Sin
embargo, los est´ımulos no llegan de inmediato al cerebro, para obtener una
reaccio´n de la corteza motora y generar los movimientos correspondientes, de
acuerdo con Picard [87], la corteza motora tarda en reaccionar a los est´ımulos
de 5 a 100 milisegundos. El tiempo de reaccio´n de la corteza motora no fue
el u´nico para´metro a tomar en cuenta en las pruebas, tambe´n se considero´ el
peso visual de los est´ımulos, ya que como se menciono´ en el Cap´ıtulo 5,
la competencia entre los est´ımulos es importante para el caso de estudio y
saber el que tiene el peso visual mayor, esto se hace, obteniendo el promedio
de los atributos que estructuran el est´ımulo.
El peso visual determina la atraccio´n que tendra´ el est´ımulo sobre la
criatura virtual o avatar, en el caso neutro (usencia de color, negro), se obtiene
un peso visual de 0.75, como se muestra en la Figura 6.7, la estructura del
est´ımulo como se propuso´ en la seccio´n 5.2, el primer para´metro es el peso
visual del color, el segundo es peso visual del taman˜o, el tercero representa
la posicio´n, y por u´ltimo la distribucio´n.
De la Figura 6.7 podemos observar que el primer para´metro tiene un valor
de cero, esto es porque la color negro es el color con menos peso visual de
todos los dema´s colores, el resto de los para´metros tienen un valor de 1 ya
que como es el u´nico est´ımulo que se encuentra en el ambiente virtual, los
valores que tomen no tienen relevancia, en este momento.
Las pruebas se hicieron con cada uno de los colores que se asocian a las
emociones, como se pudo´ observar en la Tabla 4.1 y considerando el peso
visual que tuvo cada est´ımulo de cada color, como se observa en la Figura
6.8, donde podemos notar que el u´nico para´metro que cambia es el primero,
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Figura 6.6: Est´ımulo colocado en el ambiente virtual y la generacio´n de ex-
presiones faciales del avatar ante ese est´ımulo.
Figura 6.7: Peso visual del color negro
que representa el color, los dema´s no se alteran por la misma razo´n que se
explico en el parra´fo anterior.
Por consecuencia, en el resto de las pruebas con los est´ımulos de diferentes
colores se obtuvieron los siguientes resultados (ver Figuras 6.9, 6.10, 6.11 y
6.12):
Adema´s, en las Figuras 6.9, 6.10, 6.11 y 6.12 es posible observar la va-
riacio´n en el primer para´metro, siendo que el color rojo que representa el
enojo tiene el mayor peso visual, lo que se interpreta como el est´ımulo que
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Figura 6.8: Peso visual del color amarillo que representa la emocio´n de la
alegr´ıa
Figura 6.9: Peso visual del color rojo que representa la emocio´n de enojo
tiene tendencia a llamar ma´s la atencio´n que cualquiera de los otros est´ımulos
presentados, lo cual es coherente tanto en la vida real, como en este caso de
estudio.
Sin embargo, tambie´n es cierto que la variacio´n de un so´lo para´metro hace
que los dema´s para´metros no tengan razo´n de ser, estos toman mayor rele-
vancia en los casos que se presentan en la seccio´n 6.3. Estas primeras pruebas
con un so´lo est´ımulo, forman bases sustentadas en la teor´ıa de Plutchik pa-
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Figura 6.10: Peso visual del color azul que representa la emocio´n de tristeza
Figura 6.11: Peso visual del color verde que representa la emocio´n de miedo
ra poder aplicarlas con un enfoque neurocient´ıfico y son el principio para
lograr introducir ma´s est´ımulos en el ambiente virtual los cuales compitan
entre s´ı y por consecuencia afecten al avatar que se encuentra en el mismo
entorno virtual para lograr comportamientos que se asemejen un poco ma´s
a los observados en los seres humanos.
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Figura 6.12: Peso visual del color morado que representa la emocio´n de des-
agrado
6.3. Pruebas con ma´s de un est´ımulo
Los resultados mostrados en la seccio´n 6.2, so´lo toman en cuenta un est´ımulo,
por lo que aunque son importantes los resultados obtenidos, es necesario
modificar la cantidad de est´ımulos, adema´s de los atributos que contengan.
Por lo tanto, en esta seccio´n se integraro´n dos est´ımulos ma´s a la simulacio´n,
de acuerdo con el modelo mencionado en la seccio´n 5.
Por lo tanto, en este´ caso se realizaron diversos experimentos haciendo
una variacio´n entre los est´ımulos que se presentan en el ambiente, realizando
el siguiente proceso:
1. Se trabajo´ mediante la premisa de la Teor´ıa de Colores de Plutchik [78]
y las dema´s caracter´ısticas que conforman un est´ımulo (color, taman˜o,
posicio´n y distribucio´n).
2. Se incluyeron dos est´ımulos ma´s al de pruebas anteriores (seccio´n 6.2)
con diferencias en sus atributos para lograr los objetivo deseado, que es
saber cua´l es el est´ımulo que tiene el mayor peso visual para el avatar.
3. El avatar estuvo expuesto a los tres est´ımulos con la variacio´n de tres
para´metros, en este caso el color y su intensidad que tambie´n influye,
por otro lado la posicio´n de cada est´ımulo, de tal manera que el est´ımulo
afecto´ al avatar en base al modelo propuesto (cap´ıtulo 5).
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4. Los est´ımulos en lapsos de tiempo aleatorios, obtuvieron diferentes va-
lores en sus atributos lo cual influye en su peso visual, es decir, varicio´n
en su taman˜o, color, posicio´n y distribucio´n.
5. El avatar teniendo como base de conocimiento inicial el peso visual y la
asociacio´n de los colores con cada emocio´n, fue influenciado por cada
est´ımulo de acuerdo a los atributos antes mencionados, por lo tanto la
competencia a la que son sometidos los est´ımulos determina la emocio´n
que relaciona el avatar y as´ı genera la expresio´n facial correspondiente,
como se muestra en la Figura 6.13.
Figura 6.13: Competencia entre tres est´ımulos de acuerdo a su peso visual
En la Figura 6.13 se observa la competencia generada entre los tres
est´ımulos a los que es expuesto el avatar, de lo cual se concluye que a pesar
de que el color rojo es el tiene un mayor peso visual que el resto de los colores
[78], en estos experimentos es claro observar como no es el est´ımulo ganador
de la competencia, debido a que la posicio´n del est´ımulo de color verde le
hace promediar un mayor peso visual que sus competidores azul y rojo, por lo
tanto el color verde se asocia con la emocio´n del miedo, y esta es la expresio´n
generada como resultado de esta competencia.
En otros experimentos realizados se obtienen resultados variables de acuer-
do a las caracter´ısticas de los est´ımulos que se encuentran en el ambiente
virtual, como por ejemplo la prueba realizada que se muestra en la Figura
6.14, donde el atributo notable es el del taman˜o observado en el est´ımulo de
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Figura 6.14: Prueba con tres est´ımulos, con variacio´n de taman˜o, posicio´n y
color
color morado, sin embargo, a pesar de ello, no es el est´ımulo que gana, y se
demuestra con la expresio´n facial del enojo.
Por u´ltimo, en la Figura 6.15, se presenta un caso ma´s en los atributos, en
el que se tiene una distribucio´n, esto es, se encuentran dos est´ımulos juntos
(amarillo y morado), lo que produce que ellos en el atributo de distribuio´n
del est´ımulo tengan un valor de 1, mientras que el rojo tiene un valor de 0.5
y esto al final hace que la esfera de color amarillo sea la que ma´s influya
en el avatar con un peso visual mayor, lo que produce la expresio´n facial
correspondiente a la alegr´ıa.
Las pruebas realizadas y los resultados derivados de estas pruebas, dan
indicios para poder generar diversas criaturas virtuales humanoides, pese a
que en este momento tendr´ıan la misma base de conocimiento inicial, se
puede ir modificando esta base de conocimiento de acuerdo a las experien-
cias que afecten a cada criatura virtual, haciendo que se generen diferentes
personalidades, lo que tendra´ como consecuencia que presentandose a dife-
rentes avatares el mismo est´ımulo, la reaccio´n pueda ser diferente, es decir,
la emocio´n que genere ese est´ımulo sea distinta, lo que finalmente se vera
reflejado en diversas expresiones faciales, lo cual logra acercar un paso ma´s el
comportamiento exhibido por una criatura virtual a lo que es un ser humano.
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Figura 6.15: El para´rametro de la distrinuco´n interviene de manera ma´s no-
table en esta prueba, adema´s de los otros tres para´metros
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Cap´ıtulo 7
Conclusiones y trabajo futuro
En este cap´ıtulo se presentan las conclusiones a las que se llegaron, as´ı mismo
se proponen un par de puntos como trabajo futuro utilizando como base este
trabajo.
7.1. Conclusiones
Este trabajo de investigacio´n, el objetivo es poder observar comportamientos
humanos en una criatura virtual que se acercquen un poco ma´s a lo que se
muestra en la vida real, enfocandose espec´ıficamente en el rostro y en la
generacio´n de expresiones basadas en cinco emociones ba´sicas.
Por lo tanto al finalizar las pruebas realizadas, podemos concluir los sie-
guientes puntos:
La generacio´n de criaturas virtuales basadas en la teor´ıa de agentes y
sistemas multiagentes que son capaces de tomar decisiones de manera
auto´noma, conforme a una base de conocimiento inicial.
La base de conocmiento inicial es capaz de actuar conforme a los est´ımu-
los que se presentan, los cuales se enceuntran dentro de un rango de
la construccio´n de expresiones faciales, como: alegr´ıa, enojo, tristeza,
miedo o desagrado.
El modelo propuesto permite embeber en una criatura virtual diferen-
tes expresiones ante est´ımulos presentados al azar, lo que permite que
distintas criaturas virtuales tengan diversas reacciones ante un mismo
est´ımulo.
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Es importante tomar en cuenta todos los atributos de los est´ımulos,
as´ı como la cantidad de est´ımulos que existan en el ambiente virtual
para lograr una interaccio´n e influencia sobre la criatura virtual, lo que
provocara´ que asocie la emocio´n que represente el est´ımulo que tiene un
mayor peso visual y que la expresio´n generada por la criatura virtual
sea la asociada a la emocio´n.
Adema´s de los est´ımulos en el ambiente virtual, es necasario tomar
otras caracter´ısticas del ambiente virtual para acercarse ma´s a un com-
portamiento similar al de un humano, y una de las caracter´ısticas ma´s
importantes es el contexto en el que se encuentre la criatura virtual, lo
que provocar´ıa que los est´ımulos tomen diferentes significados.
7.2. Trabajo futuro
Tal como se menciono´ al final de a seccio´n 6.3 del cap´ıtulo 6, un trabajo
futuro interesante es el proceso de interaccio´n y aprendizaje de los avatares
con el ambiente virtual en el que se encuentren, aprendiendo de e´l y modifi-
cando su base de conocimiento inicial, ya sea adquiriendo nuevo conocimiento
o´ modificando lo que ya se tiene.
Hacer pruebas ampliando las caracter´ısticas del ambiente, as´ı como
utilizar todas las caracter´ısticas que conforman un est´ımulos.
Permitir la interaccio´n entre criaturas virtuales, con base en la influen-
cia de los est´ımulos.
Poder incluir experiencias previas o recuerdos, de tal manera que la base
de conocmiento se modifique, provocando que cada criatura virtual vaya





Los resultados hasta el momento obtenidos en esta´ investigacio´n se ha ma-
terializado en un art´ıculo, el cua´l se muestra a continuacin:
8.1. A Neuroscientific-based Mechanism to Re-
present Emotions through Facial Expres-
sions in Virtual Creatures
Enviado “A Neuroscientific-based Mechanism to Represent Emotions
through Facial Expressions in Virtual Creatures” Computational Inte-
lligence and Neuroscience, Hindawi Corporation
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1A Neuroscientific-based Mechanism to Represent
Emotions through Facial Expressions in Virtual
Creatures
Rodrigo Vidal-Lo´pez∗, Marco A. Ramos∗, Erick Castellanos†, Fe´lix F. Ramos†, Vianney Mun˜oz Jime´nez∗,
Jonathan-Hernando Rosales†
Abstract—A major challenge in artificial intelligence has been
the development of autonomous agents capable of displaying be-
lievable behaviors. The need for virtual creatures with behaviors
similar to the human beings has been increasing in recent years.
This need was born thanks to the increasing interaction between
humans and virtual environments. These virtual environments
are more complex and closer to reality regarding nature and
architecture. However, users require an accompaniment within
these environments. In particular, emotional behaviors in virtual
creatures represent a significant challenge. In this work, a mech-
anism is proposed to respond to stimuli, associate an emotional
state, and represent it through facial expressions in virtual
creatures. The presented mechanism is based on neuroscientific
evidence, and it’s validated with a neuroheadset. Moreover, a
simulation was done using Plutchik’s color theory to generate
emotions in an avatar.
Index Terms—Artificial Intelligence, Computational Modeling,
Facial Expressions, Autonomous Agents.
I. INTRODUCTION
The underlying mechanisms of human behaviors have been
widely investigated in multiple disciplines [1], [2]. Evidence
shows that the attention process allows humans to focus on the
most relevant elements in the environment and disregard those
irrelevant. On the one hand, attention provides humans with
a control mechanism for the allocation of limited processing
resources in charge of interpreting incoming stimuli. On
the other hand, emotion processes allow humans to evaluate
their environment from an emotional perspective and prepare
appropriate responses to deal with emotional stimuli. Particu-
larly, emotions endow humans and other animals with proper
mechanisms for their adaptation to dynamic environments. The
importance of these two brain processes to the development of
rational behavior in humans and their interrelationships have
been discussed elsewhere [1], [3], [4].
In the fields of artificial intelligence (AI), virtual reality
(VR), and human computer interaction (HCI), a primary
goal has been the development of autonomous agents (AAs)
capable of displaying believable behaviors. The architectures
of these intelligent systems usually incorporate components
that implement models of cognitive and affective functions
∗Universidad Auto´noma del Estado de Me´xico. Cerro de Coatepec, s/n
Ciudad Universitaria. Toluca, Me´xico, Me´xico, 50130.†Cinvestav - IPN, Unidad Guadalajara Av. del Bosque 1145, Colonia el
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underlying human behavior such as perception, decision mak-
ing, planning, attention, and emotions. The main purpose of
this methodology has been to imitate some aspects of human
behavior in AAs, by this making them more believable, and
allow them to implement intelligent, social, and emotional
responses. In this sense, computational models of emotions
and attention have been proposed to be included in, or as part
of, cognitive agent architectures. Although considerable efforts
have been made to incorporate attentional and emotional
mechanisms in AAs, these have been mostly incorporated
as two separate processes, disregarding multidisciplinary ev-
idence that suggests that the mechanisms underlying human
emotions and attention interact extensively [5]. In this context,
despite numerous developments of AAs whose architectures
include emotion and attention mechanisms, there is still a need
for models that take into account essential interactions between
these two processes.
In this work, it is proposed a biologically inspired compu-
tational model of emotional attention for generation of facial
expression in AAs. This model is designed to synthesize
some essential aspects of the interrelationship between human
attention and emotions. In particular, the proposed model
is designed to provide autonomous agents with adequate
mechanisms to attend and react to emotionally salient visual
elements in the environment. This fundamental characteristic
of human behavior is essential for the development of AAs
for several reasons. As an illustration, in situations in which
an agent is exposed to environments that contain threatening
objects, it is necessary for the agent to embody mechanisms
that allow it to properly attend and react to these types of
objects (independently of the relevance of its current task),
which may even appear spontaneously or be placed outside the
agen’s focus of attention. In addition, given the evidence that
human behavior is highly influenced by emotionally salient
elements in the environment, specially fear relevant stimuli,
virtual entities in HCI and VR applications must correspond to
such behavior by being capable of also attending and reacting
to such emotionally salient elements, thus establishing more
natural interactions.
This paper is structured as follows. In section II, a review is
done of computational models developed to include synthetic
emotions and attention mechanisms in AAs. After that, in
section III, it’s explored the theoretical and empirical evidence
from psychology and neuroscience about the interactions
between these two processes (which inspired the design of
2the proposed model). In section IV, it’s presented the high-
level design of the proposed model with some implementation
details. In section V, a description is given of the study case
used to evaluate the proposed model, providing details of the
simulations performed, and present some results. Finally, a
discussion is provided in section VI and concluding remarks
in section VII.
II. RELATED WORK
There are several papers that propose emotional models
to create facial expressions [6], [7], [8], [9] among other
cognitive processes that are inspired by biological evidence.
The most notable works are cognitive architectures that include
multiple cognitive processes that work together to accomplish
human-like behaviors but exhibited by virtual creatures. These
cognitive architectures are inspired by psychological theories
or in neuroscientific evidence for the development of their cog-
nitive processes. For the development of emotions, there are
emotional theories that provide us a framework to understand
human emotional assessment and the generation of emotions
from a stimulus or a set of stimuli within a situation.
In particular, the appraisal theory [10] is the most cited
and used within the state of the art. The appraisal theory is a
psychological theory that considers the emotion as an appraisal
of the environment. This theory mentions three stages of
appraisal emotion:
• Appraisals that help the agent to respond to a stimulus
(relevance, chattering);
• Appraisals that help the agent to understand its in-
volvement in the situation (the causal agent, motivation,
expectations, conductivity);
• Appraisals that help the agent to choose what to do in
response to the stimulus addressed (control, power).
Listed below are some of the existing cognitive architectures
and a brief analysis of the management and regulation of
emotional processes. These architectures were chosen since
they are frequently cited and because they are based on the
theory of assessment and emotional regulation.
A. SOAR
State Operator and Result [11], SOAR, is a cognitive
architecture for AI, and it is used for the development of
agents that solve either ordinary problems or complex ones.
The design of SOAR is based on the assumption that all
deliberative behavior-oriented goals can be formulated as the
selection and application of operators to a state. In other words,
if an agent has a particular goal, in any situation this goal can
be achieved by multiple forms or actions. The possible actions
in such a situation will be the operations for a state, and the
state is a representation of the current situation. Moreover, a
state is the coding of the situation, a goal is the objective, and
a coded operation is a possible action on the behavior of the
agent to achieve their goals.
SOAR has not fully implemented the emotional process.
However, it proposes a way to implement behaviors based on
the theory of emotional evaluation. This architecture modeled
the three steps in the theory of assessment, nonetheless it does
not implement these steps and reduces deployment to a simple
tool for improvement of the learning of the virtual creature
through a greater reward when agents make a good action in
some sense.
Given the absence of a full emotional evaluation process,
this architecture is neither able to consider multiple cognitive
meanings of the same stimulus within the environment, nor to
assess emotional states of virtual creatures inside their study
cases.
B. ICUB
Integrated Cognitive Universal Body[7], ICUB, is a cog-
nitive architecture designed for humanoid robots. This archi-
tecture searches to copy the cognitive processes in humans
and incorporate them into humanoid robots, all this from a
psychological and neuroscientific perspective. The architecture
has been implemented in ICUB Humanoid robot which has
the appearance of a child 2.5 years old, and it has the basic
skills that a child of that age possesses. The architecture is not
completed, it is only a preliminary architecture.
Through three components, ICUB generates an affective
state. These components are: curiosity, dominated by external
stimuli; experimentation, dominated by external stimuli; and
social commitment, giving a good balance between external
and internal stimuli. The affective state, in conjunction with a
process of selection of actions in the environment, generates
a small homeostatic process that regulates the behavior of the
ICUB robot.
ICUB actions are triggered by the change of stimuli in the
scene, so it does not require an appropriate behavior because
it does not have a process of cognitive emotion regulation.
C. Kismet
Kismet[12], [13], [6] is developed by the Massachusetts In-
stitute of Technology, and it is capable of expressing emotions.
It was started around the 90’s, and the architecture developed
for this robot began as a working framework which took
account of four sub systems:
• Motivation System: consists of handlers and emotions.
• Behavior System: consists of several types of behavior.
• System of Perception and Attention: extracts the charac-
teristics of the atmosphere.
• Motor System: running facial expressions.
The emotions expressed in Kismet are seven based on the
theory of basic emotions [14]. Emotions can be used for
three purposes: to influence the behavior of the robot giving
preference to some behavior more than other; to have an
impact on the emotional state of the robot that, in turn, will
be shown through the motor system; and finally, to learn after
the completion of goals that were predetermined to the robot.
Facial expressions are predefined through handles to see a
measured motor response of emotions.
As ICUB, Kismet regulates the emotions from changes in
the environment, but it does not have a cognitive emotion
regulation. That is the reason it does not require a predefined
behavior for given situations.
3Fig. 1. Emotion Regulation Architecture shows a proposed architecture
based on Neural evidence and Psychological theories.
III. THEORETICAL EVIDENCE
Within Section II some cognitive architectures were de-
scribed. It can be appreciated the lack of an appropriate
emotional module to enable natural behavior in agents. In par-
ticular, emotional regulation is not addressed as an important
part for achieving objectives within the environment.
There is biological evidence, as it is explained below, that
shows how human beings seek an appropriate behavior when
faced with common situations. Either from prior knowledge
associated with known situations, or unknown situations but
with constants and known factors in these situations, internal
processes are triggered to find a behavior suited for a situation.
A typical example is the first day of class in a new school
and an unknown teacher: a student’s behavior automatically
changes, and tries to behave accordingly to what is expected.
While emotions anticipate behavior, it is common to try to
repress them in various ways, either trying to ignore stimuli
that cause overflow or suppressing the emotional behavior, i.e.
pretending that the emotion is not felt. These are the principles
of emotional regulation, but how do humans do it? And where
do these processes are carried out? Human beings associate
ancient knowledge with new one, as in the example of the first
day of class, an association is done between the new classroom
with old classroom, between the teacher with old teachers,
and the school with old schools. This is done by identifying
similar characteristics between a known situation and another
unknown situation. This relationship are carried out within the
brain in areas that retrieve information and cognitive processes
of high level.
In neuroscience some of the areas involve in emotional
regulation are the Dorso Medial Pre Frontal Cortex (DMPFC),
the Dorso Lateral Pre Frontal Cortex (DLPFC), the Ventro
Lateral Pre Frontal cortex (VLPFC), the Ventro Medial Pre
Frontal Cortex (VMPFC), the Orbito Frontal Cortex (OFC),
the Thalamus, the Amygdala, the Hippocampus, the rostral
Anterior Cingulate Cortex (rACC), the subgenual Anterior
Cingulate Cortex (sgACC), and the Motor Cortex (MC) [15],
[16], [17], [18], [19], [20]. The inputs and outputs of informa-
tion for each one of these structures are defined within Table
I.
These areas have been taken as a basis for the development
of a model of emotional regulation for virtual creatures [9]. In
this model, a flow of information has been defined. This flow
of information is inspired by neuroscience and, at the same
time, the model of Gross for emotion regulation [30], [31],
[21], [32]. Gross provides us with the entwined processes at a
large scale by which, in conjunction with the neurosciences,
can define processes and functions. This evidence leads us
to the development of a general architecture for emotion
regulation in virtual creatures (see Figure 1). The objective
of this architecture is to express, in a more explicit way, the
flow of information and the sub-processes entwined within the
emotional regulation.
IV. FROM EMOTIONS TO FACIAL EXPRESSIONS
The research presented in this work deals with the problem
of finding an appropriate behavior for situations presented
in virtual environments. The selected approach is to follow,
as close as possible, the biological requirements and neuro-
scientific evidence expressed in the previous section and the
referenced material. The objective is to provide the virtual
creatures of search and decision capabilities in order to choose
an appropriate behavior to carry out the process of emotion
regulation from its internal state.
As a first step to tackle the objective, it’s being proposed to
narrow some of the possible mechanisms related to emotions.
Emotions are manifested in different ways such as facial
expressions, speech, gestures and physiology which can be
used for identifying them. In this research, two basic decisions
are taken: first, emotions are going to be represented by facial
expressions in avatars; and, second, emotion states are going
to be identified and validated automatically in a real person
by using the Emotiv EPOC Neuroheadset.
A. Emotive EPOC
The Emotiv EPOC Neuroheadset is a commercially avail-
able electroencephalogram (EEG) based device to measure a
collection of brainwave signals from 14 sensors touching the
scalp (see Figure 2). It extracts excitement intensities from
brain signals in real time. These intensities are represented
as real values between 0.0 and 1.0. Sensors for respiration,
skin conductance, heart rate, and blood volume flow, were
used together with EEG data collected using the Emotiv
EPOC. When emotion models are used in real-time, the system
performs self-scaling such that it is able to adapt to the base
point and range of emotions of the current user. Table II shows
the specifications of EPOC headset.
B. Psychological Theory
Besides neuroscientific theories, it was found a supporting
theory from the psychological perspective. Robert Plutchik, in
his psycho-evolutionist theory [33], associates colors to emo-
tions according to the functions that they have, e.g. protection,
4Structure Input Output References
THALAMUS Frame with raw information. Pre-process of frame and shipping address. [21]
AMYGDALA Frame with information pre-processed and pro-
cessed.
Frame with emotional information. [18], [22], [21]
HIPPOCCAMPUS Requests. Retrieved information from the emotional memory. [22], [23]
rACC Frame with processed information and emotional
state.
Possible actions. [24]
OFC Possible actions and emotional state. Frame selected action. [25], [25], [18]
DMPFC Frame of action and information from memory. Emotional state and appropriate emotional behavior. [26], [27]
DLPFC Requests. Retrieved information from working memory. [28], [18], [28]




sgACC Emotional behavior and emotional state. General behavior. [29], [24], [9]
MOTOR CORTEX General behavior. Execution frame.
TABLE I
GENERAL ARCHITECTURE STRUCTURES FOR EMOTION REGULATION: INPUTS AND OUTPUTS
Number of channels 14 (plus CMD/DRL references)




Sampling method Sequencial sampling Single ADC
Sampling rate ˜128Hz
Resolution 16 bits 1 LSB = 1.95µV
Bandwidth 0.2 - 45Hz, digital notch filters at
40Hz and 60Hz
Dynamic range (input referred) 256mVpp
Coupling mode AC coupled
Connectivity Propietary wireless, 2.4GHz band
Battery type Li-poly
Battery life 12 hrs




Fig. 2. Sensor locations covered by EPOC.
rejection, destruction. In a similar way, colors are classified in
warm and cold [34] (see table III). These scientific theories
allow us to take them as part of a case study and experiment
with them in a populated virtual environment.
C. Other Supporting Tools
Additionally, using modeling software, such as Blender[35],
and an avatar creator, like MakeHuman[36], a software com-
ponent will be developed such that it contains Action Units








PLUTCHIK’S ASSOCIATION OF EMOTIONS AND COLORS.
environment. The purpose, and expected result, is that avatars
will have facial expressions as a way to represent emotional
states.
V. EXPERIMENTS AND RESULTS
The following experiment was designed using Plutchik’s
theory [33] as a base. First, in a virtual environment, a colored
sphere was placed and used as a stimulus for an avatar as seen
in figure 3.
Fig. 3. Stimulus placed in the virtual environment.
Once the stimulus is placed, the avatar starts an attention
process [38] because the stimulus acts like an aberrant object
[39], that is, an object out of context. In this case, the
environment is a place with nothing in it, except the avatar and
the stimulus (the sphere), so the avatar becomes influenced by
it.
Next, in a dynamic way, the sphere’s color is changed
with the purpose of modifying the avatar’s emotion, according
to Plutchik’s Theory. In this case, the avatars associates
the presented color with an emotion and generates the AUs
corresponding to this emotion (see Figure 4). However, the
stimulus will not arrive immediately to the brain to create a
5reaction of the motor cortex with the correct moves. According
to Picard [40], the motor cortex has a lag of reaction in the
range of 5 to 100 milliseconds.
Moreover, reaction time in the motor cortex was not the
only param to consider as a validation, the visual weight of
colors was considered too. Defined by Xiang [34] like “the
force with the element attracts the vision of a viewer, to more
visual weight, more capability has of attracts the attention”.
In neurosciences, it is known as attention process [41]. It
has been demonstrated that attention can only be sustained
for short periods of time. These periods don’t exceed fifteen
minutes.
In a neuronal level, it takes time to make strong synapses
and, consequently, prevent from giving a response to others
stimuli detected. For this reason, there exists a classification
of colors into warm and cold types. Warm colors are the
ones that attract more attention. For example, the red color is
the most used in signs or markings because the majority of
the human beings recognize them. What’s more, to a reduced
number of people, their emotional regulation association of
this color in specific affects them in a physical way, like the
increase of the blood pressure and the nervous system. The
other type of color, cold colors, like blue, green and purple,
give a sensation of calm.
A. EGG Signal Analysis and Neuroscientific Sustenance
The Emotiv EPOC Neuroheadset allowed us to obtain brain
signals: Alpha, Beta, Theta, and Delta. This fact enabled us
to validate with neuroscientific evidence the attention process
and color’s theory.
Signals are captured and viewed in histograms. The process-
ing and interpretation of these signals are fundamental in the
emotional and attentional process. Figure 5, shows the sweep
of signals of interest. This will give us a clue about how colors
are influencing a person, and the proximity of the ranges in
which these signals are being triggered.
Important: the device must be correctly calibrated, this is,
sensors between the headset and the scalp must have continuos
communication like shown in figure 6.
The readings collected by the headset were taken in periods
of time of a minute for each test. The relationship between
colors and emotions are shown in Table III.
Signals Alpha, Beta, Theta, and Delta, vary according to
the color used for the test like can be observed in Figure 7.
These experiments give some validation of Xiang’s theory [34]
about warm and cold colors. Along with the study done by
Jensen [42] concerning the interpretation of signals like shown
in Figure 5.
When analyzing the experiment realized with the red color
(see Figure7), it’s observed that Beta signal has a greater
intensity compared with the others. This behavior is related
to the emotion of anger, which supports Plutchik’s theory
[33] (see Table III). Furthermore, this result also adheres to
what is described in Xiang’s theory [34], which states that
this color, being warm, has more relevance than other colors
to attract attention. This result, seen from both perspectives,
**validates** the approach taken to create an interrelation
Fig. 4. Stimulus set in the virtual environment and the generation of facial
expressions of avatar influenced by this stimulus.
6Fig. 5. Electrical activity during brain wave states (cps: cycles per second).
Beta: high activity, Alpha: relaxed alert, Theta: deep susceptibility, Delta: not
conscious. Brain waves facilitate synchronization in neuronal and how you
can focus on the mind [42].
Fig. 6. Quality of contact between the sensors and the scalp of the Emotiv
EPOC diadem.
between the two theories, so that the resulting emotional
regulation is more similar to what is observed in a human.
The results can be observed in Figure 4, where they were
taken into account the three params before mentioned:
1) Motor cortex reaction.
2) Visual weight of colors.
3) Attention process.
Fig. 7. Tests performed in TestBench with duration of 1 minute each test
with a color.
VI. DISCUSSION
It is important to mention that the results are based on
an only stimulus, for this reason, is necessary to increase
the number of stimuli for obtaining behaviors a little similar
to observed in human been, in addition, must be taken into
consideration that this paper is only working with the facial
expressions, the complement is still missing for a complete
expression, that is, the body expression
However, the neuroscientific support provided in V-A and
Ekman’s studies on AUs and their relation to the basic
emotions (see Table IV) and what is shown in Figure 4 can be
concluded that if it is possible to embed an emotional module
in a virtual creature and that it is influenced by stimuli that
are present in the virtual environment where he lives.
Until the moment, one has the limitation of observing a
homogeneous behavior in the avatars because its knowledge
base is the same. It has the possibility of generating different
behaviors based on personality that will be working in the near
7Emotion AUs
Happiness 6 + 12
Sadness 1 + 4 + 15
Anger 4 + 5 + 7 + 23
Fear 1 + 2 + 4 + 5+ 7 + 20 +26
Disgust 9 + 15 + 16
TABLE IV
AUS THAT ARE ACTIVATED FOR THE GENERATION OF FACIAL
EXPRESSIONS BASED ON THE BASIC EMOTIONS.
future
According to the work done in this research and the
conclusions reached, it is necessary to include more stimuli
in the virtual environment that affect the avatar or failing to
include at least another avatar with a different personality to
achieve reactions other than the same stimulus.
The experimentation in which be are currently working is
the inclusion of new stimuli, the inclusion of these stimuli
should be considered in an important way because theories that
are working, the stimulus take different meanings, depending:
the form, the size, the color , You context and others.
Thus, for the next experiments:
1) Will be working taking the premise of color theory and
its intensity
2) Two more stimuli will be included, in the form of a
sphere and the same size, so that the three stimuli have
the same characteristics
3) Taking into account that warm colors have more visual
weight than cold colors, saturated colors have greater
visual weight than unsaturated ones and finally, those
dark colors have a greater visual weight than light colors,
a classification of greater than lower visual weight,
which can be seen in the Table V.
4) The avatar will be exposed to the stimuli with the
characteristics mentioned above.
5) The stimuli in random time periods will obtain one of
the colors measured in Table V, randomly, as well as an
intensity that will also be random between 0 and 100
6) The avatar having as initial knowledge base the visual
weight and the association of colors with an emotion,
will be influneciado by each stimulus according to the
color and the intensity that in each stimulus is present,
affecting the avatar in such a way that it will be able
to be observed the facial expression of the stimulus that
has the most impact and the emotion that it represents
(See Figure 8).







CLASSIFICATION OF COLORS ACCORDING TO THEIR VISUAL WEIGHT.
In this way, it will be possible to observe in the case study
different behaviors represented by facial expressions before
more than one stimulus and that the stimuli do not affect in
the same way the avatar, which will allow us to see a behavior
a little more similar to that of a human real.
Fig. 8. Avatar with three stimuli taking colors and random intensities.
The originality of this research lies in the possibility of
integrating a greater number of stimuli based on prior knowl-
edge because a single stimulus represents a simple decision
for a virtual creature. With the integration of a greater number
of stimuli the complexity of the decision increases, which
causes that the virtual creature does not have a reaction in real
time. The number of stimuli in conjunction with the virtual
environment based on context parameters such as previous
experiences, shapes, sizes, generating new bases of knowledge
that allows obtaining behaviors that approach a little more to
those observed in humans.
VII. CONCLUSIONS
In this paper is present the way of generating behaviors in
virtual creatures with evidence neuroscientific.
The attention process y emotional regulation is validated
through EGG diadem, getting behaviors similar to human
been.
The modules of emotional regulation saw for neuroscience
allows imbibe in the virtual creatures a knowledge base that
is adaptative to the conditions of the environment.
The secondary emotional regulation generated from the in-
tersection of differents factor allow observed facial expressions
in many different cases to the community proposals, so, open
a possibilities window for study and use differents avatars.
The use of colors and emotional regulation allow getting
basics facial expressions based on Plutchik’s Theory [33].
Is necessary generated others study cases that allow getting
differents types of behavior in the same environment and being
able to obtain virtually environments in which phenomena
similar to those of real life can be observed.
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