Measuring the similarity or distance between two time series sequences is critical for the classification of a set of time series sequences. Given two time series sequences, X and Y , the dynamic time warping (DTW) algorithm can calculate the distance between X and Y . But the DTW algorithm may align some neighboring points in X to the corresponding points which are far apart in Y . It may get the alignment with higher score, but with less representative information. This paper proposes the flexible dynamic time wrapping (FDTW) method for measuring the similarity of two time series sequences. The FDTW algorithm adds an additional score as the reward for the contiguously long one-to-one fragment. As the experimental results show, the DTW and DDTW and FDTW methods outperforms each other in some testing sets. By combining the FDTW, DTW and DDTW methods to form a classifier ensemble with the voting scheme, it has less average error rate than that of each individual method.
Introduction
The time series classification problem is an important topic in data mining. It can be applied to many areas, such as finance, pharmacy, biometrics, chemistry, astronomy, robotics, networking, industry, etc. [8] . Given an input time series sequence s, the goal of this problem is to classify s in a prepared dataset D, which is composed of several classified clusters and each cluster has several time series sequences. To solve this problem, one of the methods is to calculate the distance or similarity between s and each time series sequence in D, and then choose the cluster of the highest frequency based on the k nearest neighbors (k-NN) algorithm [7, 10] .
For the time series classification problem, to measure the distance between two sequences is a critical issue. One of the commonly used methods for measuring the distance is the dynamic time warping (DTW) algorithm [4] . The DTW algorithm may consider the one-to-many, manyto-one and one-to-one mappings between two sequences by using the dynamic programming approach. While applying the DTW algorithm, the special case that most points in one sequence are mapped to only a few points of the other sequence may occur. To avoid such an extreme situation, one may apply the warping window scheme to the DTW algorithm [10] .
In this paper, we propose a new algorithm, the flexible dynamic time warping (FDTW) method, which is based on the flexible longest common subsequence algorithm [3] . In the proposed algorithm, we give additional score to reward the longer one-to-one fragments. That is, we try to make the lengths of contiguous one-to-one fragments as long as possible. Though our new algorithm does not apply the warping window, our algorithm can still have the property that the points in one sequence are not aligned to the points far away in the other sequence.
The organization of this paper is as follows. In Section 2, the background knowledge of the FDTW method is introduced. In Section 3, we propose a new algorithm for determining the similarity of two time series sequences. Section 4 presents the materials, results and discussions of the experiments. Finally, in Section 5, we give the conclusion of this paper.
Preliminaries
Let A = a 1 a 2 · · · a m and B = b 1 b 2 · · · b n be two input sequences (or strings). The subsequence of A is obtained by removing zero or more symbols from A. The common subsequence of A and B is a subsequence of A and B simultaneously. The longest common subsequence (LCS) of A and B is the common subsequence with the maximum length among all possible common subsequences of A and B. The similarity of two sequences can be measured by their LCS length, and then the corresponding alignment can also be constructed accordingly [5, 12] . Several LCS variants have also been studied [1, 6, 11] .
The flexible longest common subsequence (FLCS) problem [3] , a variant from the LCS problem, considers the preference of longer continuously matched fragments (substrings) in A and B. If a contiguously matched fragment is longer, its flexible alignment score will be higher. Let F LCS(i, j) denote the maximum of the flexible alignment score of A 1,i and B 1,j , where 1 i m and 1 j n. Note that A k,i denotes the substring a k a k+1 · · · a i of A. Let c and γ denote the length of the matched fragment and the parameter to control the magnitude of emphasized score, respectively. The formula for calculating F LCS(i, j) is given in Equation (1) [3] .
(
The dynamic time warping (DTW) algorithm is applied to measuring the distance between two sequences of time series [4] . Similar to LCS algorithm, the DTW algorithm is also based on the dynamic programming approach and it can be solved in O(mn) time.
Let X = {x 1 , x 2 , · · · , x m } and Y = {y 1 , y 2 , · · · , y n } be two time series sequences. The distance between X 1,i and Y 1,j is denoted as DT W (i, j). The formula for calculating DT W (i, j) is given in Equation (2) . In Equation (2), the function d(x i , y j ) indicates the distance of x i and y j , which may be any function for measuring the distance between x i and y j .
if i = 0 and j = 0; 0 i f i = 0 and j = 0; ∞ otherwise.
(2)
The Flexible Dynamic Time Warping Algorithm
We propose a new algorithm, the flexible dynamic time warping (FDTW), for solving the time series classification problem. The traditional DTW algorithm measures the distance between two given sequences. However, our FDTW calculates the similarity between two sequences of time series, based on the concept of the FLCS algorithm [3] . The principle of our algorithm is to increase the score of one-to-one fragments. With this property, we may avoid that the neighboring points in one sequence are aligned to the points whose coordinates are far away in the other sequence.
In the FDTW algorithm, we first have to define the threshold t for determining whether a point pair are matched or not. If the distance of two points is no more than t, we say that these two points are matched; otherwise, the two points are viewed as mismatched. That is, we transform the distance of two points into the state of only match or mismatch, and also transform the distance measurement into the similarity measurement.
Let c, γ and t denote the length of a one-to-one fragment, the parameter to control the magnitude of emphasized score and the predefined distance threshold, respectively. The maximum flexible similarity of X 1,i and Y 1,j in the FDTW algorithm, denoted as F DT W (i, j), is given in Equation (3), where
The FDTW algorithm tries to find several contiguously long fragments which are one-to-one mapping, and then to construct the alignment based on these fragments. 
Experimental Results
In our experiments, 15 datasets were selected for performance comparison with the DTW [4] and DDTW [10] methods from the UCR time series classification/clustering homepage [9] . The UCR datasets contain a lot of real data of time series and these datasets have been adopted in several previous studies [2, 7] . In the UCR datasets, each dataset has been separated into a training set and a testing set. The experiments were performed on a computer with Microsoft Windows 7 Professional OS, Intel Core i5-4570 CPU and 4GB RAM. For a dataset, after computing the score of the target time series in the testing set and each time series in the training set, we need to classify the target into its class. Here, we apply the k-NN classification method. In the method, the k sequences of the training set with the best measurement (shortest distance or highest similarity score) are examined. Then, the majority vote is used to decide the class of the target sequence.
In the experiments, the arithmetic average (AVG) is the sum of error rates divided by the number of testing sets, and weighted average (wAVG) is the average with considering the size of each testing set. The formulas are shown in Equation (4), where E i and |T i |, 1 i 15, denote the error rate and the size of each testing set, respectively.
The experimental results are summarized in Table 1 , where t is the controlling parameter to decide the threshold t in the FDTW algorithm. The error rates of FDTW with t = 0.05 are better in Beef, Coffee and Motestrain datasets. In Face (four), ECGFiveDays and ItalyPowerDemand datasets, FDTW with t = 0.1 has better performance. And in ECG dataset, FDTW is better with t = 0.2. DTW and FDTW (with t = 0.1) have better performance for the arithmetic and the weighted averages of all datasets, respectively.
For improving the error rates of classification, we classify the data with the voting scheme. That is, we first aggregate the results of DTW, DDTW and FDTW and then decide the class of the target time series according to the majority vote. For example, if DTW regards the target as class C 1 , DDTW regards the target as class C 2 and FDTW regards the target as class C 1 . Then the target time series is determined to belong to class C 1 . The decision of FDTW is also obtained from the majority vote of FDTW with t ∈ {0.05, 0.1, 0.2}. The voting ensemble improves performance in three datasets, and it gets improvement in both the arithmetic and weighted averages.
Conclusion
In this paper, we propose the flexible dynamic time wrapping (FDTW) algorithm to compute the similarity of two time series sequences. With the FDTW algorithm, we may avoid that the neighboring points in one sequence are aligned to the points separated far away in the other sequence. Hence, the long contiguous one-to-one fragments can be found to construct the alignment. Afterwards the FDTW algorithm is applied for classification of time series.
In the experimental results, we find that the performance of the FDTW algorithm is comparable to the DTW and the DDTW algorithms in some datasets. And we use the voting scheme to improve the accuracy of classification. By the comparison of error rates, the voting scheme has the better average performance than each individual method. In the future, it is worthy to analyze the characteristics of datasets to find which properties are especially suitable for the FDTW algorithm. 
