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Resum 
En el treball fi de grau detallat a continuació, podeu trobar la descripció del procés seguit per 
a crear un aplicatiu web. Aquest prediu les notes del primer curs del Grau en Enginyeria en 
Tecnologies Industrials, cursat a l'Escola Tècnica Superior d'Enginyeria Industrial de 
Barcelona (ETSEIB). 
En l'aplicatiu web, a més de la predicció de notes, es mostra la fiabilitat de les prediccions, 
els alumnes amb comportament més similar a l'usuari, estadístiques bàsiques sobre les 
assignatures i un apartat informatiu per a facilitar la comprensió del funcionament.  
El codi implementat per a dur a terme el projecte es pot dividir en dos grans grups. Per una 
banda, el conjunt del projecte es basa en el llenguatge Python, amb una notòria presència 
de les llibreries Pandas, per la Mineria de dades, i Scikit Learn per l'algoritme aplicat en el 
programa predictiu: k-nearest neighbor. Per altre banda, el codi web està implementat amb 
HTML, CSS i JavaScript.  
Al llarg de la memòria, el lector podrà consultar el procés seguit per dur a terme l'aplicatiu 
web. Aquest inclou les eines utilitzades, una descripció extensa sobre la solució 
implementada i el detall de la seva optimització. Tant la redacció del projecte, com el codi 
adjunt, estan pensats per a no requerir de coneixements previs de programació, així com 
per a facilitar la comprensió al lector. 
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1. Glossari 
Conceptes 
Fold: "Plec" en anglès. Referit a les diferents subgrups en les que es divideix unes dades. 
Score: Puntuació en anglès. Referit a la puntuació de les prediccions d'un algoritme. 
String: En programació, seqüència de caràcters. 
Template: En la programació web, codi referent a una finestra d'una pàgina web. 
Web App: Pàgina web adaptada, a part de l'ordinador, a mòbils i tauletes. 
Sigles i acrònims: 
CSS: Cascading Style Sheets 
CSV: Comma-separated values.  
Format de fitxers. 
CV: Cross Validation.  
Mètode de validació creuada. 
ETSEIB: Escola Tècnica Superior d‟Enginyeria Industrial de Barcelona 
GETI: Grau en Enginyeria en Tecnologies Industrials. 
HTML: Hypertext Markup Language.  
Llenguatge de programació web. 
KNN: k-nearest neighbor.  
Algoritme de prediccions. 
PAU: Proves d'Accés a la Universitat. 
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2. Prefaci 
2.1. Origen i motivació del projecte  
L'origen del treball rau en la assignatura de Projecte I on, tot i tenir un l'objectiu molt 
semblant, s'enfoca la problemàtica diferent. 
La motivació neix del interès per la programació Python i el "data mining". 
Per una banda, com a víctimes del sistema d'enregistrament de dades, volia saber quins 
mecanismes hi ha darrere i que se'n pot fer amb ells. Per altre banda, les ganes d'ampliar 
els coneixements de Python i dels seus complements, a més a més d'aprendre nous 
llenguatges de programació. 
2.2. Requeriments previs 
Per a la realització d'aquest Treball Fi de Grau calen uns certs coneixements mínims per a 
poder desenvolupar el projecte. Els dos principals són: 
 Python: Degut a la solució escollida, es requereix de coneixement avançat de 
Python3 i de la llibreria Pandas per a poder programar còmodament i sense 
entrebancs totes les funcions de l'aplicatiu. 
 HTML: El coneixement del llenguatge HTML i altres complements també n'és 
imprescindible per a poder crear una plataforma interactiva i atractiva per a l'usuari. 
Si bé si que es cert que el coneixement en HTML es pot adquirir a mesura que s'avança, 
implica una inversió de temps molt important. 
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3. Introducció 
En aquest apartat es troben els objectius del projecte, els seus límits i el context en el qual 
ha sigut desenvolupat. 
3.1. Objectius del projecte 
L'objectiu principal del projecte és crear un aplicatiu mitjançant el qual l'estudiant pugui predir 
mitjançant predicció incremental les seves notes, donades unes de conegudes. D'aquesta 
manera l'usuari podrà estimar com li anirà el curs i en quines assignatures li cal més 
dedicació. Aquest aplicatiu està dirigit als estudiants de primer curs del Grau en Tecnologies 
Industrials (GETI) impartit per l'Escola Tècnica Superior d'Enginyeria de Barcelona 
(ETSEIB). 
Alguns altres objectius més específics del treball són: 
 Orientar el màxim possible al estudiant de primer curs. 
 Obtenir una predicció acompanyada d'un "score" o fiabilitat per a que l'estudiant 
pugui avaluar la certesa d'aquesta. 
 Crear una plataforma senzilla d'utilitzar per a qualsevol usuari: web-app. 
 Aconseguir una estructura d'aplicatiu fàcilment extensible a altres cursos i graus. 
 Fer entendre a l'usuari com prediu l'aplicatiu. 
 Donar informació estadística de les assignatures als usuaris. 
 
3.2. Abast del projecte  
Per a la realització d'aquest treball, només s'ha tingut en compte els alumnes de primer curs 
del GETI cursat a l'ETSEIB i que han accedit a ell mitjançant les Proves d'Accés a la 
Universitat (PAU). Tots els altres estudiants, com ara bé convalidats d'altres graus i escoles, 
han quedat exclosos. Dins d'aquest grup només s'han tingut en compte les primeres 
convocatòries, i per tant les notes de segona convocatòria estan excloses. 
Per altre banda, el treball es fàcilment extensible a altres cursos i graus degut a la naturalesa 
del algoritme i el seu codi. 
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3.3. Context 
Avui en dia ens trobem envoltats d'aparells que registren i processen milers de dades sobre 
milers de coses diferents. Des de la mobilitat, passant per les compres, l'historial de pàgines 
webs fins la música escoltada.  
Moltes d'aquestes dades s'utilitzen després per a estudiar la població i les seves tendències. 
Així doncs, si es disposa de les dades adequades es pot arribar a observar certs 
comportaments i o tendències que poden ajudar a portar una certa avantatge respecte el 
que pot passar en el futur. 
Com és ben sabut, els estudis en Enginyeria són de costosa realització. Durant els primers 
cursos molts estudiants es veuen desanimats i acaben per deixar els estudis. Davant 
d'aquest obstacle, s'ha decidit acudir a la tecnologia desenvolupada al voltant de les dades 
per determinar les notes d'un alumne que cursa primer del Grau en Enginyeria en 
Tecnologies Industrials cursat a l'Escola Tècnica Superior d'Enginyeria de Barcelona. 
Aquest treball doncs pretén, en part, ajudar a l'estudiant de primer curs a superar el primer 
any d'enginyeria, oferint una predicció de les notes que pot treure, i per tant orientar a 
mesura del possible el seu estudi. 
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4. Anàlisi del problema 
El problema que es desprèn del objectiu principal consisteix en poder obtenir una predicció 
del comportament acadèmic del usuari. Per poder assolir aquesta fita, cal primer estudiar el 
punt de partida i les eines de les que es disposa a l'actualitat per a fer prediccions. D'aquesta 
manera se'n podrà escollir la que més s'adapti al cas. 
4.1. Punt d'inici 
Inicialment es parteix de dos fitxers de dades anomenats dpersnomespreinsc19 i qfaseini19 
en format csv. 
El format comma-separatedvalues (CSV) engloba una tipologia de document que s'utilitza 
per representar dades en forma de taula. Com bé indica el seu nom, utilitza la coma o punt i 
coma per a separar valors, a més dels salts de línea per a indicar el canvi de fila. 
Dpersnomespreinsc19.csv 
Aquest fitxer conté tots els alumnes preinscrits al GETI entre els anys 2010 i 2018. Cada 
línia correspon a un alumne i a les seves respectives dades. En el fitxer es pot trobar la 
següent informació: 
 
 Codi estudiant: Número identificador donat per la UPC a cada alumne que es 
matricula a la universitat. 
 Sexe: 0 si la és home, 1 si és dona. 
 CP Família: El codi postal de la residència del estudiant. 
 Any accés: Any d'accés al GETI. 
 Tipus accés: Tots són 1. 
 Nota d'accés: Nota de les PAU d'accés al GETI. 
 CP Centre: Codi postal del centre on l'alumne ha cursat el batxillerat. 
 
Exemple línia del arxiu: 
CODI 
ESTUDIANT 
SEXE CP FAMÍLIA ANY ACCÈS 
TIPUS 
ACCÉS 
NOTA 
ACCÉS 
CP CENTRE 
974511 H 08014 2013 1 12,99 08640 
Taula 1 Capçalera del fitxer dpersnomespreinsc19.csv 
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Qfaseini19.csv 
Aquest fitxer conté totes les notes de les assignatures del primer any del GETI de tots els 
alumnes entre els anys 2010-2018.  
Cada línia doncs, correspon a una convocatòria d'una assignatura d'un alumne, i per tant, si 
l'alumne amb un codi d'expedient  X aprova totes les assignatures del primer curs a la 
primera, tindrà deu línies dins del document corresponents al seu codi X. En el fitxer es pot 
trobar la següent informació: 
 
 Codi programa: Codi d'estudis al que està matriculat on el 752 correspon al GETI. 
 Codi expedient: Número identificador donat per la UPC a cada alumne que es 
matricula a la universitat. 
 Codi UPC: Número del codi de la assignatura. 
 Crèdits: Número de crèdits que té l'assignatura. 
 Curs: Any en la que es va cursar l'assignatura. 
 Quad: Quadrimestre en el que s'ha cursat l'assignatura. 
 Supera: "N" si la Nota Def és menys d'un 5, "S" si és un 5 o superior. 
 Nota prof: Nota abans de la revisió. 
 Nota num aval: Nota després de la revisió. 
 Nota def: Nota definitiva de l'assignatura després de compensacions. 
 Grup: Grup en el que s'ha cursat la assignatura. 
Exemple de línia: 
CODI 
PROGRAMA 
CODI 
EXPEDIENT 
CODI 
UPC 
CRÈDITS CURS QUAD SUPERA 
NOTA 
PROF 
NOTA 
NUM 
AVAL 
NOTA 
DEF 
GRUP 
752 974511 240025 7,5 2013 2 S 7,8 7,8 7,8 52 
Taula 2 Capçalera fitxer qfaseini19.csv 
 
L'objectiu del treball doncs passa per, mitjançant aquets dos fitxers de dades, poder extreure 
suficient informació per ser capaços de fer una predicció del comportament en el primer curs 
d'una nova entrada, en aquest cas, un nou alumne. 
Per poder arribar a la fita primer, s'haurà d'estudiar com funcionen les prediccions avui dia i 
com es poden aplicar al nostre cas. 
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4.2. Prediccions a l'actualitat 
El diccionari de la llengua catalana descriu l'acció de predir com: "Anunciar allò que ha de 
succeir per do considerat profètic, per conjectura o per intuïció." (1) 
No res més lluny de la realitat, avui en dia les prediccions de comportaments o tendències 
es recolzen sobre el conegut com "Machine Learning", més en concret sobre el "big data" i 
el "data mining". 
4.2.1. Machine Learning 
El Machine Learning és un subcamp de la computació que té per a objectiu l‟aprenentatge 
autònom dels computadors. Es basa en la idea de que els computadors poden aprendre de  
les dades, identificar patrons i prendre decisions per sí sols.  
El machine learning té moltes aplicacions diferents com ara bé: 
 Seguretat informàtica:  
 Comerç financer 
 Salut 
 Marketing 
 Motors de cerca 
Aquest generalment parteix d'unes dades inicials, que analitza i processa en busca de 
patrons semblants i informació que després pugui ser utilitzada per els fins desitjats, des de 
detecció de càncers, passant per prediccions de mercat, fins a recomanacions de sèries.  
Avui dia però, ja s'està parlant de la evolució del machine learning, conegut com Deep 
learning, que va un pas més enllà i aprèn a diari de noves entrades per a millorar la seva 
futura resposta. 
Tots aquets mecanismes d'aprenentatge autònoms necessiten una maquinària de 
recopilació i processament de dades per poder ser utilitzades posteriorment. Aquest 
emmagatzematge i processament de dades a gran escala és el que es coneix com a big 
data.  
El big data doncs fa referència a grans quantitats de dades de les que es pot extreure certa 
informació. Aquesta tecnologia les captura, emmagatzema, gestiona i processa ràpidament 
per, fundamentalment, buscar tendències i fer prediccions. 
Per a poder analitzar i treure el valor a totes aquestes dades es necessiten varies eines, en 
aquest punt es és on entra en joc el data mining. Aquest camp del machine learning respon 
a la necessitat d'extreure informació de les dades. El data mining, per tant, engloba a 
algoritmes dedicats a buscar dins les dades relacions o tendències  per a, posteriorment, 
donar una resposta com bé pot ser una predicció. 
Pág. 22  Memoria 
 
4.2.2. Data mining i prediccions: algorismes de prediccions 
Dins del data mining hi ha varis algoritmes, cadascun d'ells pot utilitzar tècniques diferents i 
presenta unes característiques determinades. Escollir un algoritme o un altre depèn de les 
dades de les que es disposi i del que es vulgui obtenir d'elles. Per tant, abans d'escollir-ne 
un cal entendre dos dels seus trets més característics: la tècnica que utilitza i el tipus 
d'aprenentatge.   
Per un cantó, dins del tipus d'aprenentatge se'n diferencien dos: 
 Supervisat: Són aquells algoritmes que necessiten un entrenament amb dades en 
forma "d'exemple" en les que es basen per a fer prediccions. 
 No supervisat: Són aquells algoritmes que no necessiten entrenament per a 
realitzar la seva funció. 
Per altre banda, les tècniques més comunes són: classificació, regressió, segmentació, 
associació i anàlisi seqüenciat. 
Classificació 
La tècnica de classificació és útil per predir la pertinença a un grup (classe) d'una nova 
entrada, comparant les característiques o atributs amb els d'unes dades donades 
prèviament. Els algoritmes que fan servir la classificació són molt utilitzats per predir una 
resposta específica, per tant per prendre decisions. Aquesta és la raó per la qual són els 
més utilitzats a la indústria.  
Algunes de les seves aplicacions són el diagnòstic mèdic o la identificació de risc en 
sol·licitants de préstecs. A continuació, exemples d'algoritmes que apliquen classificació: 
 C4.5 utilitza un arbre de decisió per classificar  en funció d'un entrenament donat 
per unes dades inicials. Aquest és considerat com algoritme supervisat, ja que 
sense unes dades prèvies no pot construir un arbre de decisió. 
 
 
Figura 1 Exemple arbre de decisió. Font: Medium 
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 Support Vector machines (SVM) separa les dades en dos grups amb el marge 
més ampli possible (anomenat hyperplane). Per els casos més simples amb 
només dos atributs el hyperplane pot ser una línia. El SVM es considera algoritme 
supervisat ja que sense un entrenament previ no pot classificar les noves 
entrades. Aquest algoritme també s'utilitza per regressió. 
 
Figura 2 Exemple 2 i 3 -dimensional del algorimte SVM respectivament. Fonts: DnI Institute i Medium 
respectivament 
 
Regressió 
La tècnica de regressió s'utilitza per predir objectius numèrics i continus. De la mateixa 
manera que els algoritmes de classificació, els de regressió també parteixen d'una base de 
dades existent que utilitzen per entrenar. Així doncs la principal diferència amb els 
algoritmes de classificació, és el tipus de resposta que donen. Mentre que els de 
classificació responen amb una etiqueta, els de regressió responen amb un valor numèric. 
Alguns casos en els que s'utilitzen algoritmes aplicant regressió són: calcular el valor 
d'habitatges en el futur, calcular els beneficis, trobar tasses de rendiment de processos entre 
d'altres. Exemples d'algoritmes de regressió:  
 CART (Classification And Regression Trees) utilitza un arbre de classificació o 
regressió per obtenir una resposta. Aquest fet permet que pugui ser utilitzat com 
algoritme de regressió o de classificació. És molt semblant al C4.5 i per tant, també 
es tracta d'un algoritme d'aprenentatge supervisat. 
 KNN (k-Nearest Neighbors) busca dins de les seves dades els k veïns que més 
s'apropen a la nova entrada, i en fa la mitja aritmètica o ponderada per donar la 
resposta. Aquest també pot funcionar com un algoritme de classificació canviant la 
sortida numèrica per una etiqueta. Es tracta d'un algoritme supervisat ja que 
necessita dades per poder donar una resposta. 
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Segmentació (clustering) 
Examinant un o varis atributs o classes, es pot formar una estructura agrupant peces 
individuals de dades. Es tracta d'una tècnica útil per a el tractament de grans quantitats de 
dades. Per aquesta raó entre les aplicacions es troben la cerca de nous segments de clients 
i el descobriment científic. 
 K-means és un exemple d'algoritme d'aquest tipus. Aquest crea k-grups (clusters) 
d'unes dades on els membres posseeixen característiques semblants. Generalment 
k-means es classifica com un algoritme no supervisat ja que ell mateix troba els 
clusters sense cap informació prèvia. 
 
Figura 3 Exemple de dades originals i separades en "clusters" respectivament. Font: Medium 
Associació 
Aquesta tècnica consisteix en buscar correlacions entre els diferents atributs o propietats de 
les dades, per així crear unes regles d'associació i poder fer prediccions o trobar relacions 
entre dades. 
 Apriori és un exemple d'algoritme associatiu. Aquest busca dins de les dades 
relacions que es repeteixen amb freqüència. Entre les seves possibles aplicacions es 
troben les compres, on pot trobar ítems que normalment són comprats junts, per així 
mostrar com a suggeriment en compres per Internet o ficar els ítems a prop un de 
l'altre en els supermercats. Apriori té un aprenentatge no supervisat ja no requereix 
d'entrenament previ per a trobar relacions dins d'un grup de dades. 
Anàlisi seqüenciat 
Aquesta tècnica busca seqüències que es repeteixen amb freqüència dins de les dades. 
Algunes de les aplicacions són trobar sèries de clics en una pàgina web o trobar sèries 
d'esdeveniments abans de que es produeixi una fallida a una màquina. 
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A continuació es pot observar una taula resum dels algoritmes explicats i les seves 
característiques: 
Algoritme Classe Aprenentatge 
C 4.5 Classificació Supervisat 
SVM Classificació /Regressió Supervisat 
CART Classificació /Regressió Supervisat 
KNN Classificació /Regressió Supervisat 
K-means Segmentació No supervisat 
EM Segmentació Supervisat 
Apriori Associació No supervisat 
Taula 3 Resum de la classificació dels algoritmes 
D'algoritmes i tècniques n'hi ha moltes més. Algunes d'elles que no queden explicades amb 
detall són: importància d'atribut, selecció i extracció, sèries de temps entre d'altres. 
4.3. Mètode de predicció 
Després d'haver estudiat els principals algoritmes de predicció que hi ha a la actualitat, 
queda clar que es busca un algoritme de regressió i supervisat. Regressió perquè volem que 
predigui una nota, és a dir , un número. Supervisat perquè el punt de partida són unes dades 
que es pretenen utilitzar per donar una resposta en forma de predicció. Entre tots aquets 
s'ha decidit optar per el K-Nearest Neighbour. 
4.3.1. Algoritme K-Nearest Neighbour (KNN) 
S'ha escollit l'algoritme KNN perquè, apart de complir amb les condicions de regressió i 
supervisat, requereix poc temps de càlcul i es tracta d'un dels algoritmes més senzills i fàcils 
d'entendre, per alguns el més senzill de tots. 
4.3.1.1. Funcionament 
Com ja s'ha comentat en l'apartat anterior, el KNN és un algoritme supervisat que es basa 
en buscar els k (número) veïns més propers (que més s'acosten) a la nova entrada 
introduïda per després, en el cas de la regressió, fer la mitjana aritmètica o ponderada i així 
donar una resposta. 
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Així doncs el funcionament del KNN es pot dividir en tres grans parts: entrenament, cerca 
dels veïns propers i càlcul de la resposta. A continuació s'explicarà cadascuna d'aquestes 
parts. 
Entrenament 
Al tractar-se d'un algoritme supervisat requereix primer d'un entrenament amb unes dades 
inicials en mode d'exemple. El entrenament del KNN es basa en simplement emmagatzemar 
els exemples donats. Per tant dins del món del machine learning, es tracta d'un algoritme 
amb un aprenentatge molt ràpid i pobre.  
Les dades que s'emmagatzemen són considerades com a vectors del estil: 
𝑥𝑖 =  𝑥1𝑖 ,  𝑥2𝑖 ,…𝑥𝑝𝑖  ∈ 𝑅𝑖    𝑜𝑛  𝑖 ∈ (1, 𝑛)     Equació 1 
On: 
 i: número del vector exemple.  
 p: número de dimensions (atributs) de cada vector. 
 R: sortida del vector exemple. 
 n: número de vectors exemple de la base de dades. 
La entrada doncs, quedarà definida de la següent manera: 
𝑦 =  𝑦1,𝑦2,…𝑦𝑝 ∈ ¿ 𝑆?       Equació 2 
On: 
 y: Vector entrada  
 S: El que es vol predir de l'entrada. 
Cerca dels k veïns més propers 
Alhora de trobar els k veïns, el algoritme busca la distància entre el vector entrada i els 
vectors exemples i n'agafa els k que estan més propers. La distància utilitzada dependrà de 
l'aplicació que se li estigui donant al algoritme. Alguns exemples de distàncies són: 
𝐸𝑢𝑐𝑙𝑖𝑑𝑖𝑎:   𝑥𝑖 − 𝑦𝑖 2
𝑘
𝑖=1
        𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛:  𝑥𝑖 − 𝑦𝑖 
𝑘
𝑖=1
       𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖:     𝑥𝑖 − 𝑦𝑖   
𝑞
𝑘
𝑖=1
 
1/𝑞
 
Equació 3 
D'aquestes tres les més utilitzades són la euclidia i la Manhattan. 
Càlcul de la sortida 
En aquest punt és en el que es diferencien els casos de KNN funcionant com a mode de 
regressió, o de classificació. 
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Regressió 
Si el KNN funciona com a regressió, agafarà el valor de R dels k veïns i en farà la mitja 
simple, donant aquesta com a resposta, com a predicció. Per tant la sortida S serà: 
𝑆 =
 𝑅𝑖
𝑘
𝑖=1
𝑘
    Equació 4 
En certs casos pot interessar que dins dels k veïns, els més propers tinguin una influència 
més gran a la sortida que els més llunyans. Per aquesta raó alguns cops el pes dels k veïns 
es te en compte com proporcional a l'invers de la seva distància. 
Classificació 
En aquest cas les R són classes o etiquetes i la S també ho serà. Per decidir quina classe 
és la sortida el KNN ho pot fer de dos maneres diferents: 
 Majoria dins dels veïns 
 Posar pesos als veïns en funció de la distància de la mateixa manera que quan 
funciona com a regressor. 
4.3.1.2. Exemple KNN 
Per poder entendre amb major claredat el funcionament del KNN, es mostra a continuació 
un exemple bàsic aplicat al treball. Es té en compte només dues assignatures i k=3. 
Entrada 
La entrada disposa de les notes d'àlgebra i de càlcul I, i es vol predir la nota de Química I. 
 
Àlgebra Càlcul I 
y 5 4,6 
Taula 4 Notes del usuari 
Entrenament 
El algoritme emmagatzema els alumnes exemples dels que disposa, en aquest cas per 
simplificar-ho es tenen en compte 10. 
xi Àlgebra Càlcul I Química I 
1 6,2 5 6,5 
2 3,4 4,6 5,3 
3 0 4 6,9 
4 8 4,5 5 
5 5 0 7,3 
6 3,4 0 5 
7 5 3,9 8,3 
8 0 5,4 0 
9 4,3 5,2 6,7 
10 5 4,4 0,2 
Taula 5 Notes de la base de dades 
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Cerca dels k veïns més propers 
Càlcul de distància euclidia del primer exemple és: 
𝐷𝑖𝑠𝑡 1 =   6,2 − 5 2 +  5 − 4,6 2 = 1,26    Equació 5 
xi Àlgebra Càlcul I Química I Dist. 
1 6,2 5 6,5 1,26 
2 3,4 4,6 5,3 1,60 
3 0 4 6,9 5,04 
4 8 4,5 5 3,00 
5 5 0 7,3 4,60 
6 3,4 0 5 4,87 
7 5 3,9 8,3 0,70 
8 0 5,4 0 5,06 
9 4,3 5,2 6,7 0,92 
10 5 4,4 0,2 0,20 
Taula 6 Distàncies a la nova entrada. En verd els tres més propers. 
 A continuació, al tractar-se d'un cas amb només dos atributs (àlgebra i càlcul) es pot 
observar la representació del cas en 2 dimensions: 
 
Figura 4 Representació de la distribució de veïns en 2D 
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A la part superior dels punts de grafic de la figura 4, es troba la nota de Química I. 
 En blau els vectors exemples utilitzats. 
 En verd els 3 vectors exemples més propers a la entrada y. 
 En vermell la entrada y. 
Càlcul de la sortida 
Per trobar la sortida s'agafa la mitja de la nota dels tres veïns més propers: 
xi Àlgebra Càlcul I Química I Dist. 
7 5 3,9 8,3 0,70 
9 4,3 5,2 6,7 0,92 
10 5 4,4 0,2 0,20 
Taula 7 Veïns més propers i la distància a l'entrada 
𝑆 =
8,3+6,7+0,2
3
= 5,07  Equació 6 
4.3.1.3. Avantatges i Inconvenients 
Avantatges 
Els avantatges del algoritme KNN, com ja han sigut mencionats anteriorment, són: 
 Fàcil d'entendre 
 Fàcil d'implementar 
 Temps de càlcul curt 
Inconvenients 
 Susceptible a dades de "soroll": En el cas de vectors exemple anòmals, aquets 
afecten força a la sortida i en distorsionen el seu valor. 
 Aprenentatge pobre: Si bé el KNN té un temps de càlcul curt, també és gràcies a 
que el seu aprenentatge o entrenament es basa únicament en emmagatzemar els 
vectors entrada. 
Més enllà dels inconvenients, hi ha certs paràmetres que s'han de tenir en compte alhora 
d'implementar el KNN. 
 Número de veïns que es tenen en compte. 
 Escollir una distància mètrica adequada. 
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5. DISSENY 
Per a poder realitzar el disseny cal primer recordar el problema analitzat en el capítol 
anterior, i decidir una estratègia per afrontar-lo. Aquest però, no només es resumeix en 
implementar l'algoritme KNN per a resoldre el objectiu principal, si no que també se'n deriva 
un de secundari: crear una interfície amb la que l'usuari pugui interaccionar. 
En aquest cas s'ha de dissenyar una estructura que permeti unir un algoritme amb una 
interfície d'usuari. Per a afrontar aquest problema, i tal i com es defineix en els objectius, es 
resol mitjançant una web-app. 
5.1. Web App 
Una Web App es una aplicació o programa que es carrega en un servidor i s'executa en el 
navegador. Això li dona la avantatge de que es pot executar en qualsevol sistema operatiu i 
no requereix de la instal·lació de cap software en el dispositiu en el que s'executa. 
Actualment les Web App tenen capacitat per adaptar-se a varis dispositius, ja siguin 
ordinadors, mòbils o tauletes sense la necessitat de modificar el codi per cadascun d'ells. 
5.1.1. Estructura 
Els elements bàsics d'una Web App són el servidor i el navegador. Més enllà d'aquets dos 
però hi ha una estructura que els envolta i que en completa la seva funcionalitat. Aquesta 
estructura es pot resumir de la manera següent:  
 
Figura 5 Esquema de l'estructura d'una Web App 
Els elements principals són el client i el servidor. El client fa peticions al servidor, el darrer les 
processa i envia una resposta al client. Dins dels dos elements se'n pot distingir varies parts. 
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Client 
Dins el client ens trobem l'usuari i el navegador. 
Usuari 
L'usuari és la persona que interactua amb la Web App. Aquest ho fa mitjançant el 
navegador. En el cas aplicat al projecte, l'usuari és l'alumne que accedeix a la web-app per 
predir les notes.  
Navegador 
Un navegador web és una aplicació de software que permet l'accés a la informació del 
World Wide Web. Amb aquest es poden visualitzar documents d'hipertext, escrits 
normalment en HTML, i que estan situats en servidors a arreu del món. 
Dins de l'estructura de la Web App, el navegador és la part on s'executa la Web App i actua 
com a intermediari entre el servidor i l'usuari. Per tant el navegador llença les peticions al 
servidor, i alhora rep i mostra la resposta d'aquest. 
Servidor 
Un servidor es defineix com un dispositiu o programa dedicat a gestionar recursos web. En 
el cas de les Web App, executa les peticions rebudes per el client. Aquesta petició es 
retornada en forma de codi web executable en el navegador. 
De les funcions del servidor en podem distingir dues parts: 
Pàgines 
Les pàgines o pantalles són la interfície en sí (aspecte) que mostra el navegador, és a dir, el 
disseny des de la distribució, passant per el tipus de lletra fins els colors. Aquetes estan 
escrites, principalment, en llenguatge HTML, CSS i JavaScript. Una Web App pot tenir varies 
pàgines les quals es mostren en el navegador. 
Funcions 
Les funcions són les encarregades de processar la informació rebuda del client, i donar una 
resposta. Aquetes estan escrits en llenguatges com Python, Ruby i Java entre d'altres. La 
resposta s'envia dins del codi de la pàgina perquè pugui ser mostrada. 
En el cas del projecte, els programes seran els encarregats d'executar el algoritme KNN 
entre d'altres funcions si escau. 
Dades del sistema 
Les dades del sistema es consideren un conjunt d'informació pertanyent a un mateix 
context. Aquestes estan ordenades per a que es puguin recuperar, analitzar i/o transmetre.  
En el cas de la Web App els programes són els que interaccionen amb les dades per 
processar la petició feta per client, ja sigui per a consultar dades, o emmagatzemar-les. 
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5.1.2. Disseny de les dades del sistema 
El disseny de les dades del conjunt ha d'estar formada per arxius que puguin llegir les 
diferents funcions. En aquest cas hi ha 3 de les 4 funcions que requeriran accés als fitxers 
del sistema. 
 Funció per mostrar dades a la secció estadística 
 Requerirà d'un arxiu amb les dades estadístiques que es mostrin a la pàgina web. 
 Funció de predicció i de creació taules de veïns propers 
Ambdós funcions requeriran d'un arxiu amb les notes i dades dels alumnes que 
pugui interpretar el algoritme KNN. 
Per tal d'aconseguir uns fitxers que respongui a les necessitats d'aquets, caldrà primer 
processar els dos arxius inicials dpersnomespreinsc19 i qfaseini19 per tal d'ordenar, 
processar i fer llegibles les dades, a més d'extreure'n informació. Aquest pas previ és el que 
es coneix i s'ha definit abans com "big data" i "data mining". 
5.1.2.1. Fitxer general 
En el fitxer general es pretén unir la informació que ens proporcionen els dos fitxers de 
partida, però passant un filtre previ i amb una estructura diferent. 
Per una banda, la nova estructura ha de poder ser operable amb facilitat per el algoritme 
KNN. Per altre banda, en els fitxers de partida consten alumnes que no interessa que formin 
part dels fitxers i per tant caldrà filtrar-los. 
Estructura del fitxer 
La necessitat d'aplicar el algoritme KNN marca clarament l'estructura que ha de tenir el 
fitxer. Es recorda que l'algoritme considera a cada alumne com un vector de l'estil: 
𝑥𝑖 =  𝑥1𝑖 ,  𝑥2𝑖 ,…𝑥𝑝𝑖  ∈ 𝑅𝑖    𝑜𝑛  𝑖 ∈ (1,𝑛)  
En conseqüència l'estructura que requereix el fitxer és la següent: 
 Atribut 1 Atribut 2 ... Atribut p 
Alumne 𝑥1 𝑥11 𝑥21 ... 𝑥𝑝1 
... ... ... ... ... 
Alumne 𝑥𝑛  𝑥𝑛1 𝑥𝑛2 ... 𝑥𝑝𝑛  
Taula 8 Estructura del fitxer general 
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On hi hauran n alumnes i cada atribut serà una característica del alumne (sexe, nota 
àlgebra...). Per tant Ri seran les notes (atributs) de la columna corresponent a l'assignatura 
que es vol predir. 
Filtre de dades: Fitxergen.csv 
Dels alumnes que hi han en el fitxer inicial cal eliminar els que no compleixin amb les 
següents característiques: 
 Alumnes que no han acabat la fase inicial 
Els alumnes que abandonen la fase inicial tindran el vector d‟atributs incomplert amb 
les assignatures que no han arribat a cursar, i per tant compliquen el funcionament 
del algoritme KNN. 
 Alumnes que venen d‟altres carreres i han convalidat assignatures 
De la mateixa manera que els alumnes amb la fase inicial no completada dificulten el 
funcionament del KNN, els alumnes amb assignatures convalidats també ja que no 
tampoc es disposa de la seva nota. 
 Alumnes amb un pla d‟estudis diferent al GETI 
El projecte està dirigit als alumnes del GETI, però els fitxers contenen també dades 
del Grau en Enginyeria Química i del Grau en Enginyeria de Materials els quals es 
cursaven fins fa poc a l‟ETSEIB. En conseqüència, s‟han d‟eliminar els alumnes amb 
un codi de programa diferent al 752. 
 Notes de segones convocatòries 
Per aplicar el algoritme KNN els atributs només poden tenir un valor, i en el cas de 
les notes serà el de la primera convocatòria. De forma contrària s‟estaria falsejant el 
resultat, ja que no tots els alumnes dels fitxers tindrien les mateixes condicions a 
més de que, de contar la última convocatòria només constarien notes amb un 5 o 
més. 
5.1.2.2. Fitxers dades estadístiques:  
En aquests fitxers de dades es pretén emmagatzemar informació estadística de les dades 
històriques que es disposa. 
Per aquesta raó cal primer definir les dades que es volen mostrar. Aquestes seran per a 
cada assignatura: 
 Gràfic temporal amb nota mitjana  i % d‟aprovats per quadrimestres 
 Gràfic circular amb la mitjana del % d‟aprovats de tots els anys. 
 Gràfic de barra amb la nota mitjana de tots els anys. 
 Gràfic de distribució de notes. 
Per tal d‟emmagatzemar aquesta informació es crearan dos fitxers. Un amb la informació de 
per quadrimestres, i un altre amb la de distribució de notes. 
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Fitxer informació per quadrimestres: Estadgenerals.csv 
En aquest fitxer hi haurà la nota mitja i el % d‟aprovats per cada quadrimestre. 
 
Figura 6 Estructura fitxer Distribució.csv. . 
Fitxer distribució de notes: Distribució.csv 
En aquest fitxer hi haurà el % de notes que queden entre cada rang (0-1,1-2,...). 
 
Figura 7 Estructura fitxer Distribució.csv.  
5.1.3. Disseny de funcions 
La Web App requerirà de més d'una funció per a poder complir amb totes els requisits, 
concretament 4, els quals tindran els següents objectius: 
 Funció per mostrar les dades en la secció d'estadística 
 Funció de predicció 
 Funció de creació de les taules de veïns propers 
 Funció de càlcul de fiabilitats 
Funció per mostrar dades a la secció estadística 
Les dades que es representaran a la secció d'estadístiques estaran guardades en un arxiu i 
per tan caldrà una funció per a que les cerqui i les enviï al servidor. 
Funció de predicció  
Aquesta funció executarà el KNN tantes vegades com notes hagi de predir. 
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Funció de creació taules de veïns propers 
Degut a que cada nova entrada requereix de representar una taula diferent per cada 
assignatura predita, caldrà una funció que la creï. Aquesta unirà en una taula les notes dels 
k veïns més propers, les introduïdes per l'usuari i la predicció. 
Funció de càlcul de fiabilitats 
Aquesta funció calcularà la fiabilitat en % de cadascuna de les prediccions fetes per el KNN. 
5.1.4. Disseny pàgina web 
Per tal d'assolir l'objectiu principal i els secundaris cal un bon disseny de les pàgines. En 
aquest projecte s'ha decidit que es crearan dues pàgines o pantalles diferents. 
Pantalla 1: Principal 
En la primera pantalla es vol inclou incloure els següents apartats: 
 Benvinguda 
 Estadístiques 
 Preguntes freqüents 
 Prediccions 
Benvinguda 
En aquest apartat es busca donar la benvinguda a l'usuari amb una breu explicació de la 
funcionalitat de la Web App. 
Estadístiques 
Per a que l'usuari es pugui fer una idea de la dificultat de cada assignatura, en aquest 
apartat es mostraran estadístiques de cadascuna d'elles. Per a mostrar-les, es vol dissenyar 
una barra amb la que l'usuari pugui accedir a cada assignatura. 
 
Figura 8 Distribució de la secció d'estadística. Font: IngenioVirtual 
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Preguntes freqüents 
Un dels objectius secundaris és fer entendre el funcionament de la predicció a l'usuari, i 
aquesta és la raó d'aquest apartat. Per tant en aquest hi hauran breus explicacions del 
funcionament del algoritme, el càlcul de la fiabilitat, o els individus tinguts en compte per fer 
les prediccions. 
Prediccions 
En aquest apartat l'usuari podrà introduir les notes de les que disposa i accedir a la pàgina 2 
per observar les prediccions. 
 
Figura 9 Distribució de la secció de prediccions. . 
Pantalla 2: Resultats 
En la segona pantalla es vol incloure per a cada assignatura predita (assignatura x): 
 Resultat de la predicció 
 Fiabilitat de la predicció 
 Taula comparativa amb els k veïns més propers 
 
Figura 10 Distribució de la secció de resultats. . 
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6. IMPLEMENTACIÓ 
En aquest apartat s‟explica tot el procés d‟implementació del projecte, des dels llenguatges 
de programació utilitzats, fins explicacions de les funcions i el codi. 
6.1. Llenguatge utilitzat 
Inicialment, el projecte es va plantejar per a que s'implementés amb Python3 ja que és un 
llenguatge cursat al GETI, fet que facilita el desenvolupament del treball. El codi Python serà 
utilitzat per els programes interns i el servidor, però en la pàgina web caldrà implementar 
una combinació de HTML, JavaScript i CSS. 
Tot el projecte, exceptuant la memòria, s'ha desenvolupat amb el sistema operatiu Ubuntu 
18.04.2 LTLinux-Ubuntu. 
6.1.1. Linux-Ubuntu 
Ubuntu és un sistema operatiu lliure basat en Linux. Està enfocat a la simplicitat i facilitat 
d‟ús i a més a més permet treballar amb Python de forma molt còmode. 
6.1.2. Python 
Python és un llenguatge multi paradigma d‟alt nivell  àmpliament utilitzat i desenvolupat per 
ser breu i fàcil d‟entendre. Aquest es pot executar a diverses plataformes i combinant-se 
amb altres llenguatges. Per al projecte s‟utilitzarà la versió 3.5.2 que és la més nova i 
estable. 
Una de les moltes avantatges del Python és la quantitat de llibreries disponibles que 
permeten realitzar milers de funcions de manera molt senzilla. Al llarg del treball s'utilitzen 
principalment tres diferents: 
 Pandas 
 Numpy 
 Scikit Learn 
 Flask 
Pandas 
Pandas és un software pensat per Python i de codi obert. Aquest permet la gestió 
d‟estructures de dades a més de proporcionar eines per el seu anàlisi. Pandas treballa amb 
tres tipus d‟estructures de dades: Series, DataFrame i Panel. En el projecte només s'utilitza 
l‟estructura DataFrame. 
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Pandas.DataFrame() 
Els DataFrame es composen de columnes i files fet que els fa molt compatibles per treballar 
amb fitxers csv. 
Numpy 
Numpy és una llibreria que dona suport al processament de vectors (arrays) i matrius de 
grans dimensions. A part del gran potencial de la llibreria, en el projecte s'utilitza com a 
complement a Pandas ja permet fer càlculs en DataFrames de forma molt ràpida i senzilla. 
Scikit Learn 
Scikit Learn és la llibreria per excel·lència del machine learning aplicat a Python. Aquesta 
disposa dels principals mètodes de machine learning com ara bé regressió, clustering, 
arbres de decisió i SVM entre d‟altres. En el projecte s'utilitza per a implementar l'algoritme 
KNN. 
Flask 
Més que una llibreria, Flask és un entorn de treball (Framework) escrit en Python que permet 
crear un entorn web de manera ràpida i senzilla. S'utilitza per a crear la Web App. 
6.1.3. HTML, CSS i JavaScript 
Per a la programació del lloc web són necessaris una combinació dels tres principals 
llenguatges de programació web: HTML, CSS i JavaScript. 
HTML 
El llenguatge HTML (HyperText Markup Language)  és el llenguatge més utilitzat per el 
disseny de les pàgines web. Aquest permet estructurar el contingut de la pàgina. 
CSS 
CSS és un llenguatge de programació per a pagines web que s'utilitza marcar un l'estil al 
contingut en HTML com ara bé aplicant colors de fons, diferents tipologies de lletres entre 
d'altres. 
JavaScript 
JavaScript és un llenguatge de programació per a pàgines web orientat a objectes (scripts). 
Permet millorar la interfície d'usuari tot creant contingut nou i dinàmic, arxius multimèdia i 
gràfics animats entre d'altres. 
Google Charts 
Dins del codi JavaScript utilitzat, cal destacar la llibreria Google Charts. Aquesta és una 
llibreria basada en JavaScript que permet crear gràfics interactius per a pàgines web.  
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6.2. Estructura de la implementació 
L'estructura de la implementació de tot el projecte es pot resumir en el següent esquema: 
 
Figura 11 Estructura de la implementació del projecte 
Com es pot observar, el projecte es divideix en dos grans parts, el processat de dades, i la 
creació de la Web App. 
Processat de dades 
Tal i com s'ha explicat a la fase de disseny, les dades donades inicialment necessiten de ser 
filtrades i processades per a crear els fitxers que serveixin a les funcions Python. Aquest 
filtre i processat s'implementa també amb funcions Python. 
Web App 
L'estructura i funcionament de la Web App s'ha explicat en el punt 5.1.1, més endavant però, 
torbareu el funcionament per separat de cadascuna de les parts implicades.  
Pág. 40  Memoria 
 
7. Processat de dades 
Seguint l'esquema del punt 5.1.2, on s'explica el disseny de les dades del sistema, aquestes 
estan formades per tres fitxers diferents. Un d'ells és el que llegeix el algoritme KNN 
anomenat "Fitxergen.csv", i els altres dos contenen dades estadístiques per els gràfics de la 
pàgina web i s‟anomenen "Estadgenerals.csv" i "Distribució.csv". 
7.1. Fitxer general 
Aquest fitxer conté les dades dels alumnes i disposa de l‟estructura ja mostrada a la Taula 8 
Estructura del fitxer general en la fase de disseny: 
Per arribar a crear aquest fitxer a partir dels dos fitxers inicials han calgut dos processos 
previs: filtratge i organització. Aquets dos processos s‟han efectuat amb codi Python junt 
amb la llibreria Pandas en dos fitxers separats: filtre.py i creafinal.py 
7.1.1. Filtratge 
Tenint en compte que per importar els dos fitxers inicials cal introduir el següent codi: 
 
Figura 12 Importació la llibreria Pandas i dels fitxers csv. 
Seguint les pautes de filtratge explicades a la fase de disseny: 
 Alumnes amb un pla d‟estudis diferent al GETI: 
Eliminar els que no tenen el codi 752 corresponent al GETI. 
 
 Alumnes que venen d‟altres carreres i han convalidat assignatures: 
 Eliminar les persones amb una nota de selectivitat menor a 9 o amb el 
grup=CONV. 
 
 Notes de segones convocatòries: 
Quedar-se només amb les notes de la primera convocatòria 
Per eliminar aquestes files en un DataFrame cal seguir l‟estructura següent: 
 Llegeix el fitxer amb les notes de les assignatures 
 Es crea una llista de booleans amb True si compleix la condició que es vol i False 
del contrari 
 S‟eliminen els que no són "True". 
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En el codi següent s‟elimina els alumnes que no són del GETI: 
 
Figura 13 Eliminació de les línies del DataFrame na 
 
S‟han eliminat també les columnes següents ja que no aporten informació addicional per 
realitzar les prediccions: 
 GRUP_CLASSE 
 CODI PROGRAMA 
 CREDITS 
Per eliminar columnes senceres en un DataFrame cal seguir el codi següent: 
 
Figura 14 Eliminació de columnes del DataFrame na 
En el últim pas abans de combinar els dos arxius, s‟eliminen les segones convocatòries: 
 
Figura 15 Eliminació de les files duplicades en el DataFrame na 
Finalment es combinen els dos fitxers agafant com a índex "CODI_EXPEDIENT" mitjançant 
la comanda de Pandas "merge". Posteriorment es converteix el DataFrame en fitxer CSV: 
 
      Figura 16 Unió dels dos DataFrames 
El fitxer creat “nAnS.csv” té el següent aspecte: 
 
Figura 17 Mostra del fitxer nAnS creat 
7.1.2. Ordenació 
Aquest segon codi es vol crear el fitxer final ordenat per a que el codi KNN pugui llegir-lo 
amb facilitat. Consta de dues parts diferenciades: creació del DataFrame i emplenat de 
dades. 
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Creació del DataFrame 
Abans de crear el fitxer definitiu, cal formar un DataFrame amb les capçaleres i el índex 
indicat. Per aquest fi Pandas disposa de la eina MultiIndex: 
 
                              Figura 18 Creació del MultiIndex 
On f és un DataFrame amb les capçaleres (assignatures, sexe, nota PAU...).  
Per últim es crea el DataFrame amb les capçaleres i índex del MultiIndex: 
 
              Figura 19 Creció del DataFrame amb el MultiIndex 
Aquesta comanda ens crea un DataFrame com el següent, on només es mostren les 
primeres entrades: 
 
Figura 20 Mostra del DataFrame creat 
Emplenat de dades 
Un cop es té el DataFrame cal omplir amb les dades el fitxer filtrat. Per aquest fi s‟ha iterat 
sobre el fitxer creat anteriorment "nAnS.csv" que conté tota la informació  però ordenada de 
manera diferent. 
Primer s‟ha omplert en el nou DataFrame les notes de les assignatures: 
 
Figura 21 Omplert de les notes en el nou DataFrame 
On cada "row" correspon a: 
 
Figura 22 Mostra d'exemple d'una "row" (fila) 
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La resta de dades (sexe, notes PAU...)  s‟han fet a part ja que en el nAnS.csv cada alumne 
tenia deu files (de les deu assignatures) i d‟haver iterat sobre el mateix fitxer s‟hauria ficat 
cada dada deu cops. Per aquesta raó s‟han eliminat les files repetides segons el "CODI_ 
EXPEDIENT" i després s‟ha omplert el DataFrame: 
 
Figura 23 Eliminació de files duplicades i emplenament del DataFrame 
Finalment s‟han eliminat els alumnes que no havien acabat la fase inicia, que per tant tenien 
alguna nota buida, i s‟ha creat el arxiu csv. 
 
Figura 24 Eliminació de les fileres incomplertes i creació del fitxer csv 
L‟arxiu final "Fitxergen.csv" obtingut queda tal i com es mostra a la figura 25: 
7.2. Fitxer de dades estadístiques 
En aquest segon fitxer es vol emmagatzemar les notes mitges i el % d‟aprovats per 
quadrimestres. Per crear-lo s‟ha partit del fitxer original qfaseini.csv on consten totes les 
notes, ja siguin de primera com segona convocatòria o d‟alumnes amb la fase inicial no 
acabada. En aquesta nova versió anomenada “nA19m.csv”, sí que s‟han eliminat els 
alumnes convalidats i els que no són del GETI. 
La creació d‟aquest fitxer s‟ha realitzat amb codi Python i es poden distingir dues parts: 
Separació de notes per any i quadrimestre, i càlcul de mitjana i % d‟aprovats. 
Figura 25 Capcelera del Fitxergen.csv creat 
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Separació de notes per any i quadrimestre 
Primer s‟ha creat un diccionari on emmagatzemar les notes per any, quadrimestre i 
assignatura. A continuació hi ha un fragment amb només el primer any 
dicc={2010:{1:{'n11':[ ],'n12':[ ],....'n25':[ ]},2:{'n11':[ ],'n12':[ ],...'n25':[ ]}}, ... fins el Q1 del 2018 
Seguidament s‟ha emplenat el diccionari amb les notes: 
 
Figura 26 Emplenat de notes en el diccionari separades per any i quadrimestres 
Al final d‟aquesta part obtenim el diccionari "dicc" amb les notes separades. 
Càlcul de mitjana i % d‟aprovats 
Per guardar els resultats, s‟ha creat un diccionari igual que l‟anterior però anomenat "dices". 
Per fer el càlcul de la mitjana i el % d‟aprovats s‟ha seguit el següent codi:  
 
Figura 27 Càlcul de la mitjana i el %  d'aprovats 
Finalment s‟obté un diccionari amb els resultats desitjats. 
Per la creació del fitxer CSV s‟ha acudit directament a una fulla de càlcul en la que s‟han 
copiat i enganxat els resultats. Això és degut a que, per importar les dades directament del 
fitxer, els gràfics de la pàgina web requereixen d‟un format i índex específic amb el que la 
eina Pandas i el DataFrame no en facilitava el procés. 
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Finalment s'ha exportat en CSV amb el nom "Estadgenerals.csv" i la seva capçalera és: 
 
Figura 28 Mostra de la capçalera del fitxer Estadgenerals.csv 
Les dades redundants de quadrimestre i any són per facilitar la importació de les dades per 
als gràfics de la pàgina web. 
7.3. Fitxer de distribució de notes 
Per crear un fitxer amb la distribució de notes, partim d‟un altre buit amb les assignatures 
com a capçaleres, i el rang de notes com a índex. Per rang es té en compte un punt, 
començant per el  (0-1) on el 1 està exclòs, fins el "9" que inclou també les notes amb un 10. 
 
Figura 29 Mostra del fitxer Distribució.csv buit 
Per emmagatzemar els resultats es crea un diccionari de totes les assignatures amb una 
llista buida per cada rang de notes. 
d={'n11':{0:[ ],1:[ ],2:[ ],3:[ ],4:[ ],5:[ ],6:[ ],7:[ ],8:[ ],9:[ ]}, 'n12':{0:[ ],... 
Seguidament s‟itera sobre la versió de les dades originals “nA19.csv” en la que formen part 
també els alumnes amb la fase inicial no acabada i les segones matrícules, i es 
comptabilitza per cada rang el número de notes. 
Posteriorment és divideix el número per el número de notes totals de cada assignatura, 
s‟emmagatzema en el DataFrame i s‟exporta en csv. Finalment s‟obté un el arxiu següent:  
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Figura 30 Fitxer Distribució.csv emplenat 
La última fila del arixu mostrat a la figura 30 és la suma de tots els % de cada assignatura. 
Queda comprovat que els càlculs són correctes. 
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8. Servidor 
Com s'ha pogut veure a la fase de disseny, el servidor fa de nexe d'unió amb les diferents 
parts del projecte. En aquest cas s'ha decidit aplicar un servidor Flask que s‟executa en 
Python. Aquest s'estructura amb els següents directoris: 
 
Figura 31 Estructura de carpetes i fitxers del servidor Flask 
Els requadres rectes són carpetes, i els requadres rodons i de color blau cel, arxius. 
Fitxer run.py 
La funció d‟aquest fitxer és iniciar el servidor web. 
Carpeta app 
Fitxer init___.py 
Aquest fitxer l‟executa el run.py i importa el fitxer views a més d‟inicialitzar la web. 
Fitxer views.py:  
Aquest fitxer és el que governa l‟aplicatiu web. Conté les rutes de la pagina web a més 
d‟ordenar executar les funcions Python i controlar els enviaments i les rebudes de formularis. 
Carpeta Static:  
En aquesta carpeta trobem els arxius fixos de la pàgina web com ara bé imatges, fitxers 
d‟estil en CSS i els fitxers en JavaScript. 
Carpeta Scripts: 
En aquesta carpeta es situen els fitxers amb les funcions Python que importa el fitxer views. 
Carpeta Templates:  
En aquesta carpeta hi hauran les pàgines en HTML,CSS i JavaScript de la web entre les 
quals es navegarà segons les rutes que hi hagin en el fitxer views. 
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9. Funcions Python 
La Web App es serveix de quatre funcions diferents: per a les dades estadístiques: graf(), 
per calcular la fiabilitat  fiab(), per a prediccions i per a crear la taula de veïns propers. Per 
raons que s'expliquen més endavant les dues darreres s'han unit en una sola: predir(). 
Aquestes tres funcions estan a tres fitxers Python diferents anomenats respectivament: 
fdadesgraf.py,  fPredicfinV5.py i Ffiabilitat.py. 
9.1. graf(Nquad, distN) 
Aquesta funció s‟executa al carregar la pàgina principal. La funció agafa les dades del fitxer 
Estadgenerals.csv i Distribució.csv i les retorna en un format preparat per poder ser 
representat en el gràfic GoogleChart corresponent. 
Entrada:  
 Fitxer Estadgenerals.csv 
 Fitxer Distribució.csv. 
Sortida: Tres diccionaris 
gdic 
Aquest diccionari conté la nota mitja i el % d‟aprovats per quadrimestre en el format preparat 
per el gràfic 1. Exemple: 
{'n11': [['Quadrimestre', 'Nota mitja', '% Aprovats'], ['2010-Q1', 5.77, 0.7899], ['2010-Q2', 5.9, 
0.8216], ['2011-Q1', 5.64, 0.8094], ...,  ['2018-Q1', 4.8, 0.5494]], 'n12': ... 
gmdic 
Aquest diccionari conté la mitjana de cada assignatura de les notes, el % d‟aprovats i el de 
suspesos de tots els anys en el format preparat per els gràfics 2 i 4. Exemple: 
{'n11': [5.64, 0.7993, 0.2007], 'n12': [5.57, 0.7813, 0.2187], ..... 'n25': [5.66, 0.8418, 0.1582]} 
gdis 
Aquest diccionari la distribució de notes per a cada assignatura en el format preparat per el 
gràfic 3. Exemple: 
{'n11': [['Nota', '%'], ['0-1', 2.134], ['1-2', 1.42], ['2-3', 3.77, ['3-4', 6.42], ....., 'n12':...... 
A més d‟això calcula la mitja de tots els anys i els % d‟aprovats de tots els anys a l‟instant, 
fet que evita haver de crear un nou fitxer amb aquestes dades. 
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9.2. predir(info, Fitxergen) 
Aquesta funció és la que aplica el algoritme KNN explicat en el punt 9.4, raó per la qual 
realitza les dues tasques relacionades amb aquest: predir i crear les taules de veïns propers. 
Entrada: 
 info: Diccionari amb les notes que ha introduït l‟usuari a la pàgina web i que és 
creat a l‟arxiu views. Exemple: 
info={'n11': '7', 'n12': '', 'n13': '7', 'n14': '', 'n15': '2', 'n21': '', 'n22': '8', 'n23': '', 'n24': '', 'n25': ''} 
On les assignatures buides („‟) correspondran a les assignatures que s‟han de predir. 
 Fitxergen: DataFrame del Fitxergen.csv 
Retorna: 
Diccionari amb aquest aspecte: 
resultats={'n11':[None,'hidden',''],'n12':[None,'hidden',''],'n13':[None,'hidden',''],'n14':[None,'hid
den',''],'n15':[None,'hidden',''],'n21':[None,'hidden',''],'n22':[None,'hidden',''],'n23':[None,'hidden'
,''],'n24':[None,'hidden',''],'n25':[None,'hidden','']} 
Aquest diccionari conté, de cada assignatura, tres dades en format "string". 
Dada 1: 
Té dos valors possibles: nota predita de la assignatura o None en el cas de que no hagi 
estat predita. 
Dada 2: 
Té dos valors possibles: „hidden‟ o „‟. 
Marca „hidden‟ si la assignatura no ha estat predita. Serveix per indicar en llenguatge HTML 
que no s‟ha de mostrar el seu apartat a la pàgina de resultats. Marca „‟ si la assignatura ha 
sigut predita i per tant si que s‟ha de mostrar en la pàgina de resultats. 
Dada 3: 
Aquesta dada és la taula de veïns propers escrita en codi HTML. Només es crea i mostra  a 
la pàgina de resultats, en el cas que l‟assignatura en qüestió hagi estat predita. 
Codi 
De la mateixa manera com s‟ha explicat en punt 6.2.2, el funcionament del algoritme KNN 
amb Python segueix els següents passos: 
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 Definició dels vectors exemple i la sortida d‟aquests. 
 
Figura 32 Codi de definició dels vectors exemple 
 Definició de la funció KNN, entrenament del algoritme i predicció: 
 
Figura 33  Codi per la definició de la funció KNN, entrenament del algoritme i predicció 
Seguidament la funció emmagatzema les notes dels veïns més propers, i en crea una taula 
en forma de "string" escrit en llenguatge HTML per a que la pàgina web la pugui mostrar. 
 
9.3. fiab (info,pred, dataset) 
Aquesta funció té per objectiu donar una fiabilitat amb la que l‟usuari pugui valorar la 
veracitat de la predicció. Aquesta fiabilitat serà calculada amb el arxiu de dades històriques 
creat "Fitxergen.csv". 
Definició de la fiabilitat 
Per calcular la fiabilitat cal primer definir-la. En aquest cas s‟ha decidit no calcular l‟encert en 
el número de la nota, ja que aquest és molt difícil de predir en exactitud, si no calcular 
l‟encert del algoritme en predir si la nota és menor o major/igual a 5 (aprovat o suspens). 
Per a afinar més amb la fiabilitat, la funció només té en compte l‟encert en un rang +-0,5 de 
la nota predita. Per tant, si la nota predita és un 5,6, només es tindrà en compte l‟encert en 
notes dins del rang (5,1-6,1).  
El motiu d‟aquest últim matís és la diferència d‟encert de l‟algoritme en predir notes baixes 
de notes altes. Les notes altes tenen més fiabilitat d‟encertar ja que s‟allunyen de la frontera 
del 5, mentre que les baixes i les properes al 5 són més volàtils. 
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Figura 34 Gràfic d'encert de l'algoritme en funció de la nota de les assignatures de Termodinàmica 
Fonamental i Càlcul II 
En gràfic de la figura 34 es mostra el % d‟encert del algoritme en predir aprovat o suspès 
desglossat per rangs de nota. El gràfic elaborant correspon a les assignatures de 
Termodinàmica i càlcul II respectivament. S‟ha predit amb les notes de les demés 
assignatures. 
Entrada 
 info: Diccionari ja explicat que conté les notes que ha introduït l‟usuari i que 
serveix per saber de quines assignatures cal calcular la fiabilitat. Exemple:: 
info={'n11': '7', 'n12': '', 'n13': '7', 'n14': '', 'n15': '2', 'n21': '', 'n22': '8', 'n23': '', 'n24': '', 'n25': ''} 
 pred: Diccionari amb els resultats de les prediccions fetes a l‟usuari que serveix 
per afinar el rang de nota en el que s‟ha de centrar la fiabilitat. Exemple: 
pred={'n11': '', 'n12': '5.3', 'n13': '', 'n14': '4.6', 'n15': '', 'n21': '6.7', 'n22': '', 'n23': '5.3', 'n24': '5.8', 
'n25': '6.5'} 
 Fitxergen.csv: Fitxer de dades generals. 
Sortida 
 Diccionari fiab: Diccionari amb la fiabilitat de les prediccions. Exemple: 
fiab={'n11': [], 'n12': 92.71, 'n13': [], 'n14': 90.12, 'n15': [], 'n21': 92.98, 'n22': [], 'n23': 93.09, 
'n24': 94.01, 'n25': 86.44} 
0
10
20
30
40
50
60
70
80
90
100
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10
%
 d
'e
n
c
e
rt
Nota
% d'encert en funció de la nota
% d‟encert 
Term. Fon.
% d‟encert 
Càlcul II
Pág. 52  Memoria 
 
Codi 
Per a poder calcular la fiabilitat descrita amb les dades del "Fitxergen.csv" s‟ha utilitzat la 
funció  "cross_val_predict" de la llibreria Scikit Learn. 
Aquesta funciona creant "folds" de la mateixa manera que la funció "GridSearchCV" explicat 
en el punt 6.2.3.1. En aquest cas, la funció separa les dades donades en 10 trossos, i prediu 
les notes de cada tros amb els 9 trossos restants. Finalment doncs, retorna les notes 
predites del mateix fitxer general i per tant permet comparar-les amb les reals. 
 
     Figura 35 Codi de l'aplicació del algoritme cross_val_predict 
Finalment es comprova l‟encert de l‟algoritme en predir l‟aprovat o suspens dins del rang de 
notes i se‟n calcula el %. 
9.4. Algoritme KNN 
Tal i com s'ha explicat, per poder implementar l'algoritme KNN amb Python, es treballa amb 
la llibreria Scikit Learn. A continuació es detalla el seu funcionament, validació i optimització. 
9.4.1. Definició 
L'algoritme KNN de la llibreria Scikit Learn es defineix de la següent manera: 
sklearn.neighbors.KneighborsRegressor( n_neighbors=5, weights=’uniform’, 
algorithm=’auto’, leaf_size=30, p=2, metric=’minkowski’, metric_params=None, 
n_jobs=None) (2) 
On els paràmetres indiquen: 
n_neighbors=5 : Número de veïns que es tenen en compte.  
weights=’uniform’: Pes que tenen els veïns en la resposta. 
 uniform: Tots els veïns tenen el mateix pes en la resposta. 
 distance: El pes dels veïns en la resposta és la inversa de la seva distància. 
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algorithm=’auto’:  Algoritme utilitzat per a trobar els veïns més propers.  
 ball tree 
 kd_tree 
Aquets primers són mètodes de particions de dades. Fan molt més ràpid l'algoritme però 
no asseguren trobar el cas òptim, tot i que de no fer-ho, en troben un de molt semblant.  
 brute: Implica que tots els individus poden ser el veí més proper. En conseqüència 
fa la recerca un per un. Aquest mètode assegura trobar el cas òptim sacrificant 
rapidesa. 
 auto: Escull el més adequat dels anteriors, en funció de les dades entrenades. 
leaf_size=30: Ajusta els algoritmes "ball_tree" i "kd_tree". 
p=2: Determina el paràmetre de la mètrica Minkowski. 
 p=1: Equival a la distància Manhattan. 
 p=2: Equival a la distància Euclidia. 
 Si p és un altre número, utilitza la distància Minkowski amb p=número introduït. 
metric=’minkowski’: Per defecte l'algoritme utilitza la mètrica Minkowski però hi ha les 
següents disponibles: 
 Eculida 
 Manhattan 
 Chebyshev 
 WMinkowsji 
 SEculidia 
 Mahalanobis 
metric_params=None: Paràmetres addicionals (a més de p) per a altres mètriques. 
n_jobs=None: Número de cerques paral·leles de veïns propers. 
Definir correctament els paràmetres descrits és crucial per el bon funcionament del algoritme 
KNN. Per aquest motiu en el punt 6.2.3 es busquen els valors òptims. 
9.4.2. Funcionament 
Per a definir el algoritme KNN de la llibreria Scikit Learn es segueixen els següents passos: 
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Importació llibreries i fitxer 
Importació del fitxer de dades generals i conversió a DataFrame per a poder manejar les 
dades. 
 
Figura 36 Importació Pandas i Fitxergen.csv 
Definició de la entrada 
Introducció del valor de les entrades, en aquest cas les notes de les que disposa l'usuari junt 
amb quina assignatura correspon cadascuna. En aquest cas les notes del primer 
quadrimestre: 
 
Figura 37 Definició de la entrada 
Definició dels vectors de predicció X i y 
Definició de X i y en funció de la entrada. En aquest cas l‟assignatura de Geometria (n21): 
 
Figura 38 Definició dels vectors X i y 
On X, que correspon a les notes del primer quadrimestre + selectivitat del fitxer general: 
 
Figura 39 Mostra de X 
I y, que correspon a les notes de geometria del fitxer general. 
 
Figura 40 Mostra de y 
Definició funció KNN  
Definició de la funció i els seus paràmetres: 
 
Figura 41 Definició de la funció KNN i els seus paràmetres 
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Entrenament i predicció 
 
Figura 42 Entrenament i predicció del KNN 
La darrera comanda retorna una llista amb les prediccions fetes. 
9.4.3. Optimització 
La llibreria Scikit Learn ofereix una funció per a optimitzar els diferents paràmetres d‟un 
algoritme. Aquesta és anomenada GridSearchCV. 
La funció GridSearchCV fa una recerca exhaustiva sobre els paràmetres d‟una funció i 
retorna la combinació òptima. Per estimar els paràmetres aplica el mètode de  validació 
creuada (cross validation) aplicada a les possibles combinacions dels paràmetres donats. 
9.4.3.1. Validació creuada 
La validació creuada és un mètode utilitzat en l'anàlisi estadístic per a comprovar el 
rendiment de models predictius. 
El mètode es basa en dividir les dades existents en n paquets. Seguidament s‟entrena 
l‟algoritme amb els n-1 paquets de dades, i s‟utilitza el restant per predir i comparar els 
resultats amb els reals. Aquest procediment es repeteix fins a haver predit totes les dades. 
En la figura 43 es pot veure il·lustrat un cas amb 5 folds, on els verds són els paquets de 
dades utilitzats per a entrenar, i els blaus corresponen als paquets que s'utilitzen per predir 
en cadascuna de les combinacions: 
 
Figura 43 Esquema de la validació creuada. Font: Scikit Learn 
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9.4.3.2. Paràmetres a optimitzar 
De tots els paràmetres de la funció KNN n'hi ha un que queda definit per la naturalesa del 
problema: "algorithm". Degut a que el fitxer general només té 3091 entrades, es farà servir la 
opció "brute" que assegura trobar el cas òptim.  
El valor de la resta de paràmetres s'optimitzen seguint les següents pautes: 
 Nº de veïns: Es limita a un mínim de 3, per no tenir una mostra pobre, i un màxim 
de 12 per evitar que els resultats tendeixin a la mitjana de l'assignatura en questió. 
 Pes dels veïns: Es deixa decidir al algoritme. 
 Mètrica: Només s'avaluaran les mètriques més utilitzades: Manhattan i Euclidia. 
 Paràmetre Minkowski (p): Podrà assolir 1 o 2, que equival a fer servir la mètrica 
Manhattan o Euclidia, respectivament. 
La resta de paràmetres queden definits ja que depenen dels anteriors.  
9.4.3.3. GridSearchCV 
La funció GridSearchCV es defineix de la següent manera: 
GridSearchCV(estimator, param_grid, scoring=None, n_jobs=None, iid=’warn’, refit=True, 
cv=’warn’, verbose=0, pre_dispatch=‘2*n_jobs’, error_score=’raise-deprecating’, 
return_train_score=False) (3) 
Dels quals s'utilitzaran els següents: 
 Estimator: S‟indica el algoritme del que s‟han d‟optimitzar els paràmetres. 
 Param_grid:Graella amb els paràmetres i els seus diferents valors a comprovar. 
 Scoring: S‟indica el score que es vol fer servir. 
 cv: Número de parts en las que es vol partir les dades. 
Graella de paràmetres (Param_grid) 
En el cas del algoritme KNN, tal i com s‟explica en el punt 6.2.3.2, es volen optimitzar els 
valors des següents paràmetres: 
 Número de veïns: Entre 3 i 12. 
 Pes dels veïns: uniforme o per distància 
 Distància: Manhattan o Euclidia 
Puntuació (score) 
L‟score serà el que donarà una puntuació per a prendre decisions sobre la optimització de 
l‟algoritme. 
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La llibreria Scikit Learn ofereix varies puntuacions per a utilitzar en la puntuació d'algoritmes 
de regressió: 
 Explained variance 
 Error màxim  
 Mitjana negativa del error absolut 
 Mitjana negativa del error quadràtic 
 Mitjana negativa del logaritme del error quadràtic    
 Mediana negativa del error absolut   
 „r2‟ 
Després de provar cadascun d'ells, cap n'ha servit per extreure una conclusió clara. Això és 
degut a la distribució de notes que tenen totes les assignatures: 
 
Figura 44 Gràfic de la distribució de notes de Càlcul II 
Tal i com es pot observar la figura 44, totes les assignatures concentren les notes entre el 5 i 
el 6. Això provoca que, al utilitzar una puntuació basada en els errors tradicionals (absolut, 
relatiu...), tots els valors dels paràmetres s‟optimitzen per a que la funció retorni la nota mitja 
de cada assignatura. En conseqüència, sempre retorna com a valors òptims el número 
màxims de veïns possible i distància uniforme, que resulta ser la mitjana de totes les notes.  
Per a evitar aquest efecte, s‟ha creat una puntuació específica per el cas. La llibreria Scikit 
Learn disposa d‟una funció per crear la funció "score" pròpia: make_scorer. 
Funció Score personalitzada 
Per a minimitzar el efecte anteriorment descrit, s‟ha optat per a crear una funció score que 
discretitza per rangs de notes i que està basada en la proximitat a la nota real i en l‟encert de 
predir aprovat o suspès. La funció es descriu de la següent forma: 
 Entrada: notes reals, notes predites 
 Sortida: % per u del encert definit. 
 Funcionament: 
Pág. 58  Memoria 
 
◦ Crea un diccionari on s'emmagatzemen els encerts (1) i els errors (0) en cinc 
intervals: 
▪ Notes reals del 0-2.9 
▪ Notes reals entre 3-4.9 
▪ Notes reals del 5-5.9 
▪ Notes reals del 6-6.9 
▪ Notes reals del 7-10 
◦ Conta com a encert si compleix les següents condicions:  
▪ La predicció no s‟allunya més de mig punt de la nota real. 
▪ Ha predit aprovat i la nota real és aprovat. Ídem amb suspens. 
◦ Calcula i retorna la mitjana del % per u d‟encerts de cada interval. 
Les particions s‟han elaborat tenint en compte les distribucions de notes de les assignatures, 
per tal de no descompensar en excés la puntuació i que cada interval disposi d'un número 
semblant de notes. D‟aquesta manera s‟aconsegueix uniformitzar el pes i s‟evita que 
predomini el interval on es concentren més notes. 
Número de particions (cv) 
El número de particions ha de ser suficient gran com per entrenar l‟algoritme amb gairebé 
totes les dades i així evitar que difereixi molt del entrenament que rebrà en realitat, però a la 
vegada  cada partició ha de contenir suficients vectors a predir per tal de que l‟score sigui 
fiable i d‟una mostra prou representativa.  
Tenint en compte els gairebé 3100 vectors de dades i la quantitat de combinacions que ha 
de simular la funció GridSearchCV, s‟ha escollit treballar la optimització amb 5 particions.  
Funcionament GridSearchCV 
El funcionament del GridSearchCV consta de les següents parts: 
 Definició de la entrada X i y de la mateixa manera explicada en el funcionament 
del KNN. 
 Definició dels paràmetres i els seus valors a optimitzar: 
 
  Figura 45 Paràmetres del KNN  per optimitzar 
 Definició del algoritme KNN i la funció GridSearchCV: 
 
 Figura 46 Definició del KNN i de GridSearchCV 
 Entrenament i resultats: 
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Figura 47 Optimització i mostra dels millors paràmetres 
La opció best_params_ retorna la millor combinació de paràmetres, com per exemple: 
 
 
Figura 48 Exemple de mostra dels millors paràmetres trobats 
9.4.3.4. Resultats de les prediccions i la optimització 
En aquest projecte es permet a l‟usuari predir qualsevol assignatura amb qualsevol nota 
introduïda, això comporta una gran quantitat de combinacions a analitzar.   
Alhora de optimitzar els paràmetres, aplicar totes les combinacions implica una gran 
quantitat de càlculs. Per salvar aquest obstacle s‟ha decidit escollir tres casos claus i aplicar-
los a cinc assignatures diferents. Amb aquets casos se‟n extrauran els valors òptims de 
cadascun dels tres paràmetres avaluats. Els casos contemplats són: 
Àlgebra, Química I i Informàtica predites amb: 
 Nota selectivitat 
 Nota selectivitat + Càlcul I + Mecànica Fonamental 
 Nota selectivitat + tota la resta d'assignatures del primer quadrimestre 
Càlcul II,Termodinàmica i Expressió Gràfica: 
 Nota selectivitat + assignatures del primer quadrimestre 
 Nota selectivitat + assignatures del primer quadrimestre + Geometria + Química II 
 Nota selectivitat + tota la resta d'assignatures de primer curs 
Taula de resultats per a Àlgebra, Química I i Informàtica. 
 
  Àlgebra   Química I   Informàtica 
Assig. Sele. S.+ 2 S.+ 4   Sele. S.+ 2 S.+ 4   Sele. S.+ 2 S.+ 4 
Veïns 5 9 6   11 7 12   10 11 12 
p 1 1 1   1 1 1   1 1 1 
Pesos uniform uniform uniform   uniform uniform dist.   uniform uniform dist. 
Score 20,29% 23,88% 24,22%   19,96% 21,99% 21,71%   19,20% 18,24% 19,48% 
 
 
 
 
 
 
  Càlcul II   Termodinàmica   Expressió Gràfica 
Assig. Sele.+5 Sele.+7 Sele.+9   Sele.+5 Sele.+7 Sele.+9   Sele.+5 Sele.+7 Sele.+9 
Veïns 4 9 4   5 4 3   5 6 5 
p 2 1 2   1 2 1   2 1 1 
uniform uniform dist. uniform   uniform uniform uniform   uniform uniform uniform 
Score 19,43% 21,69% 22,67%   20,83% 21,87% 22,76%   20,64% 20,73% 21,26% 
Taula 9 Resultats d'optimització 
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D‟aquestes dues taules se‟n ha pogut extreure cinc conclusions: 
 És millor un pes uniforme. 
 És millor la distància Manhattan (p=1). 
 El número de veïns per a prediccions amb poques assignatures està al voltant del 9. 
 El número de veïns per a prediccions amb varies assignatures està al voltant del 5. 
 
Aplicant els paràmetres anteriors s‟obtenen les següents puntuacions i diferències respecte 
els òptims: 
  Àlgebra   Química I   Informàtica 
Assig. Sele. S.+ 2 S.+ 4   Sele. S.+ 2 S.+ 4   Sele. S.+ 2 S.+ 4 
Score 20,07 % 23,88 % 22,94 %   19,11 % 21,37 % 21,04 %   18,07 % 16,66 % 18,04 % 
Dif. -0,22 % 0,00 % -1,28 %   -0,85 % -0,62 % -0,67 %   -1,13 % -1,58 % -1,44 % 
 
 
 
 
 
 
  Càlcul II   Termodinàmica   Expressió Gràfica 
Assig. Sele.+5 Sele.+7 Sele.+9   Sele.+5 Sele.+7 Sele.+9   Sele.+5 Sele.+7 Sele.+9 
Score 18,40 % 21,36 % 22,59 %   20,83 % 20,49 % 21,08 %   19,94 % 19,18 % 21,26 % 
Dif. -1,03 % -0,33 % -0,08 %   0,00 % -1,38 % -1,68 %   -0,70 % -1,55 % 0,00 % 
Taula 10 Resultats amb els paràmetres definits 
Si bé cal mencionar que, al uniformitzar les condicions empitjora els resultats, la diferència 
respecte els paràmetres òptims no supera el 1,68%. Paràmetres escollits: 
 
 Nº de veïns:  
◦ 9 per a prediccions amb fins a 4 assignatures donades. 
◦ 5 per a prediccions amb més de 4 assignatures donades. 
 Pes dels veïns: Uniforme 
 Distància: Manhattan (p=1) 
9.4.4. Estabilitat 
L‟estabilitat en algoritmes es mesura observant el comportament del error que comet aquest. 
En un algoritme estable l‟error s‟ha de mantenir més o menys constant sense que es puguin 
observar alt i baixos. 
Per a validar el algoritme KNN i els paràmetres escollits s‟utilitzarà la funció de la llibreria 
Scikit Learn cross_val_score. Aquesta funció, de la mateixa manera que GridSearchCV, 
efectua una validació creuada, però només calcula la puntuació que obté l‟algoritme a cada 
partició (fold), on els paràmetres del algoritme han de venir ja definits. La funció retorna la 
puntuació obtinguda en cadascun de les particions efectuades. 
La funció cross_val_score presenta diferents paràmetres, però en aquest cas utilitzarem els 
següents: 
sklearn.model_selection.cross_val_score(estimator,X, y=None, scoring=None, cv=’warn’) (4) 
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 Estimator: S‟indica el algoritme ja definit que s‟ha de puntuar. 
 X: Vectors d‟entrenament. 
 y: Resultats reals del que es vol predir. 
 Scoring: S‟indica el score que es vol fer servir. 
 Cv: Número de parts en las que es vol partir les dades. 
Seguint els passos seguits amb la funció GridSearchCV, la puntuació (scoring) i el número 
de particions (CV) es mantenen igual. 
9.4.4.1. Resultats de l’estabilitat 
Alhora de calcular l‟estabilitat sorgeix la mateixa problemàtica de possibles combinacions 
que en el apartat anterior. Per les mateixes raons, s‟agafaran quatre assignatures que 
s'avaluaran en tres casos diferents: 
Mecànica Fonamental i Informàtica Fonamental : 
 Nota selectivitat 
 Nota selectivitat + Càlcul I + Química I 
 Nota selectivitat + tota la resta d'assignatures del primer quadrimestre 
Càlcul II i Química II: 
 Nota selectivitat + assignatures del primer quadrimestre 
 Nota selectivitat + assignatures del primer quadrimestre + Termodinàmica + 
Expressió Gràfica 
 Nota selectivitat + tota la resta d'assignatures de primer curs 
Taula amb els resultats obtinguts: 
  Mecànica fonamental   Informàtica 
Assig. Selectivitat Sele.+ 2 Sele.+ 4   Selectivitat Sele.+ 2 Sele.+ 4 
Mitjana 19,84 % 23,00 % 24,67 %   17,49 % 17,12 % 17,13 % 
Des. Std. 1,97 % 1,17 % 4,03 %   4,18 % 1,70 % 4,35 % 
 
 
 
 
  Càlcul II   Química II 
Assig. Sele.+ 5 Sele.+ 7 Sele.+ 9   Sele.+ 5 Sele.+ 7 Sele.+ 9 
Mitjana 18,40 % 21,43 % 22,58 %   19,56 % 21,70 % 22,64 % 
Des. Std. 1,42 % 2,02 % 4,17 %   2,84 % 3,70 % 3,75 % 
Taula 11 % d'encert i desviació estàndard 
Es pot comprovar com la desviació estàndard és situa per sota 5 %, en alguns casos, molt 
per sota. Amb els resultats anteriors, es dona per estable el algoritme. 
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9.4.5. KNN: Valoració de resultats 
 
Per a la valoració dels resultats obtinguts amb l'algoritme KNN s‟ha aplicat altre cop la funció 
cross_val_score. En la valoració s‟ha tingut en compte les tres puntuacions (scores) 
següents: 
 Score 1: Encert si la predicció està +-0.5 punts de la real, i si ha encertat en predir 
l‟aprovat o suspens. (mateix score utilitzat en la optimització i validació) 
 Score 2: Igual que el primer però amb +-1 punt de marge 
 Score 3: Encert en predir l‟aprovat o suspens. 
 
Aplicant els mateixos casos que en la validació, obtenim la següent taula: 
 
  Mecànica fonamental   Informàtica 
Assig Selectivitat Sele.+ 2 Sele.+ 4   Selectivitat Sele.+ 2 Sele.+ 4 
Score 1 19,84 % 23,00 % 24,67 %   17,49 % 17,12 % 17,13 % 
Score 2 37,11 % 42,04 % 44,01 %   32,44 % 32,41 % 32,83 % 
Score 3 66,39 % 69,46 % 69,67 %   59,64 % 62,38 % 61,15 % 
 
  Càlcul II   Química II 
Assig Sele.+ 5 Sele.+ 7 Sele.+ 9   Sele.+ 5 Sele.+ 7 Sele.+ 9 
Score 1 18,40 % 21,43 % 22,58 %   19,56 % 21,70 % 22,64 % 
Score 2 34,41 % 38,84 % 39,53 %   36,36 % 38,56 % 39,45 % 
Score 3 65,68 % 68,68 % 70,17 %   65,12 % 68,66 % 69,63 % 
Taula 12 Resultats amb els tres scores diferents 
De la taula 12 se'n poden extreure les següents observacions: 
 El encert en predir l'aprovat es situa entorn el 60-70 %.  
 La precisió del algoritme amb un marge de (+-0.5 punts) es situa entorn el 20%. 
 Generalment i com era d'esperar, els resultats de les prediccions milloren a 
mesura que es tenen més notes. 
 No totes les assignatures es comporten de la mateixa manera. Algunes són més 
fàcils de predir, com ara bé Mecànica, i d'altres més difícils com Informàtica. 
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10. Pàgines del Lloc Web 
Inicialment, per a la implementació del lloc web es va recórrer a crear pàgines HTML 
mitjançant W3Schools. Finalment s‟ha optat per buscar una plantilla lliure i gratuïta ja feta 
que amplia les possibilitats i millora el disseny. 
La plantilla escollida es diu “Landing” (5) i ha sigut dissenyada i desenvolupada per 
UICookies i està basada en Bootstrap 4. Bootstrap és una biblioteca oberta i gratuïta de 
dissenys de templates amb tipografia, formularis, botons,  menús de navegació i altres 
elements de disseny basat en HTML , CSS i JavaScript. 
Tal i com s‟explica a la fase de disseny, el lloc web consta de dues pàgines i cadascuna de 
les pàgines s‟estructura en seccions. La pàgina 1 consta de 5 seccions de les quals en 
destaquen la  inicial, la d‟estadístiques i la de prediccions. 
10.1. Pàgina 1: Inici 
 
Figura 49 Secció inicial de la pàgina 1 
La figura 49 és la secció principal de la pàgina 1. En vermell es pot veure el menú de 
navegació que permet saltar de secció  en secció sense haver de fer “scroll”. Més avall de la 
breu benvinguda hi ha també un botó que permet anar directe a la secció de prediccions. 
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10.2. Pàgina 1: Estadístiques 
 
Figura 50 Secció d'estadístiques de la pàgina 1 
Com es pot observar en la figura 50, la secció d‟estadístiques consta de quatre gràfics 
diferents per a cada assignatura. Els quatre han estat implementats amb la llibreria Google 
Charts basada en  JavaScript que ha permès fer-los animats i dinàmics. 
Gràfic 1 
En el primer gràfic, part superior esquerra, mostra dos informacions diferents. Per un cantó, 
en blau i amb el eix y esquerra, es pot observar l‟evolució de la nota mitja per quadrimestres. 
Per altre banda en gris i amb l‟eix y dret, l‟evolució del % d‟aprovats per quadrimestres. 
 
Gràfic 2 
El segon gràfic, part superior dreta, es de tipus circular i mostra el % d‟aprovats mitjà dels  
anys 2010-2018.  
 
Figura 51 Gràfics 1 i 2 respectivament 
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Gràfic 3 
En el tercer gràfic, part inferior esquerra, és un gràfic de barres que mostra la distribució 
mitjana de notes dels anys 2010-2018. 
 
Gràfic 4 
El quart i últim gràfic, part inferior dreta, es un gràfic de barra que mostra la nota mitja dels 
anys 2010-2018. 
 
Figura 52 Gràfics 3 i 4 respectivament 
 
10.3. Pàgina 1: Prediccions 
 
Figura 53 Secció de predicció de la pàgina 1 
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La captura de pantalla anterior és de la secció de prediccions. En aquesta l'usuari introdueix 
les notes de les que ja disposa, i fent clic en el botó verd inferior podrà accedir als resultats 
situats a la pàgina 2. 
10.4. Pàgina 2: Resultats 
La pàgina 2 consta de dues seccions, inici i resultats. A continuació es detalla la de resultats. 
 
Figura 54 Secció de resultats de la pàgina 2 
En la figura 54es pot observar l‟aspecte de les prediccions d‟una assignatura.  
 En lila nota predita. 
 En rosa la barra que marca la fiabilitat de la predicció. 
 En taronja, la taula amb les notes dels veïns pròxims. 
 En verd les notes introduïdes amb la darrera marcada en lila altre cop, la nota 
predita 
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PLANIFICACIÓ 
Al llarg de la primera setmana es va efectuar un repàs del llenguatge de programació Python 
així com un acostament a aquest. Aprofitant la setmana de repàs de Python, es va introduir 
la llibreria Pandas i el tractament de dades amb aquesta. Quan ja es disposava del 
coneixement suficient, es van començar a dissenyar els arxius del sistema. 
Abans d'acabar amb la creació del disseny de dades del sistema, es van començar a fer 
proves amb l'algoritme KNN per a comprovar que encaixaven correctament amb el format 
de dades creat. Més endavant, es va procedir a optimitzar els paràmetres del algoritme. 
Mentre s'acabava de perfilar el codi amb el algoritme KNN, es va començar a fer proves i 
dissenyar la pàgina web així com el servidor Flask. Es va dedicar especialment temps al 
disseny de la pàgina, així com en els seus gràfics. 
Per acabar es va redactar la memòria en el transcurs aproximat  d'un mes, mentre 
s'acabaven d'ajustar els últims retocs a tot el conjunt. 
A continuació es mostra el diagrama de Gantt de les tasques desglossades i amb detalls de 
les dates i els dies dedicats a cadascuna d'elles: 
 
Figura 55 Diagrama de Gantt de la planificació 
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COSTOS 
Els costos associats a desenvolupar el projecte es poden dividir en dos grans blocs: costos 
de mà d'obra i costos de maquinària. Per els càlculs es tindrà en compte una durada del 
projecte de 4 mesos i un total de 350 hores dedicades. 
Costos mà d'obra 
Es considera el cost/h d'un enginyer programador de 30€/h. 
350ℎ ·
30 €
ℎ
= 10500€ 
Costos de maquinària 
Els costos de maquinària han sigut el ordinador, el software utilitzat i el consum d'energia 
d'aquest i de la lluminària: 
 Ordinador utilitzat: MSI GP60 2PE Leopard 
 Preu d'adquisició: 960€ 
 Vida útil: 6 anys 
 Microsoft Office: 8,80€/mes 
 Preu kWh juny 2019: 0,125€ 
 Consum elèctric: 120 W 
Cost per al projecte: 
960€
6 𝑎𝑛𝑦𝑠
·
1 𝑎𝑛𝑦
12 𝑚𝑒𝑠𝑜𝑠
· 4 𝑚𝑒𝑠𝑜𝑠 = 320€ 
8,80€
𝑚𝑒𝑠
· 4𝑚𝑒𝑠𝑜𝑠 = 35,2€ 
120𝑊 · 350ℎ
1000
· 0,125
𝑘𝑊
ℎ
 = 5,25€ 
Costos totals 
Concepte Quantitat 
Mà d'obra   10.500,00 €  
Maquinària      360,45 €  
Total   10.860,45 €  
Taula 13 Resum i suma de costos del projecte 
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Conclusions 
Al llarg d'aquest treball s'han pogut extreure una gran diversitat de conclusions diferents. 
Aquestes abasten des de la programació, passant per el tractament i mineria de dades, fins 
arribar a la utilitat de certs coneixements impartits al GETI a l'ETSEIB. 
Respecte la programació, s'ha pogut comprovar la gran comunitat que existeix darrera del 
codi Python i la extensa quantitat de llibreries i complements existents per a solucionar 
qualsevol problemàtica que a un li pugui sorgir. Ha sorprès també la facilitat d'us i possibles 
combinacions de la llibreria Scikit Learn. 
Pel que fa al tractament i mineria de dades s'ha pogut comprovar la gran quantitat 
d'algoritmes diferents disponibles en funció de les dades i els resultats desitjats. Tots ells 
però requereixen d'una gran quantitat de dades molt gran per a arribar a conclusions que 
tinguin una certa veracitat. 
Vers els resultats obtinguts, cal destacar la diferència en quant a dificultat de predicció en 
funció a les assignatures on, per exemple, aquelles que requereixen d'habilitats 
informàtiques són més difícils de predir. També s'ha de mencionar la poca heterogeneïtat en 
la distribució de les notes, fet que ha dificultat l'obtenció de resultats. 
Cal destacar la rellevància que han tingut els coneixements adquirits al llarg del Grau en 
Enginyeria en Tecnologies Industrials en els àmbits d'informàtica, i en menor mesura els 
d'estadística. Els primers han sigut indispensables per a poder dur a terme el projecte sense 
grans entrebancs, i el segons han ajudat a comprendre amb més facilitat alguns dels 
conceptes relacionats amb el tractament i la mineria de dades. 
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1. Codi Python 
1.1. Filtre inicial 
import pandas as pd   
#FILTRE ARXIU NOTES SELE   
#Llegim el fitxer amb les notes PAU   
ns=pd.read_csv("nsOriginal19.csv")   
#només sele més gran igual a 9   
a=ns['NOTA_ACCES']>=9   
ns=ns[a]   
#fora columna tipus d'acces   
ns=ns.drop(['TIPUS_ACCES'], axis=1)   
#FILTRE ARXIU ASSIGNATURES   
#Llegim el fitxer amb les notes de la fase inicial   
na=pd.read_csv("naOriginal19.csv")   
#només titulació 752   
b=na['CODI_PROGRAMA']==752   
na=na[b]   
#Eliminem la columna codi programa   
na=na.drop(['CODI_PROGRAMA'], axis=1)   
#fora alumnes amb assignatures CONV o pendents   
c=na['GRUP_CLASSE']!='CONV'   
na=na[c]   
#Eliminem columna de grup   
na=na.drop(['GRUP_CLASSE'], axis=1)   
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#Fora quad 0   
d=na['QUAD']!=0   
na=na[d]   
#Eliminem columa de crèdits   
na=na.drop(['CREDITS'], axis=1)   
#Apartir d'aquí ens quedem amb les notes DEF   
#Borrem les entrades sense notes   
na=na.drop(['NOTA_PROF'],axis=1)   
na=na.drop(['NOTA_NUM_AVAL'],axis=1)   
#Eliminar les assignatures repetides   
na=na.drop_duplicates(subset=['CODI_EXPEDIENT','CODI_UPC_UD'], keep='first' 
#CREUEM ELS ARXIUS   
nAnS=pd.merge(na,ns, on='CODI_EXPEDIENT')   
nAnS.to_csv("nAnS19.csv", index=False) 
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1.2. Creació Fitxer general 
import pandas as pd   
#Importem els arius filtrats   
a=pd.read_csv("nAnS19.csv")   
#PREPAREM EL ARXIU QUE GUARDADRÀ LES NOTES   
#Obtenim index amb el codi del estudiant   
b=a.drop_duplicates(subset=['CODI_EXPEDIENT'])   
#Obtenim els nom en codi de les assignatures per ficarles com a capce
lera de columnes   
c=a.drop_duplicates(subset=['CODI_UPC_UD'])   
#DataFrame amb les assignatures   
c=c.CODI_UPC_UD   
c=c.sort_values()   
#Agafem la resta del index amb les capceleres dels arxius   
d={'resta_index':a.columns[2:]}   
#Creem un DataFrame amb les altres capeceleres   
e=pd.DataFrame(data=d)   
e=e.resta_index   
#Creem el DataFrame amb les capceleres ordenades   
f=pd.concat([c,e])   
#Creem un index amb el codi de l'estudiant i fiquem el nom de les col
umnes les assignatures   
tuples=list(zip(f))   
tuples.remove(('NOTA_NUM_DEF',))   
index=pd.MultiIndex.from_tuples(tuples, names=['CODI_UPC_UD'])   
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#Creem el dataframe buit amb els codis est per index i els títols de 
les columnes   
df = pd.DataFrame(data=None, index=b.CODI_EXPEDIENT, columns=index)   
#Assignar a una posició de la matriu un valor == dtf.loc[index,column
a]   
#Assignem les notes de cada assignatura a l'estudiant corresponent   
for row in a.iterrows():   
 df.loc[row[1][0],row[1][1]]=row[1][5]   
#Assignem a cada estudiant la resta de dades (sele, CP, sexe, any ass
ig superada...)   
#per no fer treballar l'ordinador 10 cops més, iterem sobre b que no 
té els codis exp repetits alhora de ficar la demés info.   
b=b.drop(['NOTA_NUM_DEF'], axis=1)   
for row in b.iterrows():   
 for i in row[1].index[2:]:   
  df.loc[row[1][0],i]=row[1][i]   
df.to_csv("Fitxergen199.csv", index=True)   
df=df.dropna()   
#Retornem el arxiu CSV final   
df.to_csv("Fitxergen19.csv", index=True) 
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1.3. Codi servidor Flask (views.py) 
from flask import render_template   
from app import app   
from flask import request   
import pandas as pd   
#Importem els tres arixus de dades   
dataset=pd.read_csv("Fitxergen19.csv")   
Nquad=pd.read_csv("notesquadris2-19.csv")   
distN=pd.read_csv("distbnotes19.csv")   
#from app.scripts import calculs as cal   
#from app.scripts.calculs import sumainterval   
from .scripts.fPredicfinV5 import *   
from .scripts.fdadesgraf import *   
from .scripts.Ffiabilitat import*   
@app.route('/')   
@app.route('/torna', methods=['GET'])   
def grafics():   
    dades=graf(Nquad,distN)   
    gdic=dades[0]   
    gmdic=dades[1]   
    dist=dades[2]   
    return render_template('indexV14.html',title='Inici',   
               g11 = gdic['n11'], g12 = gdic['n12'], g13 = gdic['n13'], g14 
= gdic['n14'], g15 = gdic['n15'], g21 = gdic['n21'],g22 = gdic['n22'], g23 =
 gdic['n23'], g24 = gdic['n24'], g25 = gdic['n25'],gm11 = gmdic['n11'], gm12
 = gmdic['n12'], gm13 = gmdic['n13'], gm14 = gmdic['n14'], gm15 = gmdic['n15
'], gm21 = gmdic['n21'],gm22 = gmdic['n22'], gm23 = gmdic['n23'], gm24 = gmd
ic['n24'], gm25 = gmdic['n25'], gdis=dist)   
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@app.route('/pred', methods=['POST'])   
def prediu():   
    info={'sele':request.form['sele'],'n11':request.form['n11'], 'n12':reque
st.form['n12'], 'n13':request.form['n13'], 'n14':request.form['n14'], 'n15':
request.form['n15'], 'n21':request.form['n21'], 'n22':request.form['n22'], '
n23':request.form['n23'], 'n24':request.form['n24'], 'n25':request.form['n25
']}   
    p1 = prediure(info,dataset)   
    p=p1[0]   
    fia=fiab(info,p,dataset)   
    return render_template('pag2V5.html', title='Prediccio', n11=p['n11'], n
12=p['n12'], n13=p['n13'], n14=p['n14'], n15=p['n15'], n21=p['n21'], n22=p['
n22'], n23=p['n23'], n24=p['n24'], n25=p['n25'], f=fia, v=p1[1])   
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1.4. Funció predir 
def predir(info,dataset):   
 import pandas   
 from sklearn.neighbors import KNeighborsRegressor   
 #Canviem la , per el . en les notes rebudes per si de cas l'usuari ho fa ai
xí   
 for i in info:   
  info[i]=info[i].replace(',','.')   
 #Carreguem el arxiu de dades   
 array = dataset.values   
 X=pandas.DataFrame()   
 notes=[]   
 #Agafa les notes (dlfitxergen) de les assig. que es donen i ho guarda a X   
 for i in info:   
  if info[i]!='':   
   a=pandas.DataFrame(data=dataset[i])   
   X=pandas.concat([X,a], axis=1)   
 #Creem una llista amb les notes que ens han donat que queda ordenat igual q
ue a X   
   notes.append(float(info[i]))   
 #Determinem el número de veïns   
 if len(notes)<=5:   
  v=9   
 if len(notes)>5:   
  v=5   
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 #Diccionari on es guardaran les notes predites [0] i on es treurà el hidden
  per fer que es mostrin a la pagina de resultats [1] i on es guarda la taul
a de veïns propers contruida [2]   
 resultats={'n11':[None,'hidden','',''],'n12':[None,'hidden','',''],'n13':[N
one,'hidden','',''],'n14':[None,'hidden','',''],'n15':[None,'hidden','',''],
'n21':[None,'hidden','',''],'n22':[None,'hidden','',''],'n23':[None,'hidden'
,'',''],'n24':[None,'hidden','',''],'n25':[None,'hidden','','']}   
 for s in info:   
  if info[s]==''and s!='sele':   
   Y=dataset[s].values   
   #Determinem el knn   
   knn = KNeighborsRegressor(n_neighbors=v, weights='uniform', p=1, algorith
m='brute')   
   #Entrenes el programa amb el 100% de les dades   
   knn.fit(X,Y)   
   #Retorna la nota predita   
   resultats[s][0]=round(knn.predict([notes])[0],2)   
   resultats[s][1]=''   
   if resultats[s][0]<5:   
    resultats[s][3]='suspens'   
   if resultats[s][0]>=5:   
    resultats[s][3]='aproves'   
 #AQUÍ ACABA EL PROGRAMA QUE PREDIU LA NOTA   
 #Obtenim una llista amb els indexos del datamare dels veins més propers   
 knn = KNeighborsRegressor(n_neighbors=v, weights='uniform', p=1, algorithm=
'brute')   
 knn.fit(X,Y)   
 veins=knn.kneighbors([notes], n_neighbors=v,return_distance=False)   
 #Creem un diccionari on estaràn les assignatures donades i les notes dels v
eïns propers   
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 vp={'assig':[],'apred':[]}   
 #DONEM FORMA AL DICCIONARI   
 #Afegim el nom de les assignatures donades   
 for i in X:   
  vp['assig'].append(i)   
 #Afegim el nom de les assignatures predites   
 for i in resultats:   
  if i not in vp['assig']:   
   vp['apred'].append(i)   
 #Creem les claus (numero de veí) i una llista buida dins de cada clau   
 for i in range(v):   
  vp[i+1]=[]   
 for j in range(len(veins[0])):   
  for i in X:   
   vp[j+1].append(X[i][veins[0][j]])   
 #AQUÍ COMENÇA EL PROGRAMA QUE CREA LES TAULA   
 nomas={'sele':'N. Sele.','n11':'Àlgebra','n12':'Càlcul I','n13':'Mecànica F
onamental','n14':'Química I','n15':"Fonaments d'Informàtica ",'n21':'Geometr
ía','n22':'Càlcul II','n23':'Termodinàmica Fonamental','n24':'Química II','n
25':'Expressió Gràfica'}   
 #Diccionari per canviar el codi nxx a la assignatura corresponent per la ta
ula   
 for pred in vp['apred']:    
  #Creem la capçalera   
  cap='<tr>'   
  for assig in vp['assig']:   
   cap+='<th><center>'+nomas[assig]+'</th><center>'   
  cap+='<th><center>'+nomas[pred]+'</th><center>'   
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  cap+='</tr>'   
  #Creem les files de notes   
  n=[]   
  for alum in range(v):   
   lin=''   
   for nota in vp[alum+1]:   
    lin+='<td><center>'+str(round(nota,3))+'</td><center>'   
   lin+='<td><center>'+str(dataset[pred][veins[0][alum]])+'</td><center>'   
   n.append(lin)   
  #Juntem les diferents fileres en un sol string   
  cos=''   
  for i in n:   
   cos+='<tr>'+i+'</tr>'   
  cos+='<tr>'   
  for i in notes:    
   cos+='<th style="color=#1d82ff;opacity:0.4"><center style="font-
size:18px;">'+str(i)+'</td><center>'   
  cos+='<th style="color=#1d82ff;opacity:0.7"><center style="font-
size:18px;"><b>'+str(resultats[pred][0])+'</b></th><center>'   
  cos+='</tr>'   
  #Juntem la capcelera amb el cos   
  taula=cap+cos   
  resultats[pred][2]=taula    
 #CREEM UNA TAULA PER CADA ASSIGNATURA PREDITA AMB LES DADES DEL ALUMNE + L'
ASSIGNATURA PREDITA     
 return(resultats,v)  
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1.5. Funció fiabilitat 
#Programa per calcular la fiabilitat (CLASIFICADORA APROVAT/SUSPÈS)   
    #NECESSITA INTRODUIR INFO I LA PREDICCIÓ def(info, pred)   
def fiab(info, pred, dataset):   
 import pandas   
 from sklearn.model_selection import cross_val_predict   
 from sklearn.neighbors import KNeighborsRegressor   
 #Canviem la , per el . en les notes rebudes per si de cas l'usuari ho fa ai
xí   
 for i in info:   
  info[i]=info[i].replace(',','.')   
 array = dataset.values   
 X=pandas.DataFrame()   
 notes=[]   
 #Agafem les notes (de la base de dades) de les assignatures que ens han don
at per odre i ho guardem a X   
 for i in info:   
  if info[i]!='':   
   a=pandas.DataFrame(data=dataset[i])   
   #La X són les notes de les assignatures que s'utilitzaràn per prediure   
   X=pandas.concat([X,a], axis=1)   
   notes.append(float(info[i]))   
 #Determinem el número de veïns   
 if len(notes)<=5:   
  v=9   
 if len(notes)>5:   
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  v=5   
 #Creem el DataFrame on es guardaràn la predita i la real   
 RandP={'nr11':[],'np11':[],'nr12':[],'np12':[],'nr13':[],'np13':[],'nr14':[
],'np14':[],'nr15':[],'np15':[],'nr21':[],'np21':[],'nr22':[],'np22':[],'nr2
3':[],'np23':[],'nr24':[],'np24':[],'nr25':[],'np25':[]}   
 DataF=pandas.DataFrame(RandP)   
 #Definim el model knn   
 knn = KNeighborsRegressor(n_neighbors=v, weights='uniform', p=1, algorithm=
'brute')   
 for s in info:   
 #Si s=='' voldrà dir que aquella nota s'ha de predir   
  if info[s]=='' and s!='sele':   
   #Resultats de les assignatures que s'utilitzarà per entrenar   
   Y=dataset[s].values   
   DataF['nr'+s[1:]]=Y   
   #Divideix les dades en 10 "folds" i prediu   
   y_pred= cross_val_predict(knn,X,Y, cv=10)   
   #Guarda la predicció al DataFrame   
   DataF['np'+s[1:]]=y_pred   
 fiab={'n11': [], 'n12': [], 'n13': [], 'n14': [], 'n15': [], 'n21': [], 'n2
2': [], 'n23': [], 'n24': [], 'n25': []}   
 #Iterem sobre les prediccions obtingudes   
 for assig in pred:   
  if pred[assig][0]!=None:   
   nota=float(pred[assig][0])   
   for nr,np in zip(DataF['nr'+assig[1:]],DataF['np'+assig[1:]]):   
#Si la nota està +-
0.5 la del arxiu la tenim en compte per a calcular la fiabilitat   
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    if nota-0.5<=np<= nota+0.5:   
     if nr<5 and np<5:   
      fiab[assig].append(1)   
     if nr>=5 and np>=5:   
      fiab[assig].append(1)   
     else:   
      fiab[assig].append(0)   
#Transformem els 0 i 1 en %    
 for assig in fiab:   
  if fiab[assig]!=[]:   
   fiab[assig]=round(sum(fiab[assig])*100/len(fiab[assig]),2)   
 return(fiab)   
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1.6. Funció gràfics estadístics 
def graf(Nquad,distN):   
 import pandas as pd   
 import numpy as np   
 data=Nquad   
 dist=distN   
#Diccionari per la les notes i el % d'aprovats per quadrimestres   
 gdic={'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':
[],'n24':[],'n25':[]}   
#Diccionari per el % d'aprovats i la nota mitja   
 gmdic={'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23'
:[],'n24':[],'n25':[]}   
#Diccionari per el histograma de distribució de notes   
 gdis={'n11':[['Nota', '%'],['0-1'],['1-2'],['2-3'], ['3-4'],['4-5'],['5-
6'],['6-7'],['7-8'],['8-9'],['9-10']],'n12':[['Nota', '%'],['0-1'],['1-
2'],['2-3'], ['3-4'],['4-5'],['5-6'],['6-7'],['7-8'],['8-9'],['9-
10']],'n13':[['Nota', '%'],['0-1'],['1-2'],['2-3'], ['3-4'],['4-5'],['5-
6'],['6-7'],['7-8'],['8-9'],['9-10']],'n14':[['Nota', '%'],['0-1'],['1-
2'],['2-3'], ['3-4'],['4-5'],['5-6'],['6-7'],['7-8'],['8-9'],['9-
10']],'n15':[['Nota', '%'],['0-1'],['1-2'],['2-3'], ['3-4'],['4-5'],['5-
6'],['6-7'],['7-8'],['8-9'],['9-10']],'n21':[['Nota', '%'],['0-1'],['1-
2'],['2-3'], ['3-4'],['4-5'],['5-6'],['6-7'],['7-8'],['8-9'],['9-
10']],'n22':[['Nota', '%'],['0-1'],['1-2'],['2-3'], ['3-4'],['4-5'],['5-
6'],['6-7'],['7-8'],['8-9'],['9-10']],'n23':[['Nota', '%'],['0-1'],['1-
2'],['2-3'], ['3-4'],['4-5'],['5-6'],['6-7'],['7-8'],['8-9'],['9-
10']],'n24':[['Nota', '%'],['0-1'],['1-2'],['2-3'], ['3-4'],['4-5'],['5-
6'],['6-7'],['7-8'],['8-9'],['9-10']],'n25':[['Nota', '%'],['0-1'],['1-
2'],['2-3'], ['3-4'],['4-5'],['5-6'],['6-7'],['7-8'],['8-9'],['9-10']]}   
 index=data.columns[1:4].tolist()   
 for a in gdic:   
  gdic[a].append(index)   
 for row in data.iterrows():   
  l=[]   
  l.append(row[1][1])   
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  l.append(row[1][2])   
  l.append(round(row[1][3]/100,4))   
  gdic[row[1][0]].append(l)   
 for assig in gdic:   
  l=[[],[]]   
  for curs in range(1,len(gdic[assig])):   
   l[0].append(gdic[assig][curs][1])   
   l[1].append(gdic[assig][curs][2])   
  gmdic[assig].append(round(np.mean(l[0]),2))   
  gmdic[assig].append(round(np.mean(l[1]),4))   
  gmdic[assig].append(round(1-np.mean(l[1]),4))   
 for assig in gdis:   
  for i in range(10):   
   gdis[assig][i+1].append(dist[assig][i]*100)   
 return(gdic,gmdic,gdis)   
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1.7. Codi optimització KNN 
import pandas as pd   
from sklearn.neighbors import KNeighborsRegressor   
from sklearn import datasets   
from sklearn.model_selection import train_test_split   
from sklearn.model_selection import GridSearchCV   
from sklearn.metrics import classification_report   
import numpy as ny   
from sklearn.metrics import make_scorer   
from sklearn.model_selection import cross_val_score   
#Funció score   
def my_scorer(yr, yp):   
 import numpy as ny   
 i=[]   
 w=0.5   
 i={0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[],10:[]}   
 for a in range(0,len(yp)):   
  r=yr[a]   
  p=yp[a]   
  if r-w<=p<=r+w:   
   if r>=5 and p>=5:   
    i[int(r)].append(1)   
   if r<5 and p<5:   
    i[int(r)].append(1)   
   if r<5 and p>=5:   
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    i[int(r)].append(0)   
   if r>=5 and p<5:   
    i[int(r)].append(0)   
  else:   
   i[int(r)].append(0)   
 i['0-2.9']=i[0]+i[1]+i[2]   
 i['3-4.9']=i[3]+i[4]   
 i['7-10']=i[7]+i[8]+i[9]+i[10]   
 dele=[0,1,2,3,4,7,8,9,10]   
 for t in dele:   
  del i[t]   
 resu=[]   
 for x in i:   
  if len(i[x])!=0:   
   resu.append(sum(i[x])/len(i[x]))   
 return(ny.mean(resu))   
#Diccionari de notes   
info={'n11': '1', 'n12': '1', 'n13': '1', 'n14': '1', 'n15': '1', 'n21': '',
 'n22': '', 'n23': '', 'n24': '', 'n25': ''}   
dataset=pd.read_csv("Fitxergen19s.csv")   
parametres={'n_neighbors':[5]}   
X=pd.DataFrame()   
a=pd.DataFrame(data=dataset['NOTA_SELE'])   
X=pd.concat([X,a], axis=1)   
#Agafem les notes que ens dona l'usuari com a atributs i ho fiquem a X   
for i in info:   
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 if info[i]!='':   
  a=pd.DataFrame(data=dataset[i])   
  X=pd.concat([X,a], axis=1)   
#Creem el scorer   
my_scorer = make_scorer(my_scorer, greater_is_better=True)   
#Definim KNN   
knn=KNeighborsRegressor(n_neighbors=9, weights='uniform',p=1)   
#Definim el grid   
opti= GridSearchCV(knn,parametres, scoring=my_scorer,cv=5)   
assig=['n22','n23','n25']   
for u in assig:   
#Agafem la columna dels resultats ('n21'....)   
 y=dataset[u].values   
 #Entrena i torna   
 opti.fit(X,y)   
 print(u,opti.best_params_,opti.best_score_)   
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1.8. Codi estabilitat 
import pandas as pd   
from sklearn.neighbors import KNeighborsRegressor   
from sklearn import datasets   
from sklearn.model_selection import train_test_split   
from sklearn.model_selection import GridSearchCV   
from sklearn.metrics import classification_report   
import numpy as ny   
from sklearn.metrics import make_scorer   
from sklearn.model_selection import cross_val_score   
#Funció score   
def my_scorer(yr, yp):   
 import numpy as ny   
 i=[]   
 w=0.5   
 i={0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[],10:[]}   
 for a in range(0,len(yp)):   
  r=yr[a]   
  p=yp[a]   
  if r-w<=p<=r+w:   
   if r>=5 and p>=5:   
    i[int(r)].append(1)   
   if r<5 and p<5:   
    i[int(r)].append(1)   
   if r<5 and p>=5:   
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    i[int(r)].append(0)   
   if r>=5 and p<5:   
    i[int(r)].append(0)   
  else:   
   i[int(r)].append(0)   
 i['0-2.9']=i[0]+i[1]+i[2]   
 i['3-4.9']=i[3]+i[4]   
 i['7-10']=i[7]+i[8]+i[9]+i[10]   
 dele=[0,1,2,3,4,7,8,9,10]   
 for t in dele:   
  del i[t]   
 resu=[]   
 for x in i:   
  if len(i[x])!=0:   
   resu.append(sum(i[x])/len(i[x]))   
 return(ny.mean(resu))   
#Diccionari de notes   
info={'n11': '', 'n12': '1', 'n13': '', 'n14': '1', 'n15': '', 'n21': '', 'n
22': '', 'n23': '', 'n24': '', 'n25': ''}   
dataset=pd.read_csv("Fitxergen19s.csv")   
parametres={'n_neighbors':[8]}   
X=pd.DataFrame()   
a=pd.DataFrame(data=dataset['NOTA_SELE'])   
X=pd.concat([X,a], axis=1)   
#Agafem les notes que ens dona l'usuari com a atributs i ho fiquem a X   
for i in info:   
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 if info[i]!='':   
  a=pd.DataFrame(data=dataset[i])   
  X=pd.concat([X,a], axis=1)   
#Creem el scorer   
my_scorer = make_scorer(my_scorer, greater_is_better=True)   
#Definim KNN   
knn=KNeighborsRegressor(n_neighbors=5, weights='uniform',p=1)   
#Definim el grid   
assig=['n13','n15']   
for u in assig:   
#Agafem la columna dels resultats ('n21'....)   
 y=dataset[u].values   
 #Entrena i torna   
 r=cross_val_score(knn, X, y,scoring=my_scorer,cv=5)   
 print(u,"-MAE: %0.4f (+/- %0.4f)"%(r.mean(),r.std()*2))   
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1.9. Codi obtenció dades estadístiques 
import pandas as pd   
import numpy as ny   
a=pd.read_csv("nA19m.csv")   
#diccionari amb notes   
dicc={2010:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[]},2:{'n11':[],'n12':[],
'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2011:{1:
{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],
'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':
[],'n24':[],'n25':[]}},2012:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21'
:[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n
15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2013:{1:{'n11':[],'n12':[],'
n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[
],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]
}},2014:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[
],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22
':[],'n23':[],'n24':[],'n25':[]}},2015:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n1
5':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],
'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2016:{1:{'n11':[]
,'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}
,2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':
[],'n25':[]}},2017:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22'
:[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n
21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2018:{1:{'n11':[],'n12':[],'n13':[],'
n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}}}   
assig=['n11','n12','n13','n14','n15','n21','n22','n23','n24','n25']   
#Separem les notes per quadris   
for row in a.iterrows():   
 dicc[row[1]['CURS']][row[1]['QUAD']][row[1]['CODI_UPC_UD']].append(row[1]['NOTA_N
UM_DEF'])   
#calculem mitja i el %d'aporvats   
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#diccionari amb la mitjana per quadri i el % d'aprovats (cada any te quad 1 i quad
 2) menys el 2018 que no tenim les notes del segon quadrimestre   
dices={2010:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[]},2:{'n11':[],'n12':[]
,'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2011:{1
:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[]
,'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23'
:[],'n24':[],'n25':[]}},2012:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21
':[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'
n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2013:{1:{'n11':[],'n12':[],
'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':
[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[
]}},2014:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':
[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n2
2':[],'n23':[],'n24':[],'n25':[]}},2015:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n
15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[]
,'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2016:{1:{'n11':[
],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]
},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24'
:[],'n25':[]}},2017:{1:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'n21':[],'n22
':[],'n23':[],'n24':[],'n25':[]},2:{'n11':[],'n12':[],'n13':[],'n14':[],'n15':[],'
n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}},2018:{1:{'n11':[],'n12':[],'n13':[],
'n14':[],'n15':[],'n21':[],'n22':[],'n23':[],'n24':[],'n25':[]}}}   
for curs in dicc:   
 for quad in dicc[curs]:   
  for nii in dicc[curs][quad]:   
#Calcula la mitjana de cada assignatura i quadrimestre   
   dices[curs][quad][nii].append(ny.mean(dicc[curs][quad][nii]))   
   w=[]   
   notes=dicc[curs][quad][nii]   
   for i in notes:   
    if i>=5:   
     w.append(1)   
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    else:   
     pass   
#Calcula el % d'aprovats   
   dices[curs][quad][nii].append(sum(w)/len(notes))   
#DEGUT AL FORMAT QUE REQUEREIX EL GOOGLE CHART PER FUNCIONAR S'HA CREAT EL FORMAT 
DEL ARXIU DIRECTAMENT AMB EXCEL I DESPRÉS S'HAN COPIAT LES DADES DEL TERMINAL   
f=pd.read_csv("notesquadris19.csv")   
for row in f.iterrows():   
 print(round(dices[row[1]['any']][row[1]['quad']][row[1]['assig']][0],2))   
 print(round(dices[row[1]['any']][row[1]['quad']][row[1]['assig']][1]*100,2))   
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1.10. Codi obtenció distribució de notes 
import pandas as pd   
data=pd.read_csv("nA19m.csv")   
dist=pd.read_csv("distbnotes.csv")   
assig=['n11','n12','n13','n14','n15','n21','n22','n23','n24','n25']   
d={'n11':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'n12':{0:[],1:[],2:[]
,3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'n13':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[
],8:[],9:[]},'n14':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'n15':{0:[]
,1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'n21':{0:[],1:[],2:[],3:[],4:[],5:[
],6:[],7:[],8:[],9:[]},'n22':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'
n23':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:[],9:[]},'n24':{0:[],1:[],2:[],3:[
],4:[],5:[],6:[],7:[],8:[],9:[]},'n25':{0:[],1:[],2:[],3:[],4:[],5:[],6:[],7:[],8:
[],9:[]}}   
for row in data.iterrows():   
 if row[1]['NOTA_NUM_DEF']==10:   
  d[row[1]['CODI_UPC_UD']][int(9)].append(1)   
 else:   
  d[row[1]['CODI_UPC_UD']][int(row[1]['NOTA_NUM_DEF'])].append(1)   
for a in assig:   
 j=data['CODI_UPC_UD']==a   
 j=data[j]   
 for i in d[a]:   
  dist[a][i]=round(sum(d[a][i])/len(j),4)   
dist.to_csv("Distribució.csv", index=False)   
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2. Codi Templates 
2.1. Pàgina 1 
<!DOCTYPE html>   
<html lang="en">   
    <head>   
        <meta charset="utf-8">   
        <meta name="viewport" content="width=device-width, initial-
scale=1, shrink-to-fit=no">   
        <title>Inici</title>   
        <meta name="description" content="Free Bootstrap 4 Template by uicooki
es.com">   
        <meta name="keywords" content="Free website templates, Free bootstrap 
themes, Free template, Free bootstrap, Free website template">   
                <meta name="viewport" content="width=device-width, initial-
scale=1">   
                <script type="text/javascript" src="https://www.gstatic.com/ch
arts/loader.js"></script>   
   
   
    <link rel="stylesheet" href="https://www.w3schools.com/w3css/4/w3.css">   
    <link href="https://fonts.googleapis.com/css?family=Crimson+Text:400,400i,
600|Montserrat:200,300,400" rel="stylesheet">   
    <link rel="stylesheet" href="static/assets/css/bootstrap/bootstrap.css">   
    <link rel="stylesheet" href="static/assets/fonts/ionicons/css/ionicons.min
.css">   
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    <link rel="stylesheet" href="static/assets/fonts/fontawesome/css/font-
awesome.min.css">   
    <link rel="stylesheet" href="static/assets/css/slick.css">   
    <link rel="stylesheet" href="static/assets/css/slick-theme.css">   
    <link rel="stylesheet" href="static/assets/css/helpers.css">   
    <link rel="stylesheet" href="static/assets/css/style.css">   
    <link rel="stylesheet" href="static/assets/css/landing-2.css">   
    </head>   
    <body data-spy="scroll" data-target="#pb-navbar" data-offset="200">   
    <nav class="navbar navbar-expand-lg navbar-dark pb_navbar pb_scrolled-
light" id="pb-navbar">   
      <div class="container">   
        <a class="navbar-brand" href="index.html">FASE INCIAL</a>   
        <button class="navbar-toggler ml-auto" type="button" data-
toggle="collapse" data-target="#probootstrap-navbar" aria-
controls="probootstrap-navbar" aria-expanded="false" aria-
label="Toggle navigation">   
          <span><i class="ion-navicon"></i></span>   
        </button>   
        <div class="collapse navbar-collapse" id="probootstrap-navbar">   
          <ul class="navbar-nav ml-auto">   
            <li class="nav-item"><a class="nav-link" href="#section-
home">Inici</a></li>   
            <li class="nav-item"><a class="nav-link" href="#section-
features">Característiques</a></li>   
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            <li class="nav-item"><a class="nav-link" href="#section-
estad">Estadístiques</a></li>   
            <li class="nav-item"><a class="nav-link" href="#section-
faq">FAQ</a></li>   
            <li class="nav-item cta-btn ml-xl-2 ml-lg-2 ml-md-0 ml-sm-0 ml-
0"><a class="nav-link" href="#section-
prediu" target="_blank"><span class="pb_rounded-4 px-
4">Prediccions</span></a></li>   
          </ul>   
        </div>   
      </div>   
    </nav>   
    <!-- END nav -->   
    <section class="pb_cover_v3 overflow-hidden cover-bg-indigo cover-bg-
opacity text-left pb_gradient_v1 pb_slant-light" id="section-home">   
      <div class="container">   
        <div class="row align-items-center justify-content-center">   
          <div class="col-md-9">   
            <h2 class="heading mb-3">Benvingut al predictor de notes</h2>   
            <div class="sub-heading">   
              <p class="mb-
4">En aquesta pàgina web podreu predir les notes de la fase inicial del Grau e
n Enginyeria en Tecnologies Industrials que s'imparteix a l'Escola Tècnica Sup
erior d'Enginyeria Industrial de Barcelona (ETSEIB).</p>   
              <p class="mb-5"><a class="btn btn-success btn-lg pb_btn-
pill smoothscroll" href="#section-prediu"><span class="pb_font-14 text-
uppercase pb_letter-spacing-1">Prediu</span></a></p>   
            </div>   
Pàg. 106  Memòria 
 
          </div>    
          <div class="col-md-1">   
          </div>   
        </div>   
      </div>   
    </section>   
    <!-- END section -->   
    <section class="pb_section bg-light pb_slant-white pb_pb-250" id="section-
features">   
      <div class="container">   
        <div class="row justify-content-center mb-5">   
          <div class="col-md-6 text-center mb-5">   
            <h5 class="text-uppercase pb_font-15 mb-2 pb_color-dark-opacity-
3 pb_letter-spacing-2"><strong>CARACTERÍSTIQUES</strong></h5>   
            <h2>Característiques de la Web</h2>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col-lg-6 col-md- col-sm-6">   
            <div class="media d-block pb_feature-v1 text-left">   
              <div class="pb_icon"><i class="ion-ios-bookmarks-
outline pb_icon-gradient"></i></div>   
              <div class="media-body">   
                <h5 class="mt-0 mb-3 heading">Multidispositiu</h5>   
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                <p class="text-sans-
serif">Aquesta pàgina web està dissenyada per a poder-
se executar en diferents dispositius, siguin ordinadors, mòbils o tauletes.</p
>   
              </div>   
            </div>   
          </div>   
          <div class="col-lg-6 col-md- col-sm-6">   
            <div class="media d-block pb_feature-v1 text-left">   
              <div class="pb_icon"><i class="ion-ios-speedometer-
outline pb_icon-gradient"></i></div>   
              <div class="media-body">   
                <h5 class="mt-0 mb-3 heading">Predicció ràpida</h5>   
                <p class="text-sans-
serif">En uns pocs segons pots saber amb una certa fiabilitat les notes que po
ts treure. (si no deixes d'estudiar)</p>   
              </div>   
            </div>   
          </div>   
          <div class="col-lg-6 col-md- col-sm-6">   
            <div class="media d-block pb_feature-v1 text-left">   
              <div class="pb_icon"><i class="ion-ios-infinite-outline pb_icon-
gradient"></i></div>   
              <div class="media-body">   
                <h5 class="mt-0 mb-3 heading">Múltiples combinacions</h5>   
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                <p class="text-sans-
serif">La pàgina web està pensada perquè puguis realitzar les combinacions de 
notes d'assignatures que vulguis per a predir les teves notes.</p>   
              </div>   
            </div>   
          </div>   
          <div class="col-lg-6 col-md- col-sm-6">   
            <div class="media d-block pb_feature-v1 text-left">   
              <div class="pb_icon"><i class="ion-ios-color-filter-
outline pb_icon-gradient"></i></div>   
              <div class="media-body">   
                <h5 class="mt-0 mb-3 heading">Algoritme KNN</h5>   
                <p class="text-sans-
serif">La pàgina web funciona amb un algoritme anomenat K-
Nearest Neighbor que troba els alumnes que han tingut el comportament més simi
lar al teu.</p>   
              </div>   
            </div>   
          </div>   
        </div>   
      </div>   
    </section>   
    <!-- END section -->   
    <!-- Section estadística -->   
    <section class="pb_section pb_slant-white" id="section-estad">   
      <div class="container">   
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        <div class="row justify-content-center mb-5">   
          <div class="col-md-6 text-center mb-5">   
            <h5 class="text-uppercase pb_font-15 mb-2 pb_color-dark-opacity-
3 pb_letter-spacing-2"><Estadístiques>FAQ</strong></h5>   
            <h2>Dades dels anys 2010-2018</h2>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col-md">   
          <div class="w3-bar w3-black">   
             <button class="w3-bar-item w3-button" id="11">Àlgebra</button>   
             <button class="w3-bar-item w3-button" id="12">Càlcul I</button>   
             <button class="w3-bar-item w3-
button" id="13">Mecànica F.</button>   
             <button class="w3-bar-item w3-
button" id="14">Química I</button>   
             <button class="w3-bar-item w3-
button" id="15">F. Informàtica</button>   
             <button class="w3-bar-item w3-
button" id="21">Geometria</button>   
             <button class="w3-bar-item w3-
button" id="22">Càlcul II</button>   
             <button class="w3-bar-item w3-button" id="23">Term. F.</button>   
             <button class="w3-bar-item w3-
button" id="24">Química II</button>   
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             <button class="w3-bar-item w3-
button" id="25">Expressió G.</button>   
          </div>   
              <script type="text/javascript">   
                  google.charts.load('current', {'packages':['corechart']});   
                  google.setOnLoadCallback(drawChart1);   
                  google.setOnLoadCallback(drawChart2);   
                  function drawChart1() {   
                    var rowData11 = {{ g11 | safe}}   
                    var rowData12 = {{ g12 | safe}}   
                    var rowData13 = {{ g13 | safe}}   
                    var rowData14 = {{ g14 | safe}}   
                    var rowData15 = {{ g15 | safe}}   
                    var rowData21 = {{ g21 | safe}}   
                    var rowData22 = {{ g22 | safe}}   
                    var rowData23 = {{ g23 | safe}}   
                    var rowData24 = {{ g24 | safe}}   
                    var rowData25 = {{ g25 | safe}}   
                    var rowDatah11 = {{ gdis['n11'] | safe}}   
                    var rowDatah12 = {{ gdis['n12'] | safe}}   
                    var rowDatah13 = {{ gdis['n13'] | safe}}   
                    var rowDatah14 = {{ gdis['n14'] | safe}}   
                    var rowDatah15 = {{ gdis['n15'] | safe}}   
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                    var rowDatah21 = {{ gdis['n21'] | safe}}   
                    var rowDatah22 = {{ gdis['n22'] | safe}}   
                    var rowDatah23 = {{ gdis['n23'] | safe}}   
                    var rowDatah24 = {{ gdis['n24'] | safe}}   
                    var rowDatah25 = {{ gdis['n25'] | safe}}   
                    var rowDatab11 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Àlgebra", {{ gm11[0] | safe}}, "#1d82ff"],];   
                    var rowDatab12 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Càlcul I", {{ gm12[0] | safe}}, "#1d82ff"]]   
                    var rowDatab13 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Mecànica Fonamental", {{ gm13[0] | safe}}, "#1d82ff"]]   
                    var rowDatab14 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Química I", {{ gm14[0] | safe}}, "#1d82ff"]]   
                    var rowDatab15 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Fonaments d'Informàtica", {{ gm15[0] | safe}}, "#1d82ff"]]   
                    var rowDatab21 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Geometria", {{ gm21[0] | safe}}, "#1d82ff"]]   
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                    var rowDatab22 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Càlcul II", {{ gm22[0] | safe}}, "#1d82ff"]]   
                    var rowDatab23 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Termodinàmica Fonamental", {{ gm23[0] | safe}}, "#1d82ff"]]   
                    var rowDatab24 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Química II", {{ gm24[0] | safe}}, "#1d82ff"]]   
                    var rowDatab25 = [   
        ["Assignatura", "Nota mitja", { role: "style" } ],   
        ["Expressió Gràfica", {{ gm25[0] | safe}}, "#1d82ff"]]   
                    var data = [];   
                    data[0] = google.visualization.arrayToDataTable(rowData11)
;   
                    data[1] = google.visualization.arrayToDataTable(rowData12)
;   
                    data[2] = google.visualization.arrayToDataTable(rowData13)
;   
                    data[3] = google.visualization.arrayToDataTable(rowData14)
;   
                    data[4] = google.visualization.arrayToDataTable(rowData15)
;   
                    data[5] = google.visualization.arrayToDataTable(rowData21)
;   
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                    data[6] = google.visualization.arrayToDataTable(rowData22)
;   
                    data[7] = google.visualization.arrayToDataTable(rowData23)
;   
                    data[8] = google.visualization.arrayToDataTable(rowData24)
;   
                    data[9] = google.visualization.arrayToDataTable(rowData25)
;   
                    var data2 = [];   
                    data2[0] = google.visualization.arrayToDataTable(rowDatah1
1);   
                    data2[1] = google.visualization.arrayToDataTable(rowDatah1
2);   
                    data2[2] = google.visualization.arrayToDataTable(rowDatah1
3);   
                    data2[3] = google.visualization.arrayToDataTable(rowDatah1
4);   
                    data2[4] = google.visualization.arrayToDataTable(rowDatah1
5);   
                    data2[5] = google.visualization.arrayToDataTable(rowDatah2
1);   
                    data2[6] = google.visualization.arrayToDataTable(rowDatah2
2);   
                    data2[7] = google.visualization.arrayToDataTable(rowDatah2
3);   
                    data2[8] = google.visualization.arrayToDataTable(rowDatah2
4);   
                    data2[9] = google.visualization.arrayToDataTable(rowDatah2
5);   
Pàg. 114  Memòria 
 
                    var data3 = [];   
                    data3[0] = google.visualization.arrayToDataTable(rowDatab1
1);   
                    data3[1] = google.visualization.arrayToDataTable(rowDatab1
2);   
                    data3[2] = google.visualization.arrayToDataTable(rowDatab1
3);   
                    data3[3] = google.visualization.arrayToDataTable(rowDatab1
4);   
                    data3[4] = google.visualization.arrayToDataTable(rowDatab1
5);   
                    data3[5] = google.visualization.arrayToDataTable(rowDatab2
1);   
                    data3[6] = google.visualization.arrayToDataTable(rowDatab2
2);   
                    data3[7] = google.visualization.arrayToDataTable(rowDatab2
3);   
                    data3[8] = google.visualization.arrayToDataTable(rowDatab2
4);   
                    data3[9] = google.visualization.arrayToDataTable(rowDatab2
5);   
                    var options = {   
                       title: "Nota mitja i % d'aprovats per quadrimestre",   
                       width:700,   
                       height: 400,   
                       chartArea: {'width': '80%', 'height': '70%'},   
                       hAxis: {showTextEvery: 2},   
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                       vAxes: {0: {viewWindowMode:'explicit',   
   
                                   gridlines: {color: '#62b6dd'},   
                                   },   
                               1: {gridlines: {color: '#a4a4a4'}, format:'#%' 
  
                                   },   
                               },   
                       series: {0: {targetAxisIndex:0},   
                                1:{targetAxisIndex:1},   
                               },   
                       animation:{   
                         duration: 2000,   
                         easing: 'out',   
                         startup: true,   
                       },   
                       colors: ["#1d82ff", "grey"],   
                     };   
                    var options2 = {   
                      title: "Distribució de notes de tots els anys en %",   
                      width: 700,   
                      height: 300,   
                      chartArea: {'width': '80%', 'height': '80%'},   
Pàg. 116  Memòria 
 
                      seriesType: "bars",   
                      colors: ["#1d82ff"],   
                      vAxes: {0: {viewWindowMode:'explicit',   
                                   gridlines: {color: '#b4d0e3'}, },},   
                      animation:{   
                        duration: 1000,   
                        easing: 'out',   
                        startup: true,   
                      },   
                    };   
                    var options3 = {   
                      title: "Nota mitja de tots els quadrimestres",   
                      width: 400,   
                      height: 400,   
                      bar: {groupWidth: "30%"},   
                      legend: { position: "none" },   
                      vAxes: {0: {viewWindowMode:'explicit',   
                                   gridlines: {color: '#b4d0e3'}, },},   
                      animation:{   
                        duration: 1000,   
                        easing: 'out',   
                        startup: true,   
                      },   
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                    };   
                    var current = 0;   
                    // Create and draw the visualization.   
                    var chart = new google.visualization.ComboChart(document.g
etElementById('Grafic 1'));   
                    var chart2 = new google.visualization.ComboChart(document.
getElementById('Grafic 3'));   
                    var chart3 = new google.visualization.ColumnChart(document
.getElementById('Grafic 4'));   
                    var but11 = document.getElementById('11');   
                    var but12 = document.getElementById('12');   
                    var but13 = document.getElementById('13');   
                    var but14 = document.getElementById('14');   
                    var but15 = document.getElementById('15');   
                    var but21 = document.getElementById('21');   
                    var but22 = document.getElementById('22');   
                    var but23 = document.getElementById('23');   
                    var but24 = document.getElementById('24');   
                    var but25 = document.getElementById('25');   
                    function drawChart1() {   
                    // Disabling the button while the chart is drawing.   
                      chart.draw(data[current], options);   
                      chart2.draw(data2[current], options2);   
                      chart3.draw(data3[current], options3);   
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                    }   
                    drawChart1();   
   
                    but11.onclick = function() {current = 0;drawChart1();num =
 {{ gm11[1] | safe}}*100;drawChart2(num)}   
                    but12.onclick = function() {current = 1;drawChart1();num =
 {{ gm12[1] | safe}}*100;drawChart2(num)}   
                    but13.onclick = function() {current = 2;drawChart1();num =
 {{ gm13[1] | safe}}*100;drawChart2(num)}   
                    but14.onclick = function() {current = 3;drawChart1();num =
 {{ gm14[1] | safe}}*100;drawChart2(num)}   
                    but15.onclick = function() {current = 4;drawChart1();num =
 {{ gm15[1] | safe}}*100;drawChart2(num)}   
                    but21.onclick = function() {current = 5;drawChart1();num =
 {{ gm21[1] | safe}}*100;drawChart2(num)}   
                    but22.onclick = function() {current = 6;drawChart1();num =
 {{ gm22[1] | safe}}*100;drawChart2(num)}   
                    but23.onclick = function() {current = 7;drawChart1();num =
 {{ gm23[1] | safe}}*100;drawChart2(num)}   
                    but24.onclick = function() {current = 8;drawChart1();num =
 {{ gm24[1] | safe}}*100;drawChart2(num)}   
                    but25.onclick = function() {current = 9;drawChart1();num =
 {{ gm25[1] | safe}}*100;drawChart2(num)}   
                  }   
                  function drawChart2(num={{ gm11[1] | safe}}*100) {   
                    var data = new google.visualization.DataTable();   
                    data.addColumn('string', 'text');   
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                    data.addColumn('number', 'number');   
                    data.addRows(2);   
                    data.setValue(0, 0, 'Aprovats');   
                    data.setValue(0, 1, 0.0);   
                    data.setValue(1, 0, 'Suspesos');   
                    data.setValue(1, 1, 100.0);   
                    var options = {title:"% d'aprovats de tots els anys",   
                       width:400,   
                       height:400,   
                       chartArea: {'width': '80%', 'height': '80%'},   
                       colors: ["#1d82ff", "#c2c2c2"],   
                       animation:{   
                         duration: 2000,   
                         easing: 'out',   
                         startup: true,   
                       },   
                      };     
                    var chart = new google.visualization.PieChart(document.get
ElementById('Grafic 2'));   
                    chart.draw(data, options);   
                    // initial value   
                    var percent = 1;   
                    var rest = 100;   
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                    // start the animation loop   
                    var handler = setInterval(function (){   
                        // values increment   
                        percent += 1;   
                        // apply new values   
                        data.setValue(0, 1, percent);   
                        data.setValue(1, 1, 100-num);   
                        // update the pie   
                        chart.draw(data, options);   
                        // check if we have reached the desired value   
                        if (percent >= num)   
                            // stop the loop   
                            clearInterval(handler);   
                    }, 30);   
                  }   
              </script>   
              <body>   
                 <div class="row align-items-center justify-content-center">   
                    <div id="Grafic 1"></div>   
                    <div id="Grafic 2"></div>   
                    <div id="Grafic 3"></div>   
                    <div id="Grafic 4"></div>   
                 </div>   
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              </body>    
          </div>   
          </div>   
          </div>   
        </div>   
      </div>   
    </body>   
    </section>   
    <!-- ENDs ection -->   
    <!-- FAQs section -->   
    <section class="pb_section pb_slant-white" id="section-faq">   
      <div class="container">   
        <div class="row justify-content-center mb-5">   
          <div class="col-md-6 text-center mb-5">   
            <h5 class="text-uppercase pb_font-15 mb-2 pb_color-dark-opacity-
3 pb_letter-spacing-2"><strong>FAQ</strong></h5>   
            <h2>Preguntes Freqüents</h2>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col-md">   
            <div id="pb_faq" class="pb_accordion" data-children=".item">   
              <div class="item">   
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                <a data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq11" aria-expanded="true" aria-
controls="pb_faq11" class="pb_font-22 py-4">Com funciona?</a>   
                <div id="pb_faq11" class="collapse show" role="tabpanel">   
                  <div class="py-3 pb_color-dark-opacity-8">   
                  <p>El programa que prediu les notes funciona amb l'algoritme
 K-Nearest Neighbor.</p>   
                  <p>Aquest programa busca dins d'un arxiu els alumnes amb un 
comportament més semblant al de l'usuari i en fa la mitja. Les dades amb les q
uals l'algoritme fa prediccions comprenen des del Q1-2010 fins al Q1-
2018.</p>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq13" aria-expanded="false" aria-
controls="pb_faq13" class="pb_font-22 py-
4">Si he repetit una assignatura, quina nota he de ficar?</a>   
                <div id="pb_faq13" class="collapse" role="tabpanel">   
                  <div class="py-3 pb_color-dark-opacity-8">   
                  <p>El programa només ha tingut en compte les notes de primer
a convocatòria. En conseqüència, has de posar les notes de la primera vegada q
ue vas cursar l'assignatura.</p>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
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                <a data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq14" aria-expanded="false" aria-
controls="pb_faq14" class="pb_font-22 py-
4">A què fa referència la fiabilitat?</a>   
                <div id="pb_faq14" class="collapse" role="tabpanel">   
                  <div class="py-3 pb_color-dark-opacity-8">   
                  <p>La fiabilitat que es mostra en la pàgina de resultats con
sisteix en el % d'encert que té l'algoritme amb les notes introduïdes per l'us
uari, en predir si aprovaràs o suspendràs l'assignatura.</p>   
                  </div>   
                </div>   
              </div>   
            </div>   
          </div>   
        </div>   
      </div>   
    </section>   
    <!-- ENDs ection -->   
    <!-- Prediu section -->   
    <section class="pb_xl_py_cover overflow-hidden pb_slant-
light pb_gradient_v1 cover-bg-opacity-8"  style="background-
image: url(static/assets/images/1900x1200_img_5.jpg)" id="section-prediu">   
      <form name="myForm" action="/pred" onsubmit="return empty()" method="pos
t">   
      <div class="container">   
        <div class="row justify-content-center mb-5">   
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          <div class="col-md-11 text-center mb-5">   
            <h5 class="text-uppercase pb_font-15 mb-2 pb_color-dark-opacity-
8 pb_letter-spacing-2"><strong>PREDICCIONS</strong></h5>   
            <h3 class="heading mb-6 pb_font-
35">Introdueix les notes conegudes</h3>   
</br>   
          <div class="row align-items-center justify-content-center">   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-
40 reverse assig" placeholder="Nota Selectivitat" name="sele">   
                </div>   
                </div>   
          <div class="row align-items-center justify-content-center">   
            <div class="col-md-6 relative align-self-center">                  
              <div class="bg-white rounded pb_form_v1">   
                <h3 class="mb-4 mt-0 text-center color-shadow-
blue">Quadrimestre 1</h3>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-50 reverse assig" placeholder="Àlgebra" name="n11">   
                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-50 reverse assig" placeholder="Càlcul I" name="n12">   
                </div>   
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                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-
50 reverse assig" placeholder="Mecànica Fonamental" name="n13">   
                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-50 reverse assig" placeholder="Químia I" name="n14">   
                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-
50 reverse assig" placeholder="Fonaments d'Informàtica" name="n15">   
                </div>   
              </div>   
            </div>              
            <div class="col-md-6 relative align-self-center">   
              <div class="bg-white rounded pb_form_v1">   
                <h3 class="mb-4 mt-0 text-center">Quadrimestre 2</h3>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-50 reverse assig" placeholder="Geometria" name="n21">   
                </div>   
                <div class="form-group">   
                  <input type="text" step="any" class="form-control pb_height-
50 reverse assig" placeholder="Càlcul II" name="n22">   
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                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-
50 reverse assig" placeholder="Termodinàmica Fonamental" name="n23">   
                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-50 reverse assig" placeholder="Química II" name="n24">   
                </div>   
                <div class="form-group">   
                  <input type="number" step="any" class="form-
control pb_height-
50 reverse assig" placeholder="Expressió Gràfica" name="n25">   
                </div>   
              </div>   
            </div>   
    <script type="text/javascript">   
        function empty()   
        {   
          var cont=0;   
          var xs = document.forms["myForm"]["sele"].value;     
          var x1 = document.forms["myForm"]["n11"].value;   
          var x2 = document.forms["myForm"]["n12"].value;   
          var x3 = document.forms["myForm"]["n13"].value;   
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          var x4 = document.forms["myForm"]["n14"].value;   
          var x5 = document.forms["myForm"]["n15"].value;   
          var x6 = document.forms["myForm"]["n21"].value;   
          var x7 = document.forms["myForm"]["n22"].value;   
          var x8 = document.forms["myForm"]["n23"].value;   
          var x9 = document.forms["myForm"]["n24"].value;   
          var x10 = document.forms["myForm"]["n25"].value;   
          if(xs==""){cont+=1}   
          if(x1==""){cont+=1}   
          if(x2==""){cont+=1}   
          if(x3==""){cont+=1}   
          if(x4==""){cont+=1}   
          if(x5==""){cont+=1}   
          if(x6==""){cont+=1}   
          if(x7==""){cont+=1}   
          if(x8==""){cont+=1}   
          if(x9==""){cont+=1}   
          if(x10==""){cont+=1}   
          if (cont==11) {   
           alert("Introdueix almenys una nota");   
          return false;}   
        }   
    </script>   
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          </div>   
           <div class="col-md-15 text-center">   
              <br>   
              <div class="form-group">   
                <input type="submit" class="btn btn-success btn-lg pb_btn-
pill" value="Començar predicció"/>   
              </div>   
            </div>   
          </div>   
          </div>   
          </div>   
      </div>   
      </form>   
    </section>   
    <!-- END section -->   
    <footer class="pb_footer bg-light" role="contentinfo">   
      <div class="container">   
        <div class="row text-center">   
          <div class="col">   
            <ul class="list-inline">   
              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-facebook"></i></a></li>   
              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-twitter"></i></a></li>   
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              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-linkedin"></i></a></li>   
            </ul>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col text-center">   
            <p class="pb_font-
14">© 2017 <a href="https://uicookies.com/">Landing</a> Free Bootstrap4. All R
ights Reserved. <br> Designed & Developed by <a href="https://uicookies.com/">
uicookies.com</a> <small>(Don't remove credit link on this footer. See <a href
="https://uicookies.com/license/" target="_blank">license</a>)</small></p>   
            <p class="pb_font-
14">Demo Images: <a href="https://unsplash.com/" target="_blank" rel="nofollow
">Unsplash</a></p>   
          </div>   
        </div>   
      </div>   
    </footer>   
    <!-- loader -->   
    <div id="pb_loader" class="show fullscreen"><svg class="circular" width="4
8px" height="48px"><circle class="path-
bg" cx="24" cy="24" r="22" fill="none" stroke-
width="4" stroke="#eeeeee"/><circle class="path" cx="24" cy="24" r="22" fill="
none" stroke-width="4" stroke-miterlimit="10" stroke="#1d82ff"/></svg></div>   
    <script src="static/assets/js/jquery.min.js"></script>    
    <script src="static/assets/js/popper.min.js"></script>   
    <script src="static/assets/js/bootstrap.min.js"></script>   
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    <script src="static/assets/js/slick.min.js"></script>   
    <script src="static/assets/js/jquery.mb.YTPlayer.min.js"></script>   
    <script src="static/assets/js/jquery.waypoints.min.js"></script>   
    <script src="static/assets/js/jquery.easing.1.3.js"></script>   
    <script src="static/assets/js/main.js"></script>   
    </body>   
</html>   
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2.2.  Pàgina 2 
<!DOCTYPE html>   
<html lang="en">   
<!-- Inici estil taula notes pendent de ficar en un css -->   
<style>   
#customers {   
  font-family: "inherit;   
  border-collapse: collapse;   
  width: 100%;   
}   
#customers td, #customers th {   
  border: 1px solid #ddd;   
  padding: 8px;   
}   
#customers tr:nth-child(even){background-color: #f2f2f2;}   
#customers tr:hover {background-color: #ddd;}   
#customers th {   
  padding-top: 10px;   
  padding-bottom: 10px;   
  text-align: left;   
  background-color: #1d82ff;opacity:0.9;   
  color: white;   
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}   
</style>   
<!-- Fi estil taula notes pendent de ficar en un css -->   
    <head>   
        <meta charset="utf-8">   
        <meta name="viewport" content="width=device-width, initial-
scale=1, shrink-to-fit=no">   
        <title>Resultats</title>   
        <meta name="description" content="Free Bootstrap 4 Template by uicookie
s.com">   
        <meta name="keywords" content="Free website templates, Free bootstrap t
hemes, Free template, Free bootstrap, Free website template">   
       
    <link href="https://fonts.googleapis.com/css?family=Crimson+Text:400,400i,6
00|Montserrat:200,300,400" rel="stylesheet">   
        <link rel="stylesheet" href="static/assets/css/bootstrap/bootstrap.css"
>   
    <link rel="stylesheet" href="static/assets/fonts/ionicons/css/ionicons.min.
css">   
    <link rel="stylesheet" href="static/assets/fonts/fontawesome/css/font-
awesome.min.css">   
    <link rel="stylesheet" href="static/assets/css/slick.css">   
    <link rel="stylesheet" href="static/assets/css/slick-theme.css">   
    <link rel="stylesheet" href="static/assets/css/helpers.css">   
    <link rel="stylesheet" href="static/assets/css/style.css">   
    <link rel="stylesheet" href="static/assets/css/landing-2.css">   
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    </head>   
    <body data-spy="scroll" data-target="#pb-navbar" data-offset="200">   
    <nav class="navbar navbar-expand-lg navbar-dark pb_navbar pb_scrolled-
light" id="pb-navbar">   
      <div class="container">   
        <a class="navbar-brand" href="index.html">Resultats</a>   
        <button class="navbar-toggler ml-auto" type="button" data-
toggle="collapse" data-target="#probootstrap-navbar" aria-
controls="probootstrap-navbar" aria-expanded="false" aria-
label="Toggle navigation">   
          <span><i class="ion-navicon"></i></span>   
        </button>   
        <div class="collapse navbar-collapse" id="probootstrap-navbar">   
          <ul class="navbar-nav ml-auto">   
            <li class="nav-item"><a class="nav-link" href="#section-
inici">Inici</a></li>   
            <li class="nav-item"><a class="nav-link" href="#section-
resultats">Resultats</a></li>   
            <li class="nav-item cta-btn ml-xl-2 ml-lg-2 ml-md-0 ml-sm-0 ml-
0 active"><a class="nav-link" href="/torna"><span class="pb_rounded-4 px-
4">Torna</span></a></li>   
          </ul>   
        </div>   
      </div>   
    </nav>   
    <!-- END nav -->   
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    <section class="pb_cover_v3 overflow-hidden cover-bg-indigo cover-bg-
opacity text-left pb_gradient_v1 pb_slant-light" id="section-inici">   
      <div class="container">   
        <div class="row align-items-center justify-content-center">   
          <div class="col-md-8">   
          </br>   
          </br>   
          </br>   
          </br>   
          </br>   
            <h2 class="heading mb-5">Pàgina de resultats</h2>   
            <div class="sub-heading">   
              <p class="mb-
6">Aquí podràs visualitzar les prediccions amb detall.</p>   
              <p class="mb-5"><a class="btn btn-success btn-lg pb_btn-
pill smoothscroll" href="#section-resultats"><span class="pb_font-14 text-
uppercase pb_letter-spacing-1">Vés als resultats</span></a></p>   
            </div>   
          </div>    
          <div class="col-md-1">   
          </div>   
          <div class="col-md-5 relative align-self-center">   
   
          </div>    
        </div>   
  Pág. 135 
 
      </div>   
    </section>   
    <!-- END section -->   
    <section class="pb_section pb_slant-white" id="section-resultats">   
      <div class="container">   
        <div class="row justify-content-center mb-5">   
          <div class="col-md-6 text-center mb-5">   
            <h5 class="text-uppercase pb_font-15 mb-2 pb_color-dark-opacity-
3 pb_letter-spacing-2"><strong>PREDICCIONS</strong></h5>   
            <h2>Resultat de les prediccions</h2>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col-md">   
            <div id="pb_faq" class="pb_accordion" data-children=".item">   
              <div class="item">   
                <a {{n11[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq1" aria-expanded="false" aria-
controls="pb_faq1" class="pb_font-22 py-4">Àlgebra - {{ n11[0] }}</a>   
                <div id="pb_faq1" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n11[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
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                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n11']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n11']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-5 w3-
center">                     
                      <table id="customers">{{ n11[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n12[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq2" aria-expanded="false" aria-
controls="pb_faq2" class="pb_font-22 py-4">Càlcul I - {{n12[0]}}</a>   
                <div id="pb_faq2" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n12[3]}} aquesta assignatura:</b></label>   
  Pág. 137 
 
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n12'] }}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n12'] }}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n12[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n13[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq3" aria-expanded="false" aria-
controls="pb_faq3" class="pb_font-22 py-4">Mecànica Fonamental -
 {{ n13[0]}}</a>   
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                <div id="pb_faq3" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n13[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n13'] }}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n13'] }}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n13[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
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                <a {{n14[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq4" aria-expanded="false" aria-
controls="pb_faq4" class="pb_font-22 py-4">Química I - {{ n14[0] }}</a>   
                <div id="pb_faq4" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n14[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n14']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n14']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n14[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
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              </div>   
              <div class="item">   
                <a {{n15[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq5" aria-expanded="false" aria-
controls="pb_faq5" class="pb_font-22 py-4">Fonaments d'Informàtica -
 {{ n15[0] }}</a>   
                <div id="pb_faq5" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n15[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n15']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n15']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n15[2] | safe}}</table>   
                    </div>   
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                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n21[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq6" aria-expanded="false" aria-
controls="pb_faq6" class="pb_font-22 py-4">Geometria - {{ n21[0] }}</a>   
                <div id="pb_faq6" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n21[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n21']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n21']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
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                      <table id="customers">{{ n21[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n22[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq7" aria-expanded="false" aria-
controls="pb_faq7" class="pb_font-22 py-4">Càlcul II - {{ n22[0] }}</a>   
                <div id="pb_faq7" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n22[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n22']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n22']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
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                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n22[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n23[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq8" aria-expanded="false" aria-
controls="pb_faq8" class="pb_font-22 py-4">Termodinàmica Fonamental -
 {{ n23[0] }}</a>   
                <div id="pb_faq8" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n23[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n23']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n23']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
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                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n23[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n24[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq9" aria-expanded="false" aria-
controls="pb_faq9" class="pb_font-22 py-4">Química II - {{ n24[0] }}</a>   
                <div id="pb_faq9" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n24[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n24']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n24']}}%</p></div>   
                  </div>   
                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
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                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n24[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
              <div class="item">   
                <a {{n25[1]}} data-toggle="collapse" data-
parent="#pb_faq" href="#pb_faq10" aria-expanded="false" aria-
controls="pb_faq10" class="pb_font-22 py-4">Expressió Gràfica -
 {{ n25[0] }}</a>   
                <div id="pb_faq10" class="collapse pb_color-dark-opacity-
8" role="tabpanel">   
                  <label for="barprog"><b>Fiabilitat de l'algoritme en predir q
ue {{n25[3]}} aquesta assignatura:</b></label>   
                  <br>   
                  <div class="progress" id="barprog">   
                    <div class="progress-
bar" role="progressbar" style="width: {{ f['n25']}}%;height:50px" aria-
valuenow="25" aria-valuemin="0" aria-valuemax="100"><p class=" col-md pb_font-
18 " align="center"><br>{{ f['n25']}}%</p></div>   
                  </div>   
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                  <div class="py-3 pb_color-dark-opacity-8">   
                    <br>   
                    <p>En la taula següent podeu observar les notes dels {{ v }
} alumnes amb un comportament més similar al teu i que han sigut utilitzats per
 fer la teva predicció. L'última línia són les teves notes.</p>   
                  </div>   
                  <div class="container">   
                    <div class="row justify-content-center mb-
5">                     
                      <table id="customers">{{ n25[2] | safe}}</table>   
                    </div>   
                  </div>   
                </div>   
              </div>   
   
            </div>   
          </div>   
        </div>   
      </div>   
    </section>   
    <!-- END section -->   
    <footer class="pb_footer bg-light" role="contentinfo">   
      <div class="container">   
        <div class="row text-center">   
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          <div class="col">   
            <ul class="list-inline">   
              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-facebook"></i></a></li>   
              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-twitter"></i></a></li>   
              <li class="list-inline-item"><a href="#" class="p-
2"><i class="fa fa-linkedin"></i></a></li>   
            </ul>   
          </div>   
        </div>   
        <div class="row">   
          <div class="col text-center">   
            <p class="pb_font-
14">© 2017 <a href="https://uicookies.com/">Landing</a> Free Bootstrap4. All Ri
ghts Reserved. <br> Designed & Developed by <a href="https://uicookies.com/">ui
cookies.com</a> <small>(Don't remove credit link on this footer. See <a href="h
ttps://uicookies.com/license/" target="_blank">license</a>)</small></p>   
            <p class="pb_font-
14">Demo Images: <a href="https://unsplash.com/" target="_blank" rel="nofollow"
>Unsplash</a></p>   
          </div>   
        </div>   
      </div>   
    </footer>   
    <!-- loader -->   
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    <div id="pb_loader" class="show fullscreen"><svg class="circular" width="48
px" height="48px"><circle class="path-
bg" cx="24" cy="24" r="22" fill="none" stroke-
width="4" stroke="#eeeeee"/><circle class="path" cx="24" cy="24" r="22" fill="n
one" stroke-width="4" stroke-miterlimit="10" stroke="#1d82ff"/></svg></div>   
    <script src="static/assets/js/jquery.min.js"></script>   
       
    <script src="static/assets/js/popper.min.js"></script>   
    <script src="static/assets/js/bootstrap.min.js"></script>   
    <script src="static/assets/js/slick.min.js"></script>   
    <script src="static/assets/js/jquery.mb.YTPlayer.min.js"></script>   
   
    <script src="static/assets/js/jquery.waypoints.min.js"></script>   
    <script src="static/assets/js/jquery.easing.1.3.js"></script>   
    <script src="static/assets/js/main.js"></script>   
    </body>   
</html>   
 
 
