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R E S U M O 
sais. 
Foi realizadà uma análise estrutural de vazoes men-
Foi identificada uma componente determinística periódica na 
média e na variância, assim como a dependência (modelo auto-regres 
sivo linear de primeira ordem) na componente estocástica. Foi en-
tão ajustada uma distribuição de probabilidade â componente esto-
cástica independente. 
O modelo estrutural foi usado para gerar várias se-
ries de,vazões mensais nas quais foram identificados' os péríodos " .... - e- ~ • 
críticos. Estes períodos críticos foram usados para determinar a 
operaçao Ótima de um reservatório de múltiplos propósitos, com o 
objetivo de - m~ximi;·;;,r a energia produzida, fazendo uso de progr~ 
~ .... .,. .... -·· ,, ~-'· ..... -··· ~ 
mação dinâmica regressiva. 
Foi usada a análise de múltipla regressão linear p~ 
ra obter regras de operaçao mensal para o reservatório, usando os 
resultados do modelo de otimização. 
O reservatório de Três Marias foi usado como um 
exemplo de aplicação das técnicas desenvolvidas, e as regras de~ 
ração mensal desenvolvidas foram aplicadas para a série histórica. 
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ABSTRACT 
A structural analysis of monthly streamflows was 
performed. A deterministic periodic component in the mean and the 
variance was identified, as well as the dependence (first 
linear autoregressive model) in the stochastic component. 
order 
Then a 
probability distribution was adjusted to the ingependent stochastic 
component., 
The structural model was used to generate ,several 
series of monthly streamflows in which critical periods were iden-
tified. These critical periods were· used to determine the optimal 
operation of a multi-purpose reservoir with the objective of maxi-
mizing produced energy, making use of backward dynamic programming. 
' MulJiple linear regression analysis was used to 
obtain monthly operation rules for the reservoir, using the results 
of the ópt:imization ~o~del. 
-r,.-. .,.___ ..,.~_,.... ..... ~ ... --.,~r. 
Tres Marias reservoir was used as an example of ap-
plication of the techniques developed, and the monthly 
rules developed were applied to the historie series. 
operation 
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I - INTRODUÇÃO 
I.l - ASPECTOS GERAIS 
Com as crescentes dimensão e complexidade dos sist~ 
mas energéticos tornam-se, cada vez mais, inviáveis economicamente 
os planejamentos para a operação, por meio de técnicas empíricas . 
Isto é verdadeiro, especialmente, em casos de sistemas mistos de 
usinas hidráulicas de reservatórios, ao fio d'água, ou de bombea-
mento, e usinas térmicas de diferentes materiais combustíveis.Além 
disso, o desenvolvimento de projetos de recursos hídricos para mÚl 
tiplasrfinalidades acrescentam novas restrições ao sistema energé-
tico;, Assim, a utilização dos rios para a navegação, problemas re 
lativos à poluição, etc., constituem fatores adicionais ao grau de 
dificuldade na resolução do problema geral. 
A utilização de novas técnicas de otimização e o 
aparecimento de computadores mais rápidos e de maior memória permi 
tiram abordar tais questões com relativo sucesso, de forma que os 
resultados alcançados foram técnica e economicamente satisfatórios. 
Um aspecto importante do problema é o caráter alea-
tório das afluências futuras. Por isso, a disponibilidade de ener 
gia eléh±droeiLétrfcaicaé,ê também uma variável aleatória e, portan-
to, o custo mínimo calculado pela solução Ótima é expresso como um 
valor esperado. 
No caso de sistemas mistos hidrotérmicos com reser-
vatórios, a otimização dos custos de operação é realizada pela es-
colha de uma das duas alternativas: turbinar a água armazenada nos 
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reservatórios, ou manter uma reserva hidráulica em favor de uma g~ 
ração térmica equivalente. 
A primeira decisão, turbinar a água armazenada nos 
reservatórios, assegura uma economia imediata representada pelar~ 
dução do consumo de combustível nas usinas térmicas. Mas, a dimi-
nuição da reserva hidráulica limita,- a~ sua capacidade de suprir a 
carga durante um período de afluências mais baixas. Se o sistema 
não tiver uma complementação térmica capaz de suavizar as adversi-
dades hidrológicas, então, maiores serão as possibilidades de ocor 
rência de um deficit. 
A segunda decisão, manter uma reserva hidráulica em 
favor de uma geração térmica equivalente, implica um gasto imedi~ 
to em combustível, porém, a manutenção da reserva hidráulica dimi-
nui os riscos de ocorrência de deficit. 
Verifica-se, deste modo, a necessidade do conheci -
mento detalhado do comportamento aleatório das afluências. Por 
meio dele, é possível probabilizar-se as ocorrências de deficits 
e, por conseguinte, atribuir-se valores esperados às políticas de 
operação do sistema. 
~ 
Outro aspecto importante deste problema e que are-
serva hidráulica está distribuída em um sistema composto de um cer 
to número de reservatórios. Isto faz com que o número de alterna-
tivas para as políticas de operação aumente excessivamente e aso-
lução torne-se inviável computacionalmente. 
Um artifício usual, neste caso, consiste em dividir 
o problema em duas partes. Na primeira, é adotado um modelo com-
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posto, isto é, o conjunto de reservatórios é substituído por um 
Único reservatório com energia acumulada equivalente e as afluên-
cias às usinas transformadas em afluências de energia equivalente. 
Para este sistema é, então, determinado o nível Ótimo de geraçao 
térmica. Segue-se a segunda etapa, na qual o ·saldo da carga elétri 
ca sob a responsabilidade de geração hidráulica deve ser distribui 
da pelas usinas. Como as afluências a cada um dos reservatórios 




probabilidade m dimensional(onde m é o numero de usinas) para 
descrever probabilisticamente as afluências. O processo CE obtenção 
da solução Ótima deste problema é muito complicada e,por isso, ele 
é transformado de probabilístico para determinístico pelo emprego 
da simulação do sistema com usinas individualizadas,para diversas 
hipóteses de hidraulicidade. São, então,obtidas regras de operaçao 
dos reservatórios para estas sequencias de vazões e, conseqüente-
mente, ê conhecida a quantidade de água a ser "turbinada" em cada 
usina, de modo a atender à responsabilidade de geração hidráulica. 
I.2 - UM PROBLEMA PARTICULAR 
O sistema energético da região Sudeste brasileira é 
constituido de usinas hidroelétricas e térmicas convencionais, com 
larga predominância das primeiras. A abundância de recursos hi-
dráulicos e a escassez de combustíveis fósseis no país são fatores 
que ressaltam a importância dos estudos de políticas Ótimas de op~ 
raçao. O objetivo a ser alcançado é a minimização dos gastos ope-
racionais das térmicas resultantes do consumo de combustível ou, 
equi v alentef!lente'j'cXã~.maxiíiíizãção sodó osusoa,dos s;ecursos hidráulicos . 
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Além disso, a política obtida deve conduzir ao menor risco 
~ 
possi-
vel de deficit, cuja ocorrência implicaria a necessidade de racio-
namento de energia, prejudicial a economia da região. 
, As diversas usinas da região pertencem a diferentes 
empresas de energia elétrica. No entanto, se se considera uma op~ 
ração interligada do sistema, as suas características o tornam sus 
cetÍvel de ser analisado matematicamente conforme um modelo do ti-
po anteriormente descrito. 
Pelo exame da figura IV.l , verifica-se que os a-
proveitamentos hidroelétricos constituem uma malha, na qual é co-
mum a ocorrência de cascatas, isto é, usinas hidr;ulicas situadas 
a jusante de uma outra. 
A existência de um grande reservatório no rio-Gran-
de, o de Furnas, que controla a cascata das grandes usinas daquele 
rio e parte ponderável da energia afluente is usinas do rio Paran~ 
tornam atraente o equacionamento do problema segundo o modelo do 
reservatório equivalente. Em'ácréscimo,a forma de operação de qua~ 
quer reservatório de montante modifica as afluências is usinas de 
jusante,e ás características físicas dos aproveitamentos como capa 
cidade máxima dos reservatórios, descargas máxima e mínima "turbi-
náveis", ''produtibilidades" variáveis, constituem um complicado 
sistema de equações, ae forma que, o método da simulação se apre-
senta como uma alternativa bastante promissora. 
Este sistema apresenta alguns problemas particula-
res, no entanto, que talvez permitam variações na forma de otimizá 
lo. Em primeiro lugar, as usinas do rio Paraíba do Sul constituem 
um agrupamento isolado da cascata dos rios Grande e Paraná. Além 
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disso, problemas relativos a controle de poluição no vale daquele 
rio tornaram a sua operação régida segundo um critério pré-estabe-
lecido. 
Em segundo lugar, a usina de Cubatão em São Paulo 
acumula a agua proveniente do rio Tietê no reservatório por meio 
de um esquema de bombeamento e, aproveitando o grande desnível da 
Serra do Mar, desvia esta água diretamente para a vertente do 
Atlãntico. A grande altura de queda acarreta uma alta ''produtibi-
lidade" e, por este motivo, parece sugestivo uma operação particu-
larizada deste reservatório. 
Em terceiro lugar, no rio são Francisco, a usina 
com reservatório de Três Marias constitui um sistema isolado do 
conjunto Grande-Paraná. Além disso, a sua operação está sujeita a 
uma restrição particular: a de garantir uma descarga mínima em Pi-
rapora, a fim de estabelecer níveis compatíveis com a navegaçao. 
Tendo em vista esta particularidade, a operação do reservatório de 
Três Marias poderia ser otimizada, objetivando a máxima produção 
de energia, sujeita à restrição citada. A regra Ótima resultante 
poderia ser empregada na operação deste reservatório quando o sis-
tema total fosse simulado, segundo usinas individualizadas. 
I. 3 - OBJETIVOS 
Este estudo teve como objetivo a otimização da ope-
raçao de um reservatÓrio,.visando~aaproduçãoodeJenergia elétri~a~ 
• ' • - -, - • .. • ' • "'T f!"-. . . ~ . . . ..... pelaraplicaçao de. um,metodo 1mpl1.c1to estocastil.!co ,d1.nam1.co ,e 0As·3fa 
ses do trabalho-foram:. t ,r~n" 
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a) Analisar a estrutura da série hidrológica de vazoes 
afluentes ao aproveitamento hidroelétrico e, com o 
resultado obtido, representá-la por um modelo mate-
mático estatístico. 
b) Gerar várias seqüências de vazões para o mesmo lo-
cal, usando o seu modelo matemático. 
' 
c) Determinar, em cada uma das seqüências geradas, o 
período crítico do reservatório. 
d) Otimizar a operação do reservatório, visando a máxi 
ma produção de energia, sob a restrição de descarga 
efluente mínima para fins de navegação, em cada um 
dos períodos críticos. 
e) Obter uma regra Ótima de operaçao do reservatório , 
por meio de uma análise de regressão, considerando 
os períodos críticos de cada seqüência gerada com 
iguais probabilidades de ocorrência. 
Os tópicos (a) e (b) sao analisados na seção(III.l~ 
Os tópicos (c), (d) e (e) sao desenvolvidos, respectivamente, nnas 
seções (III.2), (III.3) e (III.4). O caso de aplicação, com seus 
dados e resultados é apresentado nas seções (IV.l) e (IV.2), res-
pectivamente. Na seção (IV.3) são analisados os testes realizados 
com a regra Ótima. Finalmente, nas seções (V.l) e (V.2) são apre-
sentadas, respectivamente as conclusões do estudo e as recomenda-
ções consideradas oportunas para o desenvolvimento do modelo. 
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II - REVISÃO DA LITERATURA 
II. l - VAZÕES 
No planejamento da operaçao de um sistema de recur-
so hidráulico deve-se levar em consideração o comportamento aleató 
rio das variáveis hidrológicas. Caso nos estudos seja utilizada a 
sequência histórica, então, é obtida apenas uma resposta do siste-
ma. Como e bastante improvável que esta sequência venha a se rep~ 
tir, existe pouca informação sobre o futuro comportamento do siste 
ma. 
Para se obter um conjunto de possíveis respostas do 
sistema, deve-se empregar sequências simuladas denominadas sequên-
cias sintéticas. Como estas podem ser tão longas quanto se dese-
- ,,. . . . -jar, e possivel dividi-las em um grande numero de segmentos, de 
forma a se obter um conjunto de diferentes atuações do sistema. 
As séries simuladas devem se assemelhar à histórica 
em termos de certas propriedades que exerçam uma influência signi-
ficativa na operaçao do sistema. 
Em um estudo pioneiro, Thomas e Fiering (1962) de-
senvolveram um modelo matemático para a série de vazões 
Este modelo é formulado pela recursão 
1 
qi+l,j = qi+l + bi+l (qi,j - qi) + ti 8i+l (l - rf+1> 2 
onde e q. . 
i 'J 




meses i+l e ii, respectivamente; e qi representam ava 
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zao média mensal para a série histórica nos meses i+l e i , re~ 
pectivamente; bi+l e o coeficiente de regressao entre a série de 
dos i+l s. 1 - desvio padrão do registro vazoes meses e l ; e o 1+ 
histórico para - i+l o mes ri+l - coeficiente de correlação e o en 
tre as vazoes para os meses i+l e i - variável aleató ; t. e uma 
l 
ria com distribuição normal de média zero e variância unitária. 
A equaçao (2.1) pode ser usada para gerar eventos 
sintéticos que se assemelham aos eventos históricos em termos da 
média, desvio padrão e coeficiente de correlação de ordem 1. Para 
considerar a assimetria, Thomas e Fiering (1963) e Matalas (1967) 
utilizaram as distribuições gama e lognormal de três parâmetros no 
ajustamento da componente aleatória. 
Quimpo (1967) e Roesner-Yevjevich (1966) apresenta-
ram modelos estocásticos para seqüências de vazões diárias e men -
sais, respectivamente. Foi desenvolvido um método paramétrico pa-
ra a separação da componente periódica, representando-a por uma sé 
rie de Fourier. Foram aplicadas as técnicas do correlograma e da 
variância espectral para a análise das séries temporais. 
-Benson e Matalas (1967) sugeriram um processo de se 
ries sintéticas, baseando-se em parâmetros estatísticos regionais, 
de forma a diminuir ou eliminar os erros provenientes das pequenas 
amostras, e a possibilitar a geração de seqüências em locais que 
não dispõem de registros. 
Harms e Campbell (1967) propuseram uma extensão pa-
ra o modelo de Thomas-Fiering no sentido de aplicá-lo, simultanea-
mente, as vazoes mensais e anuais, sob a hipótese de distribuição 
normal da vazao. Verificaram também que, em determinadas 
.. -sequen-
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cias de vazões mensais, os logaritmos destas variáveis 




Askew, Yeh e Hall (1971) fizeram um estudo compara-
tivo dos resultados obtidos por diversas técnicas de geração. Ne-
nhuma delas produziu um período crítico tão ou mais severo do que 
aquele registrado historicamente. As técnicas de geração revela-
ram-se mais precisas nas regiões áridas, para as quais o ;processo 
de Markov de 1~ ordem mostrou-se melhor ajustado do que um de 22~ 
ordem para as vazões mensais. 
Yevjevich (1972) desenvolveu uma análise estrutural 
de séries hidrológicas, usando técnicas para testar a periodicida-
de de parâmetros em séries hidrológicas como a média, variância, 
assimetria e coeficientes de autocorrelação. Neste trabalho estão 
expostos testes de verificação de constância do coeficiente deva-
riação, assimetria e coeficientes de autocorrelação. Foram inves-
tigados modelos de dependência para a componente estocástica e di~ 
cutidos processos de estimativa para os coeficientes de autocorre-
lação. 
Todas as referências aqui analisadas sao relativas 
às séries hidrológicas de uma Única estação. 
II.2)- PERÍODO CRÍTICO 
Durante a operaçao normal de um reservatório podem 
existir meses de cheia, em que parte da água deve ser vertida por 
falta de capacidade de armazenamento. Se num dado instante ocorre 
- 10 -
vertimento, então, é impossível guardar mais água para um período 
seco futuro. Logo, qualquer decisão referente à descarga efluente, 
anterior a este instante,não influenciará as decisões futuras.Além 
disso, se as decisões de deplecionamento, em qualquer instante sub 
seqÜente, dependem apenas dos níveis do reservatório e não da for-
ma pela qual os mesmos foram atingidos, então, é possível truncar-
se o período anterior ao vertimento, sem que isto modifique as de-
cisões finais de operação. 
As decisões, durante o período seco, dependerão do 
nível mais desfavorável atingido pelo reservatório. Por outro la-
do, não existe nenhum meio pelo qual os recursos afluentes futuros 
possam modificar esta restrição. Assim, o período após o instante 
mais desfavorável do sistema pode ser também truncado. 
~ 
A sequencia de meses obtida por este processo e de-
nominada período crítico. Pela própria definição, o período críti 
cose inicia com o reservatório cheio e finda em um estado de re -
serva mínima ou nula. Qualquer decisão, fora do período 
.. . . 
critico, 
não pode afetar a política Ótima a ser seguida dentro do período. 
Em conseqüência, a análise para as políticas Ótimas de descarga ou 
energia firme, para o período total de registro, pode ser restritâ 
apenas ao período crítico, obtendo-se, desta forma, os mesmos re-
sultados, 
A utilização do período crítico pode tornar viável 
computacionalmente uma análise de otimização, ao evitar a utiliza-
ção da seqüência completa de vazões. Também pode dizer-se que o 
período crítico influe na segurança da operaçao futura do reserva-
tório. Uma vez que ele ocorreu, e faltando qualquer explicação fÍ 
• 
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sica mais precisa que assegure a sua nao repetição, há necessidade 
de se levar em consideração tal possibilidade. Tendo em vista es-
tes aspectos do período crítico, torna-se importante a sua determi 
nação, a partir de uma seqüência de vazões história ou sintética, 
para um dado reservatório. 
Hall e Dracup (1970) expuseram um processo de deter 
minação do período crítico pela obtenção do funcional T(Q, x) on 
de T é a duração do período crítico, Q o volume Útil máximo e 
x a descarga firme retirada. É interessante observar-se que, ne~ 
te caso, foi permitida uma variação do volume Útil máximo, ~egundo 
Q. < Q < Q , visando obter uma reserva variável para controle min - max 
de cheia. 
As equaçoes recursivas para o balanço de volumes no 
cálculo do funcional T (Q, x) foram: 
q = q. + y. - e.(q.) - cx.•x i+l l. l. l. l. l. 
onde q e i+l q. sao os volumes armazenados nos meses i+l l. 
respectivamente, é a afluência durante o mes i, e.(q.) 
l. l. 
( 2. 2) 
e i, 
re-
presenta a perda por evaporaçao, e 
da demanda. 
ex. é um fator de sazonalidade 
l. 
A equaçao (2.2) está sujeita à restrição 
( 2. 3) 
onde Q é o volume Útil máximo. max 
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Uma série de 26 seqüências representativas dos Esta 
dos Unidos foi analizada por este processo e os resultados de uma 
parte destas análises é apresentada por Hall, Yeh e Askew (1969) 
Hall e Dracup (1970) expuseram um processo para a 
representação estatística da ordem de seqüência das vazões, ao lon 
go de um período crítico de duração e magnitude fixas. Para um de 
terminado intervalo de tempo T , a vazão média é reduzida por meio 
de uma função (senÓide ou outra curva), que é uma representação hi 
patética da forma de decréscimo da vazão. O hidrógrafo resultante 
deve apresentar um deficit com magnitude igual ao deficit acumula-
do médio pelo hidrógrafo histórico no intervalo T . 
Em estudos feitos pela CANAMBRA (1966) e ELETROBRÁS 
(1973), sao feitas determinações de período crítico pela aplicação 
das equações (2.2) e (2.3),considerandó'os efeitos~da, evaporaçao e 
da sazonalidade da demanda. O valor da energia firme é obtido por 
um processo iterativo, no qual aquele valor sofre correções corres 
pendentes ao superavit ou deficit no mês mais desfavorável simula-
do distribuído ao longo de todo o período crítico. 
II.3 - MODELOS DE OTIMIZAÇÃO DE OPERAÇÃO DE RESERVATÕRIOS 
~os Últimos anos, com o advento de computadores ca-
da vez mais rápidos, e o desenvolvimento de novas técnicas de pro-
gramação matemática, têm sido bastante pesquisadas soluções para 
problemas de determinação de regras Ótimas para a operação de re-
servatórios. Os modelos, até aqui apresentados, podem ser classi-
ficados em três categorias: 
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a) Modelos de simulação; 
b) Modelos estocásticos explícitos; 
c) Modelos estocásticos implícitos. 
A determinação de regras de operaçao, por meio da 
simulação, não consiste em uma técnica de otimização em si, mas 
essencialmente de um processo de tentativa. Conhecidas as caracte 
rísticas físicas do sistema hidráulico, é postulada inicialmente 
uma regra de operação baseada na experiência operativa de cada re-
servatÓrio. Usando a seqüência histórica, é feita uma simulação 
do sistema segundo esta regra e, conforme o comportamento do mesmo, 
são tentadas modificações que tenderão a satisfazer os objetivos 
desejados na operaçao. 
Embora o espaço das decisões seja de tal dimensão 
que acarrete uma grande quantidade de cálculos, a utilização de a-
penas uma seqüênc"ia ,de vazões futuras possibilita um bom grau de 
sucesso na pesquisa por intermédio do método da simulação. Quando 
são usadas técnicas de geraçao de séries, a determinação da regra 
Ótima de operaçao, por meio da simulação, vai depender fundamental 
mente do tamanho do espaço das decisões. 
Em relatório da ELETROBRÁS (1974) é apresentado um 
modelo que simula um sistema hidroelétrico de até 80 usinas e re 
servatórios da região Sudeste brasileira, usando um registro deva 
zões de 4 O anos. Outros trabalhos sobr.e métodos de simulação fo-
ram desenvolvidos por Hufschmidt e Fiering (1966) e Young (196$) . 
Por modelos estocásticos explícitos sao designados 
aqueles que usam distribuições de probabilidade para as vazões di-
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retamente, ao invés de amostras geradas por processos de séries 
sintéticas. Os modelos estocásticos explícitos têm demonstrado se 
rem inviáveis computacionalmente para problemas de múltiplos rese~ 
vatórios. De fato, para cada reservatório acrescentado ao sistema 
corresponder. •uma'k nova variável de estado que, nas técnicas de 
programação matemática, acarreta um aumento exponencial dos cálcu-
los. A forma pela qual o tamanho do algorÍtimo cresce é descrita 
por Roefs (1968). O Único modelo estocástico explícito de mÚlti-
plos reservatórios existente na literatura técnica e desenvolvido 
por Schweig e Cole (1968) requereu hipóteses bem simples de depen-
dências nas vazoes. No entanto, desde que as características fÍs! 
cas do sistema sejam convenientes, como alternativa, é possível r~ 
presentar o conjunto de reservatórios do sistema por um Único re-
servatório equivalente, e proceder à otimização global do sistema, 
usando um método estocástico explícito, como foi feito no relató-
rio de FURNAS (1972). 
O método estocástico implícito compreende três fa-
ses distintas: geração de séries de vazoes, otimização determinís-
tica e análise de regressão. Inicialmente, sao geradas várias se-
qüências de descargas com iguais probabilidades de ocorrência no 
futuro. É então feita uma otimização déterminÍstica, para cada se 
qÜência, visando a determinação dos níveis Ótimos de armazenagem e 
os valores Ótimos de descargas efluentes do reservatório. Nesta 
fase, é importante distinguir qual o objetivo a ser alcançado na 
otimização e quais as restrições às quais o sistema está sujeito. 
Finalmente, faz-se uma análise de regressao pela qual é estabeleci 
da a regra Ótima de operação. 
- 15 - l ~. 
Young (1967) apresentou um modelo implícito estocás 
tico para a determinação de uma regra Ótima de operação anual para 
um reservatório. Na otimização foi empregado o algorítmoc de pro-
gramação dinâmica de recursão progressiva. Na análise de regres-
são foram consideradas como variáveis independentes o nível de ar-
mazenagem e a descarga afluente anterior, e como variável depe.ndeg 
te o valor de descarga a ser liberada do reservatório. 
Roefs e Bodin (1970) apresentaram um modelo estocás 
tico implícito no qual são consideradas algumas nao linearidades, 
como a perda por evaporação em função do volume armazenado e ava-
riação do valor energético da unidade de descarga liberada. A oti 
mização é feita por meio do algorÍtmo de programaçao linear. f for 
mulado também um problema de otimização para um caso de múltiplos 
reservatórios, em que é usado o método de decomposição de Dantzig-
Wolfe. Para um sistema de três reservatórios e um período de três 
anos, ficou demonstrado que um processo de decomposição a priori 
tem a convergência aproximadamente quatro vezes i::.cmais i~rápida do 
que o processo de decomposição iterativa. Para um grande sistema 
de reservatórios, ~provàvelmente, o método empregado torna-se alta 
mente dispendioso. 
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III - MODELOS 
III.l - VAZÕES 
1.1 - Aspectos Gerais 
Na análise da estrutura de uma série hidrológica 
. 
e 
usual representar-se o processo por uma equação algébrica, que in-
dica a superposição de três componentes causadas por diferentes fa 
tores físicos e. aleatórios. Em primeiro lugar, pode existir uma 
tendência, segundo um intervalo de vários anos, saltos positivosru 
negativos e outras componentes determinísticas transitórias causa-
das ou pela inconsistência e não homogeneidade dos dados, ou por 
variações amostrais. Em segundo lugar, nas séries 
diárias e mensais sempre e.stá presente uma componente 
hidrológicas 
periódica 
com um ciclo fundamental de um ano. Em terceiro lugar, superpoe-
se uma componente estocástica que comumente constitui um processo 
estacionário. 
A existência dessas componentes nas séries hidroló-
gicas pode ser explicada de diversas formas. As tendências a lon-
go termo são quase sempre originárias de erros sistemáticos nos da 
dos, ou de hão homogeneidades causadas por mudanças na natureza 
provocadas por fatores humanos ou naturais. As tendências de cur-
to termo e pseudo cíclicidades são provenientes das flutuações das 
pequenas amostras. 
Se um estudo regional demonstra que o fenômeno cons 
titui um processo estacionário anual, as tendências e as pseudo ci 
clicidades, que porventura existirem nas séries registradas de al-
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gumas estações desta região, devem ser consideradas como nao signi 
ficativas. O objetivo destas correções é o de se obter 




A periodicidade nas séries hidrológicas sao causa-
das pelos ciclos astronõmicos. A componente aleatória é provocada 
por diversos fenômenos tais como a turbulência das camadas atmosfé 
ricas, a transmissão de calor, a opacidade do ar quanto à radiação 
de ondas, etc. As componentes estocásticas podem ser dependentes 
ao longo do tempo, por efeito de armazenagem de diversas grandezas 
nos respectivos meios ambiente. 
1.2 - Hipóteses Básicas da Análise Estrutural de Séries de Vazões 
A seguir, são relacionadas algumas hipóteses apre-
sentadas por Yevjevich (1972), sobre as quais estão baseados méto-
dos de desenvolvimento de modelos matemáticos de séries hidrológi-
cas utilizados neste estudo: 
a) Uma série hidrológica é formada de componentes deter-
minísticas periódicas e de uma componente estocástica; 
b) A variação randÔmica da série está praticamente toda 
contida na componente estocástica; 
c) A componente estocástica obtida pela remoçao das com-
ponentes periódicas em vários parâmetros é aproximad~ 
mente uma variável aleatória estacionária; 
d) As não homogeneidades é inconsfstênciassnairié~i~svd! 
vem ser.e;de_tetadas;: e,,remov±dastantes daáanáiliise restru.- . 
tur.al; 
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e) A substituição das informações contidas em uma série 
hidrológica de uma estação pelo conjunto de informa-
ções das séries da mesma região poderá melhorar bas-
tante as estimativas dos coeficientes e parâmetros; 
f) Na análise estrutural deve ser estimado o mínimo de 
coeficientes e parâmetros porque, quanto mais estat!! 
ticos são computados, menor é o número de graus de li 
berdade restante para outras estimativas; 
g) A componente estocástica estacionáriasdepenàenteéé a-
justada por um modelo matemático de dependência, o 
qual pode ter uma justificativa física e, a partir de 
le pode ser determinada uma componente estocástica es 
tacionária independente. Assim, resulta um numero 
muito grande de compÓnentes indepéndentes;o que torna 
bastante precisa a estimativa de parâmetros para uma 
distribuição de probabilidades; 
1.3 - Identificação e Remoção de nao Homogeneidades e Tendências 
Antes de pesquisar-se um modelo para as componentes 
originárias de tendências e/ou não homogeneidades, deve-se.verifi-
car se elas realmente existem. A amostra pode ser dividida, por 
exemplo, em duas partes e suas médias testadas quanto à igualdade, 
isto é: 
Se a hipótese nula H
0 
-e rejeitada, existem duas 
possibilidades:os dados são não-homogêneos ou existe uma tendência. 
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Para a identificação da tendência podem ser 
os seguintes métodos: 
usados 
a) Ajustamento de um polinômio pelo método dos 
quadrados. 
b) Método das médias móveis. 
... 
m1.n1.mos 
1.4 - Separação das Componentes Periódica e Estocástica 
Existem dois métodos de separaçao das componentes 
periódica e estocástica: o não paramétrico e o paramétrico. 
a) Método não paramétrico 
A separação da componente estocástica por este méto 
do consiste na transformação 
e: p,r = 
X - m p, T T 
s ( 3 .1) 
T 
onde: X - valor da variável X no ano p e no intervalo T 
p,T 
do ano, com p = 1,2 ... n e T = 1,2 •.. W sendo n o tamanho 
da amostra ,. w o numero de intervalos discretos em um ano, 
mT - média da amostra no intervalo T 
e 
ST - desvio padrão da amostra no intervalo t • 
Para a remoçao da periodicidade na média mT e no 
desvio padrão s 
T 
- . , .. 
sao necessarios 2w.estat1.st1.cos~de X de p,T :.: W 
e w de Se o processo estocástico X p,T 
-tem v para-
metros periódicos, então, o método não paramétrico requer o uso de 
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vw estatísticos. Estes vw valores nao podem ser determinados 
com precisão devido aos grandes erros da amostragem, além de dimi-
nuírem bastante o número de graus de liberdade. No entanto, o me-
todo não paramétrico pode ser aplicável quando o numero v de pa-
râmetros e w de intervalos do ano forem pequenos, por 
V: 2 e W: 12 . 
b) Método paramétrico 
exemplo, 
O método paramétrico de separaçao das componentes 
peri6dica e estocástica podéiconsistir de dois tipos de relaç~es: 
19 TIPO: X p,r E p,T ( 3. 2) 
onde ºx é o desvio padrão de xp,T suposto constante e µT e 
uma função peri6dica ajustada à média por meio da equação 







cos À. • T + B. 
J J 
sen À. • T) 
J 
( 3. 3) 
sendo µX a média geral de X m P,T o 
número de,harmõnicos signi:_ 
ficativos e À • = 
2rrj a frequência angular. 
J 12 




sao estimados por: 
2 n w 2rrjT A. = E i: (X - µX ) . cos • ( 3. 4) J nw p=l T=l p,T w 
,r 
2 w 2rrjr B. = i: i: (X - µX ) . sen ' ( 3 . 5 ) J nw p=l T=l P,T w 
com j = 1 , 2 , ... w/ 2 ou (w-1)/2 se w for ímpar e T = 1,2, ... w. 
-
Para 





= -1 2 
= B. = O 
J 
:' .,1... 
( 3. 6) 
( 3. 7) 
29 TIPO: Como nas séries hidrológicas registradas raramente 
ªx é constante, dois casos podem ocorrer: 
1) µ,(x) e cr,(x) , parâmetros da população estimados 
pelas funções periódicas µ' e cr, , sao proporei~ 
nais. 
2) µ,Cx) e cr,Cx) nao sao porporcionais .. 
No primeiro caso, a constante de proporcionalidade 
sera o coeficiente de variação n
0 
, de modo que: 
sendo 
X p,T 
X = µ • E* 
p,T T p,T 
E : µ (1 + n • E ) 
p,T T O p,T 
E* : 1 + n • E p,, o p,, 
( 3. 8) 
( 3. 9) 
• 
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para X > O , µ > O e E* > O , o primeiro caso recai no da p,,: ,: p,,: 
equaçao (3.2) pela aplicação de logaritmos à equação (3.8), sendo 
válidas as relações (3.3), (3.4) e (3.5). 
No segundo caso, em que cr, nao é proporcional a 




onde e sao funções periódicas ajustadas à média m, e 
ao desvio padrão S, , com um número limitado de harmônicos. 
A forma geral de uma função periódica ajustada a 




( 3 .12) 
em que m e o numero de harmônicos significativos do período bási 
. , 
co w, lj = 2uj/w e a frequincia angular, vx é a média dos ~,: 
· ajustados"aos .w .:i. valores·.e·de esV cda \amostra, \'ou .a média destes w 
,: ' 
valores V, e 9. , c"-o estimados p,rtir 
J 
~o·, w veOs rcoeficientes ; A :Srrre . .:.aB. sao estimados a partir dos 
. J J 
w valores V, pelas fórmulas 
2 A. = 
J w 





















Para o Último harmônico j = w/2 ou (w-1)/2 para 
A. 
um número w Ímpar, os coeficientes de Fourier sao Aw/ 2 =-,?- e 




s, , é ajustada uma função periódica variância 
e, então, a função é determinada como igual a 
/ã2 Este procedimento é justificado pelo significado mais sensí 
'[ 







X T T 
X 
p,T 
a média de ou S, , em relação ao desvio p~ 
Neste trabalho, para a separaçao das componentes e~ 
tocástica e periódica, foi adotado o método paramétrico, pelas se-
guintes justificativas: 
a) A energia proveniente do Sol é um processo determiní~ 
tice periódico. No entanto, os ambientes onde se pr~ 
cessam os fenômenos hidrológicos (a atmosfera,os oce~ 
nos, os continentes, etc.) têm diferentes respostas a 
este suprimento de energia, introduzindo uma aleato -
riedade no processo periódico pela modificação das a~ 
plitudes dos harmônicos e deslocamento dos respecti-
vos ângulos de fase. 
b) A aplicação do método paramétrico, por este motivo,e~ 
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tá de acordo com a hipótese básica da análise estrut~ 
ral de ligar toda a aleatoriedade possível à compone~ 
te estocástica. 
c) O processo de geraçao de séries temporais pelo método 
não paramétrico não é viável para intervalos de tempo 
menores que um mês, pois o numero de parâmetros neces 
sários para a descrição do modelo aumenta considera-
velmente. Portanto, é aconselhável o uso do método 
paramétrico que economiza o número de estatísticos ne 
cessários para a descrição matemática das séries. 
1.5 - Significância de Harmônicos dos Parâmetros Periódic'os 
24, 
O numero máximo de harmônicos em uma série ~~mensal 
de um determinado parâmetro estatístico é 6 No entanto,como as 
séries de Fourier sao rapidamente convergentes, na maioria das ve 
zes, os harmônicos de ordem superior a quatro podem ser considera-
dos como não significativos. Yevjevich (1972) apresenta alguns mé 
todos desenvolvidos para testar a significância dos harmônicos. 
No presente trabalho, foram empregados o método de 
Fisher para casos de componentes estocásticas dependentes e um me-
todo empírico. 
a) Método de Fisher 
Se a variância (12 
X 
partir da amostra, então o teste de 
sos das expressões (3.2) e (3.10). 
de X p ,r 
Fisher 
deve ser estimada a 
e aplicável para os ca-
Com os coeficientes A. e B. 
J J 
estimados por (3.13) e (3.14), é possível calcular as amplitudes 
dos respectivos harmônicos por 
- 25 - " . 
C. = ,/ Ai + Bi 
J J J 
(3.15) 
c2 
É usado como parâmetro de teste o valor de -f- que 
contribuição harmônico de ordem j . -mede a do para a variancia to-
e~ 
tal. Se valor de -! de um dado harmônico 
~ 




de estocástico independente, um T um processo en-
tão, este j-ésimo harmônico é considerado insignificante. Torna-se, 




O teste de Fisher emprega o estatístico g defini-
do por 
c2 , c2 




onde m e o numero total de harmônicos, S 2 é a estimativa dava 
X 
riância da série X , no caso da p,r equação (3.2), ou da se-
rie 9.n X no caso da equação (3.10), e é a máxima am -p,T 
plitude de uma sequência de valores e. 
J 
A probabilidade P de que o valor g da 
(3.16) seja excedido por um valor crítico gc é dado por 
(m) (m-1) 
2 
(1-2g )m-1 + .•• + (-l)k • 
c 
m! (l-k )m-1 




onde k é o maior numero inteiro menor do que 1/gc . 
O primeiro termo do lado direito da equaçao (3.17), 
em geral, fornece uma boa aproximação para g , isto é 
c 
= 1 _ (~)l/(m-1) (3.18) 
m 
Se existirem dois ou mais harmônicos significativos, 
cada harmônico será computado isoladamente e subtraído da série 
Assim, se Cmax = c1 foi considerado significativo para um grau 
de probabilidade P, o próximo~ passo é testar a significância de 
c
2 
com-o novo valor de g dado por 
c2 
2 
Igualmente, para o harmônico de ordem 
crescente de amplitude) tem-se 
e~ 
]_ g. = 
]_ i-1 
2s 2 l: 2 
X 




O teste de Fisher é aplicável, segundo este procedi 
mento, desde que E p ,r (caso da expressão 3.2) ou fn E* (ca-p,r 
soda expressão 3.10) seja uma variável independente. No caso das 
vazões mensais esta exigência não é satisfeita, de forma que algu-
mas considerações adicionais tornam-se necessárias. 
Yevjevich (1972) propõe dois métodos de adaptação 
do teste de Fisher para variáveis estocásticas dependentes. Neste 
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trabalho foi adotado um destes procedimentos explicado a seguir. 
Se E p,T em (3.2) ou ln E p,T em (3.10) é aproximadamente um pr~ 
cesso normal dependente, então, pode supor-se que ele siga um mode 
lo auto-regressivo linear de 1~ ordem, isto é 
E : p E + {l-p2 • f; 
p,T p,T-1 p,T (3.21) 
em que p é o coeficiente de autocorrelação de ordem 1 dos valo 
res E 
p,T 
e é uma variável estocástica independente, ou 
R.n E* = p* • R.n E* + /l-p* 2 • i;* 
p,T p,T-1 p,T (3.22) 
em que p* é o coeficiente de autocorrelação de ordem 1 dos va-
lares R.n E* , e i;* é uma variável estocástica independente. p,T p,T 
Este modelo de dependência será testado posteriormente, de acordo 
com o método a ser'explicado no Ítem (1.8) da seção (III.l). 
As equações (3.2) e (3.10) podem ser reescritas co-
mo 
X = U + cr (p E + ~l-p 2 • f; ) 
P,T T x p,T-1 P,T (3. 23) 
R.n X - R.n UT + (p* • R.n E* + /i-p*2 • i;* ) p,T p,T-1 p,T ( 3. 24) 
Os coeficientes p e p* sao estimados pelos coefi-
cientes de autocorrelação de 1~ ordem da amostra r
1 
e rf , res-
pectivamente. 
A partir de (3.23) ou (3.24) e definida uma série 
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Z como p,T 
Z = X - p cr • E - µ + cr • /1 - p2 • ~ (3.25) p,T p,T X p,T-1 - T X sp,T 
ou 
Z = tn X - p* tn E* = tn µ + ll-p*2 • !:;* (3.26) p,T p,T p,T-1 T p,T 
Verifica-se, portanto, que a nova variável Z re p,T 
duz o problema ao caso de séries independentes. A variância de 
~ 
Z e p,T 
Var Z = (l-p 2 ) • Var X+ Var µT p,T 
(3.27) 
Supondo que 







, e a estimativa de p ou p* e 
32 
X , onde 
n n 
(3.28) 
S2 e a estimativa 
X 
de 
Var x~-1ou Var (tn X) para as expressões (3.25) ou (3.26), respec-
tivamente. 
b) Método empírico 
Este método é aplicável à determinação de harmôni-
cos significativos em parâmetros periódicos em casos mais comple-
xos de composição de séries hidrológicas, como o da equação (3.11), 
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Um parâmetro periódico será "designado por vT e 
suas estimativas por VT Os desvios médios quadráticos dos valo 
res da função harmônica em relação à média geral vx ·de um -para-




o símbolo do harmônico, serao designados pe 




6J?j = S2(VT~ (3.29) 
mede a parte da variação de VT que é explicada pelo j-ésimo ha~ 






que é explicada pelos 6 harmônicos da função pe-
O processo empírico consiste em estabelecer uma fai 
xa de aceitação da significância dos harmônicos limitada por dois 
valores críticos, e P = 1 p max - min · Se o<o., · · min nao 
existe nenhum harmônico significativo para o parâmetro V 
T 
Se 
P . < p < p todos os seis harmônicos são significativos. Se m1n max' 
p > Pmax , apenas uma parte dos seis harmônicos é significativa 
Neste caso, os harmônicos, classificados em ordem decrescente de 
variância, serão considerados significativos até o primeiro de uma 
j 
determinada ordem J' que fornecer r 6p. > p 
• ·1 max i=l ,, 
As expressões empíricas de 
das por Yevjevich (1972) são: 





onde w é o numero de intervalos do ano, n e o numero de 
e a e uma constante empírica tomada igual a 0,033. 
1.6 - Análise Espectral 
3 J. 
( 3. 31) 
anos 
Um processo valioso para a identificação de periodi 
cidades em séries hidrológicas é o da análise espectral. 
O espectro e Cf) 
XX 
de um processo estocástico X(t) 
i definido como a transformada de Fourier da função autocovariân-
eia y (k:) 
XX 










e (f) ej 2TTfk: df 
XX 
( 3 . 3 3 ) 
O espectro da amostra demonstra como a variância do 
processo X(t) e distribuída ao longo da faixa de,freqüenciás,pois 
00 





Se existirem periodicidades na série X(t), elas 
aparecerao no espectro sob a forma de picos nas correspondentesf~ 
qüências. As séries que oscilam rapidamente são caracterizadas por 
espectros que têm a maior parte de suas variâncias nas altas fre-
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quências e aquelas que apresentam um comportamento suave sao carac 
terizadas por espectros que têm a maior parte de suas 
nas baixas frequências. 
variâncias 
Para um processo real discreto com amostra de tama-
nho n, a estimativa do espectro é dada por 
e (f> 
XX 
= } [y(o) + 2 
n-1 J 
l: y ( k) • cos k f 
k=l 
(3.35) 
Jenkins e Watts (1968) demonstraram que este estimador tem uma va-
riância que nao decresce com o tamanho n da amostra, de forma 
que deve ser introduzida uma modificação a fim de se obter um esti 
mador consistente. O processo usado consiste essencialmente em 
transformar (3.35) para 
= l (y(o) • D 
m o 
m-1 
+ 2 l: y(k) Dk cos fk + y(m) Dm) 
k=l 
( 3. 36) 
onde m e o intervalo máximo para a computação das autocovariân-
cias y(k) e Dk sao os coeficientes de Von Hann sugeridos por 
Blackman e Tuckey (1958) e dados pela fórmula 
Dk =} (1 + cos Timk) 
( 3 , 3 7 ) 
= o 
Ao invés de se calcular a estimativa do espectro 
ê (f) por (3.36), é equivalente fazer-se as transformadas de 
XX 
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Fourier das funções y(k) e Dk e, em seguida, formar-se as com-
binações lineares das transformadas. Isto é possível devido a equJ,.' 
valência da multiplicação e convolução sob a 
Fourier. 
transformada 
As combinações lineares sao dadas por 
- ( f) 
CXX = 
1 
2 (Lo + Ll) 




Lk+l 1 < k < m = 4 • 2 4 XX 
e {f) 1 (L 1 + Lm) = 2 XX m+ 
de 
(3.38) 
onde Lk sao as estimativas do espectro e Cfl 
XX 
dadas por (3.35). 
1.7 -.Testes de Hipóteses de Constância dos Parâmetros 
De acordo com a hipótese básica (f) da análise es-
trutural de séries temporais hidrológicas, é desejável que um nume 
ro mínimo de parâmetros ou coeficientes descrevam o modelo matemá-
tico da série hidrológica. Desta forma, é adotado um procedimento 
que consiste em testar a hipótese de que alguns parâmetros não se-
jam significativamente diferentes de uma constante, ao longo dos 
w intervalos do ano. Os testes mais usuais são os relativos aos 
coeficientes de variação, autocorrelação,assimetria e excesso. 
Neste trabalho, somente foram testados os coeficien 
tes de variação e autocorrelação mensais. 
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a) Teste para os coeficientes de variação 
Além da possibilidade de simplificação na represen-
tação matemática da série hidrológica, o fato do coeficiente deva 
riação não ser significativamente diferente de uma constante impli 
ca a composição das partes periódica e estocástica segundo a ex-
pressao (3.10). 
O coeficiente de variação (VT) , para cada interva 
lo T , e definido por 
(3.39) 
Quando os harmônicos significativos em crT e µT 
têm as mesmas frequências e fases,e amplitudes proporcionais, o 
parãmetro VT não é periódico. Isto não implica, no entanto, a 
independência da série VT Ao invés de testar a periodicidade 
de VT ,pode ser verificada a correçao da hipótese de independên-
cia dos valores VT , e se estes são significativamente iguais a 
uma constante. 
O método aqui empregado consistiu em dividir os w 
valores de VT em duas ou quatro partes e testar a igualdade de 
suas médias e variâncias. Neste estudo, os coeficientes de varia-
ção mensais V 
T 
foram divididos em duas populações: uma compreen-
<lendo os meses do período seco (abril-setembro) e a outra compree~ 
<lendo os meses do período Úmido (outubro-março). 









(S2 + 1 2 
onde N 
~ 
e o tamanho da amostra, Ó.X é a diferença entre as me-
dias das duas amostras, t
0 
e a diferença entre as médias dás duas 
~. - 2 
populaçoes,S1 e 
32 
2 sao as variâncias das duas amostras, segue 
uma distribuição de Student com 2N-2 graus de liberdade dada por 




r ( N/ 2) 
2 -





Para a hipótese nula, as médias das duas populações sao iguais, is 
to é, µ 1 = µ 2 e t 0 = O . Para um arbitrado grau de significân-
eia, se t é maior do que um valor crítico t , então a hipótese e . 
~ 
nula e rejeitada. 
Sejam i:; 1 , i:; 2 , .. . i:;m e n 1 , n 2 . .. nn , ( m + n) 
variiveis aleatórias normais independentes N(O, a). As variiveis 
F e Z são definidas como 
m 
l: i:; ~ 





l: i:; ~ 
2Z m j=l J e = (3.43) 
1 n l: n~ n i=l J. 
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Se m = n , então 
1 Z = 2 9-n F (3.44) 
A variável Z tem como distribuição de probabilida 
de 
cj, ( z) 
m 








A igualdade das variâncias de duas populações nor-
mais pode ser testada pelo cálculo das variáveis F e Z e pela 
comparação desta Última com um valor crítico Zc 
tão, a hip6tese nula é aceita, isto é, (12 : (12 1 2 . Neste caso, o 
coeficiente de variação será uma constante definida por 
Caso contrário, isto é, se 
w 
l: V T 
,=l 
Z > Z , então cr 2 F cr 2 c 1 2 
b) Teste para os coeficientes de autocorrelação 
(3.46) 
Os w coeficientes de autocorrelação pk, de 
' 
E: p,T (ou p* k,T de 
pelos coeficientes de 
n 
l: ( E: 
=l p,T r = k,T 
9,n e:* ) p,T são estimados a partir da 
autocorrelação r k,T pela expressão 
- E: ) ( E: - E l p,T p,T+k p,T+k 
n 
[p?l 
] 1 ( E: - E l 2 • l: ( E: - E l 2 2p,-r+k p,T+k p,T p,T p=l 
amostra 
(3.47) 
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para , = 1, 2, ... w e k = 1, 2, 3, 
Para se verificar se os w coeficientes de autocor 
relação rk, não são significativamente diferentes de uma cons-, 
tante, deve ser empregado uma técnica de separação da amostra, de 
forma a eliminar a correlação espúria proveniente da própria forma 
de cálculo dos coeficientes. O método consiste em separar os w 
valores de r k,, em duas sub-amostras. Para k = 1, as duas sub-
amostras serão constituídas por: 
das 
a) todos quais - ~ r para os T e um numero 1mpar. 1,, 
b) todos quais -r para os T e um numero par. 1,, 




r partindo com 
2 , T 
consecutivos de r 2 , T 
r2,i e incluindo dois va-
com os dois próximos sen-
do omitidos. Assim, a primeira sub-amostra será cons 
tituÍda por r 2 1 , r 2 2 , r 2 5 , r 2 6 , ••• ' ' ' ' 
b) todos r partindo com 
2, T 
lares consecutivos de 
do omitidos. Assim, a 
r2 3 ' . ... . r 2 com os dois proximos sen ,, 
segunda sub-amostra será cons-
e incluindo dois ya-
tituída por r 2 3 , r 2 4 , r 2 7 , r 2 8 , ··· ' ' ' ' . 
Os procedimentos para testes de igualdade das me-
dias e variâncias das duas sub-amostras são idênticos aos do coefi 
ciente de variação. 
No caso dos coeficientes de autocorrelação mensais 
- 37 - 1 7. 
r
1 
T serem significativamente constantes, o coeficiente de auto -, 
correlação de ordem 1 da série E· p,T pode ser estimado por 
1 12 
P1 = TI E r (3.48) T=l l,T 
1. 8 - Modêlos de Dependência da Componente· Estocástica 
As séries de vazões apresentam, em geral, componen-
tes estocásticas que são séries temporais dependentes. A variável 
Yp,T obtida pela remoção da periodicidade na média e no desvio p~ 
drão é, aproximadamente, uma série temporal estacionária de 2~ or-




y e o valor esperado de 
tra e Sy é a estimativa de cry 
(3.49) 
estimado pela média da amos-
A dependência pode ser descrita ~satisfatoriamente 
por um modelo linear auto-regressivo. Para sua conceituação, seja 
um processo estocástico tendo como uma realização a série discreta 
z 1 , z2 , . . . ' zn A covariãncia entre Zt e Zt+k é chamada 
de autocovariância de ordem k e é definida por 
(3.50) 
Se o processo e estacionário, a autocorrelação de 
ordem k e definida por 
- 38 - 38. 
(3.51) 
-
Sejam Zt , Zt-l , Zt_ 2 , ... , os desvios de 
Zt , Zt-l , Zt_ 2 , ... em relação à média µ • Então, 
- -
zt = 01 2t-1 + 02 21:-2 + . . • + (3.52) 
onde é um processo aleatório independente, é chamado um pro-
cesso auto-regressivo de ordem p 
O operador B definido por 
(3.53) 
provoca um deslocamento negativo de uma unidade de tempo. 





O modelo auto-regressivo pode ser representado sim-
plificadamente por 
(3.55) 
Pela multiplicação de (3.52) por Zt-k , obtem-se 
0 Z •Z + Z •a 
p t-k t-p t-k t 
(3.56) 
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Tomando-se os valores esperados de (3.56) resulta 
(3.57) 
Dividindo-se (3.57) por y
0 
, resulta a fun9ão auto 
correlação 
(3.58) 
A solução geral desta equaçao é 
pk = Al Gk + A2 Gk + ... + A Gk (3.59) 1 2 p p 
onde -1 -1 G-1 .. da caracter is ti Gl G2 ' ... ' sao as raizes equaçao p 
ca 
(3.60) 
No caso particular de um processo auto-regressivode 
a 1- ordem, (3.52) se reduz a 
(3.61) 





= l, (3.62) se transforma para 
Em particular = 01 , em consequência 
Para a série estocástica 
a gressivo de 1- ordem se escreve como 
E p,t 
o modelo 






onde ~ é uma variável aleatória padronizada, independente e 
p,t 
estacionária de 2e ordem. 
A escolha da ordem m do modelo auto-regressivo de 
dependência é feita pela medida "" der JSeuern grau' -de ajustamento. 
Yevjevich (1972) propõe um método simplificado que foi o 
no presente trabalho. 
adotado 
São calculados os valores dos coeficientes de deter 
R~ 
l. 
i=l,2,3 ... que medem a parte da variância to-minação 
tal de E p,t 
explicada em cada um dos termos do esquema auto-re-
2 
/1 - 0 ~ • ~p 'T , .Como gressivo, com excessão do termo 
Rm > ••• ,> R; > R; > R~ , o cálculo destes coeficientes pode ser-
vir como um critério de escolha da ordem m. 
Como ixemplo considere-se-9e .a escolha da ordem 
do modelo auto-regressivo dentre as três primeiras. Os coeficien-











= p2 1 
2 
P2 - .2 
2 
P1 P2 
p2 1 - 1 
Se R2 R2 < 0,01 R2 R2 2. 0,02 - e - ' 1 - 3 1 
do o modelo de 1ê ordem. Se R2 - R2 > 0,01 mas 2 1 
- selecionado o modelo de zê ordem. Se R2 R2 e - > 2 1 
R2 - R2 > O ,01 , é selecionado o modelo de 3ê ordem. 3 2 
R2 -3 




- seleciona e -
R2 
2 < O , O 1 , 
e 
Caso o modelo selecionado seja de 1ê ordem, a série 
de valores da componente estocástica independente é obtida por 
e: 
F,;p ,r = 
com ou 










Uma vez conhecida a série estocástica independente 
~ , resta o ajustamento de um modelo matemático para o seu com-p,T 
portamento aleatório. Neste trabalho, foram experimentados os a-
justamentos de três tipos de distribuição de probabilidade:normal, 
lognormal de três parâmetros e gama de três parâmetros. 
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a) Normal: cálculo dos parâmetros e testes de ajustamento 
A função densidade de probabilidade normal de uma 
variável aleatória x e 
f(x) = 1 
(x-µ)2 
e 2 02 (3.70) 
onde µ é a média e cr 2 é a variância de x. Para a série ç~,T 
estes dois parâmetros sao estimados pelo Método dos Momentos por 
µ = ç = 
















,=1 , P;• 
( 3. 71) 
(3.72) 
' ' .. 
A escolha de apenas uma distribuição, como a repre-
sentação matemática do comportamento de variável ~p,, , exige um 
instrumento para a medida do grau de ajustamento de cada curva re-
sultante. O processo usado consistiu da aplicação de testes, como 
o qui-quadrado e o Smirnov-Kolmogorov 
Para a formalização do teste qui-quadrado, conside-
re-se uma variável contínua dividida em k,• intervalos de classe 
mutuamente exclusivos. Sejam f. , i = 1,2 ... k 
:L 
as frequências 
relativas destes intervalos de classe para uma dada amostra de ta-
manho N e sejam o. , i = 1,2 ... k 
- :L 
as probabilidades dos inter 




X z = l: 
i=l 
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' ,;, . 
(3.73) 
tem uma distribuição qui-quadrada com k-r~l graus de liberdade, p~ 
ra um N suficientemente grande, sendo r o número de parâmetros. 
O teste qui-quadrado compara o valor dorqui-quadra-
do~deuumáedada i amdstra~com~um: valor êri'.tico ·:ex 2 • 'Para 'um determina , o - o -
do gr:au de signifieâneii:a;csé X~E1_x3, a !1ipÓtesec:nula;décbom,ajúst~ 
mentodé.aceita, e em caso contrário, ela é rejeitada. 
Os comprimentos dos intervalos de classe podem ser 
iguais ou desiguais. No Último caso, é usual escolher os interva-
los de tal forma que tenham a mesma probabilidade de ocorrência, o 
que implica um cálculo a priori de seus limites. 
Se forem escolhidos k intervalos de classe com 
probabilidades iguais a 1/k , no caso de uma distribuição normal 
padronizada, cada um dos k-1 





e determinado pelo in-
j = 1,2, ... k-1' (3,74) 
Para a solução da equaçao foi usado o método de New 
ton. Para uma dada probabilidade acumulada A o limite superior 
do intervalo t. 
J 
será dado pela recursão 
( t. ) 
J n+l 
= ( t.) 
J n 
(3.75) 




J -t 2 /2 






dv 1 -t 2 ./2 dt = e J 
/2,r 
(3.78) 
Quando a série ~p,, 
zer uma prévia transformação 
~ 
nao e padronizada, deve-se fa 
t 
tP, T -: 
p,T 
(3.79) 
onde ~ e S~ sao estimativas da média e do desvio padrão de 
~p,T 
Os fundamentos do teste Smirnov-Kolmogorov sao ex-
plicados a seguir. Considere-se uma amostra com valores em ordem 
decrescente x 1 , x 2 , ... xN. Seja a posição de plotagem de xm da 
da por 
m = N+l 
e o valor da função distribuição ajustada por 
tico A definido por 







tem uma distribuição amostral. Para um grau de significãncia 
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para o erro do tipo I , define-se o valor crftico ti por o 
(3.82) 
O estatfstico ti calculado por (3.81) é então com-
parado com ti o Se 
ti> ti
0 
, a hipótese nula é rejeitada. 
b) Lognormal de três parâmetrós: cálculo dos parâmetros e tes 
tes de ajustamento. 
Quando os logaritmos de uma variável x sao normal 
mente distribuidos, então, a variável x é dita obedecer a uma 
distribuição lognormal, cuja função densidade é 
f (x) = 1 
xcr 121T n 
exp [- } (-t_n_x_-_ll_n,2] para 
ªn 
X > Ü (3.83) 
onde e ªn representam, respectivamente, a média e o desvio 
padrão de tn x 
Existem as seguintes relações entre os parâmetrosµ 
e cr de X e e de in X para uma distribuição lognor-
mal: 
1 tn 
\J 2 1 tn ( 
\J • 
(3.84) \ln = 2 'n 2+1> = 2 µ2+cr2l 
tn • 2 tn 
cr2+µ2 
(3.85) cr = <n--+ll = ( \J 2 ) n 
Se o limite inferior da variável x nao é zero (ca 
soda série ~p,T) , então, é necessário modificar-se a função dis 
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tribuição lognormal pela introdução de um terceiro parâmetro B , 




1 • exp 
12-ir 
.[R.n ( x-B) 
2 (12 
n 
(3 , 8 6) 
onde µn e crn sao definidos pelas equaçoes (3.84) e (3.85) para 
a variável transformada (x-S) 
O problema da estimativa dos parâmetros de uma log-
normal de três parâmetros é que o seu limite inferior S nao eco 
nhecido a priori. Existem dois métodos de estimativa: o dos Mo-
mentos e o.da Máxima Vero-semelhança. 
O método da Máxima Vero-semelhança consiste em re-
solver por algum método iterativo uma equação não linear, que re-
presenta a expressão da Máxima Vero-semelhança do parâmetro S 
O método adotado no presente trabalho foi o dos Mo-
mentes, cujo procedimento é o seguinte. A adição ou a subtração 
de uma constante a uma variável não modifica a sua variância, mas 
modifica a média µ , o que implica também uma mudança do coefici-
ente de variação n e de todos os parâmetros que dependam de µ 
e n Com os coeficientes de variação da variável original n =~ 
X µX 
e da variável transformada C1 n = ii, sendo 
µ = µ - s 
X 
obtem-se S pela eliminação de cr 
( s > o ) (3.87) 
- 4 7 -
B = µ (1 -
X 
( 3. 88) 
. a a . 
Como os momentos centrais de 2- e 3- ordem sao inde 
pendentes de B , é possível calcular este parâmetro, a partir da 
assimetria y
1 
computada para x , por meio de uma expressão váli 
da para a distribuição lognormal, 
y 1 = n 
3 + 3n (3.89) 
A solução algébrica desta - cúbica equaçao e 
1 1 
[ /y~ + 4 + Y1J 3 + [~ ~y2_ + 4 + yl] i n = (3.90) 2 2 
Os parâmetros µn .e ªn da lognormal de três par~ 
metros podem então ser calculados por (3.84) e (3.85) para a variá 
vel (x-B) sendo B resultante de (3.88). 
O teste qui-quadrado é realizado com um procedimen-
to análogo ao da distribuição Normal. 
deve ser padronizada pela expressao 
t p,T = 




A série ~p,T , no entanto, 
(3.91) 
O teste Smirnov-Kolmogorov e realizado com um proce 
dimento igual ao da distribuição Normal. 
"'f,-.1 .._r +,""·.; .. :: •. 
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c) Gama de três parâmetros: cálculo dos parâmetros e 
de ajustamento. 
testes 
A função densidade de probabilidade é dada por 
f(x) 1 
X - /; a-1 
= 8 f(a) ( 8 º) exp (3.92) 
onde a é o coeficiente de forma, 8 o coeficiente de escala e 
i;o o coeficiente de posição. 
Para a estimativa dos três parâmetros da distribui-
ção podem ser usados o método dos Momentos e o da Máxima Vero-seme 
lhança. Neste estudo, foi usado o segundo método, que (é· o ·mais 
preciso quando a distribuição dos valores verificados é muito assi 
métrica. 
A estimativa de Máxima Vera-semelhança do coeficien 
te de posição 1;
0 
é a solução da equação 
4 1 
1 + (1 + 3 A)2 N 
4 - ( ~ - !;º) • ~ l: 
1 + (1 + - A)2 - 4A i=l 
3 
1 
i;. - i; 
1. o 





!;o)] A = 3 - i; ) - N l: tn ( i;. -o i=l 1. 
Conhecido i;o ' o parâmetro a 
1 + (1 + 




= o (3.93) 
(3.94) 
e estimado por 
(3.95) 
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onde A e dado por (3.94) e 
no - 0,04475 • (0,26) 0 (3.96) 
O parâmetro 8 -e estimado por 
=1-<~-s) o o (3. 9 7) 
A solução da equaçao nao linear (3.93) pode ser de-
terminada por um processo iterativo de cálculo de raízes. Neste 
estudo, foi usado o método de Newton. A raiz de (3,93) é, então, 





f 1 (x ) 
n 
sao os valores da raiz de 
(3.98) 
f nas iterações n 




1 + (1 + } A)Í 
4 l 
1 + (1 + 3 A)2 - 4 A 

















aA = [ <} • (1 + 




dy ay ;)y. dA 




1 ] N (!;i-!;o) - (~-!;º) E (1;.-1; H i=l i o.• 
Por outro lado, fazendo 
l 
[1 + (1 + } A) 2 } = B 
Substituindo (3.104) em (3.99), 
' 1 ~) ~ A)"."I • 3 3 
4 A) 
_1 4 + 2 3 3 
-.1 1 + = 
(!;-!;6) N 
(B -




















Substituindo (3.103), (3.106) e (3.107) em (3.102) 
resulta o valor de dy/d!; . o A nova aproximação para !; é obti-o 
- 51 - ~ 1 . 
da pela substituição de (3.99) e (3.102) em (3.101). 
O coeficiente de forma a também foi calculado pe-
la aplicação do método de Newton, usando a relação 
sendo 
4 l 




Y ' = dy da 





Pela substituição dos valores de (3.109) e (3.111) 
em (3.108), obtem-se o próximo valor de a 
Conhecendo-se a e ç
0 
, e possível calcular-se di 
retamente de (3.97) o coeficiente de escala B . 
No teste qui-quadrado,os~k limites~de intervalos xj 
da distribuição gama de um parâmetro são,déterminados'pelorinverso 
da integral 
1 (3.112) r (a) 
o 
j = 1,2, ... , k-1 
Para a solução de (3.112) foi usado o método de New 
- 52 - ', ? • 
ton. Para uma dada probabilidade acumulada A, o limite superior 










y = ( ct) r 
o 
y' = dy dx 
dy ct-1 -x X e 
dx = r e ct) 
X 




ct-1 -x e dx 
(3.113) 
- A (3.114) 
(3.115) 
(3.116) 
O segundo membro da expressao (3.116) nao pode ser 
calculado diretamente, pois envolve parcelas de valores muito gra~ 
des que estão, em muitos casos, acima da capacidade do computador 
para uma variável. Assim, deve ser feita a transformação 
in (dy) = (ct-1) tnx - x - in f(ct) 
dx 
r(ctl = Cct-ll(ct-2l ... x r(k+ll , o< k < 1 
Para o cálculo de r(k+l) foi usada a 
apresentada em Abramowitz e Stegun (1965) 
r<k+ll = 1 - o,5748646·k + o,9512363·k 2 - o,6998588ik 3 + 
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A transformação de (3.118) resulta em 
tn f(a) = tn(a-1) + tn(a-2) + ... + 9,n f(k+l) (3.120) 
Com os valores de (3.119) e (3.120), é possível cal 
cular (3.117). Finalmente 
dy = etn(dy/dx) 
dx 
(3.121) 
A série i;p ,r deve ser previamente transformada 
pela relação 
t p,T (3.122) 
Para o teste Smirnov-Kolmogorov os valores da dis-
tribuição gama correspondentes a cada sp,T são obtidos pela uti-
lização de um sub-programa. 
III.2 - PERÍODO CRÍTICO 
.. ~ 
Para a determinação do período crítico de 
cias de vazões, histórica ou sintética, do reservatório 
foram adotadas as seguintes hipóteses: 
sequen-
estudado 
a) A capacidade máxima de armazenamento foi considerada 
constante, isto é, não foi prevista qualquer reserva 
para controle de cheia; 
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b) As perdas por evaporaçao foram consideradas desprezí-
veis; 
c) Não foram considerados fatores de sazonalidade na de-
manda; 
d) Não foi considerada a restrição de descarga 
... 
minima 
efluente para a navegação, pois as energias firmes pr.9 
duzidas na usina para todas as séries de vazões estu-
dadas corresponderam a valores de descarga bem maio-
res do que a mínima exigida de 300 m3 /seg ; 
Define-se energia firme de uma usina com reservató-
rio, para uma certa sequência de vazoes afluentes, como a máxima 
potência produzida continuamente nesta usina, sem a ocorrência de 
deficit de armazenamento. 
Tendo em vista estas hipóteses, a equaçao de recur-
sao ( 2. 2) ·se ''escreve 
S. l = S. + y. - X i+ l l (3.123) 
sujeita à restrição 
s. l < S i+ max (3.124) 
onde S. 1 
e i+ s. l sao os volumes armazenados nos meses i + 1 e 
i , yi é a afluência durante o mes i , X 
~ 
e a energia firme (no 
caso de geraçao de energia) e S é a capacidade máxima de arma max 
zenamento. 
O método empregado consiste em arbitrar-se inicial-
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mente um valor x para a energia firme e operar o reservatório se 
gundo a recursão (3,123). Se o valor x conduzir a um deficit du 
rante o período simulado, o algoritmo atua no sentido de distri-
buir, uniformemente, este deficit ao longo do intervalo de tempo 
compreendido entre o instante em que o reservatório esteve cheio 
pela Última vez, até o instante em que se verificou o maior defi-
cit. O valor da energia firme é incrementado de uma parcela nx 
(negativa), e a simulação é repetida para a energia firme x + nx. 
O mesmo procedimento é seguido quando, para o valor arbitrado x, 
o reservatório não esvaziar em nenhuma ocasião ao longo da sequên-
eia completa de afluências. Neste caso, a correção nx -e positi-
va. 
O processo descrito é realizado iterativamente até 
que seja atingido um grau de precisão arbitrado. 
III. 3 - MODELô DE OTIMIZAÇÃO 
O modelo de otimização desenvolvido baseou-se na 
aplicação dos princípios da programação dinâmica. A escolha des-
ta técnica pode ser explicada pela não linearidade da função obje-
tivo, o que impossibilita o uso da programação linear. Para uma 
melhor compreensão do modelo, é conveniente fazer-se um rápido re-
trospecto de alguns conceitos e princípios da programação dinâmica. 
Assim, são conceituados: 
E6tág~o (kl - é uma va~~ãvet d~6e~eta que ~nd~ea a o~dem 
em que oeo~~em mod~6~eaçÕe6, no66~6tema. 
k = O, 1, 2 .•. N 
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Ve6ine-óe a.inda. oó eonjuntoó de eótágioó K e k' pok 
K = {O, 1, 2, ... , N} e K'={0,1,2, N -1} 
Eóta.do (x) -
óiatema., num 
o eóta.do x 
é uma. va.kiável que deóekeve eompleta.mente o 
da.do eótágio. A nota.çã.o x(k) indiea. que 
oeokkeu no eótágio k • 
a.pliea.da. a.o Veeióã.o (u) - é uma. va.kiável que, 
quando eate <1e eneontka. no eata.do x (k) , o eonduziká a. 
um detekmina.do eóta.do x(k + 1) no eatágio óeguinte. A 
nota.çã.o u(k) <1igni6iea. que a. deeióã.o u 6oi toma.da. no 
eatá.gio k • 
Conjunto de eata.doó viáveió (X(k)) - é o eonjunto doó 




Conjunto de deeióÕeó a.dmióólvei& ~' (x,k)) - é 
to da.a deeióÕeó que podem a.tua.4 <1obke o aiatema. 
ele ae eneontka. no eótágio k e no eata.do x E X 
Equa.çã.o 4eeu4óiva. do ói&tema. ( i!) a.- ~é~a.cequa.çã.o •qu~ ~kel~ 
eion4adaeata.ddaiumed4içieótágio;,a.;deeiaã.o~iplie4d4&tido 
ea t~do a~e:ó_1,1.lta.nte. 
G&:nho elementak (g l devida. à. atuação da. deeiaã.o 
alvel UJ ao óiótema., qua.ndo e<1te óe eneontka. no 
k, e no eót~do viável x e a. 6unçã.o 
a.dmi&-
eatágio 
g (x(k) , u(k) , k) + g (x{k) , u(kl , k) 
Polltiea. a.dmióólvel a.pliea.da a. 
, 
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- . d d . - [ulk)]Nk-l e uma aequene-1;,a e ee-1;,aoea 
o 
tal que, 
u(k) EU (x(k) , k) e. x(kl e X(kl 
Ao conjunto de po./'.Ztieaa admiaaZveia em 
moa poli. n (x '·ko) • 
x,êtlkl o 
C.ti.itê.ti.io ou objetivo - e a 6unçâo J tal que 
N-1 
nota 
E g (x(k) , u(k) , k), 
k=k o 
onde [u(k)]~- 7 E n (x (k
0
1 , k0 ) e o 
xlk + 1) = 6 lx(k) , ulk) , k) , k = k0 , k0 + 1, ••• N-1 
Um p.ti.ob./'.ema de p.ti.og.ti.amaçao dinâmica ê 60.ti.mu./'.ado como a 
dete.ti.minaçâo, ae exiati.ti., ide~ uma 
[u(k)]N-l que, aplicada a x(o) , 
o 
po./'.Ztieá·éadmiaaZve./'. 
leva o aiatema ao ea 
tãgio N, minimizando (ou maximizando) o valo.ti. da 6un-
çâo objetivo, iato é: 
[ - ]N-1 J (x(o) , u(k) 
0 
,o) = m-1;,n J ( x I o) [ulk)]N-l , o) 
o 
A ao./'.uçâo do p.ti.ob./'.ema de p.ti.og.ti.arnação dinâmica ae baaeia 
no p.ti.inelpio de otima./'.idade de Be./'../'.man ( 19 6 5 ) , que po-
de ae.ti. enunciado da aeguinte 60.ti.ma: Se [Ü(kl]~; 7 k0 e:k~ 
ê ,uma·c.po,tZ;t.t,e-a; ,õ.t_im_o.:,, · eo 11_;1!.l-qe~á~~o -a e . x ( k ó' 1 rceo-mo.ce;a.fa-" 









1 como utado ini 
eia./'.. 
f "':css 
( ; . . 
É possível agora formular o problema do reservató-
rio deste estudo da seguinte maneira. Partindo-se com o reservató 
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-rio totalmente cheio e conhecida uma sequencia de vazoes críticas 
afluentes, qual a melhor forma de deplecionar o volume armazenado 
com a finalidade de produção de energia, estando o sistema sujeito 
a uma restrição de descarga mÍ~ima a jusante. 
Matemáticamente o problemà:podelserOfõrmá[fufaâê mcto 
seguinte modo: 
Obter o conjunto de decisões 
ção objetivo 










onde K é o tamanho do período crítico e E. 
l 
e o ganho 
de energia no estágio i calculado por 
E. = 1 000 n Q. H. 
l l l 
(3.126) 
sendo n o rendimento do conjunto turbina-gerador,Q. a 
l 
descarga turbinada em m 3 / seg no estágio i e Hi é a 






H. = CR. - CF. 
l l l 
é a cota do reservatório no estágio i 
meio da curva cota-volume e CF. 
l 




canal de fuga obtida por meio de uma curva chave em fun-
ção da descarga efluente total EFL .• 
l 
A equação recursiva dos estados é: 
S. = S. l + X. - Q. 
l i- l l 
(3.128) 
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onde S. e S. 1 sao os volumes do reservatório nos estágios i l 1-
e i-1 , respectivamente, e 
l 
X. e a afluência natural no 
l 
As restrições sao: 
1) Q • < Q. < Q min - 1 - max 
estágio 
(3.129) 
onde Q e Q sao os valores mínimo ~e ~máximo min max 
2) 
da descarga turbinada, respectivamente. 
s . < s. < s min 1 max 
onde S . e S são os volumes mínimo e min max 
do reservatório, respectivamente 
(3.130) 
máximo 
Se s. > s 
1 max então faz-se Si= Smax e calcula-
se o vo1ume vertido por 
VERT i = x. 
l 





Quanto à aplicação do algoritmo da programação dinâ 
mica na solução do problema, é interessante se ressaltar os segui~ 
tes aspectos: 
a) Como o problema real é contínuo e o método computaci~ 
nal é discreto, há necessidade de compatibilizar-se cs 
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mesmos através de uma discretização dos estados (volu 
mes do reservatório) e das decisões (descargas turbi-
nadas), 
b) Se o intervalo de variação nas decisões não for compa 
tível com o dos estados, poderão ocorrer situações em 
que a modificação de um intervalo na decisão não con-
duzirá a um estado diferente daquele alcançado pela 
decisão anterior. A situação oposta também é 
... 
possi-
vel, isto é, a variação de um intervalo na decisão p~ 
de conduzir a um estado não vizinho daquele obtido p~ 
la decisão anterior. Portanto, deve ser feita uma 
análise preliminar a fim de se verificar quais inter 
valos de variação dos estados e decisões tornam comp~ 
tíveis os dois conjuntos. 
c) Para qualquer estado e em qualquer estágio foram con-
sideradas, a priori, todas as decisões Q < Q < Q min- - max 
como admissíveis. 
d) Em todos os estágios, com excessao do primeiro, o con 
junto dos estados viáveis é obtido pelos estados S , 
S. <S<S 
min - max No estágio inicial,o con 
tal que, 
junto dos estados viáveis se resumiu apenas a um está 
go; aquele em que o reservatório está cheio, Isto foi 
conseguido tornando infinitamente negativo o ganho de 
energia para todos os estados diferentes de 100% da 
armazenagem. 
e) Quando em um determinado estado i de um certo está-
gio k e tomada uma decisão Q que conduz no está-
gio k + 1 a um estado não viável S , o algoritmo 
atua no sentido de tornar tal decisão inadmissível 
~ 
Isto e feito, atribuindo-se um valor infinitamente ne 
gativo ao ganho de energia. 
- 61 - . 
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III.4 - ANÁLISE DE REGRESSÃO 
Segundo o método implícito estocástico de otimiza 
çao, utilizando a programação dinâmica, são obtidas políticas Óti-
mas de operação do reservatório em períodos críticos gerados segu~ 
do o modelo resultante da análise estrutural da série de vazões·. 
Desta forma, para se acabar com a variabilidade de soluções do pr~ 
blema, torna-se necessário obter apenas uma regra Ótima, que leve 
em consideração a igual probabilidade de ocorrência dos diversos pe 
rÍodos críticos. O processo utilizado é o da análise de regressão. 
Considerando-se, como variável dependente,a~decisão 
Ótima (X) de descarga turbinada durante o mês e, como variáveis 
independentes, o volume do reservatório no início do mês (Y) e a 
descarga afluente durante o mês anterior (Z) , procura-se estabe-
lecer uma relação 
X= F(Y, Z) ( 3 .13.3 ) 
O efeito da sazonalidade foi levada em consideração, 
admitindo-se a existência de uma regressão para cada mês i,isto é 
X. = F. (Y. , Z. l) 
J.. J. J. ].-
(3.134) 
O tipo da função F nao é conhecida. É possível, 
no entanto, fazer-se diversas experimentações, com o objetivo de 
determinar a forma mais conveniente de adaptação de F aos valo-
res verificados. As estimativas dos coeficientes da regressao são 
feitas pela aplicação do método dos Mínimos Quadrados. 
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Como nao existe nenhuma indicação segura de quais 
devem ser as variáveis independentes a se considerar, torna-se ne-
cessária a pesquisa do tipo de regressão a ser usada. Por isto, 
sao indicadas as tentativas dos ajustamentos de regressões em que 
o conjunto das variáveis independentes envolva potências das variá 
veis consideradas básicas para a operação do reservatório. Assim, 
podem ser experimentadas regressões em que figuram, por exemplo,os 
quadrados e os cubos dos volumes armazenados e das descargas aflu-
entes. 
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IV - CASO DE APLICAÇÃO 
IV.l - DADOS E INFORMAÇÕES GERAIS 
.. . ... . .. . . . - . 
O metodo implicito estocastico de otimizaçao foi a-
plicado ao reservatório de Três Marias, situado no rio São Francis 
co (figura IV-1), pertencente às Centrais Elétricas de Minas Ge-
rais S.A. - CEMIG. A jusante, encontra-se a localidade de Pirapo-
ra, onde sao exigidos níveis compatíveis com a navegaçao fluvial, 
de forma que a usina de montante deve garantir uma descarga mínima. 
O valor estabelecido para esta descarga, retirado do relatório da 
ELETROBRÁS (1974), foi de 300 m3 /seg. Da mesma fonte ainda foram 
obtidos os seguintes dados da usina e do reservatório: 
1 - Curva Cota-Volume: 
CR = 0,531600 x 10 3 + 0,391850 x 10- 2 • V -
- o,192820 x 10- 6 • v2 + o ,627730 x 10- 11 • v3 -
- 0,898750 X 10- 16 X V" (4.1) 
onde CR é a cota do reservatório em metros e V e o 
seu volume em 10 6 m3 
2 - Curva Chave do Canal de Fuga: 
CF = 0,510030 x 10 3 + 0,177530 x 10- 2 • EFL -
- 0,130000 x 10- 6 • EFL 2 + 0,355470 x 10- 11 EFL 3 
( 4. 2) 
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e a cota do canal de fuga em metros e EFL 
~ 
e 
a descarga total efluente em m3 /seg. 
3 - Volume Máximo Armazenado·: 20000 x 10 6 m3 
4 - Volume Mínimo Armazenado: 5400 x 10 6 m3 
5 - "Engolimento" máximo das Turbinas: 814 m3 /seg. 
6 - Rendimento do Conjunto Turbina-Gerador: 0,88 
7 - "Produtibilidade" Média: 0,3981 MW/m 3 /seg. 
8 - Energia Máxima Armazenada: 3021,4 MW 
Para análise estrutural da série de vazões mensais 
afluentes ao aproveitamento hidroelétrico foram usados os dados 
fornecidos pelo relatório da CANAMBRA (1966) para a estação de Três 
Marias,que constam de 29 anos de registros de 1931 a 1959. 
Os estudos foram desenvolvidos em três etapas. Na 
primeira foi feito o programa da análise estrutural da série hidr~ 
lÓgica que obtêm, como resultado, o modelo matemático das vazoes. 
A segunda etapa compreende um programa que usa este modelo para a 
geração de séries sintéticas de 30 anos de duração, determina os 
respectivos períodos críticos e otimiza a operação do reservatório 
nestes intervalos de tempo. Finalmente, na terceira etapa,é feita 
uma análise de regressão usando estes resultados num programa do 
SPSS (1970); a fim de se obter uma regra Ótima de operação. 
Para o primeiro programa foram gastos 2 min 49 seg 




28,39 seg. O computador usado foi um sistema IBM/370 modelo 145 
com 256 K de memória física e 1024 de memória virtual do Centro de 
Processamento de Dados da ELETROBRÁS. 
IV.2 - RESULTADOS 
1 - Cilc~lo dos Estatísticos da Série de Vazôes Mensais. 
Para a série de vazoes mensais foram computados 




lise estrutural, ou sejam: média, variância, desvio 
padrão, coeficientes de assimetria~ excesso e varia-
çao. Os resultados obtidos são apresentados nas Fi-
guras IV. 2 , IV. 3 e IV . 4 . 
2 - Separação das Componentes Periódica e Estocistica. 
Para a separaçao da componente periódica foi empreg~ 
do o método paramétrico explicado na seção III.!. Na 
anilise harmônica das médias e variâncias mensais fo 
ram calculados os coeficientes de Fourier pelas fór-
mulas (3.13) e (3.14), e as amplitudes dos respecti-
vos harmônicos por (3.15). Os resultados são apre-
sentados no Anexo 3.1 , As significâncias dos harmô 
nicos para os dois parâmetros foram testadas pelop~ 
cesso empírico explicado na seção III.l. As faixas 
de aceitação da significância dos harmônicos foram 
calculadas por (3.30) e (3.31), Para os dois param~ 
tros resultaram os seguintes valores: 
a) média 
b) variância 
P . = 0,0181 min 
· p - 0,0128 · min -
e P = 0,9819 max 
e Pmax = 0,9872 
Para as médias mensais foram encontrados dois harmô-
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de 1/12 e 1/6 ciclos/mês. Estas periodicidades po-
dem ser confirmadas pelo7espectro da série de vazões 
mostrado na Figura IV.5(b), no qual se verifica a 
existência de picos naquelas freqüências. 
Para as variâncias mensais foram determinados três 
harmônicos significativos correspondentes as freqüê~ 
cias de 1/12, 1/6 e 1/4 ciclos/mês. 
Usando a expressão (3.12), as médias e as, variâncias 
a ser representadas pelos parame-mensais passaram 
tros periódicos 
seguintes: 
µT e o~ , cujas equações foram as 
µT = 726,5 + 550,2 cos (rr/6•T) + 349,8 sen (rr/6•T) + 
+ 197,6 cos (rr/3•T) - 19,5 sen (rr/3•T) 
o 2 : 205650,8 + 264624,8 COS (rr/6•T) + 
T 
+ 197963,3 sen (rr/6•T) + 182960,5 cos (rr/3•T) -
- 43680,2 sen (rr/3•T) .+ 41062,l cos (rr/2•T) -
- 60405,9 sen (rr/2•T) 
O desvio padrão oT , como uma função periódica, 
~ 
e 
calculaç!o, como a, rai;z .quadraçla 1 de . . '·· - ~ ;,.;\,l...r,..Cl-...J.Ü ~-, ·J "\ ".•_.L;.;. .', ..1, . .,;..i.. ,21..l~ 1..,1,~ OT~:. , OE,, VqlQI:'.'ª!3 V • ..,... _._,. ~, - , i~ ::., 
das funções periódicas µ· .• - cr 2 ' ·e 
' f --- - -. _,, • t T -. 
... --::t'""':. ·ir.ro'."".c:.-.... _ ···r' _; .,:..- . .:; ~.... t:. 





Os coeficientes de variação foram testados 




com o método descrito na seção III.l Foram consti 
tuÍdos dois subconjuntos: o primeiro reunindo os coe 
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segundo, do período outubro-março. Esta divisão foi 
adotada tendo em vista a coincidência com as esta-
çoes seca·;; e chuvosas.e em Três Marias, respectivamen-
te. As médias dos dois subconj untes foram ; testadas 
quanto à igualdade pela expressão (3.40), tendo sido 
obtido t = 3,763 . Par.a uma distribuição de Student 
com 10:graus de 
cância de 95% , 
liberdade e para um nível de signifi 
têm-se t = 2,228 . Assim, como c ... 
, a hipótese nula é rejeitada, isto é, o coe-t > t 
c 
ficiente de variação ao longo dos meses é variável. 
Em conseqüência, aplicou-se um método paramétrico P5!. 
ra a separação das coiiiponentes periódica e estocásti 
ca representado pela expressão (3.11), onde µ e cr 
T T 
são as funções periódicas ajustadas à média e ao des 
vio padrão. 
A série y resultante da aplicação do método pa-
12, T 
ramétrico e,aproximadamente, uma variável padroniza-
da. Para torná-la uma variável padronizada e:p,T~O,D 
:oi:usada a transformação (3.49), onde a média Yp,T 
e o desvio padrão Sy da série y assumiram os p,T 
seguintes valores: 
Y = - 0,001 p,T 
= 1,028 
O correlograma de e: foi calculado pela equaçao 
p,T 
(3.51) e é apresentado na Figura .·IV .• 6(a). O seu 
aspecto indicou a ausência da componente periódica 
e a possibilidade do aj ustamÉlnto de um esquema auto-
regressivo à componente estocástica. O espectro de 
e: calculado por (3.38) e apresentado na Figura 
p,T 
IV.6(b) não teve picos significativos que indiquem 
uma contribuição importante de algum harmônico res-
tante para a variância total de 
eia, concluiu-se 
e: . Em conseqüen p ,t ·...._,.-
que as representações da média eva 
/ ~. 
• t 






0,20 0,30 o . 
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riância pelas equaçoes (4.3) e (4.4) foram satisfàtÓ 
3 - Ajustamento do Modelo de Dependência à Componente Es 
tocástica. 
A medida do grau de ajustamento de modelos auto·-·re-
gressivos lineares para a série de valores de E p,T 
foi feita pelo método do coeficiente de determinação 
descrito na seção III.l. Considerando-se os coefi-
cientes de autocorrelação estimados pelo correlogra-
ma geral de E , obteve-se p
1 
= 0,661 , p
2
=0,508 . p ,T 
e p3 = 0,437. 7Usando as expressoes (3.66), (3.67) 
e (3.68) , obteve-se ,Rf = 0,437 ,(R~ = 0,446 e 
(R; 0,453. Como ,R~ -·~{ = 0,009><':,0c,Ol~, e 
;:~; }l{ = o ,016 < O ,02 , concluiu-se que ·o modelo au 
to-regressivo de 1e ordem forneceria um bom ajusta-
mento para a descrição da dependência da componente 
estocástica E 
p,T 
Tendo em vista o resultado acima, o programa de ana-
lise estrutural prevê apenas o ajustamento de um 
. . a 
processo auto-regressivo de 1. ordem. No entanto,p~ 
ra uma maior generalidade, é possível ~dese~volvê~lo 
para os casos de processos de ordens superiores a um. 
4 - Verificação da Constância dos Coeficientes de Auto-
correlação. 
Os testes de verificação da constância dos éoeficieg 
tes de autocorrelação r 1 foram realizados de a-,T 
cordo com o procedimento exposto na seção III.l. O 
estatístico t computado por (3.40) foi 0,006. Pa 
ra uma distribuição de Student com 10 graus de li-... -,. 
berdade e um nível de significância de 95%, ·-tem-se 
t = 2,228. Como t < t , concluiu-se que os coefi c c 
cientes de autocorrelação r não são significati l,T 
- 75 -
varnente diferentes de uma constante. Neste caso, o 
coeficiente de autocorrelação de ordem l de E p,T 
pode ser estimado como a média dos 12 valores 
o que resultou p1 = 0,710 . 
Para testar o desvio padrão dos coeficientes de auto 
correlação foi usada a expressão (3.44), resultando 
Z = 0,132 . Para uma distribuição Z de 5 e 5 
graus de liberdade e um grau de significância de 95%, 
têm-se Z = 0,809. Como Z = 0,132 < Z , concluiu 
c c -
se também que desvio padrão dos coeficientes de auto 
correlação r 1 T é constante. - ' -A analise estrutural das series hidrológicas foi pro 
gramada para o caso de coeficientes de autocorrela -
ção ,~)") r 1 , T 
generalidade, 
to. 
iguais a uma constante. Para uma maior 
poderia ter sido previsto o caso opos-
5 - Obtenção da Série Estocástica Independente. 
. -' 
Tendo em vista os resultados anteriores, a série es-
tocástica independente çp,T foi calculada por(3.69). 




r do 1,€ 
de apenas 
p 1 , a média de 12 valores de r 1 ,T 
correlograma geral de E A es p,T 
uma desta duas alternativas deveria 
recair naquela que fornecesse uma série çp,T cujos 
valores fossem independentes entre si, o que requer 
rK,ç = O , para K > O • Pelo exame dos correlogra-
mas das duas séries ç na Figura IV.7, concluiu-p,T 
se que essa restrição foi aproximadamente satisfeita 
em ambos os casos. Assim, procedeu-se a modelagem 
da série independente çp,T considerando-se os va-










FIGURA .nr · 7 -CORRELOGRAUAS DAS SÉRIES INDEPENDENTES :(A) SÉRIE !1:. ,(B) SÉRIE~ o. 
7 p,t, t 7 P,t ,2 
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6 - Ajustamento de Distribuição de Probabilidade 
ries Estocásticas Independentes ~p,T . 
-as sé-
Para maior facilidade de apresentação, os 
das distribuições calculados para a série 
parâmetros 
~ re-p,T 
sultante do uso de r , serão notados 1 , e: com um Índi 
ce 1. No segundo caso, quando a série ~ forre 
p,T 
sultante do uso de p1 , aqueles parâmetros serão no 
tados com o Índice 2 . 
a) Distribuição normal 
Os parâmetros da distribuição foram calculados :çor 
(3.71) e (3.72), com os seguintes valores: 
µ = - 0,002 
1 
cr = 1,000 
1 
µ = - 0,003 2 
cr = 1,141 
2 
Para o teste qui-quadrado foram considerados 15 
intervalos de iguais probabilidades. Todos os va 
lores de x2 tabelados foram fornecidos .~•<>n por 
Kendall (19 66). Para um nível de significância de 
95% e 12 graus de liberdade, o valor crítico é 
x2 = 21,026 . Para as duas distribuições,aaapli 
c 
cação da expressão (3.73) resultou em xf = 20,103 
e x2 = 25 448. Como x2 < x2 e X'2 > x2 , a hi-2 ' 1 c 2 c 
pÓtese nula de bom ajustamento foi aceita no pri-
meiro caso e rejeitada no segundo. 
Para os testes de Smirnov-Kolmogorov, com um ní-
vel de significância de 95% e um tamanho N = 348 




= 0,072 . Os resultados foram 61 =0,064<60 
e 6 2 = 0,068 < 6 0 Portanto, ambas as distri-
buições foram consideradas satisfatórias. 
\ 
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b) Distribuição lognormal de três parâmetros. 
Os parâmetros característicos desta distribuição 
calculados por (3.84) ;: (3.85) e (3.88) tiveram 
os seguintes valores: 
µn,l = 1,509 µn,2 = 1,676 
a = 0,214 n,l ªn,2 = 0,194 
Y1 = - 4,628 Y2 = - 5,448 
Para um nível de significância de 95% e 11 graus 
de liberdade, têm-se x2 
c = 
19,675 Os valores 
calculados por (3.73) foram x2 1 = 15,879 e 
x2 = 27,862. Como x2 < x2 e x; > x2 ' a hipót~ 2 1 c c 
se nula de QOm ajustamento foi aceita no primeiro 
caso e rejeitada no segundo. 
Para os testes de Smirnov-Kolmogorov foram calcula 
dos =0,037</:, o e 
c) Distribuição gama de três parâmetros 
Os coeficientes de forma, escala e posição da dis 
tribuição foram calculados por (3.95), (3.97) e 
(3.93) . O método de Newton empregado, para are 
solução das equaçoes ·(3.93) e (3.95), teve uma 
convergência rápida, bastando, nos dois casos,que 
fossem feitas duas iterações para que os erros 
nos valores de (3.99) e (3.109) fossem inferiores 
a 0,1%. Os resultados foram os seguintes: 
Ctl = 22,783 Ct2 = 27,010 
13i = O, 2 08 82 = 0,205 
Y1 = - 4,749 Y2 = - 5,539 
' 
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Para um grau de significância de 95% e 11 graus 
de liberdade têm-se x2 c = 19,675 Os valores 
calculados foram x2 1 = 15,879 e x2 2 = 28,72ll. Co 
mo x2 < x2 e x; > x2 ' a hipótese nula foi 1 c c 
aceita no primeiro caso e rejeitada no segundo 
Para os testes de Smirnov-Kolmogorov resultaram 
41 = O,Oll3 < 6~- e 42 = 0,039 < 60 • 
Verificou-se que a aplicação do método de Newton, 
para o cálculo dos limites dos intervalos de 
iguais probabilidades no teste qui-quadrado, apr~ 
sentou problemas de não convergência para o caso 
da distribuição gama, principalmente, para valo-
res grandes do coeficiente de forma a. O recur 
so empregado, para superar esta dificuldade, con-
sistiu em atribuir incrementes a cada limite de 
intervalo conhecido, a fim de se obter um valor 
próximo do limite seguinte. As estimativas dos 
limites dos intervalos foram determinados, a pri~ 
ri, pela utilização da sub-rotina CDTR ·.}do SSP 
(Scientific Subroutine Package) do PLl/IBM. Este 
programa calcula as probabilidades de ocorrência 
de determinados valores de uma variável, que te-
nha uma distribuição qui-quadrado, .ª qual pode 
ser relacionada a uma distribuição gama, por meio 
de uma mudança de variável. 
Para a série ~ 1 , os ajustamentos das três dis-p ,r' 
tribuições foram considerados satisfatórios. O uso 
:.. 1 -- .... ... ( - .: - ... ""~ t__ -
das distribuições lognormal ou gama de três parame-
tros, entretanto, deve fornecer melhores resultados 
do _que a normal. Ainda assim, seria recomendável f!! 
zer-se uma análise da estacionariedade de 3e ordem 
da série ~ 1 . Para a série p,T, 
dos ajustamentos foi considerado 
~ 2 , nenhum p 'T' 
satisfatório. No en 




O critério de seleção da distribuição a ser ajustada 
foi o do menor valor para o qui-quadrado, o que im-
plicou a escolha da gama de três parâmetros, 
- Geração de Séries Sintéticas. 
Tendo em vista os melhores. ajustamentos de distribui 
çoes i série ~. T 1 ,, o coeficiente de autocorrela-p' ' ·.-
çao p da população E foi estimado pelo coefi-p,T 
ciente de autocorrelação de ordem 1 do correlograma 
geral de E , cujo valor foi r 1 = 0,661. p,T . ,E 
Foram gerados números aleatórios obedecendo a uma 
distribuição gama de três parâmetros com a= 23 , 
S = 0,208 e y = - 4,749 , segundo o procedimento 
exposto por Naylor (1966), Foram geradas 10 seqüên-
cias, cada uma com extensão de 30 anos, iniciando-se 
sempre no mês de janeiro. A descarga inicial,do mês 
de dezembro, arbitrada com igual valor para todas as 
sequencias, foi X = 1119 m3 /seg. As 10 séries o,12 
geradas são apresentadas no Anexo 2. 
- Determinação dos Perfoctos Crfticos. 
Cada perfodo crftico determinado em cada uma das se-
qüências geradas, de acordo com o procedimento expo~ 
to na seção III.2, é caracterizado pela sua duração, 
potência firme, meses inicial e final. Os resulta-
dos foram os seguintes: 
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44 abril novembro.)·. 211,2 
35 abril fevereiro 216 ,4 
56 abril novembro . 255 ,5 
130 fevereiro novembro 294,5 
42 maio outubro 236,0 
93 abril dezembro 276,3 
58 fevereiro novembro 216,5 
31 abril outubro 225,6 
43 maio novembro 294,9 
36 fevereiro janeiro 280,3 
A intensidade do perfodo crftico pode ser caracteri-
zada pelo maior ou menor volume afluente durante es-
te intervalo de tempo, e medida pela potência firme 
produzida. Assim, quanto mais intenso for o perfodo 
crftico, menor será a potência firme resultante,e vi 
ce-versa. 
Verificou-se que, dos perfodos crfticos gerados,três 
apresentaram intensidades maiores do que a da série 
histórica, para a qual resultou uma potência firme 
de 219,3 Mw produzida durante um intervalo de dura-
ção de 55 meses (maio de 1952 a novembro de 1956). 
9 - Otimização Dinâmica 
A otimização da operação do reservatório de Três Ma-
rias, em cada um dos períodos crfticos gerados, foi 
feita de acordo com o modelo exposto na seção III.3. 
As curvas de operaçao resultantes da otimização, em 
cada perfodo crftico, são apresentadas nas figuras 
IV . 8 a IV . 12 . 

















( .... ) 
TEMPO 
(Mis) 
( B ) 
D 
FIGURA .llr · 8 ·CURVAS DE OPERAÇÃO ÓTll1A: ( A ) 19 PERÍODO CRÍTICO, ( B ) 22 PERÍODO CRÍTICO 












































( A ) 
TEMPO 
(Mis) 
( B ) 
TEMPO 
(Mês) 
1 c l 
TEMPO 
(Mi1) 













{ A ) 
o +-,...,.-,-.....,..,..-,-,,-,--,-,-,--.-r-r-r-r--.-,--r-,-rT<r-r-r-rr.--r,-,-.-,-,-.,...,,-,-..,...,....,..-,-rT..,..T""T---














F M A M J J A S O N [1 J F M A M J J A S O N O J F M A M J J A S O N O J F M A li J J A S O N D J F M A M J J A S O N 




















( B l 
o +-r---,-T""T-,-...-,-,-.,.,,...,..--,-,..,--,-T""T-,-...-,-,-.,.,-,---,-,..,--,-T""T-,-...-,-,-...-,-,-.,.,-,---,-___ _ 








FIGURAI!r· 12- CURVAS DE OPERAÇÃO ÓTIMA: 
A ) S'l 
( B ) 9<1 
( c l 109 









10 - Análise de Regressão 
,-
A análise de regressão objetivando a obtenção ic:,~ de.:i 
--> 
uma regra Ótima foi feita com a utilização,:de de um,:,) --
programa do SPSS (1970). -----------
A variável dependente considerada '._ffói:!. á~sdescarga ~, ·-·-- - -- ~ ------- - -
"turbinada" durante o mes i(D.) . As variáveis in 
l 
dependentes nas diversas alternativas de regressao 
foram: o volume do reservatório no início do mes 
i (V.) 
l 




valor (V3i) , a descarga afluente nomes an-
(Qi-l) e o quadrado deste valor (Q2i_1 ) 
As alternativas de regressao foram as seguintes: 
a) D. 
l 
= f (V. 
l Qi-1) 
b) D. = f(V. , V2. Q. 1 ' Q
2i-l) ; l l l i-
c) D. = f(V. v2. V3. .e Q. 1) 
l l l l i-
d) D. = f(V. V2. Q. 1) 
l l l i-
A alternativa (b) foi a que forneceu melhores resul 
tados. Os coeficientes de correlação múltipla (p) 
e seus quadrados (p 2 ) resulta~tes, em cada mês, pa 
ra esta regra de operação foram: 
MÊS 
,p p .,, p2 MÊS p p2 
janeiro 0,75 0,57 julho 0,79 0,62 
fevereiro 0,84 0,70 .agosto 0,73 0,53 
ma_rço 0,75 0,56 setembro 0,73 0,53 
abril 0,78 O, 61 outubro 0,82 0,68 
maio 0,84 0,71 novembro 0,82 0,68 
junho 0,77 0,60 dezembro 0,81 0,65 
Os coeficientes de regressao da regra Ótima em cada 
- 88 - C:) 
-mes sao apresentados no Anexo 4 
IV.3 - TESTES DA REGRA ÓTIMA 
A aplicação da regra Ótima de operaçao de Três Ma-
riasí~~ um caso real em que eram conhecidos o volume inicial do re 
servatório (17.300 x 10 6 m3 ) e uma série de afluências (janeiro de 
1970 a dezembro de 1973), resultou no total esvaziamento do mesmo 
sem a esperada recuperação posterior de níveis resultantes de um 
reenchimento. Também, a simulação da operação deste reservatório, 
•, 
segundo a regra Ótima, usando as vazões do período crítico históri 
co\)(maio de 1952 a novembro de 1956) e partindo êom o seu volume a .. ,., 
100% de armazenamento, teve resultados um pouco mais satisfatório& 
Por este motivo, e como na operação real são desconhecidos o 
. , 
1n1-
cio e o fim do período crítico, considerou-se adequado o estabele-
cimento de um volume limite inferior a partir do qual se espera o 
esvaziamento total do reservatório. Para volumes superiores a es-
te valor, seria válida a regra Ótima determinada, e para volumes 
inferiores seria necessária a utilização de uma outra regra. Outra 
alternativa possível, seria o estabelecimento de uma Única regra 
válida para qualquer volume armazenado e resultante da otimização 
ao longo das seqüências completas de vazões. 
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V - CONCLUSÕES E RECOMENDAÇÕES 
Os resultados anteriores permitiram as seguintes 
conclusões: 
1 - O método estocástico implícito revelou-se viável CO!!!; 
putacionalmente para a resolução de um problema de 
determinação da regra 6tima de operação mensal de um 
reservat6rio, tal que um máximo de geração de ener 
gia seja produzido; 
2 - A análise estrutural da série hidrolbgica de vazoes, 
apesar de algumas simplificações, possibilitou a ob-
tenção de um modelo matemático capaz de representar 
com boa precisão o referido processo peri6dico-esto-
cástico; 
3 - A utilização de regras 6timas de operaçao determina-
das podem ser consideradas válidas, na prática, para 
uma faixa de volumes armazenados, cujo limite infe-
rior seja um valor a partir do qual se espera o esva 
ziamento total do reservat6rio considerado; 
.. . 
Tendo em vista passiveis desenvolvimentos do prese~ 
te estudo, podem ser feitas as seguintes iecomendações: 
1 - É aconselhável, para uma maior confiabilidade da aná 
lise estrutural, a obtenção dos registros originais 
dos postos da bacia do rio São Francisco pr6ximos ao 
reservat6rio de Três Marias e a análise destes quan-
to às inconsistências, não homogeneidades e tendên-
cias. Tal recomendação se deve ao fato dos dados 
usados neste trabalho não terem sido previamente ana 
lisados quanto a estes aspectos;· 
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2 - Uma representação mais fiel da operaçao do reservató 
rio pode ser conseguida por meio de algumas outras 
considerações. Em primeiro lugar, o ganho de ener-
gia resultante de uma decisão deve ser calculado com 
o uso de uma altura de queda Útil correspondente ao 
volume acumulado médio no reservatório durante o mês. 
Em segundo lugar, é recomendável a consideração da 
parcela de evaporaçao no balanço de volumes,tendo em 
vista a área bastante extensa do espelho d'água do 
reservatório de Três Marias; 
3 - É aconselhável um estudo mais detalhado para o valor 
a ser estabelecido na restrição de descarga mínima 
efluente, uma vez que existem vazões significativas 
de bacias iritermediârias no trecho Três Marias-Pira-
pora. Uma possível solução é a geração simultânea 
de séries sintéticas para as duas localidades e o es 
tabelecimento da descarga mínima no mês a partir de 
cada par de vazões mensais geradas; 
4 - É recomendável a geraçao de um maior numero de se 
qüências de vazões e a otimização nos respectivos p~ 
rÍodos críticos, com a finalidade de melhorar os coe 
ficientes de correlação múltipla; 
5 - É recomendável o estabelecimento de uma Única regra 
válida para qualquer volume armazenado e resultante 
da otimização ao longo das seqüências completas das 
vazoes. 
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ANE:XO 1 ·4- FLUXOGRAMA OA OTIMIZAÇÃO DA OPERAÇÃO EM PERÍODO CRÍTICO 
SERIE GERADA l 
JAN FEV MAR ABR MAi JUN · JUL AGO SET OUT NOV DEZ 
4367 3600 2143 1292 799 450 263 227 199 307 472 603 
1409 1861 1419 667 566 470 261 146 39 218 334 843 
o o o 94 304 353 250 178 139 266 548 1517 
2428 1537 1615 794 304 197 271 241 207 201 564 1892 
2420 1218 1906 1019 506 489 361 314 · 205 252 570 1387 
3402 2733 1882 91 O. 511 326 324 238 200 275 420 1140 
1311 3024 2265 1409 672 270 315 254 149 324 445 542 
1167 2714 1412 1089 444 402 332 351 341 382 624 464 
494 881 842 926 556 396 376 265 186 159 442 946 
2112 2852 1650 872 462 241 254 248 · 224 383 770 1118 
1456 1411 1718 1196 637 399 247 258 168 207 585 2133 
· 1922 729 2031 937 579 310 286 185 139 218 527 1396 
1287 1532 1616 1088 474 280 370 333 318 319 608 1075 
1190' 909 484 655 487 243 188 95 75 60 300 41 
802 438 197 379 389 352 341 .310 190 57 202 332 
1184 88 746 445, 353 309 365 262 159 128 332 232 
924 552 928 608 450 400 289 269 155 128 433 970 
1478 817 563 643 557 510 391 256 165 282 686 1124 
1978 1535 1617 149 217 234 186 226 138 191 306 703 u:, 
1662 1750 935 868 362 258 265 254· 2 51 528 645 1269 co 
1722 2025 1499 1099 811 520 457 325 157 88 218 697 
754 885 4l't 532 429 266 184 170 81 o 268 312 
1014 951 1656 1849 899 466 332 326 278 315 745 1631 
2116 855 1256 742 530 271 131 100 3 126 542 885 
1622 .2727 1206 622 350 381 279 210 168 210 573 575 
1160 136 706 1241 949 583 433 346 389 624 1008 1275 
2361 4158 2920 1432 640 309 221 237 339 527 855 2076 
2254 1852 2161 1480 661 446 334 215 173 224 658 947 
1689 1408 1696 868 791 468 416 271 310 258 478 600 
600 1117 1202 1217 697 371 277 278 364 643 1180 2757 
MEDIA 1610 1543 1356 904 546 366 300 246 197 · 263 545 1049 
ANEXO 2. 1 - SERIES SINTETICAS n 
' 1 ' 
,., J 
SERIE GERADA 2 
JAN FEV MAR ABR MAI JUN JUL AGO SET OUT NOV DEZ 
1067 1670 1394 1294 724 459 400 252 209 305 .611 1379 
2584 2176 2001 1175 837 418 404 366 357 364 656 1073 
513 712 421 683 451 506 493 343 306 443 1144 2123 
1612 1800 837 615 419 355 342 189 159 232 474 851 
1463 1595 1110 1192 759 556 370 326 l 86 219 590 1086 
1613 2344 2124 1205· 480 404 328 288 234 177 383 1239 
2244 2743 2265 . 771 523 328 286 278 203 224»' 760 919 
1043 1770 651 746 334 329 353 237 198 351 747 1750 
2337 2024 122 7 . 1054 710 395 231' 296 227 535 883 1063 
1022 1502 2285 1096 478 525 390 332 230 354 591 1081 
1629 313 86 1071 595 584 398 312 221 357 793 1242 
1458 1836 1332 395 435 300 256 196 125 260 487 913 
938. 853 1406 982 760 535 476 342 334 463 739 1328 
1518 1053 1615 853 578 279 287 251, 205 327 664 12 57 
1361 1090 633 389 225 261 269 288 160 202 665 1424 
2596 2804 2290 856 503 435 305 306 183 · 288 374 568 
1084 964 1081 657 325 254 211 254 259 298 801 1593 
2140 2690 2135 1179 622 447 312 184 248 360 737 1328 
1197 2719 2354 2158 950 560 -300 343 276 334 547 496 U) 
1056 495 103 1269 615 442 294 274 263 593 745 979 U). 
147 8 867 911 1166 459 194 224 200 146 96 466 646 
805 1266 241 351 308 261 243 183 102 101 143 114 
218 338 311 497 410 408 323 277 217 290 435 178 
o ' 441 1179 1033 816 462 278 327 213 347 554 954 
591 1012· 1576 378 498 327 259 228 103 ,59 577 536 
306 1217 1292 1309 574 370 256 274 223 185 632 1086 
1175 2416 1458 1072 702 507 482 372 263 546 948 1944 
2773 2779 2487 922 315 138 177 288 200 211 693 1349 
1233 1612 1485 652 401 300 422 293 241 304 550 1418 
1534 1112 674 674 277 237 292 194 72 5 313 374 
MEDIA 1353 1542 1299· 923 536 386 325 277 212 294 623 1076 
, ANEXO 2. 2 - SERIES SlNTETICAS {Jj 
SERIE GERADA 3 
JAN FEV MAR A8R MAI . JUN JUL AGO SET OUT NOV DEZ 
2225 1680 720 758 · 414 169 151 157 139 189 691 1073 
978 2241 667 866 438 325 332 306 247 306 833 1437 
1487 1243 956 584 318 335 269 288 127 80 460 1880 
2031 1965 1888 1191 695 498 321 251 206 321 467 779 
483 .1081 809 83 7 576 271 270 227 161 296 785 1062 
1190 701 715 515 479 405 467 324 219 376 723 971 
2555 2702 1613 1020 706 546 262 282 289 232 361 396 
o 1034 995 520 431 247 283 214 208 376 673 1117 
767 549 904 814 622 356 359 250 235 263 735 1228 
2263 1862 2074, 1275 538 360 297 280 171 369 678 813. 
663 o 332 353 516 409 421 286 218 333 559 1163 
1444 · 1427 1423 1247 582 295 248 137 159 286 593 532 
1001 309 1609 • 805 460 208 185 202 223 453 842 11 ro 
2385 2295 2127 1110 578 369 375 263 210 248 741 1023 
1757 1146 1029 1242 680 346 424 334 108 271 619 882 
807 1406 869 693 500 286 '222 179 149 127 467 1292 
2448 2332. 1431 831 505 250 300 218 117 203 871 1275 
2009 2794 2315 984 484 362 322 228 209 320 572 934 
136.5 956 259 410 464 280 254 327 239 218 589 1136 1-' o 
1775 1404 695 637 498 375 259 432 339 381 537 493 o 
719 507 867 451 447 307 348 338 209 103 314 21 
o 414 1716 90.3 394 333 198 218 200 331 624 1592 
2967 2125 1213 626 529 270 252 333 262 344 903 1936 
3438 3598 2783 l 703 650 437 359 345 307 153 573 1370 
2871 1847 726 940 494 274 189 223 133 165 442 768 
462 289 462 206 334 240 344 183" 151 167 158 490 
235 2519 1639 1364 901 541 406 310 216 452 782 1268 
2387 1761 533 868 443 370 345 321 251 357 569 1038 
910 2345 1774 1746 703 385 470 363 211 291 549 1287 
1769 2100 .1696 962 491 516 505 398 259 310 780 1303 
MEDIA 1513 1554 122 8 882 529 345 314 274 206 277 616 1076 
/'", 
.. ' ~ ANEXO 2 • 3 - SERIES SINTETICAS ) ,\ 
V 
SERIE GERADA 4 
JAN FE V MAR ABR MAi JUN JUL AGO SET OUT NOV DEZ 
1633 2027 1861 93 7 788 600 446 291 191 290 782 979 
2394 2390 1910 919 509 352 288 260 119 68 717 790 
1392 2113 1540 923 604 270 425 339 277 269 675 · 751 
1334 1515 1426 670 291 145 205 202 234 236 600 807 
953 906 570 503 414 166 234 203 118 95 370 592 
1576 1679 1102 1275 678 524 385 241 191 240 562 1277 
1531 1686 1418 952 576 441 315 298 254 425 777 1358 
2383 1585' 2378 993 472 332 257 226 226 389 690 878 
724 211 824 281 507 306 232 209 132 30 l 688 1970 
1284· 2491. 2189 102 7 612 360 403 395 246 404 672 806 
1513 1911 1521 946 532 271 297 284 316 404 680 1089 
1326 755 1480 1575 781 355 241 170 63 54 418 1188 
824 2006 807 680 333 232 285 240 304 403 1004 1672 
1209 2115 1935 1479 584 359 268 255 221 180 326 658 
1442 1043 783 957 580 469 305 264 274 328 666 1137 
2888 1665 1214 931 572 312 244 225 201 291 572 1415 
2245 2740 2014 1095 554 398 378 334 298 495 798 1114 
2146 1115 513 585 374 210 306 268 248 507 820 1123 
18'+7 1447 657 o 624 511 516 342 212 359 790 1136 f-' e:, 
1050 1531 738 859 454 280 262 190 163 227 547 1284 f-' 
1223 2030 1698 1382 626 242 241 174 124 199 493 680 
84.3 950 1145 1208 609 382 324 279 224 151 562 930 
1651 2392 2086 1788 822 495 341 210 98 o 338 423 
591 549 590 660 551 515 334 313 249 313 511 1123 
1995 1842 2186 1230 784 489 320 332 210 173 268 o 
257 471 804 1091 846 645 561 378 308 432 574 988 
1135 1354 1328 1045 693 578 421 259 221 346 988 1476 
1190 665 1230 919 370 329 322 255 188 231 475 820 
1566 1366 1352 979 383 260 313 267 3 54 551 827 1656 
1734 2383 2015 1030 483 390 331 256 156 86 163 910 
MEDIA 1463 1564 1377 964 567 374 327 265 214 282 612 1034 
*Ih ' l ANEXO 2. 4 - SER l ES S lNT ET I C AS " ,:.; 
SERIE GERADA 5 
JAN FEV MAR ABR MAl JUN JUL AGO SET OUT NOV DEZ 
1485 1102 1687 679 367 279 146 148 78 215 575 1113 
961 799 944 866 537 447 351 328 340 355 657 922 
2018 1466 1277 1152 501 359 209 224 .10 l 214 626 1612 
· 1892 1178 1185 666 422. 267 250 238 99 152 397 1137 
1453 1433 1583 920 456 213 326 276 239 296 494 1662 
1539 1948 1497 578 551 476 463. 420 285 359 756 1198 
2223 1215 1115 576 402 157 255 25"1 161 188 361 926 
1510 2550 1311 986 581 479 285 168 148 217 575 1525 
1412 2337 154 o 444 361 445 409 303 '305 786 1296 
1752 1363 1046 647 680 491 417 330 169 235 413 507 
1555 1848 1501 1223 762 499 375 469 352 331 567 874 
1221 1072 122 9 1185 734 772 613 457 306 378 544 860 
1951 1866 1305 601 432 193 170 269 178 291 782 1573 
2192 1436 578 501 401 421 342 263 264 347 589 1169 
2377 3144 2428 1495 627 420 280 225 95 76 476 301 
457 267 330 265 290 313 ·350. 237 203 230 514 1348 
1493. 2495 162 9 784 618 492 324 297 215 240 527 1308 
2303 1380 1811 759 521 · 357 257 2'46 126 182 .511 1342 
2642 2362 2774 1424 614 269 231 242 226 306 899 1366 1-' o 
725 190 380 179 143 132 185 163 156 91 380 428 N 
634 1298 994 267 304 376 305 308 155 '177 467 1220 . 
964 920 148 214 150 199 150 291 122 343 1351 2185 
3490 2228 · 1215 1049 738 420 251 293 327 390 808 1660 
2192 2467 1071 353 262 251 398 257 251 371 752 808 
1246 1900 1282 799 602 437 450 335 279 573 723 1471 
881 653 1331 931 623 517 410 275 277 484 801 1716 
2181 1751 2129 l 007 469 332 207 158 74 103 473 838 
401 3328 2242 614 694 543 3.51 349 243 208 769 1810 ., 
2998 2458 1697 853 924 643 403 226 149 332 756 1411 
1951 • 2088 672 926 635 181 171 297 168 139 391 1127 
MEDI A 1670 1685 1285 750 516 376 312 282 203 271 624 1224 
ANEXO 2. 5 - SER l ES SINTET ICAS o 
SERIE GERADA 6 
JAN FEV MAR ABR MAi JUN JUL AGO SET OUT NOV DEZ 
1346 1018 640 272 545 236 228 202 256 ·332 432 646 
182 1741 1454 964 475 · 397 318 240 288 328 706 .747 
1388 1423 1630 1351 926 783 · 493 293 178 362 621 1607 
1883 2034 790 461 315 226 3.38 267 151 108 427 1159 
1648 2213 2827 1474 665 388 3~7 265 214 289 340 144 
. 1036 · 15 305 460 287 332 371 285 256 521 821 1588 
3311 3279 2110 919 6.25 482 412 323 260 381 626 1370 
2352 2575 2688 967 4't2 392 250 278 205 191 501 705 
170.2 2204 1972 982 296 274 217 172 75 66 431 584 
18 1207 1647 830 638 391 294 21.5 178 96 368 964 
1493 2006 1033 1212 903 óOO 5ló 305 196 289 633 1014 • 1687 1561 1578 896 239 337 295 356 210 329 626 1034 
1240 1741 1210 545 530 4.58 326 285 153 148 399. 893. 
1136 913 1203 1099 417 242 291 202 210 215 500 206 
232 · · 613 834 1062 , 559. 493 286 204 156 148 420 987 
164S 1689 1410 1019 · 374 165' 199 152 78 17 204 436 
775 2514 2602 1055 500 324 281 224 269 369 699 1258 
. 2239 2389 , 1626 814 361 379 243 204 156 247 691 1818 
2340 2916 1576 1219 431 170 311 306 208 206 500 807 f--o 
1318. 1605 1394 1085 552 335 2ó3 241 215 295 744 1289 w 
2189 2187 1325 512 464 322 244 176 166 .177 256 58 
842 711 55 753 372 289 211 231 179 270 607 1056 
1327 1335 1126 464 460 419 452 450 323 292 556 1326 
2336 1371 1489 749 4.58 299 232 187 151 380 701 1904 
3177 1479 1822 1268 661 247 338 317 345 356 882 1291 
1441 1007 1283 1086 823 588 389 303 282 334 657 995 
2221 2079 1500 657 429 219 245 194 152 180 670 865 
229<) 1768 814 ,800 664 402 328 280 136 477 819 1575 
1265 2341 2030 1045 740 481 362 217 137 241 577 921 
1950 1237 1034 1755 753 380 333 216 154 192 198 940 
MEDIA · 1601 1706 1434 926 530 368 313 253 198 261 554 1006 
ANEXO 2. 6 - SERIES S lNT ET ICAS 
r.i o 
SERIE GERADA 7 
JAN FEV MAR ABR MAl JUN JUL AGO SET OUT NOV DEZ 
938 l259 1296 618 215 99 287 188 104 97 399 1214 
1061 747 898 450 337 286 328 286 294 401 848 1175 
1482 2917 1953 1343 873 550 417 271 164 158 366 814 
982 1613 1852 981 693 637 453 273 139 183 324 212 
713 2175 1289 916 379 275 356 246 207 204 243 554 
856 2135 1923 1200 477 512 320 285 156 141 281 375 
792 1804 1366 682 320 315 372 242 152 201 351 1034 
.1541 2486 1383 313 301 449 242 360. 201 333 699 1144 
1541 1409 1486 596 440 354 175 110 51 260 804 1567 
1732 .1117 206 146 326 325 268 257 21.5 143 471 273 
700 1042 410 721 280 162 224 181 119 106 145 o 
1103 708 519 1078 526 579 381 291 206 217 578 802 
1371 1211 865 ,464 400 311 276 210 185 148 379 312 
390 452 754 o 455 233 178 246 191 262 412 1376 
3345 2816 1692 1606 670 473 37.5 327 279 448 753 1409 
1773 2533 1755 1012 497 222 389 362 381 371 673 1344 
1070 709 1280 1016 504 439 305 196 153 259 668 142.6 
1537 1732 1253 258 482 503 501 320 256 309 593 611 
2126 3551 2429 1431 619 286. 299 202 267 315 677 1555 f--o 
2235 2621 1652 845 502 369 318 226 211, 236 783 1391 .: 
1184 1015 999 837 261 272 263 290 230 385 846 1641 
1750 1572 589 263 391 372 236 270 215 264 459 999 
2127 1866. 1212 588 517 588 325 289 180 142 432 376 
1574 1357 839 1288 578 291 230 121 143 112 532 1326 
1562 1686 1092 610 564 263 220 134 153 64 301 771 
561 314 944 553 456 478 376 326 152 238 521 868 
1078 1170 1639 940 428 420 290 220 131 125 516 507 
o 419 553 519 339 175 216 233 240 247 874 1127 
3057 2853 3327 1322 660 320 313 156 38 48 314 946 
1512 1551 1171 1494 906 574 418 298 285 329 664 909 
HEOIA 1390 1628 1288 803 460 371 312 247 190 225 530 935 
'[.'· 
t) ANEXO 2. 7 - SERIES SINTETICAS ,.-· '.' 1·' . . 
SERIE GERADA 8 
JAN FEV MAR ABR MAI JUN JUL AGO SET OUT NOV DEZ 
838 785 759 323 579 499 452 373. 377 44ó 938 1458 
2057 2450 1815 1102 680 324 259 269 221 401 806 1373 
1483 600 1736 1611 940 540 331 222 169 388 792 1135 
1999 2788 1463 929 498 207 142 198 141 134 321 941 
1380 1372 781 589 429 274 348 262 167 264 711 1077 
1963 951 1711 941 567 252 251 172 100 o 1035 2004 
2142 2658 2634 1121 573 321 366 303 234 283 496 180 
1016 758 344 293 320 224 361 279 192 155 457 1383 
1373 830 87 777 553 289 256 236 214 222 548 1062 
573 1035 1526 656 495 450 352 247 217 232 585 1085 
3095 3075 132 5 684 341 175 289 281 152 196 498 1423 
1877 2421 1877 906 396 183 196 163 128 121 311 496 
.228 387 o 375. 394 ·266 276 207 144 215 534 569 
402 508 591 123 421 454 347 228 310 437 7ó2 1266 
1907 · 1922 ló48 lló9 635 550 367 308 278 400 614 2128 
3968 3099 2645 1030 582 340 473 302 223 235 449 773 
11~9 1588 1224 614 331 238 358 322 348 413 818 1091 
2076 2333 2059 112 9 482 402 271 226 189 237 262 272 
o 2394 1702 1035 712 448 307 224 188 353 501 555 f-' o 
423 1522 1505 832 590 389 312 254 182 231 539 1061 tn 
1861 . 1358 1188 632 594· 375 276 232 158 195 353 964 
1065 1089 o 765 296 307 256 204 139 260 497 654 
2171 2108 1861 752 531 414 390 317 152 239 704 1413 
3183 3579 1979 836 848 371 468 265 186 321 667 973 
1905 2071 1837 1214 597 333 326 268 241 413 714 1666 
2408 2064 1177 1083 816 404 439 295 240 358 840 1603 
2796 3234 1722 1176 740 43.2 229 235 104 245 474 240 
762 1486 1974 1347 545 448 225 173 143 234 665 1505 
2370 1556 · 755 714 483 411 241 188 91 219 430 729 
592 997 . 1330 672 428 409 366 318 262 422 636 829 
MEDI A 1636 1767 13 75 848 546 358 318 252 196 276 599 1064 ~·· ' ' '1 
ANEXO 2. 8 - SERIES SINTETICAS ·( j",-~ J. ..._,. 
SERIE GERADA 9 
JAN FEV MAR ABR MAl JUN JUL AGO SET OUT NOV DEZ 
420 566 935 482 482 304 427 293 323 287 608 623 
1978 1631 1818 641 471 243 256 219 185 252 260 753 
1575 2563 1624 1162 656 580 472 283 208 356 446 792 
943 463 2131 1483 730 389 283 305 274 309 532 1305 
2209 1617 2005 721 344 337 255 251 175 309 541 1151 
26lé 2773 1596 1212 696 670 409 297 309 286 737 1446 
1437 1018 1059 1110 653 515 455 425 310 452 679 1802 
3510 3374 2840 l 723 777 457 299 242 238 142 304 557 
1029 1550 93 8 375 332 297 317 227 254 229 480 786 
426 591 1012 634 522 391 409 330 272 396 945 1535 
1335 849 922 783 712 492 422 293 214 278 668 1357 
1773 2499 1617 1031 413 235 204 224 156 207 425 421 
3568 2931 2299 1554 614 ·235 204 196 186 257 476 935 
1412 1754 1183 269 364 357 433 258 178 175 . 568 835 
250é 3106 1863 1450 625 375 422 348 325 461 588 1636 
1918 2601 1589 762 477 325 255 276 285 416 627 839 
1730 1638 1475 605 480 547 451 386 227 182 569 1259 
148 l 475 1120 474 555 338 378 337 201 229 392 1208 
2243 1571 1129 1030 328 339 402 208 92 149 861 1366 1-' D 
1368 499 1667 949 472 371 503 383 321 476 901 1883 "' 
2751 2425 1668 1014 734 346 232 299 252 358 787 1373 
lé26 1329 881 1246 808 431 346 294 320 519 849 1759 
1696 1174 1185 862 666 526 286 286 197 254 469 655 
751 933 371 479 312 224 295 273 246 427 634 2090 
2387 2884 3039 1283 447 256 271 231 160 113 353 230 
o 1062 1354 897 520 330 272 187 195 353 626 664 
2.39 1538 1561 896 573 335 402 ,337 280 312 873 1373 
2406 2832 1996 883 354 307 169 192 265 441 742 1673 
2578 2880 1733 773 604 351 290 206 190 227 . 393 774 
894 1720 2214 788 358 661 519 406 262 354 795 1267 · 
MEDIA 1694 1762 1561 919 536 365 345 283 237 307 604 1145 
ANEXO 2. 9 - SER 1 ES S INT ET I CAS /:J /':) 
•. ~ I -
SERIE GERADA 10 
•• 
,JAN FEV MAR ABR MAI JUN JUL AGO SET OUT NOV DEZ 
674 1269 572 644 381 329 235 177 145 163 647 1143 
595 333 409 392 611 416 521 391 277 436 692 1128 ' .631 1014 990 278 657 464 381 283 151 166 . 450. 352 
602 2135 2167 915 667 558 400 217 216 248 541 1129 
2636 2300 1991 446 496 597 545 348 260 423. 651 1276 
1809 2067 700 882 752 496 345 329 165 326 432 526 
668 1305 738 866 472 314 444 308 279 204 495 1475 
1651 1554 699 605 403 391 448 320 211 126 348 705 
437 1664 1282 682 615 427 340 339 318 408 759 1656 
1905 2736 1375 426 336 273 457 348 303 338 413 873 
1438 1826 1151· 992 739 359 351 233 180 232 518 773 
1466 1380\ 1769 1098 605 257 304 240 150 296 510 1333 
1.544 798 1258 686 402 372 323 264 142 220 32.2 390 
635 873 1183 1148 481 150 168 176 149 219 352 864 
1763 2468 1175 611 .592 330 273 198 99 227 366 1265 
1948 1569 2379 1153 664 328 244 238 293 440 881 1939 
4279 3308 1846 122 8 686 331 253 219 120 114 249 667 
1153 1723 2198 1322 431 336 32ó 268 139 29 383 801 
1077 923 914 369 446 283 321 308 211 141 324 74 f-' o 
762 2168 2473 816 311 298 277 195 179 279 670 849 .._, 
3152 2815 1485 1111 589 446 266 190 139 296 502 1167 
2050 1217 561 787 640 464 373 250 221 255 563 1382 
1600 894 o 93 272 250 395 237 144 239 678 1222 
2587 3130 2483 1149 620 440 461 426 391 593 1019 1658 
2247 3068 2337 842 468 308 292 351 283 423 687 1281 
1084 1098 1103 493 453 338 219 190 181 163 512 710 
1567 1751 .257 441 332 334 294 235 271 205 581 1388 
3249 2775 3020 1912 980 478 327 201 126 18.5 368 1203 
2227 1346 365 294 484 396 279 318 259 396 580 528 
1011 2515 1723 1174 365 161 185 171 121 98 335 838 
MEDIA 161.5 1801 1353 795 532 364 335 266 204 263 528 1020 
ANEXO 2.10 - SERIES SlNIETICAS. r} 
l,., ' 
- 108 -
M É D I A V A R I Â N C I A 
ORDEM A-; B-; ,C-; A-; B-; C-; 
1 550,158 349,806 651,949 264.624,8 197.963,3 330.477,9 . 
2 197,601 -19,466 198,558 182.960,5 -43.680,2 188.102,4 
3 24,749 4,285 25,117 ~4~.062,1 60.405,9 73.040,9 
4 33,543 28,954 44,311 15.516,2 -16.689,8 22.788,2 
5 22,728 6,889 23,749 17.552,2 -18.648,9 25.609,9 
6 - 0,002 0,000 - 0,002 - 0,6 o 'o - O , 6 
.> 
726,536 ' i. 205.650,.8' µ. ; (J ' X , 
.) ' X., ' 
ANEXO 3.1 - ANÁLISE HARMÔNICA DAS MÉDIAS E VARIÂNCIAS MENSAIS 
M;'Ê s µT (J2 (J T ·~; T 
JANEIRO 1465,9 746.641 864,l 
,- --, -
FEVEREIRO; 1558,7 732.028 855,6 
MARÇO 1296,1 486.611 697,6 
ABRIL 866,7 141. 880 376,7 
MAIO 517,8 27.682 166,4 
JUNHO 357,3 13.519 116,3 
JULHO 309,9 7.153 84,6 
AGO'STO 256,0 3.960 62,9 
SETEMBRO 195,8 4.380 66,2 
OUTUBRO 263,6 14.063 118,6 
NOVEMBRO 573,5 38.561 196,4 
DEZEMBRO 1056,9 251. 336 501,3 
ANEXO 3.2 - FUNÇÕES PERIÕDICAS AJUSTADAS 
- 109 -
M Ê S CONSTANTE V V2 Q Q2 
JANEIRO 6,99642 0,22976 - 0,00111 0,33981 -0,00302 
FEVEREIRO -15,06405 0,49872 - 0,00195 0,41333 -0,00303 
MARÇO -17,58560 0,57696 - 0,00229 0,50408 -0,00843 
ABRIL 3,02248 0,25138 - 0,00116 0,52372 -0,00650 
MAIO 0,91324 0,32292 - 0,00147 0,47451 -0,00679 
JUNHO 18,54636 0,02606 - 0,00039 0,53198 -0,00804 
JULHO - 4,72939 0,36384 - 0,00157 0,68731 -0,00978 
AGOSTO 6,21690 0,26040 - 0,00132 0,65002 -0,01189 
SETEMBRO 11,07345 0,14994 - 0,00087 0,64857 -0,00900 
OUTUBRO 3,39031 0,32886 - 0,00157 0,30104 -0,00110 
. NOVEMBRO 2,82043 0,28578 - 0,00136 0,62767 -0,00987 
DEZEMBRO 8,22851 0,26053 - 0,00134 0,32504 -0,00264 
ANEXO 4 - REGRAS ÓTIMAS DE OPERAÇÃO - COEFICIENTES DAS REGRESSÕES 
