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Abstract
In this paper, we present an approach that examines the
evolution of code stored in source control repositories. The
technique identifies Change Clusters which can help man-
agers to classify different code change activities as software
maintenance or new development. Furthermore, identifying
the variations in Change Clusters over time exposes trends
in the development of a software system.
We present a case study, which uses a sequence of
Change Clusters to track the evolution of the PostgreSQL
software project. Our case study demonstrates that our
technique reveals interesting patterns about the progress of
code development within each release of PostgreSQL. We
show that the increase in the number of clusters not only
identifies the areas where development has occurred, but
reflects the magnitude of change in code. We also compare
how the Change Clusters vary over time in order to make
generalizations about the focus of development.
1 Introduction
Managers responsible for large software systems are al-
ways in search of techniques to measure and quantify the
development trends in a project. For example, the complex-
ity of the source code or the number of “bad smells” [8] over
time are used to estimate the health of the source code and
the need to schedule future refactoring activities. Similarly,
the number of reported bugs and applied fixes are often used
to determine the readiness of a software system for release.
These techniques help to ensure the long term health of the
source code and reduce the cost of maintaining the software
system.
We are interested in techniques that give managers an
overview of the code development process enabling them to
characterize the major work activities during a time period.
Finding trends in these work activities will allow managers
to understand better the software system’s life-cycle and
help them plan development activities accordingly. We seek
to describe source code changes without having to inspect
the code manually. While it is possible to retrieve atomic
changes in the code from source control repositories, this
information is overwhelming and requires in depth knowl-
edge of the system to comprehend. Even though terms such
as perfective, corrective, and adaptive are used to describe
changes to the code; it is not possible to describe changes to
a software system using these terms in a confident, accurate,
and automated fashion. We would require numerous heuris-
tics, human intervention, and intuition to rank changes to
source code accordingly. In short, we seek an approach that
provides a balance between the expressiveness of the recov-
ered descriptions and the ease of automating the recovery
process.
Consider a progress report from a development team.
Rather than provide specific details regarding the individ-
ual changes to the code, or a biased interpretation of the
activities on the software system we are interested in ob-
jective measurements. These measurements should pro-
vide not only the areas of work, but a statistical descrip-
tion of the amount of work in those areas. Furthermore they
should be consistent regardless of the individual reporting
it and should present no bias based on an intimate knowl-
edge of the product’s development. For example, a manager
of a team working may provide the following measures of
progress:
1. We changed over 700 lines of code.
2. We added 400 lines of code and removed 300 lines of
dead code.
3. We modified code in four subsystems.
The first reply deals with changes to the overall size of
system. The second reply specifies the addition and deletion
of code. The third reply is even more specific than the sec-
ond reply as it maps the changes to the exact subsystems.
Instead, a more informed manager interested in providing
a more informative description of the progress of his team
might say:
1. All the development that has occurred can be catego-
rized in to four distinct areas. Furthermore, for each
of these areas, there is one change that best represents
all the changes that have been applied to the system in
that particular area.
2. One of the areas where development occurred is soft-
ware maintenance since we have seen areas very sim-
ilar to it previously. However, since we have not pre-
viously seen areas similar to the other three areas we
found, they are clearly new development.
3. By associating every change that was applied to the
system during this development phase we can find a
distribution of change activity (and by proxy, effort).
We can also determine how much overall maintenance
occurred versus new development.
This reply groups the changes under four different
change categories, classifies all the changes under those cat-
egories, and presents the distributions of all the changes that
were applied to the system.
The technique presented in this paper produces results
similar to the second description provided by the informed
manager above. Our approach examines the temporal evo-
lution of code stored in source control repositories. It em-
ploys the notion of “canonical sets” to identify a subset of
Canonical Changes that best represent the change activi-
ties within a time period. These Canonical Changes act as
central points for all of the changes in a given time period,
inducing a clustering of all changes. We call the created
clusters – Change Clusters.
Using this clustering we can discover the distribution of
effort across the various change categories. For example,
even though our canonical set analysis may identify 10 dif-
ferent change clusters during a time period, it may be the
case that most changes belong to one or two clusters and
the other clusters contain very few changes. By studying the
distribution of effort, managers can discover if their team is
spread thin focusing on too many areas or they are focused
on a small number of tasks. Our method produces these
unbiased and statistical measurements without user knowl-
edge of the system.
The organization of the paper is as follows. Section 2
motivates our work and presents metrics that will be used
to study evolution and trends in the life-cycle of software
systems. Section 3 describes an overview of the code devel-
opment process. We present source control systems that are
used for large software projects and give an overview of the
type of data stored in them. Section 4 introduces canonical
sets and explains how they are used in our analysis. Sec-
tion 5 details our approach and the techniques used in our
analysis. Section 6 presents a case study, which explores the
applicability of our approach using the PostgreSQL open
source database project. Section 7 discusses related work.
Section 8 presents possibilities for future work. Section 9
concludes the paper.
2 Motivation and Expected Outcomes
A software system undergoes many changes throughout
its lifetime. In this paper, we study the changes applied to
the source code that implement new features, enhance cur-
rent features, and fix bugs. Using canonical sets and clus-
tering techniques we answer several questions that aid in
observing the development trends of a software system and
planning future development activities. The following is the
list of questions:
1. How many distinct categories of work were there in
the period?
2. Compared to the work completed in the previous pe-
riod, what are we working on now? If we have shifted
our efforts, where have they been shifted to?
3. What work has been introduced in the current time pe-
riod? Are these new features or reimplementation of
code? How much work has been done as maintenance?
4. How much effort has been placed in each of the cat-
egories of work of the current period? How much of
this effort is maintenance and how much is new devel-
opment?
The answers to these questions will help identify trends in
the development process and provide a succinct overview to
characterize the efforts of the development team.
Our approach permits us to identify canonical changes
in partitions (periods) of the lifetime of long lived projects.
These canonical changes represent the main categories of
changes. Using clustering techniques, we classify all other
changes in a time period as being similar to one of the iden-
tified canonical items. This classification causes the cre-
ation of “Change Clusters” which group changes of a time
period into clusters of similar changes. We can then com-
pute and study the following metrics to support a manager’s
inquiries:
• Number of change clusters within a time period: By
studying the number of change clusters per time pe-
riod, we can determine how many activities the devel-
opment team was focused on. For example we would
expect the number of change clusters to spike imme-
diately after a release with a steady decline as it ap-
proaches the next release. This would indicate that the
developers are narrowing down on the features being
implemented as releases approach.
• Number of new change clusters within a time pe-
riod relative to the previous time period: By study-
ing the new change clusters relative to the previous
time period we can identify stable areas of develop-
ment. If we see that a cluster is consistently repre-
sented from one period to the next, we can infer that
the area is constantly under maintenance.
• Number of new change clusters within a time pe-
riod relative to all prior time periods: By studying
the number and nature of new change clusters over
time, we can determine when new features are being
added, features are being reimplemented, or mainte-
nance work is being performed. We would expect to
see a downward trend in these numbers unless several
new features are being added or many partially imple-
mented features are being completed.
• Distribution of changes in a time period between
the identified change clusters: By studying the dis-
tribution of changes we can see how many changes
fall into each cluster and determine how much change
is represented by new or old work. For example, al-
though our analysis may reveal that a time period has
a large number of distinct change clusters, by study-
ing the distribution of changes we can recognize that
the development team is performing maintenance ac-
tivities and that each change cluster contains a small
number of changes. Furthermore we are able to quan-
tify not only the effort placed in each cluster, but also
classify the amount of work completed as new feature
implementation or maintenance.
3 Code Development Process
Source control systems are used extensively by large
software projects to control and manage their source
code [23, 25]; examples are RCS [25], CVS [4, 7] and Per-
force [21]. These systems help coordinate the development
process between thevarious members of the team and pro-
vide the ability to restore the source code to its state at any
given time in the past. For example, developers can retrieve
a source code file that is no longer part of the project or
roll back to a previous version of a file if they discovered
that their changes are inappropriate or are too complex to
maintain and understand. Furthermore, source control sys-
tems provide tools to reconcile changes made by developers
working simultaneously on the same file.
The repository of a source control system usually tracks
the creation, and initial content of each file. In addition,
it maintains a record of every change to a file. For every
change, a modification record stores the date of the change,
the name of the developer who performed it, the specific
lines that were changed (added or deleted), and a detailed
explanation message entered by the developer giving the
reason for the change. Using the information stored in the
source control system, we can also recover change sets (files
that were changed together by the same developer within
short time frame). We recover for selected time periods,
change lists, which are the lists of all the changes applied to
a system, in the order that they were applied.
Our analysis uses the information stored in source con-
trol repositories to characterize time periods within the life-
time of a project. Our analysis also compares work done
during a specific time period to work done in prior time
periods. The data used in our analysis is recovered from
source control systems using techniques documented else-
where [13].
An assumption of our analysis is that each change set
contains only changes that are related (i.e., changes that fo-
cus on a specific areas of work within a time period). In
principle, it is possible that a developer may ’check in’ sev-
eral unrelated files together. For our purposes, we assume
that this occurs rarely. We believe that this is a reasonable
assumption based on the development process employed by
the studied open source projects and discussions with open
source developers [2, 17, 27]. In most open source projects,
access to the source code repository is limited. Only a few
selected developers have permission to submit code changes
to the repository. Changes are analyzed and discussed over
newsgroups, email, and mail lists before they are submit-
ted [3, 18, 29]. We believe that this review process re-
duces the possibility of unrelated changes being submitted
together. Moreover, the review process helps ensure that
changes contain all relevant files.
4 Computing Canonical Changes
Our technique for computing canonical sets is described
in our previous work [20], where we presented a framework
for reducing a set of features to a smaller subset called the
stable bounded canonical set. In the context of change lists
we refer to this subset as the canonical changes. The set of
canonical changes contains changes that are as dissimilar as
possible. Also, the changes in the set of canonical changes
are most like the changes not in the set. More formally, our
notion of the canonical set is the subset with the following
properties; members of the set are minimally similar, mem-
bers of the set are maximally similar to changes not in the
set, and members of the set are maximally stable (according
to some measure).
Figure 1. Canonical Set Edges: Intra edges
are denoted by red, Cut edges are denoted by
blue.
The canonical set is a highly representative subset ob-
tained through an optimization process that takes into ac-
count the structure of the relationships between the changes.
The structure of the change lists is encoded into a graph
where each change is represented as a vertex. Edges have
weights corresponding to the similarity between their ver-
tices as measured by the method described in Section 4.1.
The framework permits a weight to be associated with each
vertex that indicates the relative stability of the vertex. For
the work described here, we assign equal weights to all of
the vertices (i.e. all changes are considered equally stable
and hence important).
To formulate the problem, we refer to edges that have
both endpoints in the canonical set as intra edges (See Fig-
ure 1). We refer to edges that have one endpoint in the
canonical set and the other outside of it as cut edges. The
canonical set can then be described as the subset of vertices
such that sum of the weights of the intra edges is minimized,
the sum of the weights of the cut edges is maximized, and
the sum of the weights of the vertices in the canonical set
is maximized. Thus the canonical set is a subset of the ver-
tices in the graph that best represents the graph with respect
to the similarity and stability measures.
Graph optimization problems such as this are known
to be intractable [10]. The work of Goemans and
Williamson [11] on the MAX-CUT problem in graphs
showed semidefinite programming (SDP) relaxations to be
useful in obtaining improved approximation algorithms for
several optimization problems. Using similar techniques,
we formulate the canonical set problem as an integer pro-
graming problem, and then relax it to a semidefinite pro-
gram. We then use an off-the-shelf SDP solver [26] to find
an approximate solution. For details of this procedure the
reader is referred to our previous work [20, 6, 5].
4.1 Similarity Measure
In order to compute the similarity between commits we
considered the Jaccard coefficient. The Jaccard coefficient
is a measurement of asymmetric information on binary vari-
ables. For our purpose we compute the coefficient as:
J(X,Y ) =
|X ∩ Y |
|X ∪ Y |
where X and Y represent individual commits. That is, they
are sets of files representing a single commit. We compute
the similarity for each pair of commits in order to obtain the
similarity matrix for the calculation of the canonical set.
4.2 Application of Canonical Sets to Change Lists
In order to gain a better understanding of how canoni-
cal sets can be applied to change lists, let us consider an
example of changes applied to a software system. Given
m unique changes applied to a system listed as the files al-
tered as part of that change, we can compute a similarity
of that change to all the changes that occurred during that
time frame. We list these similarity measures in a m by
m matrix where the diagonal is perfect similarity. Each row
and column represents a different change. The measures are
computed using the Jaccard coefficient.
We then compute, based on this matrix of similarity mea-
sures, the canonical changes of the period. We do not define
a minimum or maximum number of changes to find, and
leave that determination up to the canonical set solver. This
is very important in that we are told how many changes,
from the given set of changes, are needed to represent all
the changes that took place during the period. Furthermore,
we are provided with which changes best represent all the
changes of the period.
Returning to our example of the changes applied to a
software system we may find that all the changes are very
dissimilar, and have no files in common. Such a situation
would cause our solver to give back the entire set of changes
as canonical as it would require all the changes to repre-
sent the entire set. On the other hand, if we had a majority
very small changes with a few files each, and one very large
change that incorporated all the files of the other changes,
then our solver would provide us with that one large change
as it best represents the entire set of changes. However, nei-
ther of these two cases is likely, as changes are localized
into sets of files by standard design practices.
5 Approach
In this section we define our approach to analyze source
control repositories to extract the evolution of large software
systems. Using the lists of changes applied to a software
system over its development life-cycle we aim to answer
several questions. Using canonical sets permits us to find
canonical changes so that we can answer these questions
about the life-cycle of system.
Firstly, we wish to determine the types of changes that
were made during each period of the software’s develop-
ment cycle. In order to do this we must first identify the
length of the period we wish to address and select the
changes for each period of the system.
As compared to the work presented by Hassan and Holt,
we base our work on the idea that the length of different
periods need not be constant. We can divide the lifetime of
a software system into successive periods of time as week,
month, year, or any arbitrary time frame. In the context of
our approach we chose periods of 3 months, where periods
are defined as development up to the time in consideration.
Following partitioning the development life cycle of the
system into periods, we compute the canonical changes of
the period using the Jaccard similarity measure. The canon-
ical changes represent the main types or clusters of changes.
These are the changes that have the property of being most
dissimilar to one another, but very similar to those changes
not represented in the set of canonical changes. The canon-
ical changes of a period are highly representative of the
changes applied to the system in that period.
Furthermore, the advantage of finding the canonical
changes as opposed to a histogram of files represented in
each change is that the canonical changes actually represent
all the changes of the period that have been applied to the
system. A histogram on the other hand, simply measures
the frequency of files in each change.
It is also important to note that the number of changes
applied to a system does not skew the results of the canon-
ical changes, a very important feature of our approach. For
example, let us consider two sets of developers working on
the same features; one commits their changes to a source
control repository frequently, the other does not. Assume
that both groups are working on the same general areas, and
the frequently committing group has 200 commits in the pe-
riod, whereas the other has 50. In both cases the approach of
taking the canonical changes will provide us with the same
general clusters. The importance of this is even more exag-
gerated and likely when there are many developers working
on different areas of a project in the same period with differ-
ent styles of commit. Given a mix of developers, some who
commit frequently, and others who do not, if we were to use
the approach of a histogram we would have a false sense of
importance on the areas that the developers who committed
frequently worked on. Using canonical changes we would
obtain the same change clusters regardless of the frequency
of commits.
Next, using a clustering technique, we determine the dis-
tribution of the changes that were applied to the system with
respect to the canonical changes of each period. That is, we
classify all the changes that are not canonical in a period as
being in one of the change clusters associated with a canon-
ical change. We use the Jaccard similarity once again to de-
termine the change clusters to which each change belongs
by associating each change with its nearest neighbor in the
set of canonical changes. This gives us not only the change
clusters and the size of each cluster, but by proxy, a measure
of effort distribution.
In order to characterize the change clusters as new, we
check if whether in the previous periods of development,
there have been similar changes, or has this same change
cluster been represented previously. We determine this by
counting how many of the canonical changes of a period
have been previously represented. For each period, we
compare its canonical changes with the canonical changes
of every period previous to it, and compute the canoni-
cal changes of the union of the canonical changes of those
two periods. Based on the results of these period-by-period
comparisons, we can determine if a change cluster has not
been previously seen, indicating new feature development,
or significant reimplementation of code. We refer to these
changes as new change clusters over time.
Similarly, we can determine whether the focus of the de-
velopment from one period to the next has changed. Not
only can observe that from one period to the next the fo-
cus of development went from maintenance to new devel-
opment, but we can state that the focus of development went
from maintaining a particular set of features, and develop-
ing another set of new features, to maintaining a possibly
another set of features. We compute the new change clus-
ters relative to the previous period, which indicate a stabil-
ity of development, as mentioned. If from one period to
the next the change clusters remain constant, the develop-
ment is fairly stable; however, if they shift, and we see a
significant number of new canonical changes relative to the
previous period then we can assume the focus has changed.
In addition, if we have an intersection of change clusters
over time and relative to the previous period we observe the
implementation of new features.
Based on these findings, we are able to make conclusions
regarding the development life cycle of a software system as
well as draw conclusions regarding it without having previ-
ous knowledge of the system. We can then go to the revision
history, and corroborate this information to see what new
features have been implemented. In the following section
we provide a case study of PostgreSQL, where we use this
approach and justify our conclusions with the development
history.
6 Case Study
To demonstrate the feasibility of our our approach,
we analyzed the entire software life-cycle of the open
source object-relational database, PostgreSQL. PostgreSQL
is marketed as an alternative to commercial database sys-
tems such as MSSQL and DB2, as well as a more robust
option to other open source systems like MySQL and Fire-
bird. Our analysis of PostgreSQL begins with its first formal
release, version 6.0. Previous to that release, PostgreSQL
was referred to as Ingres.
In evaluating PostgreSQL, we chose to use periods of
three months to find canonical changes. We experimented
with various other time frames and found that a time frame
shorter than 3 months (1-2 months) produced similar re-
sults, whereas a longer time frame did not provide sufficient
information to draw conclusions about the progress of the
development of PostgreSQL.
Given the list of all changes, in the form of the set of all
CVS source code commits for a given time period, we com-
puted the canonical changes. This is the set of changes such
that the individual changes in that set are most dissimilar to
one another, and also have the property that they are very
similar to changes not in the set. In other words, the canon-
ical changes for a period is the smallest set of changes that
best characterizes all the changes of that period.
Figure 2. Number of Identified Change Clus-
ters of PostgreSQL by Period
Figure 2 shows the number of change clusters that our
approach identified for each development period in the life-
time of PostgreSQL. The figure lists the major release num-
ber for each corresponding period. The number of change
clusters reveals the varying amount of change activities dur-
ing each time period. We did not restrict our canonical
solver to return a specific number of canonical changes. In-
stead, the returned canonical changes that form the basis of
the change clusters are due to the inherent relationship be-
tween changes durring the development process during each
time period.
To uncover any overall global trends in our results, we
fitted linear and polynomial (of degree 6) trendlines to our
data. The linear trendline (dotted line) shows a slight down-
ward trend. This indicates that PostgreSQL’s development
activity has remained active over time at a reasonably con-
stant rate. Examining Figure 2, we note that the polynomial
trendline (solid line) shows a similar trend except toward the
7.2 release where we see a decline in the number of canoni-
cal clusters. We believe this decline is likely due to missing
change data for the 22nd period.
In addition to the global trends, we noticed in Figure 2 a
significant rise in the number of change clusters in several
periods following a release when compared to the prior pe-
riod. Moreover we note a decline in the number of change
clusters in a period preceding a release when compared to
the prior period’s. Between releases 7.0 and 7.1 or 7.1 and
7.2, we can see an increase in the number of change clus-
ters as development commences and we note a decline as
development for the release winds down. This is proba-
bly because the development of the system began with a
focus on several new areas, and as the release approaches,
the focus shifts to fewer and fewer areas. Intuitively, this
is expected since as goals for the release are accomplished,
they are no longer worked on. As a release approaches you
do not add any new work, what is commonly known as a
“feature freeze”.
In order to examine the stability of development we
can consider the number of new change clusters introduced
from one period to the next. This indicates a time continu-
ous progression of development; that is, how often the focus
of development changes. It is desirable that a reasonable
balance is achieved between working on old activities and
pursuing new activities. This balance would ensure that de-
velopment of a product progresses smoothly with new fea-
tures being added and old features being maintained and
enhanced.
If the development from one period to the next is very
stable, and the change clusters for the two periods do not
differ dramatically, this is a good indicator that the focus of
development between the two periods has not changed sig-
nificantly. However, if the canonical changes differ signifi-
cantly, the focus of development has changed. This could be
due to the introduction of new features in the software sys-
tem, the updating of previous features, or the reimplemen-
tation of previous code. Our goal is to differentiate between
maintenance or enhancement activities, and the introduction
of new features.
Figure 3 shows the percentage of new change clusters
in a period relative to the preceding period. Using the
same analysis as the previous figure, we fitted linear and
polynomial trendlines. Both trendlines are showing a con-
stant rate with a slight downward trend for the data. This
trend indicates that the development team is working on
new activities/features while continuing work on old activi-
ties/features. Moreover a closer analysis of the data reveals
that for most periods following a release there is a rise in
the percentage of new change clusters. Unfortunately, this
Figure 3. Percentage of New Change Clusters
in a Period Relative to the Preceding Period
for PostgreSQL
trend is not consistent across all releases. Releases 6.0 and
6.1 are all done within a single period. Furthermore, the
period following release 7.0 exhibits drop in the percent-
age of new change clusters. It is interesting to note that the
periods between releases 6.5 and 7.1 (in particular periods
13-16) exhibit a rather high percentage of new change clus-
ters when compared to the other periods in the lifetime of
PostgreSQL. These few periods with a high percentage of
new change clusters could be attributed to the work done
in the 6.5 release to permit the team to add features more
frequently. The release notes for release 6.5 support our
position:
“This release marks a major step in the develop-
ment team’s mastery of the source code we inher-
ited from Berkeley. You will see we are now easily
adding major features, thanks to the increasing
size and experience of our world-wide develop-
ment team. ”
To further corroborate this quote, we examine Figure 2
and note that periods 1 to 7 exhibited a drop in the amount
of change clusters/activities that the PostgreSQL team was
able to work on. Following the work done in release 6.5 the
team was able to consistently work on more change clus-
ters and was able to work on more new change clusters over
time. These findings match well with the problems that the
PostgreSQL team has noted (slower development progress).
Their refactoring work in release 6.5 has helped them ad-
dress this concern well. Clearly, the increase in the number
of developers working on the project could explain some
of the trends that we noticed. Nevertheless we believe that
the larger number of developers is not sufficient to justify
these trends since a brittle code base is likely to suffer many
problems that would slow down the progress of the project.
An increase in the number of developers does not imply im-
proved efficiency in the refactoring process if the code is
fragile.
In order to show conclusively that new features are ac-
tually being implemented or reimplemented (which in the
context of our approach is viewed as a new feature being
implemented with same or similar functionality), we see if
a change cluster is considered new over the entire lifetime
of the software’s development. Similarly to the process of
determining new change clusters relative to the previous pe-
riod, we see whether a change cluster has been represented
in any previous periods.
Figure 4. Number of New Change Clusters
Over Time of PostgreSQL
Figure 4 shows the percentage of new change clusters in
a period relative to all prior periods. The trendlines in the
figure show the following characteristics:
1. There is a downward trend in the addition of new fea-
tures in the PostgreSQL project. This downward trend
of adding new features may indicate the project’s ma-
turity over time as the focus shifts from adding new
features to mainly servicing small enhancements and
bug fixes[22]. The constant rate of work (i.e., change
clusters), shown in Figure 2, indicates that develop-
ment in the project is still continuing at a constant rate
but with development focus shifting into more mainte-
nance and servicing.
2. Examining the polynomial fit (solid line), it appears
that following release 7.0 the work on new change
clusters have slowed down drastically. Consulting the
release notes for the following releases shows that
these releases focused on optimizing the database to
handle large workload and on removing many limita-
tions. To achieve these goals, the releases are likely to
focus more on reworking old features and enhancing
them instead of adding new features.
Once we have the change clusters for a period we can
determine the distribution of changes with respect to the pe-
riod’s clusters. For example in period 3, there are 8 change
clusters. However, it may not be that changes in these clus-
ters are evenly distributed; in fact, it is very unlikely that is
the case. In order to determine the distribution of changes
between the different change clusters, we consider all the
changes of the period and associate each change with it’s
nearest neighbor in the set of canonical changes using the
similarity measure we already computed to determine those
canonical changes. In period 3 we can see that the distribu-
tion of the change clusters is largely in one area (at one-third
of the effort distribution) with the rest of the clusters being
fairly evenly distributed. This measure in actuality is, by
proxy, a measure of the effort distribution for the period.
We can see the distribution in Figure 5.
Figure 5. Distribution of Changes in Period 3
Between Identified Change Clusters of Post-
greSQL
Using this information we can determine how much
change occurred in a specific area. Rather than simply stat-
ing that there were 8 change clusters, we can actually state
how much of the overall changes were represented in each
of these 8 clusters. In the example of period 3, we can fur-
ther characterize each of these clusters as new and old de-
velopment using the number of new canonical changes over
time. The last 4 items in the graph can be characterized as
old (maintenance) and the first 4 as new development. This
provides a more refined view of the status of development
for a given period.
7 Related Work
The work presented in this paper analyzes historical
project information stored in software repositories, such as
source control repositories, to derive a characterization for
different time periods throughout the lifetime of a software
project. We now briefly overview previous work and con-
trast our approach to such work.
Works by Lehman [14], Godfrey [16], and Gall [9] et al.
measure global software metrics such as LOC and number
of changes to recognize areas and periods of rapid and slow
evolution. Such approaches cannot recognize how periods
relate to each other or what are the main work activities
within specific periods. For example, even though a time
period had thousands of changes all the changes could be
mapped to mainly developing a single feature or a limited
set of features.
Hassan and Holt [12] propose measuring the spread
of changes over the files or subsystems of software sys-
tem. Their intuition is that periods with changes spread
out through the source code are good indicators of devel-
opers working on a large number of activities concurrently
(e.g., bugs or features) in the same time. In contrast to our
presented approach, their approach does not give actual ex-
amples of the activities. Their approach simply states that
too much work is being done but it cannot give example
changes that characterizes the different work activities. Fur-
thermore, they do not investigate how work activities within
different periods relate to each other, i.e., whether work ac-
tivities during a time period represent continuation of old
work activities or if they represent new activities.
Lientz et al. [15] present the results of a survey that de-
scribes the amount of effort in large software projects allo-
cated to the different maintenance categories such as per-
fective, adaptive, etc. Recent work by Schach et al. [24]
explored the results of the survey though manual analysis
of source control data. The presented approach can auto-
matically compare the work activities across time periods
in the lifetime of a software project. The approach can de-
termine whether activities are new development or continu-
ation of old work. The old work activities could be consid-
ered as maintenance activities. An automated lexical analy-
sis, such as the one used by Mockus and Votta [19], can be
employed to divide modifications into different categories
(such as adaptive maintenance or inspection maintenance)
based on the content of the detailed message attached to a
modification.
Barry et al. [1], and Xing and Stroulia [28] character-
ize different time periods within a project’s lifetime using a
combination of characteristics about the spread of changes,
the amount of changes, the effect of the changes on the de-
pendencies structure. In contrast to our approach, the afore-
mentioned work simply describes a single major develop-
ment focus during a time period such as rapid development,
restructuring, etc. The aforementioned work is not able to
identify the few main work activities with a time period
such as work to implement particular features.
8 Future work
First, we would like to analyze more software systems
using our approach in order to find more general trends.
This will not only demonstrate further that our approach
is effective in objectively and quantifiably characterizing
the evolution of a software system, but also may reveal
trends that we did not expect to see.Considering systems
with varying longevity would allow us to determine what
trends are typical for different length projects.
The canonical set framework allows for the weighting
of elements more heavily than others, providing a saliency
measure. In this work, we assumed that all changes were as
important as all other changes, which is more than likely not
the case. In our future work we hope to correlate features
with change sequences and provide a measure of saliency
such that it is higher for features that have been part of the
system for a longer period of time, are more critical to the
system, or have been updated more frequently.
In addition, we would also like to examine systems based
on varying period lengths. Rather than partitioning periods,
as we did in this paper, to a fixed time frame, we would like
to partition the life-cycle of a system into varied lengths.
This would allow a manager to answer questions such as:
“how has the development of my system evolved in the past
2 months as compared to the previous year?”
In terms of planning for future development, we would
like to be able to provide managers with information so that
they can anticipate not only the type of development, which
would in and of itself be very useful, but the areas in which
development will occur. This could be achieved by recog-
nizing previous patterns of canonical changes. This would
allow managers to more appropriately assign tasks to devel-
opers based on the upcoming needs of development on the
system.
Lastly, it would be beneficial to testing teams to consider
bug fixes and bug counts in our analysis. If we could cor-
relate the introduction of new code and new bugs as well
as when maintenance work is primarily bug fixes we could
again aid managers in assigning work tasks more appropri-
ately. Currently, as we saw in the case study of PostgreSQL,
we are able to assume reimplementation of code on a large
scale.
9 Conclusions
A good understanding of the progress of code change ac-
tivities in large software projects is essential to ensure that
managers can monitor the progress of a project and plan
future activities. In this paper we presented an approach
to characterizing the evolution of software systems and pro-
viding managers with an understanding of change activities.
The approach of using canonical sets not only allows
managers to determine what change activities are being fo-
cused on during a given period, but also provides more in-
formation. Specifically, it provides managers with the num-
ber of areas where changes have been applied to a software
system. This allows them to see when the development
team has focused on several activities or just on few. It also
shows what those activities are by providing representative
examples of them.
We can also identify when code maintenance, or refac-
toring work is being performed as compared to new de-
velopment on the software system. We can then list what
development occurred and when it occurred. Comparing
the canonical changes of two consecutive periods provides
similar information depicting how the focus of development
changes from one period to the next.
Using this information, and a clustering technique, we
are able to show the distribution of changes between iden-
tified change clusters. The number of changes and the
number of change clusters individually are only capable of
showing how much change occurred in a system and what
the change areas were respectively. However, neither or
them can depict the distribution of change activity. By ap-
plying a clustering technique we are able to show the distri-
bution of changes with respect to individual change clusters,
which can be inferred as a distribution of effort.
The advantages of using canonical sets to depict software
evolution lie in its ability to define the number of change
clusters as well as represent those change clusters by exam-
ple. It does not rely on the frequency of commits as a his-
togram would but more definitively provides the canonical
changes by exploiting the inherent structure of the changes
made during a time period. It is capable of accurately de-
picting the change activity of a period without being skewed
by the commit frequency of developers. Our approach not
only avoids human intervention with its objectivity but also
quantitatively characterizes trends in software systems that
would require in depth knowledge of the entire life-cycle of
the system.
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