This paper is concerned with finding an optimal algorithm for minimizing a composite convex objective function. The basic setting is that the objective is the sum of two convex functions: the first function is smooth with up to the d-th order derivative information available, and the second function is possibly non-smooth, but its proximal tensor mappings can be computed approximately in an efficient manner. The problem is to find -in that setting -the best possible (optimal) iteration complexity for convex optimization. Along that line, for the smooth case (without the second nonsmooth part in the objective) Nesterov proposed ([18], 1983) an optimal algorithm for the first-order methods (d = 1) with iteration complexity O 1/k 2 and recently ([20], 2018) a high-order tensor algorithm with iteration complexity O 1/k d+1 . In this paper, we propose a new high-order tensor algorithm for the general composite case, with the iteration complexity of O 1/k (3d+1)/2 , which matches the lower bound for the d-th order methods as established in [20, 24] , and hence is optimal. Our approach is based on the Accelerated Hybrid Proximal Extragradient (A-HPE) framework proposed by Monteiro and Svaiter in [17], where a bisection procedure is installed for each A-HPE iteration. At each bisection step a proximal tensor subproblem is approximately solved, and the total number of bisection steps per A-HPE iteration is shown to be bounded by a logarithmic factor in the precision required.
1 Introduction.
In this paper, we consider the following composite unconstrained convex optimization:
where f is differentiable and convex, and h is convex but possibly non-smooth. In this context, we assume that convex tensor (polynomial) proximal mappings regarding h can be approximately computed efficiently. Given that structure, a fundamental quest is to find an optimal algorithm that solves the above problem, using the available derivative information of the smooth part f .
In case F (x) = f (x), and only the gradient information of f is available, Nesterov [18] proposed a gradient-type algorithm, which achieves the overall iteration complexity of O(1/k 2 ), matching the lower bound on the iteration complexity of this class of solution methods, hence is known to be an optimal algorithm among all the first-order methods. Since Nesterov's seminal work [18] , especially in the recent years when the large scale machine learning applications have come under the spotlight, there has been a surge of research effort to extend Nesterov's approach to more general settings; see e.g. [1, 7, 12, 9, 23] , and/or to incorporate certain adaptive strategies to enhance the practical performances of the acceleration; see e.g. [13, 22, 8] . At the same time, there has also been a considerable research effort to fully understand the underpinning mechanism of the first-order acceleration phenomenon; see e.g. [3, 25, 26, 27] .
When the Hessian information is available, Nesterov [19] proposed an acceleration scheme for cubic regularized Newton's method, and he showed that the iteration complexity bound improves from O 1/k 2 to O 1/k 3 . A few years later, Monteiro and Svaiter [17] proposed a totally different acceleration scheme, which they termed as Accelerated Hybrid Proximal Extragradient Method (A-HPE) framework, and they proved that if the second-order information is incorporated into the A-HPE framework then the corresponding accelerated Newton proximal extragradient method has a superior iteration complexity bound of O 1/k 7/2 over O 1/k 3 . In 2018, Arjevani, Shamir and Shiff [24] showed that O 1/k 7/2 is actually a lower bound for the oracle complexity of the second-order methods for convex smooth optimization. This shows that the accelerated Newton proximal extragradient method is an optimal second-order method.
As evidenced by the special cases d = 1 and d = 2, there is a clear tradeoff between the level of derivation information required and the overall iteration complexity improved. Therefore, a natural and important question arises:
What is the exact tradeoff relationship between d and the worst-case iteration complexity?
Such question has been in fact raised and addressed in some way in recent works [2, 5, 6, 15] in the context of nonconvex optimization. For convex optimization, Nesterov [20] extended the accelerated cubic regularized Newton method to the general high-order case (which he called the Accelerated Tensor Method) with the iteration complexity of O 1/k d+1 , where d is the order of derivative information used in the algorithm. Jiang, Lin and Zhang [11] extended Nesterov's approach to accommodate the composite optimization (1.1) and relaxed the requirement on the knowledge of problem parameters such as the Lipschitz constants and the requirement on the exact solutions of the subproblems while maintaining the same iteration bound as in [20] . Along the line of bounding the worst case iteration complexity using up to the d-th order derivative information, there have also been significant progresses as well. Arjevani, Shamir and Shiff [24] showed that the worst case iteration complexity of any algorithm in that setting cannot be better than O 1/k (3d+1)/2 . A simplified analysis of the bound can be found in Nesterov [20] . So, there was a gap between the achieved iteration bound O 1/k d+1 and the best possible bound of O 1/k (3d+1)/2 . Clearly at least one of the two bounds is improvable. In this paper, we aim to settle the above theoretical quest by providing a new implementable algorithm whose iteration complexity is precisely O 1/k (3d+1)/2 . As a result, the tradeoff relationship discussed above is pinned down to be exactly O 1/k (3d+1)/2 .
Our algorithm is based on the A-HPE framework of Monteiro and Svaiter [17] , which is presented as Algorithm 1 in this paper. In fact, our algorithm specifies a way to generate an approximate solution through the use of high order derivative information by Taylor expansion. In each iteration, such approximate solution is computed by means of a bisection process. At each bisection step, a regulated convex tensor (polynomial) optimization subproblem is approximately solved. Moreover, we show that, to implement one A-HPE iteration, the number of bisection steps -each calling to solve a convex tensor subproblems -is upper bounded by a logarithmic factor in the inverse of the required precision. Our bisection procedure is similar to the one proposed in [17] for the case d = 2; however, a key modification is applied which enables the removal of the so-called "bracketing stage" used in [17] .
The rest of the paper is organized as follows. In Section 2, we introduce some preliminaries including the assumptions and the high-order oracle model used throughout this paper. Then we present our optimal tensor method and its iteration complexity analysis in Section 3. The line search subroutine being used in the main procedure of our optimal tensor method is presented and analyzed in Section 4. Finally, some technical proofs and lemmas are provided in the appendix.
2 Preliminaries.
Notations.
We denote ∇ d f (x) to be the d-th order derivative tensor at point x of function f with the (i 1 , ..., i d ) component given as:
Given a d-th order tensor T and vectors z 1 , . . . , z d ∈ R n , we denote
For given z k+1 , . . . , z d , T [z k+1 , . . . , z d ] is a k-th order tensor with the associated (i 1 , · · · , i k ) component defined as:
One has
As a matter of convention, for quantities x and y, we use the notation y = Θ(x) to indicate the relation that there are positive constants a and b such that ax ≤ y ≤ bx. If a is absent, then we shall indicate the relation as y = O(x).
High-Order Oracle Model and Regularized Tensor Approximation.
In this paper, we consider the following high-order oracle model and the algorithm we are going to propose is such oracle model.
d-th Order Oracle Model
• f is d times Lipschitz-continuous and differentiable with Lipschitz constant L d for d-th order derivative tensor; i.e.
2)
where the left side is the d-th order tensor operator norm.
• Given any x, the oracle returns f (x), ∇f (x), ∇ 2 f (x), ..., ∇ d f (x).
• At iteration k, x k is generated from a deterministic function h and the oracle's responses at any linear combination of x 1 , x 2 , ..., x k−1 and
Recall that the exact proximal minimization at point x with stepsize λ > 0 is defined as
To utilize all the derivative information, we consider the regularized tensor approximation of f (y) at point x:
where M > 0 is the parameter of the high-order regularization term y − x d+1 . Then, by (2.2) and the Taylor expansion, we can bound the gap between f x (·) and f (·) for any x (see Nesterov [20] ):
Therefore, it is natural to consider the tensor approximation of (2.3):
Note that the unique solution y of (2.5) is characterized by the following optimality condition:
For a scalar ǫ ≥ 0, the ǫ-subdifferential of a proper closed convex function h is defined as:
With the above notion in mind, let us consider the following approximate solution for (2.6) (hence (2.5)).
Obviously, if (y, u) is the solution pair of (2.6), then (y, u, 0) is aσ-approximate solution of (2.5) at (λ, x) for anyσ ≥ 0. In the rest of our analysis, we assume the availability of a subroutine which, for given (λ, x) andσ > 0, returns aσ-approximate solution (y, u, ǫ). Let us call this subroutine ATS (Approxmiate Tensor Subroutine). In the case F (x) = f (x), ATS is invoked in every iteration of the algorithm proposed by Nesterov [20] . In this paper, we consider the general composite case F (x) = f (x) + h(x), and a proximal version of ATS is called in each step of the bisection search, which itself is a subroutine in the main procedure of our algorithm.
3 The Optimal Tensor Method.
The tensor algorithm and its iteration complexity.
Our bid to the optimal tensor algorithm is based on the so-called Accelerated Hybrid Proximal Extragradient (A-HPE) framework proposed by Monteiro and Svaiter [17] for problem (1.1), whose main steps can be schematically sketched below:
Algorithm 1 A-HPE framework STEP 1. Let x 0 , y 0 ∈ R n , 0 < σ < 1 and θ > 0 be given, and set A 0 = 0 and k = 0. STEP 2. If 0 ∈ ∂F (y k ), then STOP.
STEP 5. Set k ← k + 1, and go to STEP 2.
In the following, we quote some technical results derived in [17] for A-HPE. Since our proposed algorithm is within that framework, the results in Lemma 3.1 hold true for our method as well, and they will be used in the subsequent analysis.
Lemma 3.1 Suppose the sequence {x k , y k ,x k ,ỹ k } is genernated from Algorithm 1. Letx 0 be the projection of x 0 onto the set of optimal value points X * , F * be the optimal value, and D be the distance from x 0 to X * . Then for any integer k ≥ 1, it holds that (Theorem 3.6 in [17] ),
Furthermore, A k and λ k has the following relation (Lemma 3.7 in [17] ), 5) and the distance between y k andx 0 can be bounded as follows (Theorem 3.10 in [17] ),
Now we are ready to propose our optimal tensor method in Algorithm 2.
Algorithm 2
The optimal tensor method
If v k ≤ρ and ǫ k ≤ǭ, then STOP. Else, go to STEP 3.
and
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Set k ← k + 1 and go to STEP 2.
At this point, neither Algorithm 1 nor Algorithm 2 has been shown to be implementable. In fact, STEP 3 in both algorithms presented above remain unspecified. It is even unclear why such solutions as required by STEP 3 exist at all. In Section 4, we shall establish a practical implementation of STEP 3 in Algorithm 2 via the Approximate Tensor Proximal (ATP) mappings in combination with a line-search subroutine. First, let us remark that Algorithm 2 is indeed a specialization of A-HPE. For simplicity, we let y k+1 =ỹ k+1 in STEP 4 of Algorithm 1. Because (y k+1 , u k+1 , ǫ k+1 ) is aσ-approximate solution at (λ k+1 ,x k ), one has that u k+1 ∈ (∇fx k + ∂ ǫ k+1 h)(y k+1 ), and so we have
which satisfies (3.1). To establish (3.2), we need the following proposition.
Consequently,
Proof. First of all, according to Lemma 2.1, it follows that
Combining the above inequality with (2.7), one has that
proving the first inequality. Then, by the left hand side of (3.7), λ L d +M d! y −x d−1 ≤ σ u , and so the second inequality follows.
We summarize the above discussion in the theorem below.
Theorem 3.3 Algorithm 2 is a manifestation of the A-HPE framework, and thus the results of Lemma 3.1 hold for the sequence generated by Algorithm 2.
Before addressing the implementation of STEP 3 in Algorithm 2, let us first present the overall iteration complexity of Algorithm 2, assuming STEP 3 could be implemented. The key here is to obtain a lower bound on A k , as the following theorem stipulates.
is generated from Algorithm 2. Then for any integer k ≥ 1, it holds that
(3.13)
The next iteration complexity result readily follows from Theorem 3.4, whose proof will be the subject of Subsection 3.2.
Theorem 3.5 Let D be the distance of x 0 to X * . Then, for any integer k ≥ 1, the iterate y k generated by Algorithm 2 satisfies:
Proof. Combining (3.3) and (3.13) yields that
The above theorem establishes the O(1/k 3d+1 2 ) iteration complexity for Algorithm 2. Since Algorithm 2 falls into the category of the High-Order Oracle Model, whose iteration complexity has a lower bound of O(1/k 3d+1 2 ); see Arjevanim, Shamir and Shiff [24] and Nesterov [20] . The worst-case iteration complexity of Algorithm 2 matches this lower bound and it is therefore an optimal method.
Proof of Theorem 3.4
To establish the lower bound of {A k } ∞ k=1 in Theorem 3.4, we first provide a recursive bound as an intermediate step.
Proof. Suppose {x k , y k ,x k } is the sequence generated by Algorithm 2. Then, according to (3.4) and
which together with the left hand side of (3.7) implies
By the definition of p and q, we have 1 p + 1 q = 1. Using Hölder's inequality, together with (3.15), we have 
Finally, by (3.5) we obtain
Proof of Theorem 3.4. Let p, q and C be defined as in Proposition 3.6. Construct {B k } such that
Next, we shall apply induction to show that for any k ≥ 1,
Then, by the induction hypothesis and (3.14) it holds that
where the last inequality follows from
Let us further simplify the expression. First of all, from the definition of T and B i , one observes that
Then, the construction of q and r i implies that 
and lim i→∞ r i = 3d+1 2 . Finally, by letting i → ∞ in (3.16) and using the definition of C in (3.15), we have
Comparison with Nesterov's Accelerated Tensor Method.
In Nesterov's accelerated tensor method [20] , an auxiliary function
with l k being some linear function, is constructed to satisfy
In fact, the function ψ k (x) serves as a bridge to guarantee the following relation:
In the implementation of high-order A-HPE framework, it is crucial to ensure that condition (3.7) is satisfied. In the remainder of the paper, we shall focus on how to satisfy (3.7) in STEP 3 of Algorithm 2. Our bid is to use bisection on a parameter λ (to be introduced later), while calling a Approximate Tensor Proximal (ATP) mapping subroutine. Observe thatx, which is the point to define fx(y) in (2.4) to approximate the smooth function f (y), is indeed heavily dependent on λ. In other words, we need to search for the point where the Taylor expansion (2.4) is to be computed. This is a key difference between the A-HPE framework and Nesterov's approach [20] . Once condition (3.7) is satisfied, then inequality (3.3) would follow, which leads to the following tighter estimation than (3.21):
. The above inequality also gives an upper bound on β k . Together with the lower bound (3.6) this gives a better lower bound on A k , namely
2 ), which leads to the optimal iteration complexity presented in Theorem 3.4.
A Line Search Subroutine and Its Iteration Complexity.
After establishing the overall iteration complexity for Algorithm 2, it remains to find a way to implement STEP 3 of the algorithm. In this section we discuss how this can be done, from a special case to the general one. The idea is better illustrated by considering the special case. Finally, for the general composite objective function, assuming the tensor proximal mapping regarding h(x) is possible, our approach is based on a line-search procedure for the point on which the Taylor expansion is computed.
The Non-Composite Case.
Let us first consider a special case for Algorithm 2 where F (x) = f (x) in the objective function and y k+1 is the exact solution of the following convex tensor proximal point problem:
We shall discuss how to find λ k+1 to satisfy the alternative condition in STEP 3 of Algorithm 2.
Note that for fixed x k and y k ,x k and y k+1 are uniquely determined by λ k+1 . Therefore the functions x k (λ) and y k+1 (λ) are continuous with respect to λ (where we denote λ k+1 to be λ). Next, we show that:
(ii) Either there exists an increasing sub-sequence λ j ↑ ∞, such that λ j y k+1 (λ j ) −x k (λ j ) d−1 → ∞ as j → ∞, or there existsλ such that ∇f (y k+1 )(λ) ≤ρ for any λ ≥λ.
Observe that
is a convex combination of x k and y k . Letting λ → 0 in the above inequality leads to y k+1 (λ) −x k (λ) 2 → 0, which implies λ y k+1 (λ) −x k (λ) d−1 → 0 as λ → 0, proving (i).
To prove (ii), it suffices to show that if the "either" part does not hold, then the "or" part must hold. In this case, there must exist C 1 > 0 such that when λ → ∞, λ y k+1 (λ) −x k (λ) d−1 ≤ C 1 , and thus y k+1 (λ) −x k (λ) → 0. Moreover, for any λ > 0 the optimality condition is
Letting λ → ∞ in the above identity yields that ∇fx k (λ) (y k+1 (λ)) → 0. Recall that in this case we have y k+1 (λ) −x k (λ) → 0, thus ∇f (y k+1 (λ)) → 0 proving the "or" part.
To summarize, either we have λ y k+1 (λ)−x k (λ) d−1 → 0 as λ → 0 and λ j y k+1 (λ j )−x k (λ j ) d−1 → ∞ as j → ∞, which guarantees the existence of λ to satisfy (3.7) due to the continuity of λ y k+1 (λ)−x k (λ) d−1 on λ. Or we have a λ k+1 such that ∇f (y k+1 )(λ) ≤ρ. In this case, since h(x) is not present, u k+1 = ∇fx k (y k+1 ) and ∇f (y k+1 ) + u k+1 − ∇fx k (y k+1 ) = ∇f (y k+1 ) ≤ρ. Therefore, we have shown that the alternative condition in STEP 3 is actually satisfied.
A Bisection Subroutine.
To present the algorithm that computes λ satisfing the conditions in STEP 3, we first construct β k+1 = a k+1
A k +a k+1 . From (3.9), we can see that λ k+1 = a 2 k+1 A k +a k+1 . Therefore, we are able to represent λ k+1 andx k by means of β k+1 :
In the k-th iteration, we denote
Its inverse on the domain λ > 0 is
which is monotonically increasing.
We shall perform bisection on β instead of λ in STEP 3 of Algorithm 2 to search for λ k+1 . In that way, the initial interval for the bisection is [0, 1]. (Monteiro and Svaiter [17] presented a bisection process for their A-HPE algorithm too. However, we can skip what they called the bracketing stage in [17] ).
Algorithm 3 Bisection on β based on
and compute (y β , u β , ǫ β ) as aσ-approximate solution at (λ β , x β ), and v β = ∇f (y β ) − ∇f x β (y β ) − u β .
2.b.
if v β ≤ρ and ǫ β ≤ǭ then output (λ β , x β , y β , u β , ǫ β ) and STOP. Note that in STEP 2.a of Algorithm 3, an approximate tensor proximal (ATP) mapping is required, which can be implemented in polynomial time in the case of convex optimization. In some applications, ATP may be implemented efficiently if some additional structures on the tensor (Taylor) expansion and/or the h function exist. In this subsection, we show how (ATP) (i.e., solve problem (2.5)) may be computed efficiently in the absence of the non-smooth part, i.e. F (x) = f (x), when d = 3. In this case, the objective function in (2.5) becomes:
where
Therefore, the subproblem (2.5) is equivalent to min z∈R n Ω(z). Moreover, a similar argument of Lemma 4 in [20] leads to the following result. 
with respect to function
In fact, the condition of (4.3) allows to minimize Ω(z) efficiently by a gradient method described in [14] , where we need to solve the following problem in every iteration:
which was considered at the end of Section 5 in [20] . According to a min-max argument in [20] , the above problem is shown to be equivalent to min τ >0
which is actually a univariate optimization problem with a strongly convex and analytic objective function, hence is easily solvable in practice.
The Iteration Complexity.
In this subsection, we establish the iteration bound of Algorithm 3. First, we review some facts for maximal monotone operator. For a point-to-set operator T : R n ⇒ R n , its graph is defined as:
and T is maximal monotone if it is monotone and maximal in the family of monotone operators with respect to the partial order of inclusion. Given a maximal monotone operator T : R n ⇒ R n and a scalar ǫ, the associated ǫ-enlargement T ǫ : R n ⇒ R n is defined as:
For a convex function f , its subdifferential ∂f is monotone if f is a proper function. If f is a proper lower semicontinuous convex function, then ∂f is maximal monotone [21] .
Recall that the optimality condition of subproblem (2.5) is characterized by (2.6), which is:
Furthermore, x is optimal to (1.1) if and only if y = x. Therefore, it is natural to consider the residual
for any λ > 0, x ∈ R n . The above residual was adopted in [17] for the quadratic subproblem. In this paper, to accommodate the high-order information, we consider the following modified residual:
We have an immediate property regarding ψ(·).
Proof. From proposition 7.3 in [17] , it holds that
Notice ϕ d−1 (λ; x) = λ d−2 ψ(λ; x), and so (4.4) readily follows by combining the above inequalities and identity.
Lemma 4.3 Let scalarsρ > 0,ǭ > 0,σ ≥ 0 and α > 0 be given and satisfyσ
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and (y, u, ǫ) is aσ-approximate solution of (2.5) at (λ, x) for some vector x ∈ R n . Then, one of the following holds: either (a) λ y −
Proof. Suppose that λ satisfies (4.5) but not (a), namely
In that case, recall that ∂h ǫ is the ǫ-subdifferential of h and (∂h) ǫ is the ǫ-enlargement of operator ∂h. According to Proposition 3 in [4] , one has ∂h ǫ (x) ⊆ (∂h) ǫ (x) for any ǫ ≥ 0 and x ∈ R n . Therefore, the inclusion in (4.6) directly follows from Proposition 3.2. Moreover, inequality (3.11) leads to
Together with (4.5) and (4.7), the above inequality yields
On the other hand, inequality (3.11) also implies that
Combined with (4.5) and (4.7) this leads to
Hence, (b) must hold in this case.
In the rest of this section, we simply let α = α − in Lemma 4.3 and denotē
(4.8) Lemma 4.3 implies that if λ is sufficiently large, then either Algorithm 3 stops because (4.6) is satisfied, or λ y − x d−1 ≥ α − , which achieves half of the bisection goal. Finally, an upper bound for the overall number of iterations required by Algorithm 3 is presented in the following theorem.
Theorem 4.4 Algorithm 3 needs to perform no more than
bisection steps before reaching λ k+1 > 0 and aσ-approximate solution
or to return v k+1 and ǫ k+1 such that v k+1 ≤ρ and ǫ k+1 ≤ǭ.
Proof. Suppose that Algorithm 3 has performed j bisection steps before triggering the stopping criteria. We aim to show j ≤ Θ max{log 2 (ǭ −1 ), log 2 (ρ −1 )} . At that iteration let us denote x + = x β + , x − = x β − , y + = y β + and y − = y β − , and we also have β + − β − = 1 2 j . Denoteβ = β(λ), whereλ is as defined in (4.8). Ifβ ≤ 1 2 then 1 1−β ≤ 2; ifβ > 1 2 , then (4.1) gives
. Therefore, in the rest of the proof we may assume j ≥ log 2 (2/(1−β)), for otherwise j < log 2 (2/(1−β)) ≤ Θ(max{log 2 (ρ −1 ), log 2 (ǭ −1 )}) already holds.
Note that the bisection search starts with β + = 1, corresponding to λ + = +∞ according to (4.1) when β + is not updated during the procedure. However, the following lemma tells us that after running Algorithm 3 for a number of iterations, λ + will be reduced and upper bounded by some constant depending onǭ andρ.
Lemma 4.5 Suppose that Algorithm 3 has performed j bisection steps with j ≥ log 2 (2/(1 −β)), wherē β = β(λ) andλ are as defined in (4.8). Then we have
(4.10)
We shall continue our discussion without disruption here and leave the proof of Lemma 4.5 to the appendix. Since Algorithm 3 did not stop before iteration j, the β − and β + bounds must have been previously updated, and so
where λ + is upper bounded due to Lemma 4.5.
By Proposition 4.2, we have that
The parameters α + and α − are pre-specified. Therefore, it suffices to show that ψ + − ψ − is upper bounded by β + − β − multiplied by some constant factor and hence the number of bisection search j can be bounded as well. To this end, denotē
Then, there exist
To proceed, we have the following bound on λ 2 − ū + −ū − whose proof can be found in the appendix.
Lemma 4.6 It holds that
Note that 
Next, by applying (5.9), (4.8), Lemma E.2, Lemma E.5 and Lemma E.6, we have
Combining the bounds above with (4.17) yields
where the last inequality is due to d ≥ 2. Because β + − β − = 1 2 j , from (4.11) we have
The left hand side of the above inequality is a positive constant. Therefore, j ≤ Θ max{log 2 (ǭ −1 ), log 2 (ρ −1 )} as required.
Lemma E.1 Let D be the distance of x 0 to X * . Suppose {A k } ℓ k=1 is generated from Algorithm 2, and the algorithm has not stopped at iteration ℓ. Then for any integer 1 ≤ k ≤ ℓ, it holds that
Proof. We first establish the lower bound. Since {A k } is monotonically increasing, it suffices to lower bound A 1 . Recall that A 0 = 0 and A 1 = A 0 + a 1 = λ 1 , and the choice of large-step (3.7) in Algorithm 2 leads to
Moreover, Lemma 3.1 implies that
where x * is the projection of x 0 onto the optimal solution set X * . Combining the above two inequalities with the fact thatx 0 = x 0 , it follows that
Therefore,
which is a uniform lower bound of the sequence {A k }.
Next, we provide the upper bound. By invoking (3.12) to (y k , v k , ǫ k , λ k ,x k−1 ), it holds that
Then, combining (5.4) with (3.4) leads to
Moreover, it follows from (3.15) that
Combining the above two inequalities yields
or equivalently,
On the other hand, (5.5) together with (3.4) implies that
Consequently, 
where the second inequality is due to the upper bounds ofλ and A k in (4.8) and (5.2) respectively.
Proof of Lemma 4.6. Letv :=ū + − ∇f x + (ȳ + ) + ∇f x − (ȳ + ). Thenv ∈ (∇f x − + ∂h)(ȳ + ). By (4.13) and (4.14), it holds thatȳ
Using the previous identity and the triangle inequality of the norms implies that
Next we shall present the lemmas with proofs that were used in Section 4.
Lemma E.2 Suppose λ + , λ − , β + and β − are generated from Algorithm 3. When the nubmer of iteration j in Algorithm 3 satisfying j ≥ log 2 (2/(1 −β)) withβ = β(λ) andλ defined in (4.8), we have
Proof. Since j ≥ log 2 (2/(1 −β)), inequality (5.10) holds. By the mean-value theorem and the definition of λ(β), there exists η ∈ (β − , β + ) such that
where the inequality is due to (5.10) . Recall that
The relation of β and λ in (4.1) gives
Therefore, by invoking (4.8), (5.1) and (5.2), we have
The following lemma is exactly Proposition 4.5 in [16] . Now we can bound the residual in terms of the distance between current iterate and an optimal solution.
Lemma E.4 Let T := ∇f + ∂h and T x := ∇f x + ∂h. Assume that x * ∈ T −1 (0) = (∇f + ∂h) −1 (0) and letx, x ∈ R n be given. Then,
As a consequence, for every x ∈ R n , x * ∈ T −1 (0), and λ > 0, it holds that
.
(5.15) Note that (5.19) can be further bounded as follows:
Denote D 1 := 2 + 2 √ 1−σ 2 D. By letting x t = t 1 t 1 +t 2 x − + t 2 t 1 +t 2 x + and (5.17), we have
where the second last inequality is due to (2.1) and the last inequality follows from the induction hypothesis on (5.21) . Then, it follows that ∇ ℓ f (z) ≤ ∇ ℓ f (x * ) + (t 1 + t 2 )D 1 Θ(1) ≤ Θ(1). Now by induction on (5.21), applying Lemma E.5 and using (2.1) we have
Therefore, by induction it follows that (5.21) and (5.22) hold for any 1 ≤ ℓ ≤ d. Now we come back to bound (5.18) . For 2 ≤ ℓ ≤ d,
(5.23)
Applying Lemma E.5 and (5.21), the first term on the right hand side of (5.23) can be further upper bounded as follows:
Moreover, applying Lemma E.5, (5.21) and (2.1) to the second term on the right hand side of (5.23) gives that
Putting (5.23), (5.24) and (5.25) together yields
for ℓ = 2, ..., d. When ℓ = 1, (5.22) guarantees that
Therefore, the quantity in (5.18) can be bounded as 
