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Abstract. The talk focused on a grammar-based technique for iden-
tifying redundancy in program code and taking advantage of that re-
dundancy to reduce the memory required to store and execute the pro-
gram [1]. The idea is to start with a simple context-free grammar that
represents all valid basic blocks of any program. We represent a program
by the parse trees (i.e. derivations) of its basic blocks using the grammar.
We then modify the grammar, by considering sample programs, so that
idioms of the language have shorter derivations in the modified grammar.
Since each derivation represents a basic block, we can interpret the result-
ing set of derivations much as we would interpret the original program.
We need only expand the grammar rules indicated by the derivation to
produce a sequence of original program instructions to execute.
The result is a program representation that is approximately 40% of
the original program size and is interpretable by a very modest-sized
interpreter.
Keywords. Program compression, clone detection, bytecode interpre-
tation, variable-to-fixed length codes, context-free grammars.
1 Introduction
Programmers clone source code by copying a fragment and then optionally
changing the copy. Cloning makes it harder to maintain, update, or otherwise
change the program. For example, when an error is identified in one copy, then
the programmer must find all of the other copies and make parallel changes or
refactor [4] the code. For example, the programmer might create a new proce-
dure that abstracts the clones. Any differences between the clones would then
become arguments passed to the procedure.
There is much prior work in this area, operating on source code [5,6,7,8],
abstract syntax trees (ASTs) [9], program dependence graphs [10], bytecode [11]
and assembly code [12,13,14,15]. The methods also range across different scales
ranging from millions of lines of source code [5] to a single executable [13].
Clone detectors offer a range of outputs. Some mainly flag the clones in a
graphical output, such as a dot-plot [16]. This strategy suits users who reject
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automatic changes to their source code. Other clone detectors create a revised
source code, which the user is presumably free to modify or decline [10]. Still oth-
ers automatically perform procedural abstraction [12,13,14,15], which replaces
the clones with a procedure and calls. This fully automatic process particularly
suits clone detectors that operate on assembly or object code, since the program-
mer generally does not inspect this code and is thus unlikely to reject changes.
This talk describes a method that finds clones at the intermediate, or byte-
code, level of program representation, and automatically “abstracts” the clones
by using a context-free grammar rule to represent the redundant program frag-
ment. Our goal is program compression, so the clones that are found may be
quite small. Abstracting a small clone that occurs very frequently may yield
better compression than abstracting a large, infrequent clone. This is in contrast
to clone detection for software maintenance, which usually focuses on large clones
and treats their frequency as less important. The remainder of this short abstract
outlines our method, which is explained more fully in the original paper [1].
2 Overview
Our system constructs a compressor that compresses a program’s bytecode rep-
resentation, and an interpreter that reads and executes the compressed bytecode.
To construct the compressor, the system accepts two inputs:
1. An initial grammar for a simple bytecoded stack-based instruction set.
2. A training set of sample bytecoded programs. This corpus is assumed to
represent, statistically, the populations of the programs to be coded in the
new bytecode.
The compressor construction works as follows: A parser accepts the initial gram-
mar and a training set of sample programs, and produces a forest of parse trees.
Frequent rule pairs are identified and new rules are added to the original gram-
mar to decrease the overall size of the forest (i.e. the length of the derivation
specified by the forest). The result of this training phase is an ambiguous ex-
panded grammar. The compressed bytecode for a program is a specification of
a shortest derivation under the expanded grammar. The key to compression is
creating an expanded grammar that permits concise derivations.
To construct the interpreter, the system also accepts two inputs:
1. The expanded grammar produced in the training phase.
2. An interpreter for the original bytecode.
The interpreter generator combines the expanded grammar and an interpreter for
the original bytecode to form an interpreter for the compressed bytecode. Each
instruction of the new interpreter implements an entire rule in the expanded
grammar. Thus the new interpreter can read and execute the compressed byte-
code, which is a program’s derivation under the expanded grammar. Figure 1
illustrates the operation of the system at a high level. The figure is divided
horizontally to emphasize the training and compression phases of the system.
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Fig. 1. High-level structure of the bytecode compression system.
3 Grammar Rewriting
Our scheme is based on a grammar that describes the set of legal instruction
sequences. The grammar provides a model or structure that helps us obtain a
concise representation for these sequences. We represent a sequence by specifying
its derivation with respect to the grammar. Since we are only concerned with
the representation of legal sequences, we can ignore sequences that do not have
such a derivation.
We describe a sequence by its leftmost derivation with respect to the gram-
mar. The derivation is a list of the rules used to expand the leftmost non-terminal
in each sentential form of the derivation where each rule is represented as an in-
dex: the ith rule for a non-terminal represented as the index i. For example, the
sequence
ADDRFP 0 0 INDIRU LIT1 0 NEU BrTrue 0 0 LIT1 0 ARGU ADDRGP 0
0 CALLU POPU LABELV RETV
which represents the C-code
void check(int flag) {
if (flag == 0)
exit( 0 );
}
could be encoded as
1 1 1 0 1 2 1 0 0 0 0 1 0 2 0 0 0 0 1 0 2 0 1 1 1 0 1 0 0 0 2 1 0 0
with respect to the following grammar:
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0. <start> = 1. <v1> = INDIRU
1. <start> = <start> <x> 0. <v0> = ADDRFP <byte> <byte>
0. <x> = RETV 1. <v0> = ADDRGP <byte> <byte>
1. <x> = <v> <x1> 2. <v0> = LIT1 <byte>
0. <v> = <v0> 0. <x1> = BrTrue <byte> <byte>
1. <v> = <v> <v1> 1. <x1> = ARGU
2. <v> = <v> <v> NEU 2. <x1> = POPU
0. <v1> = CALLU 0. <byte> = 0
Notice that the sequence is actually parsed into two separate derivations, one for
the code prior to the LABELV and one for the code after. The LABELV indicates a
branch target; it is not an operator itself. Keeping the derivations separate allows
direct interpretation of this representation. When the interpreter encounters a
control transfer, it knows that wherever it jumps to in the derivation sequence,
it can assume that this is the beginning of a derivation of the start non-terminal
of the grammar and that the first rule it encounters applies to this start non-
terminal.
Unless we encode each rule number as a byte, this is not, in general, a very
practical code for interpretation. The problem is that the interpreter may be
forced to examine the representation a single bit at a time, which is too costly.
However, using one byte per rule number can be very wasteful, especially for
non-terminals with very few rules. In the sample grammar, we would use an
entire byte to represent, in the case of the non-terminal <v>, only three possible
values. This results in a not very concise encoding of the program.
In order to create a practical and concise encoding of the program, we modify
the grammar so that each non-terminal has close to the same number (256) of
rules. The modification process takes two rules, A→ αBβ and B → γ, and adds
to the grammar a third rule, A→ αγβ, where A and B are non-terminals and α,
β, and γ are strings of terminals and non-terminals. We call this process inlining
a B rule into an A rule. Inlining doesn’t change the language accepted by the
grammar. However, it shortens the sequence of rules (the derivation) needed to
express some strings, and it increases the number of rules for some non-terminal.
The question is which rules should we inline. The goal of the inlining is to
produce a grammar that provides short derivations for programs. Starting with
a derivation of a program using the original grammar, the best single inline that
we could perform is the most frequently occurring pair of rules; one used to
expand a non-terminal on the right-hand side of the other. If this pair were used
m times in the derivation, inlining would decrease the derivation length by m
rules.
We can view this process as operating on the forest of parse trees obtained
from parsing the program using the original grammar. The parse produces a
forest since we restart the parser from the start non-terminal at every potential
branch target (i.e. LABELV). For our purposes, a parse tree is a rooted tree in
which each internal node is labeled with a rule and each leaf with a terminal
symbol. The root is labeled with a rule for the start non-terminal. In general, an
internal node that is labeled with a rule A→ a1a2 . . . ak (where ai is a terminal
or non-termial symbol) has k children. If ai is a non-terminal then the ith child
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(from the left) is labeled with a rule for non-terminal ai. If ai is a terminal then
the ith child is a leaf labeled with ai. The program appears as the sequence of
labels at the leaves of the parse trees in the forest, reading from left to right.
A leftmost derivation is simply the sequence of rules encountered in a preorder
traversal of each parse tree in the forest.
The inlining of one rule rB into another rule rA creates a new rule r
′
A
whose
addition to the grammar permits a different (and shorter) parse of the program.
One such new parse can be obtained by contracting every edge from a node
labeled rA to a node labeled rB in the original forest — meaning the children
of rB become the children of rA — and relabeling the node labeled rA with the
new rule r′
A
. See Figure 2. If the number of edge contractions is m, the resulting
forest has m fewer internal nodes and thus represents a derivation that is shorter
by m steps.
a
b c
d
e a b c d e
rA
rB
r′
A
Fig. 2. Edge contraction. rA := A→ aBde . rB := B → bc. r
′
A
:= A→ abcde.
To construct an expanded grammar, we parse a sample program (or a set of
sample programs) using the original grammar and obtain a forest of parse trees.
We then inline the pair of rules at the endpoints of the most frequent edge in
the forest, contract all occurrences of this edge, add the new inlined rule to the
grammar, and repeat. We stop creating rules for a non-terminal once it has 256
rules.
Occasionally, a rule for a non-terminal may be subsumed by a new rule.
That is, after the addition of the new rule, the first rule is no longer used in the
derivation. If the unused rule is one that was added via inlining, we are free to
remove it from the grammar. (We cannot, however, remove one of the original
grammar rules or we risk changing the grammar’s language.) In our current
implementation, we remove unused inlined rules in order to decrease the size of
the expanded grammar. This may cause some non-terminals to have fewer than
256 rules.
This construction procedure is greedy; it always inlines the most frequent pair
of rules. This is a heuristic solution to the problem of finding a set of rules to add
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to the grammar that permits the shortest derivation of the sample program. We
rely on this heuristic since finding an exact solution is, unfortunately, NP-hard.
The resulting expanded grammar is ambiguous, even if the original grammar
was not, since we leave the original rules in the grammar. Given a program that
we wish to compress, we are free to choose any derivation under the expanded
grammar to represent the program’s original bytecode sequence. The size of
the representation is the number of rules in the derivation. Since our goal is
compression, we want a minimum length derivation. We use Earley’s parsing
algorithm [17], slightly modified, to obtain a shortest derivation for a given
sequence. The derivation is then the compressed bytecode representation of the
program and is suitable for interpretation. Figure 1 shows the structure of this
system.
4 Performance
The table below reports the size of several bytecode sequences as compressed by
our method. Each input was compressed twice, with grammars generated from
two different training sets, namely lcc [18] and gcc (Gnu’s C-compiler). Pre-
dictably, lcc and gcc each compress somewhat better with their own grammar,
but the other inputs compress about as well with either grammar.
compressed
input original trained on gcc trained on lcc
bytes ratio bytes ratio
gcc 1,423,370 471,111 33% 577,814 41%
lcc 199,497 75,077 38% 57,722 29%
gzip 47,066 19,466 41% 19,706 42%
8q 436 138 32% 152 35%
The interpreters are small: 4,029 bytes for the initial, uncompressed bytecode
and 13,185 for the bytecode generated from the lcc training set. Thus adding
9,156 bytes to the interpreter saves over 900KB in the bytecode for gcc. The
grammar occupies 8,751 bytes and thus accounts for most of the difference in
interpreter size.
For calibration and as a very rough bound on what might be achievable
with good, general-purpose data compression, gzip [19] compresses the inputs
above to 31-44% of their original size, with the larger inputs naturally getting
the better ratios. Any comparison, of course, unfairly favors gzip, which is not
constrained to support direct interpretation or random access. For example, gzip
is free to exploit redundant patterns that span basic blocks, where our bytecode
compressor must stop and discard all contextual information at every branch
target.
5 Related Work
Proebsting’s work on superoperators [20] is the most comparable to our grammar-
based method. Superoperators assign bytecodes to repeated patterns in expres-
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sion trees. Our method, on the other hand, searches for repeated patterns in
parse trees obtained by parsing a linearization of these expression trees. In ad-
dition to the difference in program representation, our approach differs from
superoperators in two fundamental ways. First, a single bytecode in our sys-
tem may represent the code from several expression trees while a superoperator
can only represent a pattern that occurs within an expression tree. Second, the
superoperator interpreter has only a single interpretive state whereas our in-
terpreter may have a state or context for every non-terminal in the original
grammar. An additional minor difference is that the original implementation
of superoperators did not allow patterns to contain literals. Subsequent work,
however, eliminated this restriction and resulted in a method that was able to
reduce bytecode representations to approximately 50% of their original size [21].
One should be careful of comparing this with the present work, since the initial
bytecode and the target machine code in the two cases are somewhat different. It
is, however, safe to say that allowing a single bytecode to span several expression
trees and supporting more contexts in the interpretation of bytecodes leads to
substantial improvements in compression.
After superoperators, the recent work most comparable to ours is Lucco’s
work on split-stream code compression [22,23]. The original code is designed
for a virtual machine that resembles common RISC machines. The compressed
code represents frequently occurring instruction sequences and specialized in-
structions with “burned in” operands. This approach is similar to the superop-
erator work in that it recognizes repeated local patterns. However, its separate
treatment of opcodes and operand types, and its packaging of the compressed
form into byte-aligned pieces results in a more succinct yet still interpretable
form. Unlike these local methods, our grammar-based approach has the ability
to see more global patterns (i.e. relations between non-adjacent code fragments)
and to produce an interpretable language that captures these patterns.
The compression techniques that we use were inspired by Tunstall’s construc-
tion of optimal variable-to-fixed length codes [24]. A variable-to-fixed length code
assigns codewords of a fixed length, say k bits, to variable length sequences of
the original instructions. The set of sequences that have codewords is called the
dictionary. The general idea is to choose a dictionary of about 2k sequences that
are long and occur frequently. Since the same number of bits represents each
sequence, maximizing the average length of a dictionary sequence minimizes the
compressed representation. Given a distribution on symbols from a memory-
less source, Tunstall’s algorithm produces a uniquely parsable dictionary of se-
quences. The term “uniquely parsable” refers to the property of the dictionary
that any sequence can be partitioned into subsequences from the dictionary in
exactly one way.1
There are two problems with applying Tunstall’s algorithm in our situation.
The first is the assumption that the sequence is produced by a memory-less
source. Programs contain too much structure for this to be a reasonable model
of instruction sequences. Recent work on extending Tunstall’s technique to finite
1 The last subsequence in the partition may be a prefix of a sequence in the dictionary.
8 W. Evans
state sources provides a means of capturing some source structure [25], however
it does not capture the grammatical restrictions of most source languages. This
work is partly an attempt to extend Tunstall’s method to grammar based se-
quences.
The second problem is preserving branch targets under the constraint of
unique parsability. Unique parsability implies that no prefix of a dictionary se-
quence is in the dictionary. This means that if a branch target occurs after seeing
a prefix of a dictionary sequence, we must code that prefix explicitly. Since branch
targets may occur at nearly any point, insisting on unique parsability results in
poor compression.
Our technique produces a plurally parsable (allowing more than one encoding
of a sequence) fixed length code based on a context-free grammar for the lan-
guage, rather than a memory-less or finite state source. We force the preservation
of branch targets by restarting the encoding procedure whenever the sequence
contains such a target. However, by using a plurally parsable code, we are still
able to efficiently encode the resulting pre-target subsequences.
Several compression techniques for structured text have been designed around
the use of context-free grammars [26,27,28,29,30]. The typical approach is to rep-
resent the steps in a derivation of a text using a grammar; frequent steps are
encoded with fewer bits than infrequent ones. Very little work has been done
on the modification of the grammar to assist in compression. Lake considers
choosing a derivation from an ambiguous grammar based on its success in com-
pressing the text [29], and Nevill-Manning constructs a succinct grammar that
derives only the given text (without the aid of an existing grammar) [30]. In some
sense, the latter approach can be seen as an extreme example of the grammar
based, variable-to-fixed length coding we propose in this paper. Constructing a
grammar that derives only the input text is like building an interpreter that can
interpret only a single program.
6 Summary
The talk describes a system that automatically designs and implements com-
pact bytecoded instruction sets by rewriting a grammar for a simple stack-based
bytecode. Substantial savings over recent research, over the initial bytecode, and
over machine code have been shown, and opportunities for further improvements
remain, via more sophisticated grammar transformations as well as more sophis-
ticated implementation strategies.
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