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Palavras Chave Desempenho de redes ópticas, processamento total-
mente óptico
Resumo As redes ópticas estão em constante desenvolvimento.
A crescente demanda por dinamismo das mesmas re-
quer cada vez mais, dispositivos que possam albergar
diversos tipos de tráfego. Dessa forma surge o estudo
sobre redes ópticas transparentes. Este tipo de abor-
dagem torna as redes ópticas mais 'elegantes', devido a
um uso mais eficiente dos recursos da rede. Nesta tese o
autor propõe dispositivos que pretendem formar alterna-
tivas quer no estado da arte destas mesmas tecnologias
quer no encaixe das mesmas em redes ópticas transpar-
entes. Dado que a transparência total é dificil de alcançar
com as tecnologias atuais (talvez com computação óptica
mais desenvolvida isso seja possível), o autor propõe téc-
nicas com diferentes níveis de transparência. No âmbito
da monitoria de desempenho óptico o autor propôe duas
técnicas para a monitoria da dispersão cromática com
diferentes niveis de transparência.
No Capítulo 3 a técnica proposta parece fazer mais sen-
tido para transmissões ópticas de longo curso e a ele-
vadas taxas de transmissão, não só devido à sua moder-
ada complexidade, mas também ao seu potencial custo.
No entanto esta, é proposta para vários formatos de
modulação, especialmente aqueles que têm uma com-
ponente de relógio bem saliente.
No Capítulo 4, o nível de transparência não foi testado
para vários formatos de modulação, no entanto alguma
transparência é obtida através da não inclusão de nen-
hum dispositivo eléctrico após o receptor (excepto um
conversor analógico-digital). Isto permite que esta téc-
nica possa operar a elevadas taxas de transmissão acima
de 100Gbit/s, se for utilizada amostragem electro-óptica
assíncrona antes do receptor. Dessa forma pode ser uti-
lizado um fotodetector de baixo custo e de baixa largura
de banda.
No capítulo 5 é demonstrada uma técnica para monitoria
em simultâneo de vários impedimentos da rede óptica
atráves de um novo método para gerar diagramas de
análise de desempenho com redes neuronais artificiais.
No capítulo 6 o autor demonstra uma técnica para con-
trolo da polarização, totalmente processada no domínio
óptico assim como um exemplo de como o processa-
mento totalmente óptico pode cooperar com o monitoria
do desempenho óptico.

Keywords Optical performance monitoring, All-optical signal pro-
cessing
Abstract Optical networks are under constant evolution. The
growing demand for dynamism require devices that can
accommodate different types of traffic. Thus the study
of transparent optical networks arises. This approach
makes optical networks more "elegant" , due to a more
efficient use of network resources. In this thesis, the
author proposes devices that intend to form alternative
approaches both in the state of art of these same tech-
nologies both in the fitting of this technologies in trans-
parent optical networks. Given that full transparency is
difficult to achieve with current technology (perhaps with
more developed optical computing this is possible), the
author proposes techniques with different levels of trans-
parency. On the topic of performance of optical networks,
the author proposes two techniques for monitoring chro-
matic dispersion with different levels of transparency.
In Chapter 3 the proposed technique seems to make
more sense for long-haul optical transmission links and
high transmission rates, not only due to its moderate
complexity but also to its potential moderate/high cost.
However it is proposed to several modulation formats,
particularly those that have a protruding clock compo-
nent.
In Chapter 4 the transparency level was not tested for
various modulation formats, however some transparency
is achieved by not adding any electrical device after the
receiver (other than an analog-digital converter). This al-
lows that this technique can operate at high transmission
rates in excess of 100 Gbit / s, if electro-optical asyn-
chronous sampling is used before the optical receiver.
Thus a low cost and low bandwidth photo-detector can
be used.
In chapter 5 is demonstrated a technique for simulta-
neously monitoring multiple impairments of the optical
network by generating novel performance analysis dia-
grams and by use of artificial neural networks.
In chapter 6 the author demonstrates an all-optical tech-
nique for controlling the optical state of polarization and
an example of how all-optical signal processing can fully
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1.1 Historical overview and motivation
Optical networks are evolving to become more complex and thus more diffi-cult to operate [1]. This complexity increases with the bandwidth demand,
pushing the network operators and service providers to re-scale the physical
layer infrastructure [1]. Wavelength division multiplexing (WDM) technology
along with low spectrally efficient modulation formats (SEMF) were able during
the so called WDM era [2] to satisfy the required bandwidth demand. Although
in the mid 90's, when all the optical bandwidth was occupied and the first 1 Tb/s
transmission was experimentally demonstrated, researchers started to look for
ways to transmit and receive optical modulation formats with higher spectral
efficiency [2, 3]. Phase, polarization and more recently space division multi-
plexing (SDM) have been proposed since then. This multiplexing techniques
were already known by the academic and industrial societies. Particularly phase
multiplexing or coherent optical communications as it is generally known, re-
ceived great attention in the 80's as a solution to circumvent the limitation of
1
2 Chapter 1. Introduction
electronic repeaters [4]. Although this attention stopped, since erbium-doped
fiber amplifier (EDFA) has become commercially available in the beginning of the
90's. It returned recently with the availability of digital coherent receivers using
digital signal processing (DSP) techniques along with advancements in analog
to digital converters (ADC), which by mitigating fiber impairments increased the
bandwidth-distance (BL) product[5]. Currently it is expected that the fiber ca-
pacity limit with the current available technologies will be reached in the year
of 2015 [2, 3]. Therefore two options are being considered for the near future
of optical networks: increase the one fiber capacity limit (e.g. by using SDM)
along with the BL product [2] or/and fine the optical networks granularity in
order to avoid over design and efficiently allocate network resources in a per-
demand basis [6]. Operators provide fixed bandwidth allocation for the worst
case scenario, when most of the time it is not being used [7].
Regarding the second option since optical add-drop multiplexers (OADM)
have become available optical networks went from opaque to transparent [7]
(the term translucent is more adequate since optical-electrical-optical conver-
sions may occur at the border nodes of the network). Efficiency on the use of
network resources has been further increased, by introducing reconfigurable
OADM and optical cross-connects which have enabled to adapt network re-
sources remotely, accordingly to dynamic changes of network traffic [7]. Over
the last years several efforts have been carried to improve network efficiency.
One obvious solution is to introduce a finer granularity in to optical networks by
increasing the number of dimensions for which the network can be adapted. Op-
tical burst switching (OBS) and optical packet-switched (OPS) networks are the
finer granularity solutions although its enabling technologies are not yet mature
[8, 9], but still they are envisioned for the optical communications network of the
future, when full transparency is implemented, which will require advanced all-
optical signal processing (AOSP). A mean-term solution have received great at-
tention recently: elastic optical networks (EON), which by adapting the spectrum
allocation and modulation level dimensions in a per-demand basis, improve flex-
ibility and introduce finer granularity in to the network. Traditional routing and
wavelength assignment algorithms are no longer valid in this situation. There-
fore it is transformed in to a routing, modulation level and spectrum allocation
problem where for all connection requests is assigned a spectrum fraction[7].
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Two enabling technologies are envisioned as key requirements for the optical
communications networks of the future, such as EON, OBS and OPS: optical
performance monitoring (OPM) [1013] and AOSP [9, 1416].
OPM is very important, but will be a key requirement in future optical net-
works, since with finer granularity, comes also higher number of parameters,
for which OPM techniques must be able to adapt to achieve fully transparent
optical networks. OPM is important for a robust and stable operation of optical
networks, accommodate transparency, route traffic accordingly to impairment
information (impairment-aware routing) and secure links [12]. AOSP provides
transparency and scalability for future optical networks [17]. Is expected that
all-optical routers, build over AOSP, can exploit a new wavelength domain avail-
able in switching and contention resolution in future OPS networks [9]. In cur-
rent demonstrations of OBS and OPS networks, polarization dependent devices
such as semiconductor optical amplifiers or nonlinear waveguides, have been
used extensively [9] for AOSP. Therefore is important a careful adjustment of
the state of polarization, to reduce the packet loss ratio.
OPM techniques shall accommodate transparency [12]. However, fully trans-
parent optical performance monitoring techniques is difficult to achieve, with
the current available technologies. Therefore, it is expected that OPM tech-
niques are able to accommodate a limited amount of modulation formats and bit
rates. Available techniques have demonstrated the capability to monitor several
modulation formats, [1822], although to achieve this goal, tuning of the OPM
technique is required. This tuning is not necessarily done in hardware, which is
not desirable [12], but by adapting the output impairment value to the traffic
type. This can be achieved by first detecting the bit rate and modulation format
[2325] and afterwards evaluating the impairment value. In Figure 1.1, it is
demonstrated how this can be achieved.
AOSP is an enabling technology for the next generation optical networks. OBS
and OPS, require fast processing of bursts/packets. Electronic signal processing
is limited in bandwidth, therefore if one wants to fast process optical packets
or bursts, all-optical signal processing is required for fast switching in OPS [26]
and OBS, respectively. Such OPS use intensively a number of photonic devices
that are polarization dependent. Therefore carefull adjustment of the state of
polarization (SOP) is required. In Chapter 6, the author demonstrates, all-optical












Figure 1.1: Strategy for impairment calculation in distinct traffic scenarios
polarization alignment in order to carefully adjust the SOP of packets, into the
transmission fiber. The motivation of this thesis is to discuss and propose novel
enabling technologies and methodologies for transparent optical networks, in
the subfields of OPM and AOSP.
1.2 Thesis Outlook
The following chapters present solutions to accommodate the problems of
OPM and AOSP.
Chapter 2 makes a general overview of OPM techniques. Within there is an
overview of the state of the art of the monitoring strategies used in novel pro-
posed techniques of Chapters 3 to 5. Within each chapter related with OPM
(Chapter 3 to Chapter 5) there is a more detailed state of the art involving the
proposed techniques. Chapter 3 and Chapter 4 analyze the problem of esti-
mating chromatic dispersion (CD) in distinct scenarios (long-haul and short-haul
communication links, respectively). Chapter 5 extends this study to polariza-
tion mode dispersion (PMD) and optical signal to noise ratio (OSNR) study and
modelling in fiber.
Chapter 3 deals with the problem of estimating CD with a large monitoring
window (2040 ps/nm) in long-haul communication links in a dynamical envi-
ronment. The author analyzes the usage of Q-factor estimation together with
radio-frequency (RF) clock-tone monitoring in order to achieve this goal.
Chapter 4 analyzes the substitution of an RF filter, required in RF spectral
analysis (see Chapter 2), by an optical filter and electro-optical sampling, in
order to estimate residual CD at 10Gbit/s. This chapter analyzes this substitution
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and studies if it allows that a low bandwidth photo-detector can be installed in
the receiver.
Chapter 5 deals with multi-impairment optical performance monitoring. In
this chapter is proposed a novel technique to monitor simultaneously CD, PMD
and OSNR. Moreover the accuracy of the proposed model and the impact of
inter-correlations between impairments is analyzed. The proposed diagram
is compared with synchronous eye diagram (SED) in terms of description of
anomalies in the optical signal.
Chapter 6 analyzes AOSP for the specific area of OPS. A general overview
of the state of the art motivates the analysis of all-optical polarization control
using the polarization attraction effect in OPS networks.
Chapter 7 draws the conclusions and prospects for future work.
1.3 Main Achievements
In the author opinion the main achievements reported in this thesis are:
• Proposal of a new method to monitor CD in long reach optical communi-
cations systems at 40Gbit/s. The achieved monitoring range at 40Gbit/s of
2040 ps/nm is to the best of the author knowledge a record if we do not take
into account low frequency pilot-tone (PT)s methods, which give higher
monitoring range but at the price of much lower monitoring sensitivity.
• Proposal of a new method to monitor residual dispersion without requiring
post-detection electrical components. Therefore this enables the possibility
to use optical domain processing techniques allowing OPM at high data
rates.
• Demonstration of a novel methodology to obtain performance diagrams
such as the parametric asynchronous eye diagram (PAED) developed and
named by the author of this thesis. The novelty resides in the ability to
draw diagrams similar to an eye diagram, not only in on-off keying (OOK)
modulation formats, as in previous methods, but also in coherent modu-
lation formats such as quadrature phase-shift keying (QPSK). Simulations
show that QPSK modulation format using direct detection also produces
comprehensible diagrams with the ability to recognize important features
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of the signal such as phase shifting caused by CD. Simultaneous estimation
of impairments such as CD, PMD and OSNR is also achieved. This resulted
in a patent and an award.
• Proposal of a fast all-optical polarization control using the polarization at-
traction effect in fibers, to manage the SOP in polarization sensitive OPS
networks. Since optical packets may have duration as short as some
nanoseconds and the SOP may vary in a packet-by-packet basis, a po-
larization control mechanism with that time response is required. This time
response is not available with electro-optical devices such as the ones based
in lithium niobate. The author found an AOSP solution suitable for solving
this issue.
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This chapter elaborates a general overview of optical performance monitoringtechniques, that the author considers of most relevance due to its relative
simplicity, low cost and that have been historically reproduced in different ways
by several papers and authors. Recently there have been a major concern about
phase-shift keying (PSK) modulation formats, although the author will not ad-
dress them, since most of the schemes to estimate impairments are included
as part of coherent digital signal processing (DSP) compensation mechanisms,
which are not the focus of this review.
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2.1 What is optical performance monitoring?
Optical performance monitoring (OPM) is a widespread research topic in op-
tical communications. Its research started in the early 90s and the term itself
has taken several definitions [1].
Figure 2.1: Optical performance monitors placement along the network with
its functionalities. Locate faults, diagnose and assess, repair damage and
reroute and balance traffic (based on [2])
In Figure 2.1 we can see an optical network where some nodes include optical
performance monitoring. The optimum placement of optical performance moni-
tors along the network is subject of research [3, 4] by the scientific community,
since the placement of one optical performance monitor per link is not efficient
[4]. The functionalities of optical performance monitors are demonstrated in
Figure 2.1: locate faults, diagnose and assess, reroute and balance traffic and
repair damage [2]. These functionalities act as a reaction to natural disasters
or network malfunctions due to aging of the network or lack of maintenance.
OPM is devoted to the monitoring of the signal quality in the physical layer,
for the purpose of providing information about the signal integrity in the optical
domain. OPM is not strictly related to quality-of-service (QoS) measures. Its pri-
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mary performance monitoring application is to certify service level agreements
between the networks operators and their clients [1]. Besides that, OPM may
also be used in other applications such as routing decisions and compensation
of signal degradation, by tuning, for instance, optical amplifiers or dispersion
compensators [1].
While the demand for superior data rates and bandwidth creates increas-
ingly complex networks, with much more variables varying through time [2],
the introduction of OPM in the physical layer allows a smart operation of the
network, capable of managing the network as parameters vary. From a large
set of impairments we can distinguish three that are of major concern:
• Chromatic dispersion (CD). Single-mode optical fibers cause pulse broad-
ening, due to the impact of frequency-dependent group velocities. The
shape of the pulse becomes wider creating intersymbol interference. It
is usually measured in picoseconds per nanometer (ps/nm) and increases
linearly with the length of the fiber and its impact on the signal worsens
with high transmission rates. Moreover environment conditions such as
temperature may also cause residual CD increment or decrement [5].
• Polarization mode dispersion (PMD). PMD is a linear electromagnetic prop-
agation effect occurring in single mode optical fiber due to the random
change of birefringence along the fiber which results in random coupling
between the two polarization modes. These two modes of propagation
travel at different group velocities, resulting in a mean differential group
delay (DGD) between the two principal states of polarization PSPs. DGD
causes pulse broadening and intersymbol interference reducing the quality
of transmission (QoT). The mean DGD is usually given in picosecond (ps)
and it is proportional to the square root of the length of the fiber [6].
• Optical signal to noise ratio (OSNR). The amplification of an optical signal in
wavelength division multiplexing (WDM) optical communications system is
provided by an erbium-doped fiber amplifier (EDFA). Amplified spontaneous
emission (ASE) noise in conjunction with attenuation (0.2 dB/km) of the
optical fiber is a serious impairment to the transmission of the optical signal.
OSNR gives a measure of the impact of this impairment and is usually given
in dB [7].
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Figure 2.2: Optical performance monitoring based on a) pilot tones and b)
clock tones (based on [8]). At the receiver the tone is filtered, after be-
ing tapped.PPG-pulse pattern generator, MZM-Mach-Zehnder modulator, PD-
photo-diode, LD-laser-diode, BPF- band pass filter
Radio-frequency (RF) spectrum analysis method, comprises techniques that
measure the amplitude of one low frequency RF pilot-tone (PT) described in
Figure 2.2 a) and techniques that measure the amplitude of the clock tone of
the signal described in Figure 2.2 b). Figure 2.2 a) shows the setup configuration
of one optical performance monitor, using a low frequency RF PT.
A low frequency RF PT is added at the transmitter. After passing through a
dispersive medium, like a single-mode fiber (SMF), the low frequency RF tone,
suffers fading, due to impact of CD and PMD. The RF PT is filtered by a band-
pass RF filter centered in the frequency of the RF PT. Several approaches have
demonstrated that by measuring the carrier-to-noise ratio of an high frequency
RF PT, it is possible to establish a relationship between the fading of the RF PT
and optical signal to noise ratio (OSNR) [8, 9]. Although the measurements are
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Figure 2.3: Examples of the application of Eq. (2.2) a) fc =40 GHz, b) fc =10 GHz
dependent of CD and PMD impact on the signal.
Figure 2.2 b) uses similar approach. However instead of changing the trans-
mitter, which can be very undesirable for the network operator and sometimes
not possible (directly modulated lasers), the average power of the RF clock tone
is measured. The average electrical power is related with CD by Eq. (2.1) [5]:
PAM = 12 {RPom ∣cos(piλ 2DLc f 2c )∣}2RL (2.1)
where PAM is the RF power, Po is the averaged received optical power, before
the photodetector, R is the responsivity of the photodetector, RL is the resistive
load of the photodetector, m is the root mean square (rms) modulation index of
the amplitude modulator, c is the speed of light in vacuum, λ is the operating
wavelength, D is the accumulated CD in the fiber and fc is the frequency of the
clock tone. Similar expression is obtained for the RF PT, simply by substituting
fc by fp, where fp is the frequency of the RF PT.
A more general expression can be obtained demonstrating the interdepen-
dence between CD and PMD, as show in Eq. (2.2) [10]:
PAM = [1−4γ (1− γ)sin2 (pi fcDGD)]sin2(picD f 2cf 20 ) (2.2)
where γ is the splitting ratio between the two principal states of polarization
(PSP), f0 is the frequency of the optical carrier and dgd is the 1st order PMD.
The same expression can be used for RF PT, by substituting fc by fp. In Figure
2.3 is shown some examples of the application of Eq. (2.2) for distinct clock
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frequencies and for γ = 0.5, λ0 = c/ f0 = 1550 nm and for several values of dgd. The
parameter dgd increases the fading of the power of the clock tone as the value
of dgd also increases. This is more evident for higher clock tone frequencies.
The monitoring range is also decreased from about ±400 ps/nm in the case of
fc =10GHz to about ±25 ps/nm in the case of fc =40GHz. By using single side
band amplitude modulated (AM) PTs, it has been shown that it is possible to
measure DGD independent of CD [11]. Moreover by using phase modulated
(PM) PTs it has been demonstrated that is possible to monitor CD independent
of DGD and self-phase modulation (SPM)[12]. The AM PT, can modulate the
refractive index, and therefore modulate the phase of the PT. Thus the AM
PT will create an additional AM component due to PM-AM conversion due to CD,
causing monitoring errors. This issue is best addressed by a PM PT, which almost
completely erases this problem.
In Table 2.1 is demonstrated a summary of the above discussion. It can be
concluded by this summary, that if one can change the transmitter, which due to
the lower cost of direct modulation, does not occur so often, one shall use low
frequency RF PT analysis, such as AM PT or PM PT. If this is not possible one
shall use clock tone analysis. In Chapter 3 as we will see later the author choose
to use clock tone analysis, which is not dependent of the transmitter type.
2.3 Optical performance monitoring based on
asynchronous sampling methods
Asynchronous sampling methods are a set of methods, that sample the data
waveform, in asynchronous mode. The most relevant techniques in the scope of
Table 2.1: RF spectrum analysis techniques: summary
Bit rate Modulation format Sensitive Interdependence
independent? independent? to SPM? between impairments?
Clock tone analysis no no yes yes
RF AM PT analysis yes yes yes may not have
RF PM PT analysis yes yes no may not have





















































Figure 2.4: AAH configuration setup (based on [13]). SCL-synchronous clock
line, ASCL-asynchronous sampling clock line. a) transmission of a modulated


































Figure 2.5: a) Configuration setup of ATDD(based on [14]). b) Asynchronous
time delay diagrams generated for several time delays τ. T =bit period. The
diagrams are generated by plotting Out2 versus Out1, where Out1 and Out2 are
the outputs of the analog to digital converter in a). Out1 and Out2 are the out-
puts of the inputs of the analog to digital converter, In1 and In2, respectively.
this method are AAH and ATDD.
2.3.1 Asynchronous amplitude histograms
Figure 2.4 shows the setup configuration of the AAH technique for monitor-
ing purposes. The configuration used in Figure 2.4 c) comprises a sampling
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clock generator and an analog to digital converters (ADC) in the receiver. The
synchronous sampling receiver in Figure 2.4 b) is also shown for comparison
purposes. The frequency of the internal sampling clock shown in Figure 2.4 c) is
not correlated with the bit rate, and the clock of the signal is not synchronized
with the clock of ADC. Therefore the sampling is completely asynchronous. This
reduces cost, since an expensive clock recovery device is not required.
Figure 2.4 c) also shows the asynchronous eye diagram which demonstrates
a higher concentration of points in two areas correspondent to the binary zeros
and ones. This is mathematically demonstrated in the asynchronous amplitude
histograms on the left of the asynchronous eye diagram. The asynchronous Q
factor can be calculated, using this information, and some monitoring param-
eters can be measured, relating this quantity with the value of impairments
[1517] . The Q-factor is given by [15]:
Qavg = µ1,avg−µ0,avgσ1,avg+σ0,avg (2.3)
where µ1,avg and σ1,avg, are the mean and standard deviation of the 1-bit level and
µ0,avg and σ0,avg are the mean and standard deviation of the 0-bit level.
AAH based techniques suffer from non-ideal sampling, which produces middle
level samples, that affect the calculation of the Q-factor. This can be demon-
strated by comparing the generated histograms and eye diagrams of Figure 2.4
b) and c). Figure 2.4 b) shows a synchronous histogram that as generally a
clearer separation between binary zeros and ones than its asynchronous coun-
terpart on Figure 2.4 c). This is a result of the non-ideal sampling mentioned
above. This is sometimes called the averaging effect [18]. This has impact on
the accuracy of the AAH-based techniques as shown in [15]. AAH has demon-
strated the capability to monitor several impairments such as OSNR [16], CD
[13, 19, 20] and PMD [19].
2.3.2 Asynchronous time-delay diagrams
In Figure 2.5 the setup to reproduce ATDD is presented [14]. In Figure 2.5
a) the configuration setup of the optical performance monitor is presented. It is
composed by the transmission part plus fiber and the receiver side comprising
a photo-detector, a RF splitter that splits the power of the signal in two equal
parts, and a time-delay which delays the signal with a certain amount of time,
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which usually is correlated with the bit-rate ( 1T ) of the signal. In Figure 2.5 b)
several ATDD are obtained while changing the time-delay.
In the literature some approaches were developed to monitor many impair-
ments simultaneously, such as OSNR, PMD, CD [2124]. These approaches
include the use of machine learning by extracting features from histogram anal-
ysis [24] and from splitting the ATDD in to four quadrants and deriving the mean
and standard deviation for each quadrant [21]. Several other approaches does
not require artificial neural network (ANN). As an exemple Zhao et al., have
used the distance scatter plots [20], to monitor OSNR and CD, however not si-
multaneously. Kozicki et al. have used the Hough transform to monitor OSNR
and CD [23]. In Table 2.2 is demonstrated a summary of the above discus-
sion with additional details relatively to the accommodation of traffic type by the
asynchronous sampling techniques. One can conclude that they do not present
clear advantages relatively to one another. However the two dimensional plot
provided by ATDD is more rich in terms of information about the quality of the
signal. This allowed to distinguish a large number of impairments such as jit-
ter or filter offset [25]. The author in Chapter 5 also uses a two dimensional
plot to characterize the optical signal [26], however he has used a differentiator
in the place of a time-delay. This gives a certain number of advantages, such
as the ability to discriminate high frequency components with the differentiator.
Dispersion either CD or PMD is more severe at this higher frequencies, causing
the power fading of this components. Another advantage is that [26] it is not
bit-rate dependent.
Table 2.2: Asynchronous sampling analysis techniques
Bit rate Modulation format Interdependence Distinguish
independent? independent? between impairments? impairments?
AAH yes limited yes yes
ATDD no limited yes yes
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2.4 Optical performance monitoring based on
nonlinear optics
Nonlinear optics based techniques, make use of nonlinear effects, like four-
wave mixing (FWM) [27], cross-phase modulation (XPM) [28] or SPM [29], to
monitor different impairments, such as OSNR [27] and CD [29]. In general the
nonlinear optics-based monitor works with a nonlinear optical medium or device,
such as an highly non-linear fiber (HNLF), a nonlinear optical loop mirror (NOLM),
a parametric optical amplifier, or a semiconductor optical amplifier (SOA). The
great advantage of these methods is that they are all-optical, which means
that the opto-electronic conversion, only occurs, for sampling purposes, and
the critical signal processing is done in the optical domain favouring largely the
acquisition speed obtained. One clear drawback is that nonlinear optics-based
effects require high power to be considered effective.
FWM based OPM has been used to CD [3032] and OSNR [27] monitoring.
In one approach the pulse-width of the pump signal is related with the average
power of the idler. All the quantities involved in the process are known except
the pulse-width that is dependent on CD. Therefore by measuring the average
power of the idler is straightforward to determine the pulse-width and CD.
XPM is a nonlinear phenomena, where the intensity of the electric field of the
beam (1) (pump), modulates the phase of the beam (2) (probe), by the Kerr
Effect:
∆n(2) = 2n2I(1) (2.4)
where ∆n(1) is the index of refraction variation of the optical beam (2), caused by
the intensity of the optical beam (1) I(1). n2 is the nonlinear index of refraction
of the material [33]. In general a probe is phase modulated by the pump signal
which generates ghost tones in the probe at the data rate frequency of the
pump. This ghost tones are faded by the increase in CD, allowing to provide a
relationship between the power of this tones and CD. XPM-based OPM has been
used to CD[28, 34, 35] and simultaneous CD, OSNR[36] monitoring.
SPM is a nonlinear phenomena in which the intensity of the optical beam (1)
has effect on its own refractive index [37]:
∆n(1) = n2I(1) (2.5)
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A remarkable paper from Westbrook et al, exploits this effect [29]. Positive CD
causes pulse broadening and therefore causes spectrum narrowing. On the other
hand SPM, causes pulse narrowing and therefore causes spectrum broadening.
CD and SPM interact being opposite forces. A simple optical power meter and a
detuned optical filter located before it, measure the portion of the optical power,
that is inside one optical filter bandwidth located in the receiver, which is high
when CD is low and vice versa.
2.5 Conclusions
In this chapter the author made a general overview over several techniques
and methods in the OPM field. Static networks can estimate the impairments
by assumptions of input power in the fiber, its length and number of amplifiers.
As we move to long-haul transmission systems we must consider that some
impairments may vary in a considerable dynamic range due to temperature
changes, weather conditions, fiber stress, among others. This justifies the use
of an OPM technique, to estimate residual variations in the impairments value,
even if the traffic is a static point-to-point (PTP) transmission link. Based on this,
one can conclude that the choice of the appropriate OPM technique depends on
the specific network. Some networks require that the OPM technique be bit
rate transparent (not the case of a static PTP), therefore techniques such as
ATDD or based on the XPM effect shall not be used, since they depend on the
bit rate of the signal. Some networks may have restrict requirements in terms
of costs so one should consider a multi-impairment OPM technique. Although
some networks, such as optical burst switching (OBS) networks, may require
that the OPM technique be not just be transparent to the bit rate but to the
modulation format (limited to a number of modulation formats), including phase
modulation formats such as quadrature phase-shift keying (QPSK). One should
study other options. In this thesis the author proposed a multi-impairment,
bit rate and modulation format transparent (limited to a number of modulation
formats) OPM technique in Chapter 5.
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This chapter is based on the article [1]. This work is devoted to chromaticdispersion (CD) monitoring mainly for long-haul transmission links. The
monitoring range can be adapted to monitor several thousands of ps/nm even
at high bit rates such as 40Gbit/s, with high sensitivity. It is only limited by the
range of the variable dispersion compensator used. Since this type of devices
take their time to adapt, this monitor is limited in its time response, although it
shall be suited for dynamic point-to-point (PTP) transmission links.
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3.1 Introduction
CD is one of the major limitations in optical communication systems, spe-
cially for bit rates of 10Gbit/s and beyond. CD monitoring techniques have been
widely studied. These techniques are based on monitoring the magnitude of
amplitude modulated (AM) pilot tones [25], non-linear effects in highly non-
linear fiber [6, 7], phase-shift detection [8], two-photon absorption [9], ana-
lyzing the tap coefficients in electronic dispersion equalizers [12], among oth-
ers. When evaluating a dispersion monitoring technique, two design parame-
ters must be taken into account : the monitoring window and the monitoring
sensitivity(∆PAM/∆CD), where ∆PAM is the variation of the monitored power for a
variation of CD, ∆CD. The larger this ratio is, the better. Long-haul transmission
links have large accumulated dispersion. Therefore the dispersion monitoring
window must be large in this case. Moreover monitoring sensitivity is also im-
portant, because for data rates equal or higher than 40Gbit/s, a small change in
CD, can cause a 1 dB power penalty [5] or more.
Previously it has been demonstrated, the ability to enhance the monitoring
range and sensitivity by biasing the radio-frequency (RF) clock tone power [10],
measuring the negative dispersion [11]. To the best of author knowledge the
CD maximum monitoring range is 96 ps/nm at 40Gbit/s, [10] taking into account
only clock tone power monitoring techniques, which is well bellow the monitoring
range provided by the proposed technique in this chapter (2040 ps/nm at 40Gbit/s
).
The author presents a technique based on [5] and [14], supported on an
algorithm, Q-factor measuring and RF power tone monitoring. The objective is
to increase the monitoring range to much higher values than the ones stated
in the literature using several modulation formats at 40 Gbit/s. This method is
more devoted to long-haul transmission links at high data rates, presenting a
large monitoring range, with a monitoring sensitivity of 0.3363 dB/(ps/nm). This
monitoring range can however be increased by increasing the compensation
range of one variable dispersion compensator (VDC).
This chapter it is organized as follows. In section 3.2 the simulation setup
is demonstrated. In section 3.3 and section 3.4, all the theory related to the
calculation of the Q-factor and the operation principle of the RF power monitor,
Simulation Setup 31
respectively, is explained in detail. In section 3.5 and 3.6 the simulation results
and the conclusions are presented, respectively.
3.2 Simulation Setup
The author presents a novel technique based on [5] and [14], with a novel
monitoring philosophy, supported by an algorithm, Q-factor calculation, and RF
power monitoring. The Q-factor is calculated by capturing opened eye diagrams
with high-speed electro-optical sampling, following the technique proposed in
[13, 14]. The schematic proposed allows accurate calculation of the CD by
applying the VDC controller algorithm placed accordingly to the setup of Figure
3.1 and detailed in the flowchart of Figure 3.2. fc is the clock frequency, λ is the
wavelength and T is the period of CD variation against the power of the clock
frequency component as shown in Figure 3.3.
In the RF Power Monitoring Block of Figure 3.1 the dispersion of VDC2 was set
between −T /2 and T /2. Regardless of the amount of total accumulated dispersion
at the output of VDC1, accordingly to Figure 3.3, a RF power minimum will be
achieved, since many exist. As was mentioned before for that to happen, it is
Figure 3.1: Simulation setup of the monitoring scheme using RF analysis and
Q-factor monitoring.
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Start VDC controller algorithm
Insert λ and fc.
Vary the dispersion
of between −T2 and T2 .
Find an RF power mini-
mum. Register for this
minimum the disper-


















Figure 3.2: VDC controller flowchart
necessary to vary the dispersion in VDC2 between −T /2 and T /2, and take note
of the dispersion in the mentioned range that sets a minimum in RF power. We
may call it DL. The required next step is to find how far this minimum is from
the 0 ps/nm dispersion value. If DL ps/nm is added with VDC2 to nT ps/nm,
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Figure 3.3: Variation of the RF power of the clock tone in respect to CD, for
a 40 Gbit/s RZ signal.
where n = ...−2,−1,0,1,2..., we may know that we will obtain a peak in the Q-factor
value, only when the amount of dispersion set by VDC2 compensates completely
the amount of dispersion at the output of VDC1. The monitoring window of this
technique is therefore dependent of the compensation range of VDC2.
3.3 Q-factor calculation
In the proposed technique of this chapter, the calculation of the Q-factor is of
most importance. Several techniques were proposed by the scientific community
to calculate accurately the Q-factor, although some of them are computationally
demanding [15, 16]. Some of these techniques are based in a exhaustive Gaus-
sian approach, using the Moment Generating Function(MGF) through the saddle
point approximation [15, 16]. Similar approach uses the same saddle point ap-
proximation, taking into account arbitrary signal pulse shape, chirping, filtering
at the transmitter and at the receiver and CD [17]. Asynchronous amplitude
histograms (AAH), has been already used, to produce asynchronous eye dia-
grams [14, 1821]. The technique used in this chapter [13], for measuring the
Q-Factor is also based on AAH, but instead of producing asynchronous eye di-
agrams, it generates opened eye diagrams. Asynchronous sampling, dispenses
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timing extraction, and so it is transparent to the bit rate. This technique uses
asynchronous under sampling, so the relationship between the clock frequency
fc and the sampling rate fs is in the order of n/m, where n and m are natural
numbers, and n <m [13]. This work was done over a software simulator and due
to memory limitations, the n/m relationship, had to be increased, to unrealistic
values (should be much lower than 1, although in the computations 1 was used,
otherwise very long patterns had to be computed). Although the validity of the
results remains untouched, because what is really important is to demonstrate
that is possible to generate opened eye diagrams following the equation [13]:
fs = nm fc±a (3.1)
and that was demonstrated, as shown in Figure 3.4. a is the offset frequency
which enables the capture of the sampling points in different bit amplitudes.
The eye diagram uses approximately m/n bits of the signal, to take one sam-
pling point for the eye diagram. After k sampling points the waveform of one
bit is produced. After approximately jkmn bits, the eye diagram is composed of
a representation of j bit waveforms superposed from time zero over a speci-
fied interval. In the synchronous sampling technique, fs is determined through
hardware synchronization with fc and by satisfying Eq. (3.2) [13]:
tstep = 1fs − 1nm fc = 1k fc (3.2)
Figure 3.4: Simulation of an opened eye diagram, using the technique ex-
plained in Section 3.2. s is the time window centered at t used to take the
sampling points that are within it to calculate the Q-factor
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where tstep is the sampling time interval and k is the number of sampling points
for each bit slot. If we solve Eq. (3.2) in order to fs we obtain Eq. (3.3) [13]:
fs = fc1
k + mn (3.3)
If we equalize Eq. (3.1) and Eq. (3.3), we get Eq. (3.4) [13]:
a = ( nm)2
k+ nm fc (3.4)
We can see that a < nm fc the first term of Eq. (3.1).
(a) (b)
(c)
Figure 3.5: Illustrative figure of the technique for measuring the Q-factor and
depicting opened eye diagrams. In (a) a sine wave is depicted(dot) taking
just one sample of each period of the signal. In (c) a random signal is shown,
and in (b) an opened eye diagram is depicted with the sampling points taken
from (c).
In Figure 3.5 is shown how to obtain opened eye diagrams with this technique.
In Figure 3.5(a) k=8, j=1 and n/m=1, so a = 19 fc and fs = 89 fc. fs assures that the
sampling points are taken at distinct amplitudes of the signal. In Figure 3.5(c)
a random signal is depicted, representing zeros and ones. In this example k=5,
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j=2, a = 16 fc and fs = 56 fc. This is sufficient to represent an opened eye diagram
represented in Figure 3.5(b).
Parameter Qt is estimated from the opened eye diagrams. Parameter Qt is
defined as:
Qt = µ1−µ0σ1+σ0 (3.5)
where µi and σi are the mean and standard deviations of the mark (i=1) and
space (i=0), respectively. In Figure 3.4 an opened eye diagram is shown taken
from simulation of an return-to-zero (RZ) signal format using the aforemen-
tioned technique. In this case k=32, n/m=1/5 and j=12, for a bit rate of 40Gbit/s.
It can be seen that this technique is able to produce fair opened eye diagrams.
s shown in Figure 3.4 is the time window, centered at t. In Figure 3.6 is shown
the Q-factor against CD. As expected the maximum Q-factor is achieved near 0
ps/nm CD.
Figure 3.6: Q-factor versus calculated accumulated dispersion for an OSNR
equal to 18.6 dB launch power equal to -3 dBm, using the simulation setup
of Figure 3.1
3.4 RF power monitoring
It is well known that after a transmission link and a photo receiver, the mag-
nitude of a clock component will fade with the increase of the total accumulated
RF power monitoring 37
CD of the optical link. Optical fiber dispersion causes a time delay between
the upper and lower sideband clock components, since they travel at different
velocities due to distinct refractive index for each one of them. The detected
chromatic-dispersion-dependent RF power of an AM clock-power frequency can
be expressed as [5]:
PAM = 12 {RPom ∣cos(piλ 2DLc f 2c )∣}2RL (3.6)
where Po is the averaged received optical power, before the photo receiver, R is
the responsivity, RL is the resistive load of the optical receiver, m is the root mean
square (rms) modulation index of the amplitude modulator, c is the speed of light
in vacuum, λ is the operating wavelength, D is the fiber dispersion parameter,
and DL is the total accumulated dispersion. Eq. (3.6) shows that the variation
of the AM clock-power frequency, varies sinusoidally with the total accumulated
dispersion. According to Eq. (3.6) it can be seen by the cosine argument, that
the period of variation of the clock-power frequency with accumulated dispersion
in ps/nm is:
T = c( fc)2λ 2 (3.7)
λ in nm, c in nm/ps and fc in ps−1. Having a sinusoidal behaviour, Eq. (3.6), is not
able to distinguish between maximums, so the monitoring window is limited to−T2 and T2 . In the specified range using an Mach-Zehnder interferometer (MZI)
the 0 ps/nm CD corresponds to a minimum in RF. The author used a Mach-
Zehnder interferometer (MZI) before a photodetector, as shown in Figure 3.1,
in order to increase the sensitivity of the technique. The frequency response of
the constructive port of the MZI can be written as [5]:
H+( f ) = ∣H+( f )∣e jΦ+( f ) = j2(e− j2piτ f +1) (3.8)
where ∣H+( f )∣ and Φ+( f ) are explicit in Figure 3.7. The detected RF power of the
clock component after a dispersive fiber and a MZI is:
PAM = 12 {RPomK2 ∣sin(piλ 2DLc f 2c )∣}2RL (3.9)
where K = 1/√2 is the transmittance of the MZI at the wavelength of the clock
component. If we compare Eq. (3.6) to Eq. (3.9), the first is related to a cosine
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function and the second to a sine function. Therefore the monitoring resolu-
tion can be improved significantly, around zero dispersion, by using Eq. (3.9).
Further considerations about the MZI controller may be found in [5].
Figure 3.7: Optical amplitude and phase responses of the MZI at its con-
structive port. In the graphic below it is shown the electric field spectrum [5]
3.5 Simulation results and discussion
In the first simulation of Figure 3.8 the author varied the OSNR(dB) from al-
most 23 dB down to 7 dB. fc is equal to 40 GHz, or equal to the bit rate frequency
fp, 40Gbit/s. The author used the RZ(50%) modulation format and -3 dBm as
the laser launch power. The accumulated dispersion is 2040 ps/nm. Monitoring
errors start to appear at OSNR values lower than 9 dB. This monitoring errors
occur because the amplitude of the noise is higher than the amplitude of the RF
clock tone.
In Figure 3.9 we examine the impact of the delay variation in the calcula-
tion of the CD. Temperature changes can induce MZI delay variations, so it is
relevant to discuss this topic here, since the author used a controller to control
these variations. We see that after a delay variation of 50% the CD monitor-
ing scheme starts to produce incorrect values of CD. This is due to the error
signal generated by P+ and P− that controls the MZI which accepts a maximum
normalized power difference of
√(2)/2 for a delay variation of 50%. This is the
maximum normalized power difference that produces correct values of CD.
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Figure 3.8: Simulated accumulated dispersion versus OSNR
culation. The simulation setup was the one shown in
Fig. 1; we just varied the amplifiers’ noise figure (NF)
to obtain the needed OSNR. fclk is equal to 40 GHz or
equal to the bit rate frequency fs, 40 Gbits/s. We used
the RZ (50%) modulation format. We also used
−3 dBm as the laser launch power. The expected accu-
mulated dispersion is 2040 ps/nm. As can be seen
from Fig. 8, we correctly calculated the accumulated
dispersion until we reached values of the OSNR down
to 9 dB, which is quite a low value of the OSNR for
typical values used in real networks, so the method
shows good resistance in the presence of low OSNR.
Figure 9 shows the method’s behavior when the trans-
mitter emits a wide range of launch powers. The
OSNR is equal to 18.6 dB. We see that the method be-
haves well between −20 and 4 dBm as the launch
power, which shows a high degree of transparency
with respect to launch power. In Fig. 10 we examine
the impact of the delay variation in the calculation of
the chromatic dispersion. Temperature changes can
induce MZI delay variations, so it is relevant to dis-
cuss this topic here. We see that after a delay varia-
tion of 50% the chromatic dispersion-monitoring
scheme starts to produce incorrect values of chromatic
dispersion. This means that the monitoring scheme
has low sensitivity to the MZI delay variation.
In this simulation, we examine three different
modulation formats: RZ, NRZ, and CSRZ. We used
−3 dBm as the launch power, 18.6 dB as the OSNR,
fclk equal to 40 GHz, the same frequency as the bit
rate fs of 40 Gbits/s, and varied the residual disper-
sion using VDC1 and VDC2 between −1000 and
1000 ps/nm and monitor this dispersion variation.
The results are shown in Figs. 11–13. We see that the
NRZ format shows the worst results. That happens
because the NRZ format only has a residual compo-
nent at the clock frequency, and the noise superposes
itself to the clock component. The method behaves
well in the RZ format and the CSRZ format.
Because this method supports a low OSNR and has
large monitoring windows as stated previously, which
Fig. 8. Simulated accumulated dispersion versus the OSNR.
Fig. 9. Launch power versus calculated accumulated dispersion.


















Fig. 10. MZI delay variation versus calculated accumulated
dispersion.
Fig. 11. Simulation data obtained with the RZ format.
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Figure 3.9: MZI delay variation versus calculated accumulated dispersion
with RZ format.
In this sim lation, the author examined three different modulation formats,
RZ, NRZ and carrier-suppressed-return-to-z ro (CSRZ). The author used -3
dBm as the launch power, 18.6 is the OSNR and varied the residual dispersion
using VDC1 and VDC2, between -1000 ps/nm and 1000 ps/nm and monitor this
CD variation. We can see that since the RZ format has a clear clock component,
the results in Figure 3.10, show that this modulation format can be monitored
with high accuracy. This is not the case of the NRZ results shown in Figure 3.11
which does not have a clock component and ther for results in an error that is
close to T ≈ 100 ps/nm. In the case of CSRZ results shown in Figure 3.12 the
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Figure 3.10: Simulation data obtained with the RZ format

























Figure 3.11: Simulation data obtained with the NRZ format
clock component is strong allowing to produce accurate results.
3.6 Conclusions
In this chapter the author proposed a technique that used RF power monitor-
ing and Q-factor monitoring to enlarge the monitoring window. The technique
was able to calculate accumulated dispersion up to 2040 ps/nm. This value is the
limitation of the VDC envisioned in the simulation setup proposed, however if
this value is increased larger monitoring ranges can be achieved. The technique
shows very good behavior using RZ and CSRZ formats, although NRZ format
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Figure 3.12: Simulation data obtained with the CSRZ format
demonstrate monitoring errors in the order of 100 ps/nm in the worst case.
Due to the moderate complexity, potential moderate cost, resilience to low
OSNR and high sensitivity (0.3363 dB/(ps/nm)) for high values of chromatic dis-
persion, the author proposes this technique for long haul communication links
at high data rates.
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This chapter is based on the articles [1, 2]. It presents a technique that sub-stitutes an radio-frequency (RF) filter (common in RF tone power monitoring
techniques [3, 4]) after the receiver, by an optical filter before the receiver. Ad-
ditionally does not require the change of the transmitter, such as the RF pilot
techniques presented in Chapter 2 Section 2, and allow low cost asynchronous
sampling after the receiver. Moreover it allows the use of optical signal process-
ing techniques before the receiver to sample the signal. Comparatively to the
technique presented in the previous chapter this technique due to its moderate
monitoring range, is suited to measure residual chromatic dispersion (CD) in
the optical network. Figure 4.1 shows a comparison diagram about the main
differences between the proposed technique in this chapter and the RF power
monitoring technique reviewed in Chapter 2 Section 2 [5].
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Figure 4.1: Showing the main differences between a)the proposed technique
in this chapter and b) RF power monitoring technique [5]. There is a switch
of one EBPF-Electrical band-pass filter by one OBPF optical bandpass filter.
λc-center wavelength, fp-bit rate frequency, ASCG-Asynchronous Sampling
Clock Generator
4.1 Introduction
Prior work in the field of CD monitoring, implemented various schemes, in-
cluding asynchronous delay tap sampling [6, 7], RF tone measurement [3, 4],
self-phase modulation (SPM), four-wave mixing (FWM) and cross-phase mod-
ulation (XPM) [810], polarization scrambling [11], asynchronous chirp moni-
toring [12], two-photon absorption (TPA) with semiconductor micro-cavity [13],
among others.
The well known RF tone measurement techniques is a technique with mod-
erate dynamic range, cost, and acquisition time and also suitable to implement
[15]. Monitoring CD by nonlinear effects (TPA, FWM, SPM, XPM) avoids high
speed electrical domain signal processing, but requires normally high power,
due to the low efficiency of the nonlinear process [810, 13].
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Figure 4.2: Simulation setup. At the receiver the signal is filtered by the BPF
and sampled by the processor unit. Simultaneously the average power is
measured by the optical power meter. BPF-Band Pass Filter, BW-Bandwidth,
τ-time delay of the interferometer, EDFA-Erbium Doped Fiber Amplifier, SMF-
Single Mode Fiber, DCF-Dispersion Compensating Fiber, NF-Noise Figure
The technique here presented, collects samples of data at asynchronous in-
tervals, and determines the maximum amplitude of the optical signal in an ap-
propriate time window. Figure 4.2 shows the simulation setup of the monitoring
technique. The processor samples the signal asynchronously and determines the
maximum amplitude among the collected samples. Then divides this value by
the average power calculated by the optical power meter of Figure 4.2, yielding
in a ratio, (known in telecommunications engineering to be the peak to average
power ratio (PAPR)) transparent to the average power of the source laser.
The optical filter selects the two lower frequency sidebands of the signal,
rejecting all the others. The Mach-Zehnder interferometer (MZI) with τ = 1/(2 fp),
has the effect of increasing the monitoring sensitivity by 3 dB. The interferometer
shifts the phase between the optical carrier and the two sidebands +pi/2 and −pi/2,
so that these two sidebands have a pi phase difference, and therefore, they could
cancel each other. CD changes this phase difference, and the PAPR starts to
increase when dispersion departs from 0 ps/nm. In Figure 4.3 it is shown the
flowchart of the algorithm that supports this technique.
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Figure 4.3: Flowchart of the proposed technique for residual dispersion mon-
itoring.
4.2 Theory for residual CDmonitoring using asyn-
chronous sampling
The electric field equation of a sinusoidal input modulation, after passing
through a dispersive fiber, an ideal filter and an interferometer is given by
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Eq. (4.1) [5]:
r(t) =√P0H1eiφ1+2 ipi t f0 ⎛⎝1+1/4m (H2+H3)ei(q fp
2−φ1+1/2φ2+1/2φ3)
H1
cos(2pi fp t +1/2φ2−1/2φ3)+
+1/4i m (H2−H3)ei(q fp2−φ1+1/2φ2+1/2φ3)
H1
sin(2pi fp t +1/2φ2−1/2φ3))⊗F−1{rect( f0, fBW )},
(4.1)
where fp is the frequency of the sinusoid, f0 is the carrier frequency, P0 is the
average laser launch power, m is the modulation index, F−1{rect( f0, fBW )} is the
inverse Fourier transform of an ideal filter centered at f0, with frequency band-
width equal to fBW and ⊗ is the convolution operator. The impact of the filter in
a sinusoidal signal that only have two harmonics, at the the bit-rate frequency
fp, is null. However it is important for more complex signals such as return-to-
zero (RZ) signals and therefore is included in the equation. The H1,H2,H3,φ1,φ2,φ3
and q , parameters are defined as follows:
H1 = ∣cos(piτ f0)∣
H2 = ∣cos(piτ ( f0+ fp))∣
H3 = ∣cos(piτ ( f0− fp))∣
φ1 = −piτ f0+ pi2 +∠cos(piτ f0)
φ2 = −piτ f0+ pi2 +∠cos(piτ ( f0+ fp))−piτ fp
φ3 = −piτ f0+ pi2 +∠cos(piτ ( f0− fp))+piτ fp
(4.2)
q = piλ 20DL
c
, (4.3)
where λ0 is the carrier central wavelength, D is the dispersion parameter, L is
the fiber length, ∠ is the angle operator and τ is the delay time of the delay line




In such conditions we can write:
H1 = ∣cos(piτ f0)∣ H2 = ∣cos(piτ ( f0+ fp))∣
H3 =H2 φ1 = 2pin+α
φ2 = 2pin+α + pi2 φ3 = 2pin+α + pi2 , (4.5)
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where α is an arbitrary angle dependent of f0 . The optical power is given by:
Popt =∣r(t)∣2 =Re(r(t))2+ Im(r(t))2 =(1/4√P0mH2
cos(2pi t f0+q fp2+φ2+2pi fp t)+
1/4√P0mH3
cos(2pi t f0+q fp2−2pi fp t +φ3)+√
P0H1 cos(2pi t f0+φ1))2+(1/4√P0mH2
sin(2pi t f0+q fp2+φ2+2pi fp t)+
1/4√P0mH3
sin(2pi t f0+q fp2−2pi fp t +φ3)+√




+2m2H2H3 cos(φ2+4pi fpt −φ3)++8mH1H2 cos(q fp2+φ2+2pi fpt −φ1)+
m2H32+
8mH3H1 cos(q fp2+φ3−2pi fpt −φ1)+16H12).
(4.6)
Using Eq. (4.5) into Eq. (4.6) we obtain:
Popt = 116 P0 (H22m2+2m2H2H3 cos(4pi fp t)−
8mH2H1 sin(q fp2+2pi fp t)+m2H32−8mH3H1 sin(q fp2−2pi fp t)+16H12) .
(4.7)
To calculate the maximum amplitude of the signal we must calculate the
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derivative of Eq. (4.7) in order to t and equal it to zero:
dPopt
dt
= P0mH3H1 cos(q fp2−2pi fp t) fppi−
1/2P0m2H3H2 sin(4pi fp t) fppi−
P0H1mH2 cos(q fp2+2pi fp t) fppi = 0.
(4.8)




(2i+1)/(2 fp) i f , DL ≥ 2nDTalbot
DL < (2n+1)DTalbot
(2i+1)/( fp) i f , DL ≥ (2n+1)DTalbot
DL < (2n+2)DTalbot
(4.9)




DTalbot is due to the Talbot effect, which describes the apparent re-emergence
of a periodic sequence of pulses, propagating in the dispersive medium. Talbot
studied the re-emergence of a repeated sequence of images in a periodic spatial
diffraction grating. Chromatic dispersion plays the role of the spatial diffraction,
where the minimums in the measured power are repeated at 2nDTalbot, where
n = ...,−2,−1,0,1,2, ...
Substituting the solutions given by Eq. (4.9) into Eq. (4.7), for instance for
i = 1, leads to Eq. (4.11a) and Eq. (4.11b), which is a relationship between the
maximum amplitude of the signal and CD, similar to the obtained in 3.9:
Popt (q) = 116P0 (m2H22+ 16mH2H1 sin(q fp2)
2m2H2H3+m2H32+16H12) , (4.11a)
if 2nDTalbot ≤DL < (2n+1)DTalbot and:
Popt (q) = 116P0 (m2H22− 16mH2H1 sin(q fp2)
2m2H2H3+m2H32+16H12) , (4.11b)
if (2n+1)DTalbot ≤DL < (2n+2)DTalbot.
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The ratio between the optical power and the average power is given by:
ratio = Popt(q)1
16 P0 (H22m2+m2H32+16H12) == 1+ 2m2H2H3(H22m2+m2H32+16H12)+RRRRRRRRRRR 16mH2H1(H22m2+m2H32+16H12) sin(q fp2)
RRRRRRRRRRR
(4.12)
which leads to an equation that is independent from the launch power P0.
4.3 Simulation Results and discussion
Figure 4.4: Dispersion monitoring
for a 10 GHz sinusoidal input mod-
ulation. Simulation and theoret-
ical data are plotted. Theoreti-
cal data is plotted accordingly to









Figure 4.5: Dispersion monitoring
for a 10 Gbit/s RZ modulation. Ra-
tio is the PAPR. Simulation data is
plotted.
Figure 4.4 shows the theoretical plot versus the simulation data, in terms of
the ratio value, for P0 = 1mW , λ0 = 1550nm, fp = 10GHz and m = 1 using a sinusoidal
format. We see a very close relationship between the theoretical curve obtained
from Eq. (4.12) and simulation data, obtained using OptiSystem 7.0. We do not
have a clear explanation about the differences between the simulated values and
the theoretical ones at higher values of chromatic dispersion within the scope
presented in Figure 4.4. Although we want to compare the theoretical values
with a more closed-to-reality model such as the one provided by the simulation,
which leads us to not shut down from the simulation, parameters such as the
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nonlinear parameter and the differential group delay (DGD) parameter, that are
not included in the theoretical curve. Although we may confirm the validity of
the model in a certain monitoring range between -1200 ps/nm and 1200 ps/nm.
Figure 4.5 shows the simulation results for the RZ format. The curve is
similar to the one of Figure 4.4. This indicates that the theoretical approach is
also similar to the one used in the sinusoidal format, indicating that the curve
follows the form ∣sin(q fp2)∣ .
4.4 Experimental results and discussion
The experimental setup is presented in Figure 4.6. The transmitter generates
RZ Gaussian pulses, at 40Gbit/s. CD is emulated combining SMF and dispersion
compensating fiber (DCF). The optical filter used in this experiment was the
x-tract tunable optical filter from Netest, with rectangular shape and 0.64 nm
bandwidth. The filter was centered at fc=1549.94 nm, which is the central
wavelength of the transmitter laser and has 10 dB attenuation at fc. The MZI
consists of a polarization maintaining fiber (PMF) with one half bit DGD between
the two axis of polarization, a polarization controller which regulates polarization
for 45o, a polarization beam splitter, which separates the two state of polarization
(SOP)s and an acrylic box, that isolates the MZI from variations in polarization,
induced by temperature changes. An extra 9.4 dB of attenuation is inserted
by the MZI. The SOP locker isolates the MZI from polarization changes before
it. Polarization shall be stabilized, and the output optical spectrum must be
observed, to avoid some drift in it. The PMF with a DGD of one half-bit, acts like
two signals, each one in one axis of polarization, interfering with each other. The
polarization beam splitter could be substituted by a polarizer. It only guarantees
that we get the maximum power when the polarization controller aligns one of
the axis of the polarization beam splitter to the 45o of the PMF.
In the receiver the author used an Agilent 86100A oscilloscope to collect the
maximum power and the average power in a time window. In fact the author
used synchronous sampling in the experiment (not in simulation), although it is
not required. The author expects that if a proper time window, depending on
the sample rate, is given the monitoring errors caused by imperfect sampling
will be minor. The time window must be large enough in order to ensure that at
least one power maximum is found. However it may occur that due to imperfect















Figure 4.6: Experimental setup of the proposed monitoring technique. PMF-
Polarization Mantaining Fiber, EDFA-Erbium Doped Fiber Amplifier, MZM-
Mach Zehnder Modulator, MZI-Mach-Zehnder Interferometer, SOP-State of
Polarization, PBS-Polarization Beam Splitter, SMF-Single Mode Fiber, DCF-
Dispersion Compensating Fiber, BW-Bandwidth, PC-Polarization Controller,
fc-central frequency

















Figure 4.7: PAPR as a function of CD.
sampling an approximation of this power sampling is found causing monitoring
errors.
The main results are shown in Figure 4.7. We see a good agreement be-
tween the simulated results, and the experimental ones, inside the monitoring
window. We may also see, in the experimental results a very distinct peak,
at 0 ps/nm. This agrees with the simulation results, as expected. Only when
dispersion reaches +40 ps/nm the agreement between the simulated data and
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experimental data start to diverge. Also the monitoring sensitivity for negative
CD is slightly greater than for positive one. The author believe that this is due
to the difference between the ideal delay of the MZI, and the one used in the
experiment. The one measured by an optical network analyzer, used in the ex-
periment, is 12.72 ps and the ideal delay is 12.5 ps, equal to half-bit delay time.
Simulations tried to emulate the experimental conditions, although due to model
limitations, it was not possible to fully emulate the MZI (with the same compo-
nents of the one shown in Figure 4.6). This may explain the differences between
the experimental and simulation results when the CD reaches 40 ps/nm. The
MZI used was the one provided by the simulator, and it comes as one single
component. The simulator used was Optisystem 7.0 .
4.5 Conclusions
The author shows a CD monitoring technique based in asynchronous sam-
pling, that eliminates ambiguity at 0 ps/nm, and also have high sensitivity at
this region of the monitoring window. It also has an acceptable monitoring res-
olution and monitoring window. This technique allows to use optical domain
processing techniques and electro-optical sampling before the receiver reducing
the required bandwidth of the photo-detector. This enables that this technique
can be used at 100Gbit/s and beyond. The author also elaborates the theory that
led to a new equation that relates the maximum optical power, with CD. Simula-
tion results agree with the theoretical results. Experimental results demonstrate
the practical implementation of the proposed technique to monitor the chromatic
dispersion of RZ modulation formats. In this chapter it was demonstrated a low
cost chromatic dispersion monitoring technique, that is suitable to be imple-
mented at very high data rates.
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This chapter is dedicated to multi-impairment optical performance monitor-ing. The author details an optical performance monitoring technique with
significant level of transparency. The technique is based on a novel perfor-
mance diagram and artificial neural networks (ANNs). The technique is able to
demonstrate comprehensive performance diagrams even for quadrature phase-
shift keying (QPSK) modulation formats. This enables to monitor signals with
this modulation format. This specific work resulted in 3 publications [13] and
one patent (see Appendix A). In this chapter the author approaches [1, 2] and
in Chapter 6 [3] is approached, due to the fact that it also includes all-optical
signal processing (AOSP).
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5.1 Introduction
Optical performance monitoring (OPM) has been a widespread research topic
in the field of optical fiber communications. Several solutions have been pro-
posed to evaluate the performance of optical networks. Performance parame-
ters include chromatic dispersion (CD) [46], 1st order polarization mode disper-
sion (PMD) [7, 8], or optical signal to noise ratio (OSNR) [8, 9], among other.
One or more of these techniques are based in at least one of the following meth-
ods: radio-frequency (RF) spectrum analysis, nonlinear optical effects detection
and statistical signal processing using synchronous or asynchronous sampling.
Despite the usefulness of these techniques for specific applications, the demand
for a low cost, multi-impairment Optical Performance Monitor is significant.
The methods addressed above may be classified by the capability to moni-
tor simultaneously all the parameters with one single device. Statistical signal
processing by synchronous or asynchronous sampling, seems to be the best
candidate [1013]. RF spectrum analysis and nonlinear optical effects detection
collides with the interdependence between different impairments [14], which
requires additional techniques to solve this issue [15].
Recently, techniques using machine learning and ANNs have been proposed in
conjunction with very well known optical performance diagrams [16, 17]. These
optical performance diagrams are based on asynchronous amplitude histograms
[18], delay-tap asynchronous diagrams [1012] or synchronous eye diagram
(SED)s [13].
Jargon et al. [11] have reported an optical performance technique using
ANNs, which monitors simultaneously CD, PMD and OSNR for an non-return-to-
zero (NRZ)-on-off keying (OOK) modulation format at 10Gbit/s. The monitoring
window ranges from 0 to 700 ps/nm, 0 to 35 ps and 18 to 30 dB respectively.
The authors do not report the errors obtained in these computations [1113].
Machine learning with asynchronous time-delay diagrams (ATDD) histograms
has also been used to compute OSNR, CD and PMD [12]. The monitoring win-
dows reported, range from 0 to 1600 ps/nm, 0 to 50 ps and 15 to 27 dB, for CD,
PMD and OSNR, respectively, using 10Gbit/s NRZ-OOK modulation format. The
patent application [12] uses several algorithms to predict CD, PMD and OSNR,
including a linear and a nonlinear kernel algorithm, for pattern recognition. It
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demonstrates good estimates for CD and PMD, although the monitoring accuracy
for OSNR is mentioned "as poor" [12].
A novel technique has been developed in [13] using parameters extracted
from SEDs, presenting a monitoring range of 18 to 30 dB, 0 to 700 ps/nm and
0 to 35 ps for OSNR, CD and PMD, respectively. This results are shown for a
10Gbit/s NRZ-OOK modulation format.
In [19] delay tap asynchronous sampling is used to monitor a 100Gbit/s QPSK
modulation format signal. Two different direct detection receivers have been
tested (i.e single ended detection and balanced detection). Superior accuracy is
achieved with balanced detection.
In [20] SEDs with ANN, have been used to compute several impairments
using 40Gbit/s return-to-zero (RZ)-OOK and 40Gbit/s RZ-Differential Phase Shift
Keying (DPSK). The errors reported are 2.53 ps/nm for CD and 0.58 dB for
OSNR, when using 40Gbit/s RZ-OOK signal. The OSNR is 1.85 dB and CD is
3.18 ps/nm for 40Gbit/s RZ-DPSK. The errors reported for CD using RZ-OOK
modulation format are about 5 % of the maximum range of the monitoring
window used (50 ps/nm).
A novel technique so called parametric asynchronous eye diagram (PAED)
[1] in conjunction with ANNs is presented to monitor simultaneously several im-
pairments. The PAED uses samples of the signal (y) and of the differentiated
signal (x), to form the diagram (where x = ∂y(t)∂ t and y=y(t), hence the name Para-
metric). The technique is completely transparent to modulation format and bit
rate, in terms of hardware and signal processing. This means that no change in
hardware or processing algorithm is required when the bit rate and modulation
format change. Results demonstrate the effectiveness of this technique when
dealing with NRZ, RZ and QPSK modulation formats and bit rates of 10Gbit/s,
20 Gbit/s and 40Gbit/s. The author reports results showing that with a simple
receiver comprising only single ended detection, the optical performance tech-
nique presented in this technique is capable to monitor a signal modulated with
40Gbit/s QPSK.
The PAED captures the information of the first order derivative, which is
strongly affected by CD and PMD, due to the pulse broadening caused by those
effects. The differentiator increases the sensitivity of the monitor at high fre-
quency components of the signal, which for instance may be beneficial for CD,
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where the components with higher frequency, have higher delay, and suffer
higher fading due to CD. When dispersion is too high the fading at high frequen-
cies increases to a point where it is not possible to distinguish between one level
of dispersion and the other. The differentiator allows to increase the range of
the monitoring window. PAED is focused on rise and fall edges and treats them
separately, while ATDD is focused on transitions, from binary levels.
The impact of dispersion in PAED effects occurs mainly on rise and fall edges,
while the impact of noise is mainly concentrated in the center of PAED. These
three regions are represented on PAED in an easy and understandable manner
as can be seen in Figure 5.1. The visual analysis of ATDD depends on the de-
lay used, modulation format and bit rate. The visual and processing analysis
of PAED is completely independent of these parameters (ie. no need to change
the OPM algorithm). Asynchronous amplitude histograms fall in a different cat-
egory. They are based in the evaluation of histograms, which gives an averaged
measurement of Q-factor, which is affected by middle level samples.
5.2 Artificial neural networks
"ANNs are neuroscience inspired computational tools that are trained by the
use of input-output data to generate a desired mapping from an input stimulus



























Figure 5.1: Histogram and PAED referencing the rising, falling edges and the
binary ones and zeros.
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to the targeted output" [13]. The input-output pairs are grouped in two different
sets, the training set and the test set, both are taken from the input and output
of a physical device or physical model. They are different in the sense that they
have different input-output combinations, being this essential to test the validity
of the model. The training set and the test set are composed by n+m columns,
where n is the number of inputs and m is the number of outputs. Each row
represents one training or test data example.
In a first phase the ANN is trained with the training set. The training set is
the input-output combinations taken from a physical device or model that ad-
just the structure of the ANN, in order to make it behave as the aforementioned
physical device or model, with the minimum possible error. The training applies
to adjust the weights of the ANN in each training epoch (iteration), until a spec-
ified Mean Square Error, between the m outputs of the training set and the m
output values obtained during the training process, has been met, or a defined
number of epochs has been achieved. In Figure 5.2, the weights of the ANN are
illustrated by the arrow lines, where the mathematical operation executed by

















Figure 5.2: ANN. Qn represents the nth subset of the diagram of PAED (see
5.6), σ the standard deviation, Qn and dQndt , represents the mean of the am-
plitude and derivative of the subset of the diagram, respectively
its inputs, and then pick the result of this sum, as the coordinate x of a sigmoid
(hidden layer), or linear (output layer) function. The output of each neuron is
the ordinate y = f (x) of such functions. It may occur that low errors are achieved
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with the training sets, due to the effect known as overtraining in ANNs, but that
does not mean that the ANN is well modeled. To test if the ANN is well modeled
it must be validated with the test set. If the errors between the test values and
the ones predicted by the ANN are sufficiently low, the ANN is well modeled, and
the training process is completed. The results shown in figures presented in this
technique, when related with ANNs output, are always based on the test data.
Neural networks allow nonlinear modeling, although it is useful to inspect the
requirement for a nonlinear approach, which from the best of our knowledge
has not been done yet, in the literature. The author has used linear partial
least squares (PLS) regression as a term of comparison. The setup used to
capture the results is demonstrated in Figure 5.3, and the transmitter sends a
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Figure 5.3: Setup of the technique using an electrical differentiator.
In Figures 5.4 and 5.5, the author demonstrates the results using PLS and
ANN, respectively, for modeling CD, PMD and OSNR, splitting PAED in 4 and
6 subsets for pattern recognition, methodologically similar to Figure 5.6. The
mean and standard deviations for each subset, and for each axis of the diagram,
were calculated and inserted as inputs in the two models. The inputs are scaled,
and the principal components are made orthogonal using principal component
analysis. The ANN model uses 40 neurons in the hidden layer, which yields
a relatively large network. Although the accuracy, through the range of CD,
PMD and OSNR, justify this approach. Further in this Chapter we will see a
comparison between 10 and 40 neurons accuracy, in the hidden layer and is
clear, that higher accuracy is achieved in the 40 neurons approach. Increasing
this number lead to lower error with the training set examples, while will lead
also to higher error in the test set examples, which has no interest in this case.
Comparing the results of Figures 5.4 and 5.5, we may achieve to the con-
clusion that the approach using PLS is less accurate than the approach using
ANN. The author stresses out that PLS is almost insensitive to the number of
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In Figs. 3 and 4, we demonstrate the results using PLS and
ANN, respectively, for modeling CD, PMD and OSNR,
splitting PAED in 4 and 6 subsets for pattern recognition,
methodologically similar to Fig. 2a. The mean and stan-
dard deviations for each subset, and for each axis of the
diagram, were calculated and inserted as inputs in the two
models. The inputs are scaled, and the principal compo-
nents are made orthogonal using principal component
analysis. The ANN model uses 40 neurons in the hidden
layer, which yields a relatively large network. Although the
accuracy, through the range of CD, PMD and OSNR,
justify this approach. In [6], we have compared the accu-
racy between 10 and 40 neurons, in the hidden layer and is
clear, that higher accuracy is achieved in the 40 neurons
approach.
Comparing the results of Figs. 3 and 4, we may achieve
to the conclusion that the approach using PLS is less
accurate than the approach using ANN. We stress out that
PLS is almost insensitive to the number of subsets used to
split the diagram, while ANN clearly shows better results
when splitting PAED in 6 subsets. This may indicate that
since PLS cannot learn well the relationships between the
input and the output, it does not matter how much
information is added to the model. So, we may conclude
that a nonlinear approach, such as ANN, is necessary for
multi-impairment modeling in fiber, when using PAED.
4 Simulation results and discussion
The results shown in Fig. 4 are demonstrated for an NRZ
modulated signal at 10 Gbit/s, using a setup equal to Fig. 1.
The results demonstrate that the CD accuracy is lower in
the limits of the monitoring window, i.e, in 0 and 3,200 ps/
nm. The sensitivity of CD in this region is lower. The root
mean square error (RMSE) of PMD is almost steady during
its range, although some peaks appear, which may have
statistical nature. The RMSE of OSNR increases while
increasing the value of OSNR. This is common to DTAS
[9]. Accuracy measures can be calculated, to compare both
techniques, like using cross-correlation between the
derivative and the signal itself, in PAED, or the delayed
copy of the signal and the signal itself, in DTAS. In prin-
ciple, low cross-correlation, between the two signals, may
indicate that better accuracy is achieved, since correlation
between input variables leads to redundancy [14] and































































Fig. 3 Linear PLS regression results using a 10 Gbit/s NRZ signal. PAED is split in 4 and 6 subsets of the diagram. For each subset, the mean
and the variance for the X and Y axis are calculated. Results for a CD, b PMD, c OSNR
(a)








































Fig. 4 ANN results using a 10 Gbit/s NRZ signal. PAED is split in 4 and 6 subsets of the diagram. For each subset, the mean and the variance
for the X and Y axis are calculated. Results for a CD, b PMD, c OSNR
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Figure 5.4: Linear PLS regr ssion esults using a 10 Gbit/s NRZ signal. PAED
is split in 4 and 6 subsets of the diagram. For each subset, the mean and the
variance for the X and Y axis are calculated. Results for a) CD, b) PMD and
c) OSNR
In Figs. 3 and 4, we demonstrate the results using PLS and
ANN, respectively, for modeli g CD, PMD and OSNR,
splitting PAED in 4 and 6 subsets for pattern recognition,
methodologically similar to Fig. 2a. The mean and stan-
dard deviations for each subset, and for each axis of the
diagram, were calculated and inserted as inputs in the two
models. The inputs are scaled, and the principal compo-
nents are made orthogonal using principal component
analysis. The ANN model uses 40 neurons in the hidden
layer, which yields a relatively large network. Although the
accuracy, through the range of CD, PMD and OSNR,
justify this approach. In [6], we have compared the accu-
racy between 10 and 40 neurons, in the hidden layer and is
clear, that higher accuracy is achieved in the 40 neurons
approach.
Comparing the results of Figs. 3 and 4, we may achieve
to the conclusion that the approach using PLS is less
accurate than the approach using ANN. We stress out that
PLS is almost insensitive to the number of subsets used to
split the diagram, while ANN clearly shows better results
when splitting PAED in 6 subsets. This may indicate that
since PLS cannot learn well the relationships between the
input and the output, it does not matter how much
information is added to the model. So, we may conclude
that a nonlinear approach, such as ANN, is necessary for
multi-impairment modeling in fiber, when using PAED.
4 Simulation results and discussion
The results shown in Fig. 4 are demonstrated for an NRZ
modulated signal at 10 Gbit/s, using a setup equal to Fig. 1.
The results demonstrate that the CD accuracy is lower in
the limits of the monitoring window, i.e, in 0 and 3,200 ps/
nm. The sensitivity of CD in this region is lower. The root
mean square error (RMSE) of PMD is almost steady during
its range, although some peaks appear, which may have
statistical nature. The RMSE of OSNR increases while
increasing the value of OSNR. This is common to DTAS
[9]. Accuracy measures can be calculated, to compare both
techniques, like using cross-correlation between the
derivative and the signal itself, in PAED, or the delayed
copy of the signal and the signal itself, in DTAS. In prin-
ciple, low cross-correlation, between the two signals, may
indicate that better accuracy is achieved, since correlation
between input variables leads to redundancy [14] and































































Fig. 3 Linear PLS regression results using a 10 Gbit/s NRZ sig al. PAED is split in 4 and 6 subsets of the diagram. For each subset, the mean
and the variance for the X and Y axis are calculated. Results for a CD, b PMD, c OSNR
(a)








































Fig. 4 ANN results using a 10 Gbit/s NRZ signal. PAED is split in 4 and 6 subsets of the diagram. For each subset, the mean and the variance
for the X and Y axis are calculated. Results for a CD, b PMD, c OSNR
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Figure 5.5: ANN r sults using a 10 Gbit/s NRZ signal. PAED is split in 4 and 6
subsets of the diagram. For each subset, the mean and the variance for the
X nd Y axis ar calculated. Results for a) CD, b) PMD, c) OSNR
subs ts u ed to split the diagram, while ANN clearly shows better results when
splitting PAED in 6 subsets. This may indicate that si ce PLS cannot learn well
the relationships between the input and the output, it does not matter how much
info m tion is added to the model. So, we may c nclud that a nonlinear ap-
proach, such as ANN, is necessary for multi-i pairment modeling in fiber, when
using PAED.
5.3 Si ulation setup
In Figure 5.3 the setup of the novel technique using an electrical differentiator
i shown. The technique captures samples fr m the signal a d from the differ-
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Figure 5.6: PAED split in 6 subsets of the diagram for training procedure
entiated signal, and plots them, one against the other, in X-Y mode, as shown in
Figure 5.8. The power of the signal is split in two equal (not mandatory) parts.
One part is sent to the differentiator and the other is sent directly to a signal
processor.
The setup of Figure 5.3 comprises a laser centered at 1550 nm, one pattern
generator, providing 10Gbit/s NRZ-OOK modulation format, transmitting pulses
with 35% of the bit duration spent in the rise time and 35 % in the fall time (ITU
recommendation G.957), a Mach-Zehnder modulator, a CD and a PMD emulator.
Shorter rise and fall times, produce less accurate results, due to the spreading of
dispersion to higher frequencies, which are not available for monitoring purposes
due to the limited bandwidth of the photo-detector. The PMD emulator has a
depolarization rate of 10.8 degrees/GHz. This takes into account the rotation of
the principal states of polarization (PSP).
The erbium-doped fiber amplifier (EDFA) emulates the effect of OSNR by
tuning the noise figure. An optical gaussian filter centered at 1550 nm and
bandwidth higher than 20 GHz, filters the optical signal. Higher bandwidths are
possible without significant decrease in the monitor performance. Although the
bandwidth of the filter and the photodetector should not be much higher than
the bandwidth of the signal. High frequency noise will degrade PAED, since
this noise is discriminated by the high pass filter profile of the differentiator,
creating an additional jitter in the rising and falling edges of the diagram. The
OSNR was measured after the optical gaussian filter. One 1st order Gaussian
electrical filter, included in the receiver, simulates the PIN photo-diode passband
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of 10 GHz bandwidth. The propagation delay of the electrical differentiator shall
be compensated in the simulation, to synchronize the electrical differentiated
signal, and the modulated signal.
The differentiator is intended to be an analog filter with proper bandwidth.
A digital differentiator may also be used, although it would require the Nyquist
sample rate to work properly. Therefore in essence if we would like to take
advantage of asynchronous undersampling we shall not use a digital differen-
tiator at least for OPM applications. It would be contradictory in terms of cost
and philosophy of this work. The author runs the simulations using different
pseudo-random bit sequence (PRBS) and with random sample offset, relatively
to the beginning of the PRBS, for each combination of impairments .
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Figure 5.7: (a) Amplitude transfer function of the differentiator and (b) Phase
transfer function of the differentiator.
In Figure 5.7 the amplitude and phase transfer function of the differentiator is
shown. It was implemented in the frequency domain with one zero at −3.14Grad/s
and one pole at −251Grad/s. The differentiator is a high pass filter, rising the am-
plitude transfer function by 20 dB/decade, between 500 MHz and the cut-off
frequency of 40 GHz. Millimeter-wave monolithic microwave integrated circuits
technology can go up to 100 GHZ frequencies [21], and there are already com-
panies in the market that are producing high pass filters at 40 GHz bandwidths
and beyond (for example Millitech).
The alternative to the electrical differentiator is one optical differentiator. The
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purpose of using an optical differentiator is that it gives the possibility to optically
sample the signal, after the differentiator, enabling superior bandwidths. The
author tested successfully in the simulator the optical differentiator proposed
by Velanas et al. [22]. It has high transparency to the wavelength, and so it
is suitable for Optical Sampling Oscilloscopes. In [3] the author presented an
experimental demonstration of PAED using a similar scheme, however instead of
a dispersion-shifted fiber (DSF) as in [22] the author has used a semiconductor
optical amplifier (SOA) for modulated signals up to 40 GHz bandwidth. The
author did not use one amplitude optical differentiator to compute the OPM
results, because we will have to deal with strong nonlinearities, which consume
high processing time, specially when several combinations of PMD, CD and OSNR
are to be computed. Computer memory and reasonable time to compute the
results in this situation can be overcome. From Figure 5.8 one can see that
despite using two OOK modulation formats and two different bit rates, the PAED
remains with similar shape, across Figures 5.8a, 5.8b, 5.8d and 5.8e. Figures
5.8c and 5.8f show a NRZ and RZ signal degraded with the same value of CD,
PMD and OSNR. The value of CD and PMD of the diagrams of 5.8c and 5.8f is
higher than in the Figures 5.8a, 5.8b, 5.8d and 5.8e while the inverse occurs
with OSNR. The effect of CD is evident, it tends to decrease the derivative in the
lower part of the diagram, due to pulse brodening. The decrease of OSNR tends
to spread the samples along the contour of PAED due to the increase of added
noise. PMD tends to distort PAED, turning it antisymmetrical due to different
rising and falling edges caused by the impact of PMD. One can see that the
PAED tends to close when facing signal degradation, having a behavior similar
to the SED as can be seen in Figure 5.9. Figure 5.9 shows the eye diagram
impacted by CD for several modulation formats including QPSK.
5.4 Simulation results and discussion
The software used to train the ANN was the software package neuromodeler
1.5 by Zhang et al. [23], also used in [13] and [19] .
The center subsets of the diagram are better, evaluating OSNR, because is
there where the noise is mainly concentrated. The outer subsets of the diagram
are better evaluating dispersion effects such as PMD and CD, because dispersion
enlarges the bit duration, reducing the derivative at the rising and falling edges.
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(a) 10 Gbit/s NRZ signal



























(b) 10 Gbit/s RZ signal
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(d) 20 Gbit/s NRZ signal
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(f) 10 Gbit/s RZ signal de-
graded
Figure 5.8: Diagrams generated by the novel technique, using different mod-
ulation formats and bit rates. Figures 5.8a, 5.8b, 5.8d and 5.8e with CD=0
ps/nm, PMD=0 ps, OSNR=30 dB. Figures 5.8c and 5.8f with with CD=500
ps/nm, PMD=7 ps, OSNR=20 dB
The author runs the simulation setup with Optisystem 10.0, and simultane-
ously, Matlab® code also ran with the simulation. The ANN was tested with
40 and 10 hidden neurons (NRZ only), 24 inputs and 3 outputs. The ANN was
trained, with the Quasi-Newton(MLP) method. The inputs are preprocessed us-
ing the mapstd and processpca Matlab® functions. This is a simulation example
for the best performance possible, in terms of the minimal root mean squared
error, that can be achieved. Increasing the number of hidden neurons , above
40, will not provide better performance, although in practice the number of hid-
den neurons can be decreased if speed is the demanding factor. A decrease in
performance may occur when we set the number of hidden neurons from 40 to
10 as shown in Figure 5.10.
There are some hardware implementations of ANNs that can implement them,
70 Multi-impairment optical performance monitoring
worsened performance [15] when using neural networks.
The cross-correlation between the two signals may depend
on the pulse shape, which can lead to different conclusions,
when comparing PAED and DTAS.
In Fig. 5, we show some plots using PAED and compare
it with synchronous eye diagrams in Fig. 5a, b and an
oscilloscope visualizer, in Fig. 5c. The diagrams were
taken using a simulation setup equal to Fig. 1, using dif-
ferent modulation formats in the transmitter. In Fig. 5a, d, a
synchronous eye diagram has been compared with PAED,
using a 10 Gbit/s NRZ signal. The signal is impaired with
CD equal to 500 ps/nm, PMD equal to 0 ps and OSNR of
18 dB. A, B, C and D regions are marked in both diagrams.
We can see that we can get similar information from the
diagrams, in the marked regions. The diagram is a little
impaired with the ‘additional jitter’ that we have previously
mentioned in Sect. 2 caused by the fact that the differen-
tiator discriminates noise a little.
In Fig. 5b, e, the signal shown in both diagrams is
impaired with CD equal to 400 ps/nm, 0 ps of PMD, 27 dB
of OSNR. The ‘jitter’ is improved by using an additional
optical filter before the photodetector in the simulation
setup of Fig. 1. This is an RZ modulated signal with 50 %
duty cyle at 10 Gbit/s. Region E shows one distinguishable
feature of PAED. It brings the information to the center of
the diagram.
In Fig. 5c, f, a 40 Gbit/s QPSK modulated signal is
shown, in a time domain oscilloscope visualizer and
PAED, respectively. The signal shown in the diagrams is
impaired with CD equal to 60 ps/nm, PMD equal to 0 ps
and OSNR equal to 30 dB. An optical filter before the
photodetector was also used. We can see that PAED is able
to distinguish the amplitude distortion caused by the phase
shifting of 90 and 180. This is only possible for CD
below approximately 80 ps/nm in a 40 Gbit/s QPSK signal
and above a few ps/nm. This is a remarkable feature of
PAED, using only single-ended detection. Wu et al. [13]
presented results that demonstrate that DTAS cannot give
comprehensible diagrams when using single-ended detec-
tion (just a photodetector in the receiver as is shown in
(a) (b) (c)
(d) (e) (f)
Fig. 5 Comparison between SED and PAED. a, d 10 Gbit/s NRZ
modulated signal, b, e 10 Gbit/s RZ modulated signal c, f 40 Gbit/s
QPSK modulated signal. a, d CD = 500 ps/nm PMD = 0 ps,
OSNR = 18 dB, b, e CD = 400 ps/nm, PMD = 0 ps, OSNR =
27 dB, c, f CD = 60 ps/nm, PMD = 0 ps, OSNR = 30 dB
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Figure 5.9: Comparison between SED and PAED. a), d) 10 Gbit/s NRZ mod-
ulated signal, b), e) 10 Gbit/s RZ modulated signal c), f) 40 Gbit/s QPSK
modulated signal. a), d) CD = 500, ps/nm PMD = 0 ps, OSNR=18 dB, b),e)
CD = 400 ps/nm, PMD = 0 ps, OSNR = 27 dB, c), f) CD = 60 ps/nm, PMD = 0
ps, OSNR = 30 dB
even using optical components. An extensive review of hardware implementa-
tions of ANN can be found in [24]. Field programmable gate arrays, give a
relatively cos effective, reconfigu able implement ti n of a ANN [24].
5.4.1 NRZ-OOK 10Gbit/s
Th results plott in Figures 5.10a to 5.10c, show the CD, PMD and OSNR
obtained (CD out, PMD out, OSNR out) against the desired values (CD in, PMD
in, OSNR in). The root-mean-square-error (RMSE) is calculated for each value
of CD, PMD and OSNR and the error bars shown are based on this calculation.
In the case that the ANN has 40 neurons CD RMSE remains bellow 60 ps/nm
until about 3000 ps/nm, above that it starts to increase. PMD RMSE is higher
at the borders of the monitoring window, remaining steady, with small fluctua-
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tions, along the center of the monitoring window. The RMSE of OSNR increases
gradually with the increase of the value of OSNR. Better results are achieved for
the ANN with 40 neurons.






















































































Figure 5.10: 10 Gbit/s NRZ. Error bars of CD PMD and OSNR test data
5.4.2 QPSK 40Gbit/s
In Figure 5.11, the results for a signal modulated with 40Gbit/s QPSK are
shown. The setup used is the same as in Figure 5.3, except that the transmitter
must be a QPSK transmitter and the photodetector has a bandwidth of 40 GHz,
which is related with the bandwidth of the signal by a factor of 2. Lower values
of bandwidth were tested for the direct detection receiver, although the RMSE
obtained was not satisfactory. The number of neurons used in the ANN hidden
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layer was 40, and the training process is the same as the one used before. The
author tried several options for the receiver, although a 20 GHz receiver does
not allow sufficient accuracy, despite the bandwidth of a QPSK modulated signal
is 20 GHz. An alternative to this scheme with increased complexity was tested
using a coherent receiver. However it does not provide a significant increase
in accuracy, when compared with the former option. Therefore the author only
show the results, when it is considered a receiver comprising a 40 GHz pho-
todetector. Although costs may justify one option or the other. The coherent
receiver (alternative solution) uses two 20 GHz receivers and requires 4 analog-
digital converters and two differentiators. The quadrature and in-phase signals
are handled as two intensity modulated signals and therefore, the signal can
be represented in similar diagrams as the ones shown in Figure 5.8, which is
not possible with the former option. The quadrature and phase samples are
superimposed, generating a PAED.
The results in Figure5.11, show RMSE as a function of the values of each
impairment. CD RMSE and PMD RMSE are below 20 ps/nm and 1.3 ps. OSNR
RMSE is near 1.5 dB at about 11 dB, but decreases rapidly and then starts to
increase gradually, with a small fluctuation at 25 dB.

















































Figure 5.11: 40 Gbit/s QPSK results trained by choosing 6 subsets of PAED.
RMSE as a function of CD, PMD and OSNR test data
5.4.3 Mixed traffic RZ and NRZ 10 Gbit/s and 20 Gbit/s
To the best of our knowledge, so far the performance monitoring in optical
networks, showed no technique that have had the capability to monitor, mixed
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traffic, with a single monitor. The author calls mixed traffic, when the networks
support traffic with several modulation formats and bit rates, traveling in the
network (optical burst switching (OBS) networks for example). In Figure 5.12,
the author presents results that demonstrate the potential of this optical perfor-
mance technique, to make the output of the ANN follow the test data examples,
by making use of RZ and NRZ modulation formats at 10 and 20 Gbit/s, mixed in
a training data set. Due to the relative complexity of the problem, the number of
neurons in the hidden layer were increased from 40 to 50. The training process
is identical to that used previously. The ANN comprises 24 inputs and 5 outputs.
The outputs give the predictions of CD, PMD, OSNR, bit rate and modulation for-
mat. Table 5.1, summarizes the results obtained. Different monitoring windows
were used for each modulation format and bit rate, due to the intrinsic nature, of
each one of these types of traffic. The RMSE values for CD, PMD and OSNR are
presented in the same table. PAED in conjunction with ANNs give the possibility
to integrate all these types of traffic, due to the intrinsic nature of PAED, which
gives similar diagrams for all kinds of OOK traffic. This eases considerably the
learning of ANNs.




































































Figure 5.12: CD, PMD, OSNR, bit rate and modulation format predictions
as a function of number of test data examples, when mixed traffic is in the
network
The predictions for bit rate and modulation format, correspond to an almost
perfect match. The derivative is higher for higher bit rates, due to faster rise
and fall times. This allows to distinguish between bit rates and OOK modulation
formats. Information about bit rate and modulation format will be important in
future optical networks in the scope of OPM.
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Table 5.1: Monitoring windows for each impairment - RMSE-Root Mean
Square Error
10Gbit/s 20 Gbit/s
RZ-OOK NRZ-OOK RZ-OOK NRZ-OOK
Range RMSE Range RMSE Range RMSE Range RMSE
CD (ps/nm) 0-200 24.95 0-800 47.44 0-100 10.46 0-200 24.65
PMD (ps) 0-10 1.75 0-20 2.30 0-5 0.82 0-10 1.11
OSNR (dB) 10-28 1.19 10-28 1.38 10-28 0.75 10-28 0.73
5.4.4 Discussion of results
Our results for 40Gbit/s QPSK, show better accuracy than [19], for a single
ended detection scheme, which decrease cost relatively to the balanced detec-
tion scheme proposed by that technique. The 10Gbit/s NRZ results show higher
monitoring window for CD, PMD and OSNR than [1113]. The technique pre-
sented in [11] presented a correlation coefficient of 0.97, between the test data
examples and the output of the ANN. The author obtained a correlation coeffi-
cient of 0.99. The results using mixed traffic present lower accuracy and also
lower monitoring range for 10Gbit/s NRZ signal, mixed with other modulated sig-
nals, than the results presented in sections 4.1. This is due to the fact that
above a certain level of impairments the ANN cannot give accurate predictions
for the bit rate and modulation format, turning out difficult the learning of ANN.
5.5 Conclusions
Parametric asynchronous eye diagram is a straightforward and cost-effective
alternative to SED, when the purpose is to visually evaluate the quality of the
signal. Parametric asynchronous eye diagram, together with ANNs showed to be
a valid solution in the monitoring of different types of traffic with different mod-
ulation formats and bit rates, including 10Gbit/s NRZ, 40Gbit/s QPSK and mixed
traffic with different OOK modulation formats and bit rates traveling through
the network, such as 10Gbit/s NRZ, 10Gbit/s RZ, 20 Gbit/s RZ and 20 Gbit/s
NRZ. In comparison to ATDD it can be mathematically verified by compar-
ing the cross-correlation between the derivative and the signal and the cross-
correlation between the signal and its delayed copy, that in the former case the
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cross-correlation is always near to zero, when there is no delay between the
signal and the derivative, while in the later case, the cross-correlation is always
higher than the former case. If one compares the phase portraits generated
by PAED and ATDD, it can be assumed that ATDD can only gives detailed infor-
mation about what happens in the low frequency components, while PAED can
discriminate not only the low frequency components of the signal in the zeros
and the ones, but also the high frequency components in the transitions. In this
transitions, i.e, in the high frequency components is where dispersion, either
caused by CD or PMD, is more severe. This characteristics allowed to double
the CD monitoring window provided by ATDD [12]. Therefore one can conclude
that PAED is richer in terms of information that it gives to the user. Besides
PAED is not bit rate dependent as ATDD. It can also generate comprehensible
phase-portraits when using QPSK modulation format enabling to monitor several
impairments in this case.
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The emergence of novel all-optical signal processing (AOSP) techniques is fun-damental, for the deployment of optical networks with high levels of trans-
parency. AOSP is historically competing with electrical signal processing (ESP).
Although nowadays they are seen more like complementary than competitive
[1]. When one wants to justify the investment of time and resources in the
research of AOSP solutions, one has to remember the success of erbium-doped
fiber amplifier (EDFA), that substituted electronic repeaters. The later were set
in parallel to process each wavelength division multiplexing (WDM) channel [2],
while the former is able to provide massive parallelism in one single optical de-
vice. This has enabled a drastic reduction of costs. Moreover AOSP solutions
such as EDFA, provides larger bandwidth devices [2], which enables the emer-
gence of novel applications to come into the field. Besides massive parallelism,
low levels of crosstalk and potential to consume less energy are appointed as
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some of the advantages of AOSP over ESP [1, 3]. Will this be sufficient to move
some of the current functionalities performed in the electrical domain to the op-
tical domain? The aforementioned advantages suggest that the answer may be
yes [1].
In this chapter the author makes a general review of some of the functional-
ities proposed in the literature to be performed by AOSP, namely, all-optical re-
generation (AOR) and all-optical polarization control (AOPC). This last function-
ality is based on [4]. If it is appropriate it will be considered ESP techniques with
the same functionality to weigh both approaches. Finally we will demonstrate
an experimental application of AOSP in optical performance monitoring (OPM)
based on [5].
6.1 Regeneration
One of the main topics of research has been optical signal regeneration. One
can divide this topic according to the extension for which the optical signal is
regenerated:
• 1R-retransmission or re-amplification
• 2R-reshaping and re-amplification
• 3R-re-timing, reshaping and re-amplification
therefore several levels of regeneration can be set. It will only be addressed 1R
and 2R regeneration levels.
6.1.1 1R regeneration
Since 1R regeneration deals with re-amplification and retransmission the au-
thor will firstly focus on its basic element: the optical amplifier.
The basic idea of travelling wave amplifier (called maser at that time) was
first introduced by Geusic and Scovil [6, 7]. Rapidly the idea of an optical fiber
amplifier started to grow and in 1964 it was invented by E. Snitzer using fiber
lasers of neodymium-doped glass fiber [8]. Interestingly this work was 20 years
dormant before it emerged as an exceedingly technological improvement with
the advent of silica glass fiber for telecommunications [7]. The development of
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number of amplifiers required, and hence, the amplifier energy
consumption.
In determining the lower bound on energy consumption in
transport systems, it is necessary to consider the energy of the
optical transmitters and receivers used in the end terminals and
in intermediate repeaters. We show that it is possible to minimize
the total energy consumption of an optically amplified system
that incorporates appropriately located repeaters by optimizing
the spacing between the repeaters.
It is also necessary to consider the influence of the modula-
tion format on the energy consumption. Advanced modulation
formats with high-spectral efficiency are an effective way to
maximize the capacity of a single fiber. However, at the ideal
lower bound of energy consumption, advance modulation for-
mats, such as quadratic-amplitude modulation (QAM) are less
energy efficient than simple modulation formats, such as on–off
keying (OOK).
There is no easily defined absolute lower bound on the energy
consumption of optical transmitters and receivers. However, our
analysis provides an indication of the minimum achievable en-
ergy consumption in typical optical transmitter and receiver
circuits. We show that the difference between the ideal lower
bounds described in this paper and the actual energy consump-
tion in commercial systems can be accounted for in terms of
device and circuit inefficiencies, and energy overheads. We ar-
gue that a key strategy in reducing the energy consumption of
optical transport systems will be to reduce these inefficiencies
and overheads.
The paper is organized as follows. Section II provides an
historical perspective on the energy consumption of communi-
cations systems. Section III analyzes the lower bound on energy
consumption in optical transport, with a focus on optically am-
plified transmission systems. Section IV covers the lower bound
on energy consumption of optical transmitters and receivers and
in Section V we examine how the differences between the ideal
lower bounds obtained in Sections III and IV and real-world de-
vices are due to energy inefficiencies and overheads. In Section
IV, we consider the influence of modulation format on energy
consumption. In Part II [1], we extend the analysis to include
the lower bounds on energy consumption in optical networks.
II. HISTORICAL PERSPECTIVE
The energy efficiency of long-haul wireline systems has im-
proved greatly over time. Fig. 1 shows the historical evolution
of energy per bit in transoceanic communications systems. For
convenience, the energy per bit in Fig. 1 is normalized to a
transmission distance of 1000 km. Note that some transoceanic
systems operate over longer distances than this. The first trans-
Atlantic telegraph system became operational late in the 1850s.
It had no repeaters, and its transmission capacity was limited
by the capacitance of the transmission line. The energy per bit
in this system was essentially the energy expended in charging
and discharging this capacitance.
The early trans-Atlantic wireless systems were initially very
energy hungry, but by the 1930s, the energy per bit in telegraph
and wireless systems were similar, at around 0.1 J/b/1000 km.
The early undersea coaxial systems (e.g., TAT1–TAT5) saw fur-
Fig. 1. Energy per bit per 1000 km of transmission distance for various transat-
lantic transmission systems.
TABLE I
REPRESENTATIVE ENERGY CONSUMPTION PER BIT IN 2010-ERA 1000-km
COMMERCIAL TRANSPORT SYSTEM (40 × 40 Gb/S)
ther reductions in energy per bit, and this trend continued with
first-generation optical systems, using optoelectronic repeaters.
Second-generation optical systems using optical amplifiers
have enabled the energy per bit to be reduced to approximately
10 nJ/b/1000-km. Over the period 1960 to 2010, Fig. 1 shows
that the energy efficiency of transoceanic systems has been
falling exponentially, with a rate of improvement of around
20% per annum, as shown by the trend line (broken line). For
comparison, Han [5] presents the power consumption and ca-
pacity of terrestrial optical transport platforms over the period
1990–2008, which suggests that the energy efficiency of these
systems has been improving at a rate of about 15% per annum.
Fig. 1 includes a data point for a representative 1000-km un-
repeatered terrestrial system using 2010 generation technology
based on typical data from a number of equipment manufac-
turers, e.g., [6] and [7]. To determine the energy per bit in this
system, the total power consumption of each item of equipment
is divided by the number of wavelengths (40) and by the bit
rate (40 Gb/s). The total energy consumption of this system is
1.1 nJ/b. Table I gives a break down of the contributions to this
energy, showing that the energy consumption is in the optical
amplifiers is about the same as in the transmitter/receiver pair.
For systems with reach other than 1000 km, the balance between
amplifiers and the transmitter/receiver pair would be different.
III. ENERGY CONSUMPTION IN OPTICAL TRANSPORT
A. System Energy Model
Continuous improvements in lightwave transmission technol-
ogy have led to ever-increasing transmission capacities in optical
fiber. Some of the key technology challenges and fundamental
Figure 6.1: Energy consumption during the evolution of telecommunications
for several transoceanic transmission systems. After [11].
the EDFA in 1987 for travelling wave amplification at 1.55 µm, was led by two
independent groups in AT&T Bell Laboratories and at the University of Southamp-
to [9, 10]. Although the first installment of EDFA has been in 1996 by AT&T and
its european partners [7]. Prior to that, the standard way to amplify an optical
signal was by placing periodically, electrical regenerators. In Figure 6.1 it can be
seen the e ergy per bit per 1000 km during the evolution of telecommunications
for several transoceanic transmission systems [11]. Electronic regenerators with
optical fiber cables were dominant during the mid-late 80's and in the beginning
of the 90's. EDFA plus optical fiber cable allow d in he following years a steady
decrease of energy consumption, which indicates higher energy efficiency for
the all-optic l solution.
Raman amplification has also been explored since it was demonstrated in the
70's by a gr up of researchers from Bell labs [12, 13]. It has been deployed
in long-haul and ultralong-haul optical fiber transmission syst ms in the earlier
2000s [13]. Raman amplification in comparison to EDFA, provides gain in a wider
wavelength range, higher energy efficiency at high pump powers (see Figure
6.2), potential to provide lower n ise figur , among other. Recently Raman
amplifiers have been used for other AOSP functionalities such as polarization
control [14], as we will see later in this chapter.
Finally fiber optical parametric phase insensitive or phase sensitive ampli-
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(a)
(b)
Fig. 3. Raman amplifiers surpass the power conversion efficiency of EDFAs at the higher power levels brought about by future high capacity long reach systems.
A Raman amplifier is compared with a 1480-nm pumped EDFA and a 980-nm pumped EDFA. The signal input power is assumed to be 20 mW. (a) Signal output
power versus launched pump power. (b) Power conversion efficiency versus launched pump power.
III. DISTRIBUTED RAMAN AMPLIFIERS
A DRA is an amplifier where the pump power extends into
the transmission line fiber. As shown in Fig. 4, the DRA utilizes
the transmission fiber in the network as the Raman gain medium
to obtain amplification. Typically, high-powered counterpropa-
gating Raman pumps are deployed in conjunction with discrete
amplifiers, such as EDFAs.
The power of using a DRA to improve the SNR and reduce
the nonlinear penalty is illustrated in Fig. 5 [11], [21]. In this
figure, the signal power in decibels is plotted versus distance
for a periodically amplified system. The saw tooth like figures
correspond to lumped amplification, while the curved figures
correspond to the use of a DRA assisting a lumped amplifier.
Using a DRA reduces the overall excursion that the signal level
experiences. At the top signal level, a DRA does not require as
high a signal level. Consequently, nonlinear effects are reduced.
At the bottom, the signal does not dip down as low when a DRA
is used. Consequently, the signal to noise ratio remains higher
with the use of the DRA.
One way to think about the DRA is to consider it as can-
celing out the loss for a fraction of the fiber length. Therefore,




























Figure 6.2: Converted signal output power and power conversion efficiency
for a signal input power f 20 mW s a function of the pump power. After
[13].
fiers have also been proposed, based on the four-wave mixing (FWM) effect.
Theoretically a 3dB quantum-limit noise figure can be reached in a phase insen-
sitive amplifier such as fiber optical param tric amplifier (FOPA) [15] EDFA ,
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while an intriguing 0 dB quantum-limit noise figure can be achieved in a phase
sensitive FOPA [16]. Phase sensitive FOPAs have been used for other AOSP
functionalities such as phase noise mitigation. It will be addressed later.
6.1.2 2R regeneration
2R regeneration deals with re-amplification and reshaping. This is not an
exhaustive review, but a summary of the most prominent techniques for 2R
regeneration. For an exhaustive review about this topic the reader can find a
recent review in [17].
One prominent scheme is the Mamyshev regenerator [18]. Mamyshev re-
generator is based on the self-phase modulation (SPM) effect and it addresses
amplitude modulation formats. This simply consists of a bandpass filter and
a spool of highly non-linear fiber (HNLF) preceded by an amplifier. Self-phase
modulation (SPM) broads the spectrum of the signal and a bandpass filter de-
tuned from the central frequency of the signal, slices a portion of the spectrum.
Since the broadening of the spectrum is related with digital 1's, this scheme is
opaque to low-power noise [17].
FWM effect can also be used in order to perform 2R regeneration. If a signal
at frequency fs is launched into the fiber with a pump at frequency fp an idler
is generated at frequency fi = 2 fp − fs, and the power of the signal is amplified.
Moreover other higher order FWM products are also generated with the idler.
This can be used as amplitude limiter due to parametric amplifier saturation. The
transfer function of the output signal in order to the input signal is somewhat
similar to a hyperbolic tangent. Also higher order FWM products can be used in
order to suppress the noise with lower power. This is due to the proportionality
of the field of the nth order FWM product En ∝ Enin, where Ein is the input signal
field.
Other class of FWM 2R regenerators are the phase sensitive FOPA, which
have the ability to reshape the amplitude and phase of the signal by mitigating
the phase noise in binary phase-shift keying (BPSK) signals [16]. This type of
phase sensitive amplifiers can in theory provide an intriguing 0 dB noise figure
[16, 19]. In Figure 6.3 is presented a conceptual diagram of the technique
published in Nature Photonics [16]. Developments of this technique have led
to proposals to deal with higher order modulation formats such as quadrature
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component experiences a de-amplification of 1/g (Fig. 1b).
Subsequently, the output phase of the amplified signal is more
closely aligned towards the in-phase axis of the amplifier (Fig. 1b).
This effect, known as ‘phase-squeezing’, is inherently suitable for the
regeneration of binary phase-encoded signals, as the ‘phase-squeezed’
data bits have a phase of 0 or p, depending on the input signal.
Note that it has previously been suggested that a regenerator of
binary phase-encoded modulated signals can be used as a basic build-
ing block with which to construct devices capable of regenerating
more complex modulation format signals17. Specifically, it has been
shown that two regenerators of binary phase-encoded signals can
be configured to regenerate quadrature phase-shift-keyed (QPSK)
signals that offer twice the spectral efficiency. In due course, we
believe that it will be possible to extend this concept still further to
modulation formats offering even higher spectral efficiencies.
A PSA can be obtained in fibre using interferometric
configurations based on nonlinear optical loop mirrors11,15,
or using FWM processes16 implemented in either single- or
dual-pump configurations. One such process takes advantage of
degenerate FWM (Fig. 1c). Proof-of-concept experiments on
PSA-based regeneration at a data rate of 10 Gbit s21 have recently
been demonstrated14. The challenge in realizing a practical system
lies in the fact that the phase relationship between the pump(s)
and the data signal carrier needs to be stabilized at the PSA input.
In all FWM-based PSA regeneration demonstrations reported to
date, all of the phase-locked carriers required were generated
before data modulation. This is unsuitable for use in a real trans-
mission system where only the data (not the pumps) are trans-
mitted. Consequently, to realize ‘black-box’ operation, some
means of recovering the carrier18 from a carrier-less and noisy
phase-shift-keyed (PSK) signal and phase-locking it to the necessary
pumps is required. Furthermore, the previously reported demon-
strations of simultaneous amplitude and phase regeneration rely
on high-frequency electro-optic modulation to generate multiple
phase-coherent beams to be used as signal and pumps16, which
limits the signal regeneration bandwidths to a few tens of gigahertz.
Our approach19 provides amplitude and phase regeneration in a
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Figure 1 | Operation of phase-insensitive and phase-sensitive amplifiers. a,b, The phase-insensitive amplifier maintains the signal phase (a), whereas the
phase-sensitive amplifier (PSA) acts to squeeze the phase (b). c, One possible implementation of a PSA through a degenerate FWM process. The PSA only
maximally amplifies the signal when its phase is 0 or p relative to the phase of the pumps (in-phase components), and maximally attenuates the signal
when this phase is p/2 or 3p/2 (quadrature components).
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Figure 6.3: Operation of phase sensitive amplifier and a phase insensitive
am lifier. After [16]
phase-shift keyi g (QPSK) [20, 21].
Anoth r useful w y to r generate phase enco ed signals is by converting
them to amplitude modulation and us an 2R amplitude reg nerator t mitigate
the phase noise together with the amplitude noise [17]. Afterwards to this the




All-optical packet processing in optical packet-switched (OPS) networks is
currently based on a range of non-linear devices such as semiconductor optical
amplifiers (SOAs) or nonlinear waveguides which require specific input polariza-
tion states for optimum performance [22]. Consequently, careful adjustment of
the state of polarization (SOP) of the incoming optical signal in such systems
is required for successful processing of the optical packets. However, since the
SOP of each packet arriving to each processing node varies arbitrarily, depending
on its source node and the traversed optical path, all-optical, fast adjustment
of the SOP on a packet-by-packet basis is a key technology to enable all-optical
processing of optical packets in future OPS networks [23].
Previously, the electro-optic effect in LiNbO3 (lithium niobate) crystals cou-
pled with an automatic digital feedback algorithm has been used to transform
a random SOP at the input of the polarization controller device into a specified
output SOP [2426]. However, such schemes are limited by the speed of the
automatic digital feedback algorithm and the electronic response time which is
currently limited to a range of microseconds. Moreover, they are not fast enough
to annihilate strong polarization variations [27].
Recently, a number of all-optical polarization stabilization strategies utilizing
the quasi-instantaneous response of nonlinear optical effects have been pro-
posed either numerically [14, 28, 29] or experimentally [27, 29? , 30]. These
nonlinear effects include the Raman effect [14, 29], stimulated brillouin scatter-
ing (SBS) [? ] and FWM[27, 30]. However, these works have not addressed
the problem of fast polarization alignment of optical packets. In this work, the
principles of [27] were used. They are depicted in Figure 6.4 and use a low
polarization mode dispersion (PMD)-dispersion-shifted fiber (DSF) to align the
SOP of adjacent optical packets having different and distinct SOP. In Figure 6.4
the signal is attracted to the polarization of the pump during the length of the
fiber. Therefore the depolarized signal at z=0 becomes polarized at z=L.





Figure 6.4: Simplified concept demonstration of polarization attraction effect
in a counter-propagation scheme a) Poincaré sphere diagram of the signal
SOP at the input (z = 0) of the fiber, b) Poincaré sphere diagram of the signal
SOP at the output (z = L) of the fiber.
6.2.2 Experimental Setup
Figure 6.5 shows the experimental setup and in Figure 6.6 the experimental
setup realization in the laboratory is shown. Light at 1572 nm from an external
cavity laser (ECL) was modulated with a Mach-Zehnder modulator (MZM), driven
by a pulse-pattern generator (PPG) to generate optical packets comprising a
10 Gbit/s non-return-to-zero (NRZ) 211 −1 pseudo-random bit sequence (PRBS)
payload. Packet durations of 409 ns (shown in inset 1 of Figure 6.5), and 205
ns were used in experiments with two network loads of ρ = 25% and ρ = 50%,
respectively. ρ is defined as:
ρ = 2δ
2δ +∆ (6.1)
where δ is the duration of the packet and ∆ is the sum of the two guard-times
between three consecutive packets. In the cases studied in this paper, the two
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Figure 6.5: Simplified experimental setup. DSF: dispersion shifted fiber,
MZM: mach-Zehnder modulator, PPG: pulse pattern generator, EDFA: erbium
doped fiber amplifier, VOA: variable optical attenuator, PC: polarization con-
troller, POL: polarizer, BPF: band pass filter, DL: optical delay line. A-type
packets are coupled with B-type packets, having different polarization align-
ments as shown in point 2 of the experimental setup.
tween two consecutive packets, designated A and B. The time response and
efficiency of the polarization attraction process is conditioned by the packet du-
ration and the network load ρ. Shorter packet durations allow less time for the
polarization attraction process to stabilize while higher ρ yields less time be-
tween packets. Therefore this requires very fast response of the polarization






Figure 6.6: Experimental setup in the laboratory of National Institute of In-
formation and Communications Technology (NICT), Japan, 2013
attraction process to accommodate fast switching of the SOP.
Once the packets are generated, a 3 dB coupler was used to split the packet
signal in to 2 paths, labeled A and B. A polarization controller (PC) and a variable
optical attenuator (VOA) were used to control the power and the SOP of the
signal in path A. The signal on path B was delayed by a 300m fiber delay line when
using 409 ns packet duration and 80m when using 205 ns packet duration, to time
interleave the 2 packet streams before being re-combined. The output optical
Table 6.1: Experiments parameters
bit-error rate (BER) evaluation Stability evaluation
Packet duration 409 ns 409 ns 205 ns
DL length 300 m 300 m 80 m
ρ (%) 25 25 50
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signal was a packet signal with a network load of ρ = 25% for 409 ns packets,
as shown in inset 2 of Figure 6.5 and ρ = 50% for packet durations of 205 ns with
different polarization states for adjacent packets. The different packet durations
and ρ were used in two different experiments denominated BER evaluation and
stability evaluation, with experimental parameters shown in Table 6.1.
The combined packet signal was then amplified to an average power of 19.5
dBm in an EDFA before being launched into a 20 km span of low PMD-DSF, with
the zero dispersion wavelength located at 1560 nm. Prior to fiber transmission, an
optical circulator was used to prevent the counter propagating pump signal of
reaching the transmitter.
In order to reduce the impact of SBS, a broad linewidth pump signal was
generated by an amplified spontaneous emission (ASE) noise generator (EDFA)
polarized (POL) and filtered with a 30 GHz band-pass filter (BPF), centered at 1565
nm. The ASE noise signal was then polarized to a well-defined SOP with a PC
used to control the input polarization to the DSF span. An additional high-power
EDFA was used to set an average power of 23 dBm to enable the polarization
attraction effect. The pump was combined with the signal using an additional
optical circulator which was also used to separate the packet signal after DSF
transmission.
On the receiver side, the separated signal was filtered by a BPF to limit its
noise bandwidth and a variable polarization filter (POL) was used to emulate a
polarization dependent device before reception. For BER estimation the signal
was sampled at 50 GS/s in a real-time oscilloscope. Traces of 0.4 ms of the
detected signal were captured for offline processing. The offline processing al-
gorithm used a packet detector which distinguishes A and B-type packets for
the aforementioned guard-times between packets, allowing BER estimates for
A and B-type packets independently. To assess the performance of the system
in the presence of nonlinearities, the author also performed BER measurements
using a continuous signal, blocking path A and setting the PPG to generate a
continuous 10 Gbit/s NRZ signal.
6.2.3 Experimental Results
First it was evaluated the back-to-back (BTB) performance of the system
using a 10 Gbit/s NRZ continuous signal with the receiver polarization filter re-
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moved. The measured receiver sensitivity curve for this case is shown in Figure
6.7, presenting a value of -17 dBm for a BER of 10−3. With the pump off and
after transmission through the fiber, a penalty of less than 0.2 dB was observed.
With the pump on, it was observed a 0.5 dB penalty for a BER of 10−3, associated
to fiber reflections and insufficient isolation of signals in circulators and optical
filters.
6.2.3.1 BER evaluation
In Figure 6.8 it is shown the performance of the system when using a packet
duration of 409 ns and network load of ρ = 25% as shown in Figure 6.5 inset 3,
for both cases, with and without the pump. It can be observed in Figure 6.8
that the sensitivity when the pump is off at 10−3 BER is around -21 dBm for the
B-type packets whilst the A-type packets are undetectable and unrecoverable
by any forward error correction mechanism. With the pump on it was possible
to recover the A-type packets for BERs in the order of 10−3 and a sensitivity of
around -18 dBm is observed. The penalty is around 2.9 dB at 10−3 BER, compared
to the pump off case B-type packets. This penalty is also believed to be partly
due to reflections and to poor isolation in optical circulators and optical filters.
It can also be attributed to the degree of polarization (DOP) of packets A, which

















Figure 6.7: Receiver sensitivity for a continuous signal transmission of a 10
Gbit/s NRZ 211 PRBS.
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may suffer a decrease due to very fast polarization fluctuations over time (much
shorter than the packet duration). This may cause additional errors and the
decrease of the DOP. In order to evaluate the BER for each section of the
packet as shown in Figure 6.9, the packet was divided in 4 sections, each with
1024 bits out of 4096, which is the length of the packet. A certain number of
packets was captured and for each section of each packet the number of errors
was measured and summed, e.g. Es = n∑
i=1es,i, where Es is the total number of
errors in the section s and es,i is the number of errors in the section s of the
packet i. The BER is therefore Es/(nbits/4) where nbits is the total number of
bits taking into account n packets. This methodology was used for packets A
and B. Figure 6.9 shows that the BER is higher in the beginning and in the end
sections of the packet for receiver powers of -19 and -20 dBm. This is mainly
due to amplifier transients. However, as expected this behavior is not so evident
in the BTB case for the A and B-type packets. This trend is followed by both
received power cases which are related with the receiver input power of Figure
6.8. Nevertheless, the pump off and pump on cases get their BER decreased
in the 2nd and 3th center sections of the packet. In the BTB case this reduction
is not so evident as it was mentioned before, although a significant decrease of
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Figure 6.8: Measured receiver sensitivity for packets with duration of 409 ns
duration. Receiver sensitivity for A and B-type packets in BTB, pump off and
pump on cases.
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sth section of the packet
a) Receiver power, −19 dBm
b) Receiver power, −20 dBm
Figure 6.9: Measured BER for the sth section of the packet. The BER is
measured for each section evaluating for a) -19 dBm and b) -20 dBm receiver
power.
BER occurs in Figure 6.9 b). At the end of the packet, i.e., in the 4th section, the
pump off packets B case had a significant degradation relatively to the BTB case
for both received powers, of -19 and -20 dBm. As evolving along the packet the
relative degradation between the cases B-pump off and B-pump on gets slightly
improved. This may indicate that the attraction process becomes more efficient
towards the end of the packets.
6.2.3.2 Stability evaluation
Finally, it was evaluated the potential of this scheme for long term operation
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Figure 6.10: Polarization stability test a) 205 ns b) 409 ns. Insets with ar-
row lines showing schematically the initial (pump off) relative polarization of
packets A (blue dashed arrow line) and B (black continuous arrow line), rel-
atively to the alignment of the receiver polarization filter (grey thicker arrow
line).
with duration of 205 and 409 ns, as shown in Figure 6.10. In the case of the
205 ns packets, the two types of packets have distinct SOP when the pump is
off. However at t = 0 where t is time, B-type packets are more aligned with the
receiver and hence have more detected normalized power, as shown in Figure
6.10 a). Over time the normalized power of both types of packets decreases
and shows to be unstable. After the 30 minutes the A-type packets became
undetectable by the packet detector algorithm and that is the reason why it was
only shown 30 minutes, although the results were collected for a longer time.
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Figure 6.11: Experimental setup for the generation of performance diagrams
using an all-optical signal differentiator. SOA- C band semiconductor optical
amplifier
With the pump turned on both A and B-type packets show to stabilize their
power over time. Moreover the A-type packets recover all its power by aligning
its polarization with the receiver, as shown in Figure 6.10 a) and its inset.
For the 409 ns packets the SOP of both packets was misaligned by approxi-
mately 45 degrees with respect to the alignment of the receiver polarization filter
as shown schematically in inset of Figure 6.10 b). In this case, it can be observed
a power fluctuation of the B-type packets of about 1.5 dB during the 30 minutes
period but little fluctuation is noticed for the A-type packets over time. When
the pump is on, both types of packets remain with stable normalized power over
time as shown in Figure 6.10 b). Moreover, when the pump is on the normalized
power of the A and B-type packets is equalized to a value close to 0 dB.
6.3 All-optical signal processing in optical per-
formance monitoring
In this section it is reported an application of AOSP in OPM. This demonstra-
tion was part of the work done in OPM demonstrated in Chapter 5 and published
in optical fiber conference (OFC) 2012 [5]. All-optical differentiators were stud-
ied as part of the proposed experimental setup to generate OPM diagrams. With
this experimental setup it was demonstrated an alternative to synchronous eye
diagram (SED) by using AOSP techniques in the generation of parametric asyn-
chronous eye diagram (PAED). In Figure 6.11 the experimental setup is shown.
The derivative of the signal is calculated by an optical differentiator and the
samples of the signal (Y) are sampled against the samples of the derivative of
the signal (X), in X-Y mode. The parametric equations that rule the process of
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where v(t) is the modulated signal, which travels through the transmission chan-
nel. The main component of the setup is the differentiator. It was used the
optical differentiator proposed in [31], however for lower bandwidths an electri-
cal differentiator can be used to create the derivative of the signal. The papers
[31, 32] are based on a phase modulator and an optical filter. Phase modu-
lation is achieved through cross-phase modulation (XPM) in a highly nonlinear
device. A probe laser centered in a wavelength distinct from the wavelength
of the transmission channel transmits through a SOA which serves as a phase
modulator. One optical gaussian filter (OGF) serves as a frequency discriminator
to extract the chirp variation of the modulated probe light. The center of the
OGF must be shifted a few hundreds of picometers above or below (direct or in-
verse derivative, i.e., inverse derivative=direct-direct, where direct is the average
power of the direct derivative, respectively) the central wavelength of the probe
laser. Key aspects of this optical differentiator are that except the wavelength of
the probe laser, all other wavelengths, within a certain bandwidth, are available
for the transmission channel.
In Figure 6.12 the experimental results are shown, using the setup of Figure
6.11. The PAED is at the right of the SED. The derivative samples are in the
horizontal axis and the amplitude of the signal is in the vertical axis. In this case
the inverse derivative was used, which means that lower derivative is achieved
in the rise edge of the bit and higher derivative is achieved in the fall edge of
the bit. This is useful to have the rise and fall edges of the bit represented in
PAED left and right of the diagram as a normal SED does. We can see that the
PAED shows an eye aperture similar to the SED. In Figure 6.12 (c) we can also
see that the bit has a small inflection at the bottom of the bit, represented both
in the SED and PAED. Most of the samples appear with higher concentration in
two specific spots of the PAED, related with the high and lower levels of the bit.
Simulation results demonstrate that they should have the same derivative (in the
horizontal axis), although due to some impact of cross-gain modulation (XGM) in
the SOA, this two spots are displaced. This can be solved with a highly nonlinear
96 All-optical signal processing
 
  
(a) 10 Gbit/s NRZ                (b) 10 Gbit/s RZ Signal                   (c) 20 Gbit/s RZ Signal 
 
Figure 6.12: Experimental results showing the diagrams generated by the
experimental setup of Figure 6.11. PAED for several bit rates and modulation
formats.
   
 
   
(a) OSNR 12 dB            (b) DGD 30 ps                (c)  CD 170ps/nm 
Figure 6.13: Experimental results for a 20 Gbit/s RZ signal. (a) Low OSNR
CD=0 ps/nm DGD=0 ps, (b) OSNR=24 dB CD=0 ps/nm DGD =30 ps and (c)
OSNR=24 dB, CD=170 ps/nm, DGD= 0 ps
fiber (chalcogenide fibers), where XGM has no impact.
In Figure 6.13 the impact of optical signal to noise ratio (OSNR), differential
group delay (DGD) and chromatic dispersion (CD) on PAED is tested, separately.
In Figure 6.13 (a) we can see that both SED and PAED tends to close, however
PAED maintains its shape. When DGD and CD, impact on the waveform, PAED
gets distorted in a similar manner as a SED does.
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6.4 Conclusion
In this chapter, some of the functionalities of all-optical signal processing
were overviewed. It was presented the investigation about all-optical polariza-
tion alignment of optical packets in the sub-microsecond regime scale using the
polarization attraction effect from a counter-propagating pump signal in a low
polarization-mode dispersion-shifted fiber. The potential of such a scheme to
provide rapid polarization alignment required for critical response-time applica-
tions such as optical packet switched networks, where polarization alignment
may be required on a packet-by-packet basis, was demonstrated. It has been
investigated two packet durations 205 and 409 ns, with distinct network load 50%
and 25%, respectively. Both have shown to have stable state of polarization at
the output of the fiber, during a period of 30 minutes, when distinct state of
polarization is applied at the input of the fiber.
It was also demonstrated an example of how AOSP can be useful for OPM,
by introducing an all-optical differentiator to create OPM diagrams. This demon-
strate the usefulness of OPM and AOSP to work either in separate or together to
enable transparent optical applications.
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Optical networks development lead to a more transparent signal transmis-sion. Therefore for that to happen is required that a number of devices
be available to accommodate different types of traffic. It is desirable that these
types of traffic be accommodated by one single device, although with the cur-
rent available technologies this is very difficult to achieve. Thus transparency
has been categorized by levels: opaque, translucent and fully transparent. Gen-
erally nowadays networks are translucent and inside this level we can find other
sub-levels of transparency. In this thesis we have presented several models and
experiments that pretend to be applied in transparent/translucent optical net-
works. Each has is own specifications and can be applied in different contexts
and distinct types of optical networks,i.e, static point-to-point network (Chap-
ter 3 and 4), optical burst switched networks (Chapter 5) and optical packet
switched networks (Chapter 6). The author has addressed optical performance
monitoring and all-optical signal processing, mainly polarization control. This are
important functions in future transparent optical networks. The former brings
to the network smartness and adaptive behaviour, the second brings signal pro-
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cessing without optical-electrical-optical conversion.
7.1 Concluding remarks
1. Optical performance monitoring is an important function in dynamic trans-
parent networks. It brings adaptivity and intelligence to the optical net-
work. We should evaluate the type of network in which we want to apply
optical performance monitoring. Translucent static point to point optical
networks may not have strict requirements in terms of modulation format
and data rate, since they do not change so often. Next we must evaluate
if this type of links are long-haul or short-haul. For example for long-haul
transmission links, chromatic dispersion is compensated with digital signal
processing, although the digital signal processing algorithm must estimate
accumulated chromatic dispersion and residual chromatic dispersion. Ba-
sically if we could assure that the network operator will never change the
fiber in one or more spans we could guarantee at least that the value of
accumulated chromatic dispersion is fixed and a dynamic optical perfor-
mance monitor for this case will not be required. Although this is not what
happens and therefore a dynamic optical performance monitor is required
to measure accumulated chromatic dispersion. One can use a digital op-
tical performance monitor although if a significant change in the value of
chromatic dispersion occurs, the time of convergence of the digital signal
processing algorithm may be too long. Therefore it is desirable to have a
chromatic dispersion monitor with large monitoring window and if possible
with good sensitivity even for large values of chromatic dispersion. This will
probably reduce the convergence time of the digital signal compensator. In
Chapter 3 the author proposed such a chromatic dispersion monitor. It can
work with modulation formats with a protruding clock tone component.
2. Due to temperature changes, stress in the fiber, among other the value of
the accumulated dispersion monitored by the previous device may be not
strictly exact. Therefore after digital compensation based on the value of
the accumulated dispersion monitored by the device proposed in Chapter 3,
it may exist a residual dispersion that also requires monitoring. The author
has proposed the technique of chapter 4 that has a limited monitoring
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window for high data rates. Besides being suited for other contexts this
technique may be applied in this context.
3. To reduce cost and achieve a more elegant optical performance monitoring
scheme it would be desired, that we can dispose multi-impairment opti-
cal performance monitoring. In Chapter 5, we present a technique that
does multi-impairment optical performance monitoring. It has the ability
to monitor simultaneously optical signal to noise ratio, differential group de-
lay and chromatic dispersion with considerable monitoring ranges. We pre-
sented results for non-return-to-zero modulation format and quadrature-
phase shift keying in 10Gbit/s and 40Gbit/s respectively. We also presented
results for simultaneous monitoring of multiple modulation formats and
data rates. Since we use a differentiator with proper bandwidth it gives a
different value of electrical derivative for different data rates so it is possi-
ble to distinguish between them. Modulation formats gives distinct phase
portrait for similar values of chromatic dispersion so it is possible to dis-
tinguish it by pattern recognition in artificial neural networks. This ability
may be suited for optical burst switched networks if the response time of
the monitor is appropriate.
4. All-optical signal processing is also an important function in future trans-
parent optical networks. Therefore the author presented in Chapter 6 an
all-optical polarization controller that has demonstrated stability during a
certain period of time and suitable performance in terms of bit error rate
measurements. We finally demonstrated experimentally how all-optical sig-
nal processing can interact with optical performance monitoring by using an
all-optical differentiator to generate performance diagrams demonstrated
in Chapter 5.
7.2 Future work
The work developed in Chapter 3 may have future developments in terms
of practical implementations. The setup may be simplified by removing the
Mach-Zehnder interferometer (MZI), at the price of loosing 3 dB sensitivity, but
this reduces cost and complexity of the proposed technique, significantly. The
Q-factor monitoring block can be simplified, by using a simple asynchronous
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amplitude histograms (AAH)s. Therefore it will have a loss in terms of accuracy
of the method, but the whole setup becomes much more simpler. The work
in Chapter 4 requires further investigation. In fact comparing Eqs. 3.9 and
4.11a, 4.11b, we found them very similar. While Eq. 3.9 relates the average
radio-frequency (RF) power of the clock tone or pilot tone with the chromatic
dispersion (CD), the two last mentioned equations related the highest optical
power of an optically filtered signal with CD. For this highest power to be a
monotonic function of CD the signal must be filtered with a rectangular filter, with
a bandwidth that is equal to the bandwidth of the signal. Further investigations
must study the impact of optical signal to noise ratio (OSNR) and polarization
mode dispersion (PMD) on the monitoring results.
The optical performance monitor developed in Chapter 5, due to its elastic-
ity may have future developments in future projects proposed by the author.
One can propose the performance monitor developed in Chapter 5 to dynami-
cally adapt the network in a software defined scenario, in order to accomplish
the quality of service, by changing the modulation format or/and data rate. In
order to accomplish this objective several developments have to be made, by
separating the calculation of the data rate and the modulation format from the
calculation of the impairments by itself, accordingly to Figure 1.1. As a re-
searcher the author things to continue his work in all-optical signal processing.
The author things to extend to multi-mode fiber the work done in Chapter 6
related with polarization control. Recently there was developments in that way
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