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$f$ : $Xarrow \mathbb{R}$ . ,
$X$
$x*$ null vector $\theta^{*}$ .
,
$\theta^{*}\in\partial f(x)$ $x$ .
2 Equilibrium Theorem
Ky Fan’s Inequality .
Theorem 2.1 (Ky Fan’s Inequality) Let $K$ be a $w$-compact convex subset of
a Banach space $X$ and $\varphi$ : $X\cross Xarrow \mathbb{R}$ be a $functi_{on}$
‘
satisfying:
(i) $\forall y\in K,$ $xarrow\varphi(x, y)$ is $w$-lower semicontinuous $i$
(ii) $\forall x\in IC,$ $yarrow\varphi(x, y)$ is concave;
(iii) $\varphi(y, y)\leqq 0$ , for all $y\in K$ .
Then, there exists $\overline{x}\in I\acute{\mathrm{t}}$ such that $\forall y\in K,$ $\varphi(\overline{x}, y)\leqq 0$ .
, $\epsilon(X, X^{*})$ $X$ $x*$ linear, bounded ,
$T_{K}(x)$ $x$ $I\iota’$ tangent cone , $T_{I\backslash ’}(x$. $):= \mathrm{C}1(\bigcup_{h>}\mathrm{o}(I\{’-x)/h)$
.
Definition 2.1 $\partial f(x)$ is said to satisfy tangential condition with respect to $A\in$
$\mathcal{L}(X,X^{*})$ and a subset $K\subset X$ if
$\forall x\in K$ , $\partial f(x)\cap \mathrm{C}1(ATh’(x))\neq\phi$ . (2.1)
,
$\partial f(x):=$ {$\xi\in X^{*}|f(x)-f(y)\leqq(x-y,$ $\xi\rangle$ , for all $y\in X$ }.
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Theorem 22 K Banach $X$ , $f$ :
$Xarrow \mathbb{R}$ $X$ . , $A\in$. $L(X$ , X
.
$\forall x\in I\iota’$ , $\partial f(x)\bigcap_{\mathrm{C}}1(A\tau R^{\prime(_{X)}})\neq.\emptyset$.
,
$\exists\overline{x}\in I\mathrm{f},$ $s.t$ . $\theta_{X}^{*}$ . $\in\partial f(\overline{x})$ , (2.2)
.
Proof. We proceed by contradiction, assuming that the conclusion is false.
Hence, for any $x\in I\mathrm{f},$ $\theta^{*}$ does not belong to $\partial f(x)$ . Since the sets $\partial f(x)$ are
$\mathrm{w}^{*}$ -closed and convex, the Hahn-Banach Separation Theorem implies
$\exists p_{x}\in X\backslash \{\theta_{X}\}$ such that $\sigma(\partial f(x),p_{x})<0$ ,
where $\theta_{X}$ is the null vector of $X$ . We set $\Gamma_{p}:=\{x\in X|\sigma(\partial f(x),p)<0\}$ .
Then $K$ is covered by the subsets $\Gamma_{p}$ when $p$ ranges over $X$ . These subsets are
weak open. So, If can be covered by $n$ such weak open subsets $\Gamma_{\mathrm{p}}.\cdot$ .
Let us consider a continuous partition of unity $\{\alpha_{i}\}_{i=1,\ldots,n}$ associated with
$\{\Gamma_{pi}\}_{i}=1,2,\cdots,n$ and introduce the function $\varphi K\cross Karrow \mathbb{R}$ defined by
$\varphi(x, y):=\sum i=1n\alpha i(X)(A^{*}pi,$ $x-y\rangle$ .
Being continuous with respect to $x$ and affine with respect to $y$ , the assumptions
of Theorem 2.1 are satisfied. Hence there exists $\overline{x}\in I\mathrm{f}$ such that
$\forall y\in I\mathrm{f}$ , $\varphi(\overline{x}, y)=(A^{*}p^{*},\overline{x}-y\rangle\leqq 0$ ,
where we have set $p^{*}:= \sum_{i=1}^{n}\alpha_{i}(\overline{X})pi$ . In other words, $-A^{*}p^{*}\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}\mathrm{s}$ to the
normal cone $N_{K}(\overline{x})$ . The dual tangential condition implies that
$\sigma(\partial f(\overline{x}), p^{*})\geqq 0$ .
But this inequality is false. To see that, we let $I$ be the subset of the indices $i$
such that $\alpha_{i}(\overline{x})>0.$ $I$ is non-empty since $\sum_{i=1}^{n}\alpha_{i}(\overline{x})=1$ . If $i$ belongs to $I$ , then
$\overline{x}\mathrm{b}\mathrm{e}1_{0}\mathrm{n}\mathrm{g}\mathrm{s}$ to $\Gamma_{p}.\cdot$ and consequently
$\sigma(\partial f(\overline{x}),\overline{p})=\sigma(\partial f(\overline{X}), \sum i=1\alpha i(_{\overline{X})}pi)$
$\leqq\sum_{i=1}\alpha_{i}(\overline{X})\sigma(\partial f(\overline{x}), p_{i})$
$<0$ .
Thus, we have obtained acontradiction and prove our theorem. $\ovalbox{\tt\small REJECT}$
Definition 22 $X$ Banach . , $x\in X$ , $x*$
$J(x):=\{_{X^{*}\in}X^{*}|\langle x, x^{*})=||X||^{2}=||x^{*}||^{2}\}$ (2.3)
$J$ duality mapping .
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Lemma 2.1 $X$ reflexive Banach . , $||x^{*}||=1$
$x^{*}\in B^{*}$ .
$T_{B^{*}}(X^{*})=$ $\cap$ $\{p\in X^{*}|\langle p, y\rangle\leqq 0\}$ . (2.4)
$y\in j-1(x.)$
, $B^{*}$ $x*$ unit ball , $J^{-1}$ duality mapping $J$
.
$Proof$. For any $v^{*}\in T_{B}\cdot(x^{*})$ , there exists a sequence of elements $v_{n}^{*}\in$
$( \bigcup_{h>0}(.B^{*}-x^{*}.)/h)$ converging to $v^{*}$ . Hence, for any $n$ , there exists $h_{n}>0$
and $b_{n}^{*}\in B^{*}$ such that $v_{n}^{*}=(b_{n}^{*}-X)*/h_{n}$ . Since $\langle$ $v_{n}^{*},$ $y)\leqq 0$ for any $y\in J^{-1}(ix^{*})$ ,
$\langle v^{*}, y\rangle\leqq 0$ for any $y\in J^{-1}(x^{*})$ . Hence,
$v^{*}\in \mathrm{n}.\{p\in x^{*}y\in J^{-}1(x)|\langle p, y\rangle\leqq 0.\}$
.
Assume that there exists $w_{0}^{*}\not\in T_{B}\cdot(x^{*})$ such that $\langle w_{0}^{*} , y\rangle\leqq 0$ for any $y\in J^{-1}(x^{*})$ .
Since the sets $T_{B}\cdot(x^{*})$ are closed and convex, the Hahn-Banach Separation The-
orem implie
$\exists z\in X\backslash \{\theta\}$ , $\exists a\in \mathbb{R}$ , $s.t$ . $(w_{0}^{*},$ $z\rangle>a>(v^{*},$ $z\rangle,$ $\forall v^{*}\in T_{B}^{*}(x^{*})$ .
So, we have $z$ belongs to the normal cone $N_{B}\cdot(x^{*})$ and $a>0$ . We set $z’:=z/||z||$ ,
then we have $z’\in J^{-1}(x^{*})$ . Hence, :
$\langle w_{0}^{*},$ $z’)> \frac{a}{||z||}>0$ .
However from assumption $\langle w_{0}^{*}, z’\rangle\leqq 0$ . Thus, we have obtained a contradiction
and proved our theorem. $\square$
Theorem 2.3 If reflexive Banach $X$ , $f$ : $Xarrow$
$\mathbb{R}$ $X$ , 1\sim 3 $A\in l\mathrm{C}(x, X^{*})$
: . :. $\dot{i.}$ . $.$ .
1 . $\forall x\in IC$, $\partial f(x)\cap \mathrm{c}1(A\tau_{R}’(x))\neq\phi$ ;
2. $A(B\mathrm{x})=B^{*}$ ;
3. $A^{-1}$ exists .
$\lim\sup$ $\sup$ $f’(x;y)<0$ , (2.5)
$||x||arrow\infty x\in\kappa y\in J^{-1}(Ax)$
, (2.2) . , $f’(X;d)$ $f$ $x$ $d$
, $f’(X;d):= \lim_{harrow 0_{+}}\frac{f\mathrm{t}x+hd)-f\mathrm{t}x)}{h}$ .
Proof. Assumption (2.5) implies that there exists $\epsilon>0$ and $a>0$ such that
$\sup$ $\sup$ $\sigma(\partial f(x),y)\leqq-\epsilon$ , and $AK\cap \mathrm{i}\mathrm{n}\mathrm{t}(A(aB))\neq\phi$ . (2.6)
$||Ax||\geqq ay\in J^{-1}(Ax)$
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By Lemma 2.1, we know that for any $Ax$ belongs to $A(aB)$ with $||Ax||=a$ then,
$T_{A()}B(aAX)= \in j-\bigcap_{y}1(Ax)\{p\in x*|\langle p, y)\leqq 0\}$ . (2.7)
Hence, from (2.6) and (2.7), it follows that $\forall Ax\in AK\cap A(aB)$ ,
$\partial f(x)\subset \mathrm{c}1(AT_{a}B(x))=\tau_{A}(aB)(A_{X)}.$ (2.8)
Next, since $\theta_{X}$ . belong to int $(I\mathrm{f}+aB)$ from (2.6), we know that
$\forall Ax\in AK\cap A(aB)$ , $T_{AK\mathrm{n}A}(aB)(A_{X})=T_{A}K(Ax)\cap T_{A\langle aB})(Ax)$ .
Hence, by assumtion 3
$\forall x\in I\mathrm{t}’\mathrm{n}aB$ , $\partial f(x)\cap \mathrm{C}1(A\tau_{h}’(_{X)}\cap aB.)\neq\emptyset$ .
So, $K\cap aB$ satisfies the tangential condition (2.1) and obviously to prove that
convex and $\mathrm{w}$-compact set.
$\partial f(\overline{x})\mathrm{H}\mathrm{e}.\mathrm{n}\mathrm{c}\mathrm{e}$
, by Theorem 2.2 there exists a solution $\overline{x}\in IC$ of the inclusion
$\theta^{*}\in\square$
Corollary 21 $X$ Hdbert , $f$ : $Xarrow \mathbb{R}$ $X$
, $A\in \mathcal{L}(X$ , X :
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