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ABSTRACT. The various types of contributions to the interaction between two 
molecules and their representations are discussed. In particular the employ­
ment of spherical harmonic and atom-atom (or site-site) expansions, as well as 
other analytic representations, such as the generalized Lennard-Jones form, is 
described. A brief description of spin-dependent potentials, which arise when 
open-shell molecules interact, is also given. The question of additivity o f  inter- 
molecular potentials is addressed, and the im portance of many-body interac­
tions, especially for liquid and solid-state properties, is considered. An overview  
is presented of recent ab initio calculations of interaction potentials for simple 
molecular systems, such as N2 , O2 , CO, H2 , A r-B ^O , and Ar-NH 3 . Finally, 
the status of intermolecular potentials is presented, and illustrated by means of 
their applications to the calculation of second virial coefficients, Van der Waals 
spectra, and the properties of molecular solids, including lattice dynamics. It 
is concluded that for the near future the best multi-dimensional intermolecular 
potentials will likely be obtained by combining the results of ab initio calcu­
lations w ith the fitting of a limited number of variable parameters to accurate 
experimental data.
1. Introduction
As will be substantiated in this workshop, the knowledge of intermolecular potentials 
opens the way to (the calculation of) many observable properties, for microscopic 
as well as macroscopic systems. In the first category are thermodynamic stability, 
the spectra of Van der Waals molecules [1-4], and molecular beam scattering cross 
sections [5-7], elastic or inelastic state-to-state, to tal or differential. In the second 
category are various bulk gas and condensed m atter properties. Measured gas phase 
properties [8,9] which depend directly on the intermolecular potential are virial coef­
ficients, viscosity and diffusion coefficients, thermal conductivity, sound absorption, 
pressure broadening of spectral lines, nuclear magnetic relaxation and depolarized 
Rayleigh scattering. Additional information is obtained from the effects of electric 
and magnetic fields on the transport properties (Senftleben-Beenakker effects). In the 
condensed phases one may calculate (by liquid state theory) or simulate (by Monte 
Carlo or Molecular Dynamics methods) the behaviour of liquids [10], or study the
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2stability and lattice vibrations of molecular solids [11]. On the other hand, all the 
measured data may be used, and have actually been used in several examples, to 
construct or improve (semi-)empirical intermolecular potentials.
Several reviews on intermolecular potentials have appeared during the past five 
years [2,3,12-16], and hence I shall simply outline the most important points. In­
teractions between molecules are usually divided into long-range interactions and 
short-range interactions. At long range, i.e. when the charge clouds of the interacting 
molecules do not overlap, the interaction energy can be obtained formally by standard 
Rayleigh-Schrödinger perturbation theory. The perturbation, which is the intermolec- 
ular interaction operator, can be expanded as a multipole series in powers of R ~ 1, 
where R  is the distance between the centers-of-mass of the molecules. The first-order 
energy is the electrostatic multipole-multipole interaction energy. The second-order 
energy contains the induction (multipole-induced multipole) energy and the (non- 
classical) dispersion energy. For molecular ions the electrostatic and induction in­
teractions are strongly dominant. For polar, e.g. hydrogen bonded, molecules the 
electrostatic interactions are still the most important contribution, while the induc­
tion and dispersion energies are comparable. For apolar molecules, i.e. molecules with 
small dipole moments, the dispersion energy becomes the most important (attractive) 
long range interaction. The long range interactions are completely determined by the 
permanent multipole moments and the, static as well as frequency-dependent, multi­
pole polarizabilities of the monomers.
Since the molecular charge clouds have exponential tails, there is always some 
overlap between them. The effects of this overlap are twofold. Penetration causes 
the exact electrostatic interaction between continuous, overlapping charge clouds to 
deviate from its representation by a multipole series. This is correctly included in the 
Rayleigh-Schrodinger perturbation theory if one avoids the expansion of the electro­
static interaction operator [14]. Not included in the standard perturbation theory are 
the exchange effects, which arise from the antisymmetrization of the overall electronic 
wave functions, as required by the Pauli postulate. Both penetration and exchange 
effects modify the interaction energy in all orders of perturbation theory.
Most of the current work on intermolecular interaction potentials is concerned 
with closed-shell molecules, but it is worth noting that interactions between open-shell 
molecules are especially interesting. As a direct consequence of the relation between 
the spin and the permutation symmetry of electronic wave functions [17], different cou­
plings between the non-zero spin states of interacting open-shell monomers will lead 
to different exchange interactions. In other words interacting open-shell molecules 
possess a manifold of intermolecular potential energy surfaces, one surface for each 
total spin state. The splitting between these surfaces is caused by exchange interac­
tions. Some of these potential surfaces may correspond to chemical bonding, in the 
same way that it occurs between open-shell atoms. A very weak bond of this type 
seems to  be present [18,19] in the singlet state of (NO)2. In the (02)2 dimer, on the 
other hand, the singlet, triplet and quintet state all show a net, although different, 
exchange repulsion [20] between the  triplet O2 molecules. This case provides a very 
interesting system in which the Van der Waals interaction potential is spin-dependent.
32. R epresen tation  o f  interm olecular potentials
For most applications it is practical to write the intermolecular potential in analy tic  
form. This allows easy calculation for many different distances and orientations of th e  
molecules, as required in Monte Carlo simulations, for example. Specific forms will 
be convenient for scattering, liquid state or lattice dynamics calculations. Moreover, 
if the potential is to be improved through such studies, this form must contain a 
limited number of variable parameters. In practice two basic forms can be recognized, 
a spherical expansion and an (isotropic) atom-atom or site-site potential.
2.1. TH E SPHERICAL EXPANSION
In this expansion the orientational dependence (anisotropy) of the intermolecu­
lar potential between two arbitrary, non-linear, molecules A and B is explicitly 
expressed in (symmetric top) free-rotor functions, D m *k a (& a )* for molecule A
and for molecule B [21]. The Euler angles S1A — {®A, Pa , 7 a )  and
(1b — {oib, Pb ,1 b ) describe the orientations of the molecules with respect to an  
arbitrary space-fixed (SF) coordinate frame. The direction of the vector R ,  which 
connects the center-of-mass of molecule A to that of molecule B, is given with respect 
to the SF frame by the polar angles (0 ,$ ) .  The intermolecular potential can be 
expressed as [l]
V(R,qA, Qb , ^ a , f t b ) =
E  ^ L sW Q a ^ b ) (1)
l a k a l b k b l
in terms of the complete orthogonal set of angular functions
A ^ BBL ( n A t i 2 B t e ^ )
\ M A M b ME  ( m , i t  ( 2 )
Ai  a M b A4
The functions C ^ ,^ (0 ,$ )  are spherical harmonics in the Racah normalization and  
the expression in large round brackets is a 3-j symbol [21]. The expansion coeffi­
cients QAi 9b) depend upon both the distance R  between the molecules 
and the internal molecular coordinates, symbolized by qA and qB• Any interm olecu­
lar pair potential can be expressed to any desired accuracy when a sufficient num ber 
of these expansion coefficients is given. For molecules with well-defined equilibrium  
structures (sometimes called nearly-rigid molecules) it is convenient to make a  Taylor 
expansion of the expansion coefficients about the equilibrium values of the in terna l 
coordinates qA and qs- In practice this has been done only for very simple sys­
tems [22]. Most often the rigid-molecule approximation, in which qA and q s  are
4replaced by their equilibrium values, or a Born-Oppenheimer separation between the 
internal and external molecular coordinates, in which qA and q s  are replaced by their 
vibrationally-averaged values [23] is assumed.
All long-range contributions to the interaction potential defined in the intro­
duction depend upon the distance R  as power series in R -1 . When the multipole 
operators and Q 1 are defined as tensors (including the summation over all
particles i with charges Z{) with spherical components
=  E Z i r t A C k aa) - V U  ) , (3)
ieA
then the first order electrostatic interactions automatically adopt the form of Eq. (1 ), 
in which the expansion coefficients are
v La Lb L { R i Qa ,Qb ) - ( - l ) i'A
(2 L a  +  2 L b +  1)!
(2La )\(2Lb )\
1/2
(4)
x  0La + I 'b ,l R ~ L a ~ L b ~ 1(QA \Q<k a )\QA ){QB \Q k:b '>\QB )
Further, the second order induction contribution can also be expressed in the form of 
Eq. (1) with, for the polarization of A,
&  (R ,QA ,qB ) =  E
U V J b I'b
(5)
and an analogous expression for the polarization of B. Finally, the dispersion contri­
bution is given by the generalized Casimir-Polder formula
v l a l bBl ] V > < M ,< Z s )  =  E  - t t w B R ' lA~ l'A~ lB~ l'B ~ 2
Ia Ia Ib I'b ^
w  f  ( ^ A ^ a ) L a  (• \ ( ¿ B  ¿jg ) L b  ( •  \  l
27r J 0 K a (zw) ^  1
in which the frequency-dependent coupled polarizabilities are defined by 
J I a I'a )La , . a 2 (E n - E o )
, (7)
x  E  (o A |(5 ^ ) l ^ > ( n A | Q ^ ) |0A) ^ , m A ;Z ^ ,m /A |L A, ^ )
mA,m'A
5and an analogous expression for (u>). The symbol (/, m; I1, m '\L, K )  denotes
a Clebsch-Gordan coefficient, and the purely algebraic coefficients £ are given [24] by
/»La Lb L
= ( - 1 ) Ia+I'a
(21a  +  21b  +  !)!( 21'a  +  2Z'B +  1)! 
{2lA)\{2l'A)\{2lB)\(2l'B)\
1/2
X [(2L a  +  1)(2L b  +  1)(2L  +  1)]1//2 (Ia  +  Ib, 0; l'A +  1'b , 0 \ L ,  0) ( g )
I'a
¿'n
I'a  +  I'b
with the expression between curly braces being a Wigner 9- j  symbol [21]. The short- 
range overlap (penetration and exchange) contributions to the expansion coefficients 
vL a L b l(^ ^ a ,Q b )  depend exponentially on R.
In specific cases and w ith a specific choice of the coordinate frame the general 
form of the spherical expansion can be considerably simplified. If we choose a body- 
fixed (BF) frame with the 2-axis along the vector R , we may employ the result 
C ^ \ 0, 0) =  Sm ,o- For linear molecules the free-rotor functions are simply spherical 
harmonics [2 1],
D Ï Ï l ( a , P , ' ï y = C Ü \ p , a )  =
47T
2 L  H- 1
1/2
(9)
while, if either A or B is an 5-state atom, we have Cq° \ ( 3, a) = 1. Thus one obtains, 
for instance, the well known Legendre expansion for an atom-diatom potential
V{R,Qa ,Pa ) = Y ^ Vla (r ><1a ) Pl a {C0SPa ) (10)
L a
or, more generally, an expansion in spherical harmonics for an atom-molecule potential
V { R ,q A, p A , l A )  =  a Ka (R > 9a ) C {kLaa ](Pa ,1a ). (11)
La K a
2.2. ATOM-ATOM OR SITE-SITE POTENTIALS
A widespread approximation of the intermolecular potential between two molecules 
A and B is to write it as a  sum of atom-atom potentials, which are assumed to be 
isotropic, i.e. to depend only upon the distance R ab between the atoms a in molecule 
A and the atoms b in molecule B
V A B  =  ] T £ v a U R ab)-
a £ A  bÇ-B
(12)
6The atom-atom potential functions are most commonly written as
Vab^Rab) ”  ^ab ®-^p( babRab*) CabRab “1" QaQbRab i ( ^ )
with the first term representing the exchange repulsion, the second term the dis­
persion attraction, and the last term  the electrostatic interactions between effective 
(fractional) atomic charges qa and gj,. In the atom-atom Lennard-Jones model the 
exponential function is replaced by R~^2 ■ The parameters arat,, 6a&, ca(, and the ef­
fective charges qa and qt, can be obtained [25-27] by fitting the potential (12) to an 
ab initio potential VAb  calculated for various distances R  and molecular orientations, 
or they can be determined empirically [28]. In the latter case the potential (12) is 
used to calculate various measured properties, and the parameters in Eq. (13) are 
optimized to obtain a best fit to these properties.
The reason that atom-atom potentials are so popular, especially in the study of 
condensed phases [28] and more complex Van der Waals molecules [29], is that they 
contain few parameters, while they still describe (implicitly) the anisotropy of the 
intermolecular potential and they even model its dependence on the internal molecular 
coordinates. Moreover, they are often believed to be transferable, which implies that 
the same atom-atom interaction parameters in Eq. (13) can be used for the same 
types of atoms in different molecules. One should realize, however, that the accuracy 
of atom-atom potentials is limited by their form (12). Additional inaccuracies are 
introduced when the atom-atom interaction parameters in Eq. (13) are transferred 
from one molecular environment to another. Further, Eq. (13) does not include a 
term which represents the induction interactions, and there is the intrinsic problem 
tha t these interactions are inherently not pairwise additive (see below). Numerical 
experimentation on the C2H4-C 2H4 and N2-N 2 potentials, for example, has taught 
us [25-27] that even when sufficient ab initio data are available, so that the terms 
in Eq. (13) can be fitted individually to the corresponding ab initio contributions 
and, moreover, the positions of the force centers for each term can be optimized, the 
average error in the best fit of each contribution still remains about 10%. Since the 
different contributions to the potential partly cancel each other, and the errors for 
specific molecular orientations are considerably larger, it will be clear that even atom- 
atom potentials with shifted force centers (called site-site potentials) are of limited 
value for the description of the detailed anisotropy of the intermolecular potential 
surface. In some cases one has tried to overcome these problems by including several 
point charges per atom for the electrostatic interactions and by adopting atomic or 
bond polarizabilities for the description of induction forces [30,31].
2.3. OTHER ANALYTIC POTENTIALS, RELATIONS
Besides the two basic forms just described, which are employed most frequently in the 
literature, other expressions for intermolecular potentials have been proposed. Some 
potentials are given, for instance, by the generalized Lennard-Jones type [32]
v AB( R , n )  =  H M )
(  R  \ ~ 12 /  R  \ -6 '
(14)
7or by exponential functions for the short-range repulsion [33]
V t B°rt( R , f 2 ) = e x p [ - a ( n ) ( R - p ( f 2 ) ) } ,  (15)
in which the well depth e(f2) and the non-linear ‘range param eters’ p (fi)  and ‘slope 
parameters’ a(S7) are assumed to be functions of the molecular orientations f l A and 
O b - Such functions may be expanded [33] in terms of the angular basis functions 
of Eq. (2), which then occur non-linearly in the potential. An advantage of this 
procedure is [33] that these expansions need fewer terms.
Another way of expressing the intermolecular potential has been advocated by 
Stone et al. [33,34], This form, which is intermediate between the two basic forms, 
involves dividing the molecules into segments, which may be individual atoms or 
groups of atoms; the inaccuracy inherent in the isotropic atom-atom model is avoided 
by assuming anisotropic potentials, which have the same form as Eq. (1 ), between 
the segments. The expansion in Eq. (1) should converge more rapidly for the segment 
interactions than it does for the interactions between whole molecules. In particular it 
has been illustrated [34] th a t the long range multipole interaction series converges for 
smaller distances and with fewer multipole moments for segments than for molecules. 
The arbitrariness in dividing the multipole moments and multipole polarizabilities 
over the segments can be used to improve this convergence. Such ideas will be partic­
ularly useful for larger molecules. The transferability of segment-segment interaction 
potentials and their extension to induction and dispersion forces are still open to 
investigation.
Atom-atom or segment-segment potentials, and potentials of the form (14) or
(15), usually contain fewer terms and fewer parameters than does the spherical ex­
pansion of the intermolecular potential given by Eq. (1 ). This is useful if the param ­
eters have to be varied, for instance, to improve agreement with experimental data. 
On the other hand, the spherical expansion is convenient for several applications of 
the potential, such as scattering or lattice dynamics calculations. It is always pos­
sible [1] to calculate the spherical expansion coefficients, see Eq. (1), of any known 
intermolecular potential by numerical quadrature methods. Atom-atom potentials of 
the form of Eq. (13) can also be transformed analytically into a spherical expansion; 
the formulas required are given in Ref. [1 1 ]. Also segment-segment potentials of the 
type of Eq. (1 ) can be analytically converted to a molecular expansion of the same 
type [33,34].
2.4. OPEN-SHELL MOLECULES: SPIN-DEPENDENT POTENTIALS
The exchange interactions between open-shell molecules, which lead to different po­
tential energy surfaces for different spin-couplings between the molecules (see the 
introduction), can be represented in the form of a Heisenberg hamiltonian [20]
ySpin —dependent  ^qA>qB, f t  g, SA, SB) = ~2J(R,  qA, qB , fl A, «  fl) S A • 5 B ,
(16)
where SA and SB are the total electron spin operators of the interacting monomers A 
and B. Higher terms in the scalar product (S A ■ S b )  will be needed in general [17,35] 
when the overlap between the molecular charge clouds becomes appreciable, i.e. for 
distances much closer than the Van der Waals minimum. The Heisenberg coupling 
parameter J  is a scalar function, as is the spin-independent potential, and it can be 
expanded via Eq. (1). In the case which has been investigated in our group, the O2-  
0 2 potential, J  appears to  be extremely dependent on the molecular orientations, so 
that rather high terms in Eq. (1) are important. Even the sign of J  changes, i.e. the 
exchange coupling between the triplet O2 molecules alternates between ferromagnetic 
and antiferromagnetic, when the molecules are rotated about certain axes. This 
is related to the nodal planes of the antibonding 7r9 molecular orbitals which form 
the open shell. Other terms which may contribute to the spin-dependent potentials 
between open-shell molecules are spin-orbit and spin-spin interactions, intra- as well 
as inter-molecular [36], Such terms are anisotropic in two respects: they depend on 
the orientations of the molecular axes attached to the nuclear framework, and on the 
orientations of the molecular spin momenta SA and S B ■ Only when the intramolecular 
spin-orbit and spin-spin couplings are much stronger than the intermolecular exchange 
interactions are the monomer spin momenta fixed with respect to the molecular axes; 
in general, and for O2-O 2 in particular, they are not. All the spin-dependent terms 
in the O2-O 2 potential have been expressed analytically in Refs. [20] and [36].
3. A dditivity o f interm olecular potentials
So far we have been concerned only with the interaction potential for a pair of 
molecules A and B. In most applications it is assumed that the total potential energy 
can be written as a sum of pairwise intermolecular potentials. In the gas phase, where 
simultaneous collisions of more than two molecules are relatively rare, this approxi­
mation is fairly realistic for most properties. In the condensed phases, however, each 
molecule is surrounded by several others at Van der Waals distances; this makes it 
especially important to consider the influence of three- and more-body interactions. 
This question can be addressed most clearly by considering the basic interaction 
mechanisms. The first-order electrostatic interactions are exactly pairwise additive, 
whether they are calculated in the multipole expansion or between continuous charge 
clouds, The first-order exchange effects are not pairwise additive. The dominant 
three-body exchange contributions are roughly proportional to the overlap product 
S a b S b cS a c ,  while the dominant pairwise exchange energy between three molecules 
A, B and C increases with S \ B + S g C +  S \ c . For Van der Waals distances between 
the molecules the overlap integrals S a b  > ■S'bc and S a c  are of the order of a few hun­
dredths, and so the first order exchange non-additivity is also of the order of a few 
percent. At high pressures this non-additivity will be more important, however, since 
the overlap integrals increase rapidly with decreasing intermolecular distances.
The second order dispersion interaction is exactly pairwise additive when it is 
calculated (as is usually done) in the multipole approximation, but not when pen­
etration and exchange are included. The second-order penetration and exchange
9effects are of minor importance, however, and so in general they do not play a m ajor 
role in the non-additivity. An important non-additive interaction between non-polar 
molecules is the third-order dispersion energy, the dominant term of which is called 
the Axilrod-Teller or triple-dipole dispersion interaction [37]. This long range term, 
which is proportional to R Ab r b3CR a c  ^ anc  ^ the first-order exchange term , which is 
the dominant short-range three-body interaction, have been studied in detail in rare 
gas solids [38-40]. At normal pressures the three-body contributions to the cohesion 
energy are estimated to be of the order of 10 %; at high pressures they may be more 
important. For specific distances (pressures) the Axilrod-Teller and the first-order 
exchange three-body interactions may nearly cancel. In th a t case the non-additivity 
is determined by the smaller second-order exchange effects and by third-order contri­
butions from higher multipole operators [41]. The review by Meath and Koulis [15] 
devotes an extensive discussion to these points.
The interaction contribution which lacks pairwise additivity completely is the 
second-order induction energy. This is easily understood, since the energy of po­
larization of a molecule A in the field of two other molecules B and C is given by 
~ \ a AF 2 — - \ o.a {Fb a  +  FCA) ' (F b a  +  FCA), where a A is the polarizability of 
molecule A and F bA and F ca  are the electric field vectors at the center of molecule 
A, originating from the (permanent and induced) multipole moments of the molecules 
B and C. The three-body part of this interaction energy, —a AF BA • F ca  , is generally 
of magnitude similar to tha t of the pairwise contribution, — | a A(FgA +  F ^A). In 
systems with polar molecules and, a fortiori, in ionic systems where the induction 
energy is relatively im portant, the total interaction energy is therefore highly non­
additive. The second-order induction energy is mainly responsible for this , but the 
higher-order induction contributions are important too. These can be understood as 
the (non-additive) polarization energies of the molecules in the fields produced by 
induced moments on other molecules. The induced moments are proportional to the 
fields at these molecules, which again originate from permanent or induced multipole 
moments on other molecules, and so on, A fully self-consistent treatment of the local 
fields and the induced moments on all the molecules in the system, which is related 
to the dielectric theory of macroscopic bodies [42], is necessary to include all these 
effects. Such a theory should also take into account the higher multipole moments 
and field gradients.
In practice it is often assumed in calculations or simulations, even of ionic sys­
tems, that the interaction energy is pairwise additive. Some justification of this 
assumption may be given by the fact that in bulk systems the molecules are more or 
less symmetrically surrounded, so that the local fields at the molecular sites partly 
cancel and the induced (lower) multipole moments are small (considerably smaller 
than expected by considering the fields from individual neighbours). However, even 
in the most perfect crystal of high symmetry this holds only when all the molecules 
occupy their equilibrium positions, but not when they are (dynamically) displaced. 
Simplified models have been devised to account for (non-additive) polarization effects 
in dynamical calculations, such as the shell model for ionic crystals [43].
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4. Obtaining intermolecular p oten tia ls from ab i n i t i o  calculations
The same experimental data listed in the introduction can be used, and have been used 
in practice, to obtain (semi-)empirical intermolecular potentials. Except for atomic 
systems and very simple atom-diatom complexes, the number of degrees of freedom, 
and the corresponding number of parameters needed to describe the long- and short- 
range anisotropic contributions, is too large, however, to obtain a unique inversion or 
fit of the experimental data. Hence it is very useful to have supplementary information 
provided by quantum chemical computations. The best potentials available, even for 
atomic systems, are at least partly determined by information obtained from such ab 
initio calculations.
Especially the calculation of the coefficients in the asymptotic R ~ n expansion 
of the potential is relatively easy, since these coefficients are completely determined 
by monomer properties. Explicit formulas for the most general case have been given 
in section 2, Eqs. (4) to (8). The computation of molecular multipole moments is 
straightforward, both at the Self-Consistent Field (SCF) level and with the inclusion 
of electron correlation effects. The calculation of accurate frequency-dependent po- 
larizabilities is still not a routine job, however. One may use the Time-Dependent 
Coupled Hartree-Fock method [44] and include correlation corrections by Many-Body 
Perturbation Theory (MBPT) [45]. Large and flexible basis sets are required, espe­
cially to obtain the higher multipole polarizabilities. Wormer and coworkers [44-49] 
have thus obtained a collection of ab initio data for a series of small molecules (in­
cluding open-shell systems), which can be used to generate the anisotropic induction 
and dispersion coefficients for all combinations of these molecules. Values for the 
isotropic part of the coefficient Ce in the leading term of the dispersion interactions 
are available also from empirical dipole oscillator strength distributions [50].
For the ab initio computation of the short-range behaviour of the expansion 
coefficients that determine the anisotropic potential a numerical integration
procedure has been devised in our group [1,25]. This procedure is based on the fact 
that the expansion coefficients can be written as
(2 L a  +  l) (2 £ jg  +  1)(2L  -f-1)
where the integration has to be performed over the angles f i A — (c^a, P a ^ a ) , &B 
=  (aB,/?B>7fl) and (0 ,$ ) .  Actually, the angles 0 ,$  and a.a or a B can be con­
sidered as external angles and hence fixed at some arbitrary value. This integral 
may be evaluated by Gaussian quadrature, so that it requires values of the poten­
tial V(R,qA,qB,i2A, f i B) on a grid of quadrature points for f2A and f l B, Those 
values, which are the short range interaction energies contained in Heitler-London 
or SCF-type formulas, for instance, can be obtained from ab initio calculations. 
This procedure has been applied to linear molecules (the N2-N 2 [25,51], 0 2- 0 2 [20] 
and CO-CO [52] potentials) and to atom-molecule systems such as Ar-NH3 and
^ L BW 9 A , q B )
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F ig u re  1. Ab initio calculated CO-CO interaction potential for different orientations 
of the monomers [52],
Ar-HaO [53,54]. For dimers of non-linear molecules it is still too expensive. The 
anisotropy of the CO-CO potential is illustrated in Figs. 1 and 2.
The effects of charge penetration and exchange on the first- a n d  second-order 
interaction energies can be written explicitly by means of sym m etry-adapted pertur­
bation theory [55,56]. Calculations of the resulting expressions have b e e n  performed 
for very small systems (He, H2) [14]. In practice these effects become im portan t near 
the Van der Waals minimum, and they are mostly calculated in first order only, by 
means of a Heitler-London type formula, which already gives the dom inant exchange 
repulsion. Even then, the inclusion of the intramolecular electron correlation in such 
a  calculation is not easy [14,57], The second-order penetration and exchange effects, 
which are much less im portant than the first-order exchange repulsion, are taken into 
account mainly by the use of (semi-empirical) damping functions [58-60],
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F ig u re  2. Orientational dependence of the Van der Waals well depth (in kJ/mol) 
in the CO-CO potential [52] for planar geometries (<p = 0°). Orientations without a 
well (cf. Fig. 1) are found in the upper left hand corner.
Most popular in the ab initio calculation of intermolecular potentials is the so- 
called supermolecule method, because it allows the use of standard computer pro­
grams for electronic structure calculations. This method automatically includes all 
the electrostatic, penetration and exchange effects. If the calculations are performed 
at the SCF level, induction effects are also included, but the dispersion energy is not. 
The latter, which is an intermolecular electron correlation effect, can be obtained by 
configuration interaction (Cl), coupled cluster (CC) methods or many-body pertur­
bation theory (MBPT). These calculations are all plagued by basis-set superposition 
errors (BSSE) [2,3,12-14], however, which are mostly of the same magnitude as the 
intermolecular interaction energy. For small molecules these errors can now be nearly 
avoided at the SCF level, but not when the electron correlation is included. More­
over, the truncated Cl methods, which are the most generally applicable, suffer from 
a lack of size-consistency [13,14], Further experimentation with these methods will 
be required in order to ensure tha t they will produce reliable potentials. In principle
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T able  1. Second virial coefficients (in cm3 mol x) 
of CO-CO from Ref. [52].
T(K) ■®clas r W-Equant Btot ■^ exptl
77.3 -319.74 11.36 -308.38 -307.0
90.1 -234.53 6.73 -227.80 -230.0
143.0 -93.11 1.79 -91.34 -92 .0
173.0 -61.05 1 .12 -59.94 -62 .0
213.0 -35.35 0.70 -34.65 -35 .0
242.0 -23.08 0.53 -22 .54 - 22.8
263.0 -16.21 0.46 -15.75 -16.0
273.0 -13.38 0.42 -12.96 -13.0
298.1 -7 .27 0.36 -6 .91 - 8.0
323.2 -2 .28 0.31 -1 .9 7 -3 .7
348.2 1.85 0.27 2.12 1 . 1
373.1 5.32 0.24 5.55 4.6
398.1 8.28 0.22 8.49 7.7
423.2 10.85 0.19 11.04 9.6
473.2 15.00 0.15 15.15 14.5
513.2 17.63 0.13 17.76 17.3
573.2 20.75 0 .11 20.87 20.5
they are very attractive because they yield complete interaction potentials over the 
full range of distances.
5. S ta tu s  of in te rm o lecu la r p o ten tia ls , i l lu s tra tio n s , ap p lica tio n s
In the spirit of the Class I to IV distinction of intermolecular potentials made by 
Maitland et al. [9] we make a similar classification here. Our criteria are slightly dif­
ferent, however. In Class I are the potentials which are considered to be accurately 
known, as verified on many different observable properties. Examples in this class are 
the pure rare gas (Rg-Rg) and some of the mixed rare gas (Rg-Rg') potentials. Class 
II contains the potentials of other atomic and the simplest molecular systems which 
are probably fairly accurate too, but which have been tested only on a limited set 
of properties. Examples are the Rg-H2 potentials developed by Le Roy and cowork­
ers [22,23], mainly on the basis of dimer infrared spectra and scattering data, the rare 
gas - hydrogen halide (Rg-HX) potentials of Hutson et al. [3], which are deduced from 
the microwave and infrared spectra of Van der Waals dimers in molecular beams, and, 
possibly, the H2-H 2 potential of Schaefer et al. [61,62], which is primarily obtained 
from ab initio calculations, but somewhat improved empirically. Practically all the 
potentials in this category contain ab initio parameters, especially in their long range
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part. In Class III we list potentials, mostly from ab initio calculations, which are avail­
able as a full anisotropic surface (represented by a spherical expansion), but which are 
certainly still amenable to improvement. Among this class are the potentials of spe­
cific diatom-diatom systems, such as N 2-N 2 [25,51], HF-HF [63-65], CO-CO [52] and 
O2-O 2 [20], and certain atom-molecule dimers such as Ar-NH3 [53] and A r-I^O  [54], 
In the case of Ar-NHj even one of the internal molecular coordinates has been var­
ied [53], viz. the NH3 umbrella angle, in order to study the effects of the v2 umbrella 
vibration and the inversion-tunneling of the NH3 monomer in the complex. A semi- 
empirical potential of this type has been obtained for the Ar-HaO dimer by Cohen 
and Saykally [66], from a fit to the far-infrared spectrum. Other fits to such spectra 
for Ar-NH3 [67] and Ar-HaO [68] so far have yielded only effective angular potentials, 
which do not depend on the coordinate R. In Class IV we put the more general 
molecule-molecule potentials, which are known only through crude atom-atom mod­
els, sometimes empirical [28], sometimes fitted to ab initio results (as in H2O-H2O [69], 
NH3-N H 3 [70] and C2H4-C 2H4 [26]) or through fragmentary ab initio calculations for 
a limited region of the potential surface (in search for the equilibrium structure, for 
example, as in C2H2-C 2H2, C2H4-C 2H4 [71] and CgHe-CgHe [72]).
The examples presented are not exhaustive, and they serve merely as illustrations. 
In the sequel to this section we shall demonstrate some applications of ab initio 
potentials obtained in our group, and discuss their merits as well as shortcomings. 
We concentrate on Class III examples, because we feel that in this category most 
profit can be gained from the cooperation between theorists and experimentalists.
5.1. SECOND VIRIAL COEFFICIENTS
In Table 1 and Fig. 3 we show the second virial coefficients of CO-CO, as calculated 
with an ab initio potential [52], At the lowest temperatures the quantum corrections 
are not negligible. The effect of the anisotropy in the potential is rather important. If 
we include all these effects, the results lie within the experimental error bars over the 
whole temperature range from 77 to 573 K. This must be somewhat fortuitous, how­
ever, since the potential has been calculated with nearly the same approximations as 
the N2-N 2 potential [51], and the latter required some scaling in order to fit the mea­
sured virial coefficients. Figure 4 displays the ab initio calculated [54] and measured 
virial coefficients of Ar-H^O. Also here the calculations lie within the experimental 
error bars. These are considerably wider, however, (as is usual for mixed systems) 
and the temperature range is much smaller. It is noticeable that the anisotropy is 
substantially smaller in this case, and that the mixed virial coefficients of Ar-EI^O 
are much closer to the pure Ar-Ar coefficients than to the pure H2O-H2O curve 
(not shown). Thus, the Ar-H^O interaction potential resembles more the pure Van 
der Waals potential of Ar-Ar than it does the electrostatically dominated H2O-H2O 
potential with its strongly anisotropic hydrogen-bonding features.
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T (K)
F ig u re  3. Second virial coefficients of CO. The experimental data [73,74] are indi­
cated with (estimated) error bars, the ab initio calculations [52] are represented by 
the closed curve. The dashed curve is the second virial coefficient calculated with the 
isotropic potential.
T(K)
F ig u re  4. Comparison of the ab initio virial coefficients [54] for Ar-HaO (total:
----------- , iso tro p ic :---------- ) with experimental values (★: Ref. [75], □: Ref. [76])
including error bars. The experimental virial coefficients for pure Ar are shown also 
(O: Ref. [77]).
16
Table 2. Phonon frequencies in a-N2 (in cm J) from Ref. [90],
Experiment Semi-empirical
harmonic
Ab initio 
RPA
Lattice constant a ( k ) 5.644 5.644 5.699
r  ( 0 , 0 , 0)
E g 32.3 37.5 31.0
Librations < T g 36.3 47.7 41.0
T *
59.7 75.2 68.0
A u 46.8 45.9 47.2
Translational ( T u 48.4 47.7 48.8
vibrations E u 54.0 54.0 55.6
- T u 69.4 69.5 73.1
M i 2 27.8 29.6 27.6
Mi 2 37.9 40.6 39.1
Mixed M l  2 46.8 51.8 50.2
M i 2 54.9 59.0 59.1
I  M i a 62.5 66.4 66.5
p  (  7T 7T 7T \
Translational
vibrations
R T 33.9 34.4 34.4
R 2 3 34.7 35.7 35.8
I  R - 2 3
68.6 68.3 72.3
Librations <f  R t 43.6 50.7 47.9X
. ^ 2 3 47.2 57.8 50.8
rms deviation of librational frequencies 10.6 5.0
rms deviation of translational frequencies 0.6 2.1
rms deviation of all lattice frequencies 6.1 3.4
5.2. SPECTRA OP VAN DER WAALS MOLECULES
After the ab initio computation of the potentials for Ar-NH3 and Ar-H20  in the 
form of Eq. (1 1 ), we have applied them to the calculation of the microwave and far- 
infrared spectra of Ar-NH3 [67,78-82], Ar-H^O [83,84] and Ar-D20  [82,85]. For the 
latter system we had first to transform the Ar-TI20  potential to a different center of 
mass. We have calculated the rovibrational states of these complexes for J  < 15, and 
generated the infrared intensities of all the allowed P, Q and R  branch transitions from
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T ( K )
F ig u re  5. Specific heat of ct-nitrogen. The dots represent the experimental val­
ues [95], the curves have been calculated in Ref. [92].
Table 3. Optical phonon frequencies (in cm *) in solid a-CO  
from Ref. [27].
Experiment Sphericalexpansion
Site-site
potential
Raman 38 35.8 (E)
Raman (strong) 44 45.5 (T)
Raman 58 56.4 (A)
infrared, Raman 49, 50.5, 52 62.0 CT )
Raman 64.5 74.4 (E)
infrared 85, 86 87.2 (T)
Raman (strong) 90.5 98.3 (T)
33.0 (E)
44.1 (ïtrans)
44.2 C l^ong)
62.1 (¿ )
57.0 (îtrans)
57.2 (^long)
76.6 (.E )
90.6 (Tt rans)
90.7 (2 kmg)
119.1 (^trans)
119.1 (21ong)
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Table 4. Macroscopic properties of Q-N2 from 
Refs. [51,92].
Experiment Calculated 
(ab in itio )
C n 29.0 28.5±0.6
Elastic constant 
(kbar) C 12 20.0 22.0± 0.6
C44 13.5 13.3±0.6
Compressibility
(10~lom2N-1 ) k,t 4.6 4.69
a dipole-surface. The inversion-tunneling of NH3 was originally included by a simple 
two-state model, but presently we have extended our formalism and computer codes 
with a basis for the NH3 umbrella coordinate, so that we can include explicitly the U2 
vibration and the inversion-tunneling of the NH3 monomer in the Ar-NH3 complex. 
The results are extensively described in recent papers by Van Bladel et al. [86,87] and 
compared in detail with experimental data  [78-85], Since the topic of Van der Waals 
molecules will be covered in this workshop by Hutson and by Brechignac, I have 
limited myself here to a summary of the main conclusions. It has been found that, 
indeed, the spectra of these Van der Waals complexes are extremely sensitive to the 
shape of the potential surface in the entire attractive region. The anisotropy in the 
Ar-NH3 and Ar-HaO potentials is of the same order as the rotational constants of NH3 
and H2O, so that the Van der Waals ‘bending vibrations’ look more like perturbed 
internal rotations. Several (small) anisotropic terms in the spherical expansion of 
the ab in itio  potential, Eq. (11), have a strong effect on the splittings of the internal 
rotor states. It was not possible to reproduce the experimental transition frequencies 
without some scaling of these terms.
5.3. MOLECULAR SOLIDS
In theoretical studies of molecular solids it was common to use rather crude atom-atom 
potentials. The parameters in these potentials were usually optimized to fit the ex­
perimental data: the lattice structures, cohesion energies and, sometimes, phonon fre­
quencies. For the simple molecular crystals N2 [88-92], CO [27], H2 [93] and 0 2 [36,94], 
lattice dynamics calculations have now been performed, however, which use ab initio  
calculated intermolecular potentials. The anisotropy of these potentials is directly 
represented by the spherical expansion (see section 2), although site-site models have 
been given too [25,27]. The lattice dynamics method used in most of these studies
19
F ig u re  6 . Phonon dispersion curves for ortho-Ds (normal pressure hep phase) cal­
culated [93] at T  =  0 K. The circles, squares, etc., are neutron scattering da ta  [96,97] 
at T  =  4.2 and 5 K.
Table 5. Static lattice energy (in kcal/mol) of solid a-CO 
from Ref. [27].
Spherical
expansion
Site-site
potential Experiment
Lattice constant a (Â) 5.658 5.628 5.646
Exchange 1.945 1.933
Dispersion -3.673 -3.804
Electrostatic -0.536 -0.557
Total -2.265 -2.428 -2.480
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Table 6 . Optical (q =  0) libron and magnon frequencies in a- 
and 0-02 from Ref. [36],
Librons Experiment Calculated (ab initio)
Including 
Heisenberg term
Neglecting 
Heisenberg term
a-02 : B q 42.6 cm ' 1 39.9 cm- 1 38.9 cm- 1
74.2 72.2 50.7
0-O2: E g 48.0 53.6 42.9
Magnons Experiment Calculated (ab initio)
a- 0 2: 6.4 cm- 1 6.7 cm- 1
27.5 22.2
is not the standard harmonic method. A Time-Dependent Hartree (TDH) method 
which can handle larger amplitude (anharmonic) motions has been developed [11,90] 
for the translational vibrations and the librations in molecular crystals. At T  =  0 K 
this m ethod is equivalent to the Random Phase Approximation (RPA). It is applica­
ble even to the quantum crystals H2 and D2, with their nearly free rotor states of the 
molecules,
Each of the solids listed has some special interest. Solid N2, with its orientation- 
ally ordered and disordered phases, has received much attention as a prototype for 
lattice dynamics studies of molecular solids. Solid H2 and D2 seem even simpler, but 
they exhibit strong quantum character. This is manifested in the large amplitudes 
and the  corresponding anharmonicity of the translational lattice vibrations, and even 
more strongly in the rotations. The properties of para-Hi and ortho-D2, with j  — 0 
molecules, and those of ortho-H2 and para-D2, with j  =  1 in the ground state, are 
completely different. Solid CO is isoelectronic with N2 and its orientationally ordered 
and disordered phases have similar lattice structures, but it retains head-tail disorder 
even a t the lowest temperatures. Solid O2 combines the properties of a molecular 
solid w ith those of a magnetic system and it exhibits magnetic phase transitions as 
well as structural ones.
Table 2 lists the phonon and libron frequencies of a-nitrogen. The results from 
the ab initio potential agree to within about 10 % with the frequencies obtained from 
infrared and Raman spectroscopy (for q =  0 ) and from inelastic neutron scattering 
(for other wave vectors q). Table 3 shows similar data for a-CO with roughly the 
same agreement with the scarcer experimental data. Table 4 and Fig. 5 demonstrate 
that some calculated macroscopic properties of solid N2 are realistic too, and Table 5 
shows the same for the lattice constant and the cohesion energy of solid CO. Figure 6
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compares the phonon dispersion curves of ortho-D2 calculated from the ab initio H2-  
H 2 potential of Schaefer et al. [61,62] with the data obtained from inelastic neutron 
scattering; the calculated frequencies are just slightly too high. Finally, we show 
in Table 6 that both the measured libron and magnon frequencies in solid O2 are 
fairly well reproduced by the ab initio spin-dependent O2-O 2 potential. It appears 
th a t the extremely strong anisotropy of the Heisenberg exchange term in Eq. (16) is 
responsible for the anomalously large libron splitting which occurs at the magneto- 
elastic P -  a  phase transition. So, in general, we have found that the properties of 
(simple) molecular crystals are fairly well described by ab initio  potentials. One should 
realize that improvements on this accuracy will require not only a further improvement 
of these pair potentials, but also the inclusion of many-body interactions (see section 
3).
6. Conclusion
From the experience with the systems described above it can be learned that for 
some time to come the best multi-dimensional intermolecular potentials will likely 
be obtained from a combination of ab initio calculations with measured data. The 
ab initio methods have reached the stage that they yield detailed and fairly reliable 
information on (parts of) the potential surface, which must still be checked against 
experimental data, however. In purely empirical potentials one can optimize only a 
limited number of parameters, and there is always the risk of oversimplification by 
the use of too crude atom-atom models or by too early truncation of the spherical 
expansion. The ab initio results are useful in avoiding this risk.
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