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The use of isotopic tracers for sediment source apportionment is gaining interest with recent
introduction of compound‐specific stable isotope tracers. The method relies on linear mixing of
source isotopic tracers, and deconvolution of a sediment mixture initially quantifies the contribu-
tion of sources to the mixture's tracer signature. Therefore, a correction to obtain real sediment
source proportions is subsequently required. As far as we are aware, all published studies to date
have used total isotopic tracer content or a proxy (e.g., soil carbon content) for this post‐unmixing
correction. However, as the relationship between the isotopic tracer mixture and the source mix-
ture is different for each isotopic tracer, post‐unmixing corrections cannot be carried out with
one single factor.
This contribution presents an isotopic tracer model structure—the concentration‐dependent iso-
tope mixing model (CD‐IMM)—to overcome this limitation. Herein, we aim to clarify why the
“conventional” approach to converting isotopic tracer proportions to source proportions using a
single factor is wrong. In an initial mathematical assessment, error incurred by not using CD‐
IMM (NCD‐IMM) in unmixing two sources with two isotopic tracers showed a complex relation
as a function of relative tracer contents. Next, three artificial mixtures with different proportions
of three soil sources were prepared and deconvoluted using 13C of fatty acids using CD‐IMM and
NCD‐IMM. Using NCD‐IMM affected both accuracy (mean average error increased up to a three-
fold compared with the CD‐IMM output) and precision (interquartile range was up to 2.5 times
larger). Finally, as an illustrative example, the proportional source contribution reported in a
published study was recalculated using CD‐IMM. This resulted in changes in estimated source
proportions and associated uncertainties.
Content of isotopic tracers is seldom reported in published work concerning use of isotopic
tracers for sediment source partitioning. The magnitude of errors made by miscalculation in for-
mer studies is therefore difficult to assess. With this contribution, we hope the community will
acknowledge the limitations of prior approaches and use a CD‐IMM in future studies.
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Knowledge of catchment sediment sources underpins mitigation of soil
erosion and high sediment loads (Collins, Foster, Gellis, Porto, &
Horowitz, 2017). Isotopic tracers can be used to estimate the relative
contributions of multiple sources to a mixture. Recent developments
through introduction of compound‐specific stable isotopes (CSSI), thatwileyonlinelibrary.com/journais, the abundance of a specific isotope in a specific compound relative
to the content of the element in the compound, broadened the applica-
bility of the method with reference to vegetation and land cover con-
trols on source signatures. The carbon isotopic composition (δ13C) of
fatty acids (FAs) is increasingly being used as an isotopic tracer to deter-
mine proportional contributions of upstream sources (i.e., land uses) to
the sediments downstream (Gibbs, 2008; Upadhayay et al., 2017).Copyright © 2018 John Wiley & Sons, Ltd.l/hyp 1
FIGURE 1 Mixing lines showing the isotopic tracer abundance (δT1,
δT2) of two isotopic tracers (T1, T2) and two sources (S1, S2) with
four different relative tracer contents (Cn,s is the content of trace “n” in
source “s”)
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sediment mixtures using isotopic tracers including non‐Bayesian (e.g.,
IsoSource; Gibbs, 2008; Blake, Ficken, Taylor, Russell, & Walling,
2012; Hancock & Revill, 2013; Alewell et al., 2016) and more recently
Bayesian mixing models (e.g., SIAR; Brandt, Cadisch, Nguyen, Vien, &
Rasche, 2016). However, until now, all IMM approaches have relied
on the same linear mixing of isotopic sources tracers in the mixture
(sediment). The isotopic composition of a particular isotopic tracer
“n” in a mixture (δTn, mix) can thus be defined as
δTn;mix ¼ ∑Ss¼1πn;s×δTn;s (1)
with πn,s being the contribution of source s to the isotopic tracer n in a
mixture of S sources and δTn,s being the isotopic composition of the
isotopic tracer n in source s.
Using an IMM to unravel a mixture using isotopic tracers thus pro-
vides a proportional contribution of the sources to the isotopic tracer in
themixture, while it is the proportional contribution of the source to the
sediment mix itself, which is of interest for apportionment studies. The
relationship between πn,s and the source proportion Ps is given by
πn;s ¼ Ps×Cn;s
∑Ss¼1Ps×Cn;s
(2)
with Cn,s being the content of the isotopic tracer n in source s
(Upadhayay et al., 2017).
WhenN isotopic tracers are used, unmixing will thus result inN iso-
topic tracer contributions (πn,s) for every source s. Given that the rela-
tion between πn,s and Ps depends on the content of isotopic tracer n in
all sources, this relationship is different for each isotopic tracer
(an example of the relation between πA,s and PA for a mixture of two
sources, A and B, is represented in Figure S1 for three tracer with differ-
ent relative contents C1,A = C1,B, C2,A = 2 × C2,B, and 2 × C3,A = C3,B).
Despite this relationship being tracer content‐dependent, all published
work using isotopic tracers for sediment source apportionment, that
we are aware off, has applied a single “correction” factor to an averaged
isotopic source proportion πs. These “corrections” were done using
either cumulative isotopic tracer content, for example, total FA content
in Alewell et al. (2016) or using a proxy for this quantity, for example, soil
organic carbon content in Gibbs (2008). Using a single “correction” fac-
tor on πs is, however, only correct when all πn,s are equal, which is only
valid when the relative abundance of all isotopic tracers used is equal in
all the sources (i.e.,
Cn;1
∑Nn¼1Cn;1
¼ Cn;2
∑Nn¼1Cn;2
¼ Cn;3
∑Nn¼1Cn;3
¼ … ¼ Cn;S
∑Nn¼1Cn;S
for all n). Yet, for instance, for FAs—one of the most popular CSSI
tracers—a large heterogeneity in relative FA content among soils from
various land uses is known (Angst, John, Mueller, Kogel‐Knabner, &
Rethemeyer, 2016; Griepentrog, Eglinton, Hagedorn, Schmidt, &
Wiesenberg, 2015; Schäfer et al., 2016; Zocatelli et al., 2012).
Another effect that seems to have been overlooked is the
effect of isotopic tracer content on the shape of the mixing polygon
(i.e., N‐dimensional space delimiting the possible isotopic signature of
the N isotopic tracers in the mixture). A first test to check the conser-
vativeness of the isotopic tracers used is to verify that the isotopic
tracers of the sediment are within the mixing polygon. All publications
performing this test assumed that the boundaries of the mixingpolygon were delimited by straight lines. However, due to the effect
of the content of the isotopic tracers in the sources on πn,s (Equation 2),
it is easy to see that this is not necessarily the case (Hopkins &
Ferguson, 2012). An example of the effect of different relative tracer
contents on the shape of a mixing line (mixing polygon for two sources,
S1 and S2, and two isotopic tracers, T1 and T2) is shown in Figure 1 for
four different relative tracer contents.
We denominate the correct use of isotopic tracer content to trans-
form πn,s to Ps as “concentration‐dependent isotope mixing models
(CD‐IMM).” To demonstrate the approach, we first evaluate mathemat-
ically the error introduced on mean source proportions by not using a
concentration‐dependent isotope mixing model (termed NCD‐IMM)
for a set of scenarios. Second, we compare the estimated proportional
contribution of soil sources to artificial mixtures with known source
composition, using 13C of FA in CD‐IMM and NCD‐IMM. Third, we
recompute published data (FA content and associated δ13C of sources
and sediment) from a Swiss catchment using a CD‐IMM to test the
effect of source FA content on the estimation of source contributions
originally assessed using simple IMMs with a post‐unmixing correction.
Content dependency of isotopic mixing and its effects on the esti-
mation of source apportionment have been recognized for some time
in ecological studies (Bouillon, Connolly, & Lee, 2008; Phillips & Gregg,
2001; Phillips & Koch, 2002). However, to date, it has been completely
overlooked in sediment fingerprinting studies employing isotopic
tracers.2 | MATERIALS AND METHODS
2.1 | Evaluating the effect of not using
concentration‐dependent mixing models
The estimated mean soil proportions and associated error made by
NCD‐IMM was evaluated for different scenarios on the basis of two
sources and two isotopic tracers. In the first set of scenarios, the two
isotopic tracers were considered to have similar discriminative power
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sources” to “variability within sources”). In such cases, the mean pre-
diction for an NCD‐IMM is equal to the average of the proportions
of the individual tracers (if the discriminative power of the tracers is
not equal, a weighting would apply). Further, when the proportional
contribution of the sources to the different isotopic tracers in the mix-
ture differs (i.e., π1,s ≠ π2,s), due to differences in proportional isotopic
tracer content in the sources, the NCD‐IMM (which assumes π1,s = π2,
s) will consider this difference as model uncertainty, resulting in an
increase in uncertainty on the model output. For this first set of sce-
narios (with isotopic tracers with similar discriminative power), the
uncertainty on the model output introduced by the use of an NCD‐
IMM can simply be estimated as follows:
SNCD ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
π1;sþπ2;s
2 −π1;s
 2 þ π1;sþπ2;s2 −π2;s 2
2
s
(3)
with SNCD being the estimated uncertainty on the mean source propor-
tion (model output) due to the use of an NCD‐IMM, whereas π1,s and
π2,s are the proportional contribution of source s to the first and sec-
ond isotopic tracer used, respectively.
Further, in the second set of scenarios, one of the two isotopic
tracers used was considered to have no discriminative power (variabil-
ity within source larger than the difference between sources). In these
scenarios, the estimated soil proportion is determined solely by the
isotopic tracer with discriminative power, whereas the NCD‐IMM cor-
rection takes the contents of two tracers into account.
2.2 | Artificial source mixtures preparation
Six artificial mixtures with three different soil proportions of three dis-
tinct land uses (hereafter termed source type), that is, mixed forest
(MF), pine forest (PF), and terraced agricultural upland (UP) in a
subcatchment (Susindol, ~1 km2 of the Kulekhani stream located in
Nepal), were created in the laboratory. From each source type, three
samples (<2 mm; each drawn from a pool of 15 random subsamples)
from different geographic locations within the subcatchment were
selected. The three different mixture proportions subsequently pre-
pared had the following MF:PF:UP composition: 1:2:1, 3:2:5, and
2:7:1. The two replicate artificial mixtures for each proportion set were
prepared using one single, randomly selected, source sample per
source type.
2.3 | Extraction and δ13C analysis of FAs
Lipids were extracted from source soils and artificial mixtures using
accelerated solvent extraction (ASE 350 Dionex) with dichlorometh-
ane: MeOH (9:1 vol/vol) at 100 °C and 1.3 × 107 Pa for 5 min in
3 cycles (30 mL cells, 60% flush volume). The volume of total lipid
extract was reduced, and the acidic fraction was isolated using solid
phase extraction on aminopropyl‐bonded silica gel columns according
to Blake et al. (2012). The isolated fraction was methylated with meth-
anolic HCl (Ichihara & Fukubayashi, 2010) of known carbon isotopic
composition (δ13C = −40.78 ± 0.33‰), and an internal standard solu-
tion (C17 FA) was added to each sample prior to analysis. Fatty acid
methyl esters (FAMEs) were subsequently analysed by capillary gaschromatography‐combustion‐isotope ratio mass spectrometry
(DeltaPLUS XP, Thermo Scientific) via a GC/C III interface (Thermo Sci-
entific). FAMEs identified based on the retention time, peak purity, and
confirmation of identity were done using a parallel gas chromatogra-
phy–mass spectrometry measurement. A series of different amounts
of an in‐house prepared FAME mixture (C20–C30 FAs), traceable to
IAEA‐CH6 (cumulative uncertainty on the Vienna peedee belemnite
(VPDB) scale was <0.2‰), were injected between every six sample
injections as reference for 13C isotope ratio measurement of FAMEs.
Sample analyses were run in duplicate or triplicate with standard devi-
ation lower than 0.4‰. Isotope ratios are expressed as δ13C values in
per mill relative to the VPDB standard. To determine the δ13C values
of the FAs the contribution of the δ13C values of the added methyl
group was subtracted from the δ13C value of the analysed FAME,
resulting in uncertainty on the VPDB scale less than 0.6‰. Only the
FAMEs of long‐chain even carbon numbered FAs (C22–C32) were used
for further analysis because their isotopic composition is less likely
affected by decomposition and other processes (Reiffarth, Petticrew,
Owens, & Lobb, 2016; Upadhayay et al., 2017).
The source contributions of the mixtures were estimated using a
Bayesian isotope mixing model “MixSIAR” (Stock & Semmens, 2013).
MixSIAR gives the explicit choice of implementing the content (con-
centration) of the isotopic tracers in the model (CD‐MixSIAR) or not
(NCD‐MixSIAR). The data were assessed using MixSIAR in both
modes, and the output of the NCD‐MixSIAR is averaged isotopic tracer
proportional contributions (πs) to which a “correction” using the sum of
the isotopic tracer contents analysed was applied. MixSIAR was run
with uninformative priors and the residual error term. Residual error
accounts for unknown sources of variability in the mixture/sediment.
The Markov chain Monte Carlo parameters were set as follows: num-
ber of chains = 3; chain length = 300,000; burn = 200,000; thin = 100.
Convergence of both mixing models was evaluated using the Gelman–
Rubin diagnostic, not allowing any variables above 1.05 (Stock &
Semmens, 2016). MixSIAR provides the posterior probability distribu-
tion of the proportional contribution of the sources and reports over-
view statistics including median, mean, standard deviation, and
credible interval (50% and 95%). The model mode, that is, CD‐MixSIAR
and NCD‐MixSIAR, was compared using the mean absolute error
(MAE) on the median (reflecting accuracy) and 95% credible interval
(reflecting the precision). The absolute error is the absolute difference
between estimated (median) and real proportion of a source contribu-
tion to a mixture. The MAE is the mean of the absolute error of all con-
tributing sources to a mixture.2.4 | Revisiting published data
Multiple studies using δ13C of FAs for sediment source proportioning
are available in literature (Upadhayay et al., 2017), but none of them
used a CD‐IMM. In order to evaluate the error introduced by using
NCD‐IMM, both FA δ13C and content are needed. We could only find
one study that was sufficiently rigorous in implementation and
reporting of both parameters. For this, data from Alewell et al. (2016)
were selected to be reprocessed using CD‐IMM. Alewell et al. (2016)
converted isotopic tracers proportions—obtained using an analytical
equation with 13C data of two FAs—to source proportions using the
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the Enziwigger catchment (31 km2) in Central Switzerland (Alewell
et al., 2016) using the CD‐MixSIAR. It must be noted that this study
was selected for illustrative purposes only, not as a critique. Impor-
tantly, Alewell et al. (2016) proposed and used long‐chain FAs for
source apportionment. Data from other published studies (e.g., Blake
et al., 2012; Hancock & Revill, 2013) applied short‐chain FAs for which
isotopic composition is considered to be non‐conservative due to deg-
radation and in situ production by microorganisms in soil and aquatic
systems (Reiffarth et al., 2016; Upadhayay et al., 2017). Indeed, unpub-
lished FA content data of Blake et al. (2012) showed that short‐chain
(C16 and C18) sediment FA contents were an order of magnitude
greater than in the soil source, questioning the selected tracer reliabil-
ity in this study (Reiffarth et al., 2016). FAs content and associated
δ13C of sources and sediment were retrieved from Alewell et al.
(2016) and re‐evaluated using CD‐MixSIAR.3 | RESULTS
3.1 | Error assessment for NCD‐model
The mean source proportion estimated by the NCD‐IMM was evalu-
ated as a function of (a) the proportional content of the first tracer in
the first source (fC1;S1 ¼ C1;S1C1;S1 þ C2;S1); (b) four different proportional
contents of the first tracer in the second source (fC1,S2 = 10%, 40%,
60%, and 90%); and (c) four real source proportions of S1 (PS1 = 10%,
40%, 60%, and 90%) for two scenarios. In the first scenario, both isoto-
pic tracers had similar discriminative power. The estimated mean
source proportions together with the associated uncertaintyFIGURE 2 Estimated source proportions (solid lines) and uncertainties (d
dependent mixing model (NCD‐model) with two equally informative isotop
the first source (fC1,S1 = C1,S1/(C1,S1 + C2,S1)) for four proportional contents o
of S1 (PS1), that is, (a) 10%, (b) 40%, (c) 60%, and (d) 90%originating from a NCD‐IMM are presented in Figure 2. When
PS1 = 10%, the estimated value of PS1 by the NCD‐model varied
between 5% and 26%; when PS1 = 40% model output ranged from
21% to 52%, when PS1 = 60% model output ranged from 31% to
68%, and when PS1 = 90%, model output ranged from 45% to 92%.
The estimated source proportion was only correct when fC1,S1 = fC1,
S2. Uncertainty on the mean estimated source proportion associated
with the NCD‐IMM varied between 0% (when fC1,S1 = fC1,S2.) to as
large as the estimated source proportion itself.
The source proportion estimated by the NCD‐model with two
sources and two isotopic tracers, of which one has no discriminative
power, is presented in Figure 3. In this second scenario, the NCD‐
model underestimated PS1 when fC1,S1 < fC1,S2 and overestimated PS1
when fC1,S1 > fC1,S2. The estimated source proportions approached
0%, when the informative tracer was prevailing (fC1,S1 → 0%, in
Figure 3).3.2 | Artificial source mixtures
Stable carbon isotope values (δ13C) of saturated long‐chain FAs (car-
bon chain length from C22 to C32) of MF, PF, and UP varied from
−35.5‰ to −18.7‰ (Table S1), with UP exhibiting the broadest range
span (9.4‰) between the different FAs. The observed distribution of
δ13C of FAs (Figure 4a) clearly showed that MF was depleted in 13C
compared with PF and UP, for all measured FAs, with δ13C values
ranging from −35.5‰ to −27.1‰. The total saturated even carbon
number FAs content (sum of C22 to C32) ranged from 2.0 to 2.8 μg g
−1 soil, 1.5 to 1.7 μg g−1 soil, and 1.1 to 1.5 μg g−1 soil for MF, PF,
and UP, respectively. In all sources, C24 was the most abundant FA
with an average contribution to total FA content of 22%, 30%, and
34% for MF, PF, and UP, respectively (Figure 4b).ashed lines) of a mixture of two sources not using a concentration‐
ic tracers as a function of proportional content of the first tracer in
f the first tracer in the second source (fC1,S2) and four real proportions
FIGURE 3 Estimated source proportions of a mixture of two sources not using a concentration‐dependent mixing model with two isotopic tracers,
of which only one isotopic tracer is informative (Tracer 1) as a function of proportional content of the first tracer in the first source (fC1,S1 = C1,S1/
(C1,S1 + C2,S1)) for four proportional content of the first tracer in the second source (fC1,S2) and four real proportions of S1 (PS1), that is, (a) 10%, (b)
40%, (c) 60%, and (d) 90%
FIGURE 4 Distribution (mean and standard deviation) of (a) δ13C values and (b) relative content of fatty acids (i.e.,
Cx½ 
C22½  þ C24½  þ C26½  þ C28½  þ C30½  þ C32½ ) in the soil of different sources (MF =mixed forest, PF = pine forest, andUP = terraced agricultural upland)
UPADHAYAY ET AL. 5Different MixSIAR formulations were run to estimate the contri-
bution of sources to the three sets of artificial mixtures (Table S2).
Figure 5 shows the probability distribution of the estimated source
contribution from each source to the artificial mixtures. The violin
and boxplots in this figure indicate the probability density and 50%credible interval of estimated contributions of each source, respec-
tively. The average MAE (average of the MAE of the three mixture
types of the median) were lower for CD‐MixSIAR (6.7% ± 1.7%) com-
pared with NCD‐MixSIAR (12.8% ± 10.0%). The correlation between
actual and median estimated proportions by CD‐MixSIAR was
FIGURE 5 Violin plot for comparing source contributions (MF = mixed forest, PF = pine forest, and UP = terraced agricultural upland) estimated
from different MixSIAR methods (CD = concentration‐dependent, NCD = not concentration‐dependent followed by post‐unmixing correction) for
three groups of artificial source mixtures. True source contribution in the mixture is indicated by horizontal dashed lines. For the box plots, solid
central line, open circle, and boxes represent median, mean, and 50% credible intervals, respectively. The shape of violins indicates probability
density distributions of source contributions
6 UPADHAYAY ET AL.significant, with R2 = .83 (p < .001). In contrast, NCD‐MixSIAR per-
formed poorly with non‐significant correlation (R2 = .30, p = .13)
between actual and median estimated proportions. Both model
approaches estimate the actual proportions of sources in the first mix-
ture 1:2:1 MF:PF:UP to be similar, but CD‐MixSIAR yielded tighter
credible intervals compared with NCD‐MixSIAR (Figure 5). In the sec-
ond mixture (3:2:5 MF:PF:UP), CD‐MixSIAR (MAE = 8.3%) estimated
24% ± 7% (M ± SD) contribution from MF, 34% ± 19% from PF, and
41% ± 13% from UP. In contrast, NCD‐MixSIAR performed poorly here
(MAE = 24.2%), with wider credible intervals that showed bimodal dis-
tributions. For the third mixture (2:7:1 MF:PF:UP), CD‐MixSIAR was
the more accurate model (MAE = 6.7% vs. 8.8% in CD‐ and NCD‐
MixSIAR) giving 31% ± 9%, 58% ± 17%, and 10% ± 9% contribution
from MF, PF, and UP, respectively.3.3 | Revisiting published data
In their original study, Alewell et al. (2016) used δ13C of C26 and C28
FAs as an input for a linear mixing model (i.e., analytical solution) with
a post‐unmixing correction based on the sum of the concentrations of
all FAs used (Table S3). The study found that the main sediment sourcecontributor during base flow (BF) in 2009 was forest (70.2%) at Site A
and agriculture at Sites B and C, whereas forest was the dominant con-
tributor during high flow (HF) events in the years 2009 and 2010
regardless of the sites. These relative contributions differ from estima-
tions generated via CD‐MixSIAR (Figure 6). The CD‐MixSIAR approach
also identified forest during HF and agriculture during BF as major sed-
iment contributors, a similar management implication in this case, but
the estimated proportions of these sources differed considerably com-
pared with those reported using conventional correction (Alewell et al.,
2016).4 | DISCUSSION
The results presented across these three reported experiments dem-
onstrate why using a single correction factor to transform isotope
tracer proportions into source proportions—common practice in the
scientific community using isotopic tracers for sediment source appor-
tionment—is wrong. In a mathematical assessment, the magnitude of
the error made by using NCD‐IMM to deconvolute a mixture of two
sources using two isotopic tracers is demonstrated. The relation
FIGURE 6 Contribution of the two sources (agriculture and forest) to the suspended sediments in Enziwigger catchment calculated with the
different methods (CD‐MixSIAR in this study and analytical solution by Alewell et al., 2016). Open circle represents mean, vertical line represents
the standard deviation, and vertical bar shows the 95% credible interval from the probability density in CD‐MixSIAR, whereas it represents the
uncertainty range resulting from the measurement uncertainty only in the case of the analytical solution. BF = base flow; HF = high flow
UPADHAYAY ET AL. 7between error introduced and difference in relative tracer content is
complex (Figure 2). However, in general, it can be stated that the mag-
nitude of error increases gradually with the difference in relative con-
tent of an isotopic tracer between sources. Moreover, when one of the
two isotopic tracers selected lacks discriminative power, the magni-
tude of the error increases drastically, even with limited differences
in relative tracer content between the sources (Figure 3). Using isoto-
pic tracers that lack discriminative power is, of course, meaningless,
and most researchers will probably avoid this, but there are cases
where marginal discriminatory power can make a contribution. How-
ever, these two extreme situations (i.e., two isotopic tracers with iden-
tical discriminative power and isotopic tracers with totally different
discriminative powers) clearly show the complex relationship between
emerging error from application of an NCD‐IMM and the relative
tracer content. The magnitude of such errors demonstrates that an
CD‐IMM approach is required in mixing models.
Analysis of artificial mixtures with known compositions demon-
strates, experimentally, the better performance of CD‐IMM, both in
terms of accuracy and precision. On average, MAE almost doubled
(from 6.7% to 12.8%) when NCD‐IMM was used. However, the differ-
ence in MAE was quite different for the various mixtures. For the first
mixture, virtually no additional error was introduced by using NCD‐
IMM (MAE increased from 5.0% to 5.5%). For the second mixture,
MAE almost tripled (from 8.3% to 24.2%), although it should be noted
that NCD‐IMM resulted in a bimodal posterior probability distribution
in this case using the median of this distribution as summary statistic of
prediction is not meaningful. Using the two modes of the probabilitydistribution as two possible solution with maximum likelihood is a bet-
ter interpretation of the output. Doing so resulted in two possible solu-
tions; one with a slightly better MAE (5.2%) and another solution that
was completely off (MAE = 46.7%). Further, including isotopic tracer
content in the unmixing process increased the precision, which can
be seen in a narrowing (decreased 11%, p = .02) of the interquartile
range (Figure 5). As artificial field variability was introduced in the data
set (i.e., mixtures were created by selecting a combination of three ran-
dom samples out of nine samples representing the three source types,
and the source signature was composed of the combination of three
representative samples per source type), it is likely that a portion of
the MAE and uncertainty on the unmixing output can be attributed
to natural variability in source material signals. The relative loss in
accuracy and precision introduced by using NCD‐IMM compared with
CD‐IMM is thus likely to have been underestimated.
In their study, Alewell et al. (2016) used a projection of the isotopic
signature of the sediments on a linear mixing line connecting sources,
provided that they are within the measurement uncertainty (0.5‰), to
obtain a coherent solution using an analytical approach. UsingMixSIAR,
this projection is not required, and all variability of sources and sediment
is taken into account. The CD‐MixSIAR estimated a higher contribution
of the agriculture source term compared with the original estimation
both at BF and HF (Figure 6). The difference is, however, marginal and
probably not relevant for catchment management purposes. Here, the
limited impact on the estimated source proportion by not using CD‐
IMM can be deduced from the mathematical assessment (Figure 2).
Indeed, the real proportion of agriculture is probably in the range of
8 UPADHAYAY ET AL.40% to 60% (i.e., Figure 2a,b), the relative content of C26 is around 60%
for agriculture (i.e., blue line in the same figure), and for forest, fC26 is
around 40%. Hence, in such a situation, the error made by using NCD‐
IMM is indeed small (i.e., line runs parallel with the “real” proportion
between 60% and 40%), but a larger effect on added uncertainty as pre-
dicted by the mathematical assessment (dotted lines in Figure 2b,c) is
also observed in Figure 6. The limited effect on the estimated source
contributions observed in this particular case should, however, not be
considered as safe conduct to continue with use of NCD‐IMM in sedi-
ment source apportionment, as in other situations, the error introduced
could be much larger, as demonstrated by the mathematical assess-
ment. Use of the CD‐IMM approach is the only way researchers can
be sure that concentration dependency issues are not affecting accu-
racy of model output.5 | CONCLUSIONS
Isotopic tracers are a powerful tool to estimate proportional contribu-
tions of multiple sources to sediment at the catchment scale. The use
of CSSI, such as carbon isotopic composition (δ13C) of FAs, increased
the applicability and specificity of the method. Unfortunately, the
scientific community developing and using this tool has to date ignored
the effect of differences in isotopic tracer content on the relationship
between the estimated isotopic tracer proportions and derived source
proportions. With this communication, we sincerely hope that the
community becomes aware of the shortcoming of the common prac-
tice of using a single post‐unmixing correction factor to transform iso-
topic tracer proportions to sediment source proportions and that
future studies rely solely on concentration‐dependent isotopic mixing
models. These mixing models require that both isotopic abundance
and content of the isotopic tracers is measured precisely. To support
this, we also strongly recommend the use of internal standardization
and recovery standards, which to our knowledge is not common prac-
tice at the present.
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