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Abstract
Fluid dynamic flow prediction remains a challenge relevant to many engi-
neering applications. The truncated cone roughness shape, in particular, models
both geophysical topography for wind and weather prediction and barnacles for
ship propulsion optimization. To investigate flow in these important applica-
tions, an experimental study was conducted on rough-wall, turbulent boundary
layer flow with differently arranged truncated cone roughness elements. Varying
planform densities of roughness elements in regular square staggered patterns
and in random arrangements were investigated. Velocity statistics were mea-
sured via two-component laser Doppler velocimetry and stereo particle image
velocimetry. In order to accurately determine wall-shear stress from velocity
profile measurements, the total shear stress balance was analyzed and refor-
mulated using several well-established semi-empirical relations. Application of
the proposed analysis to turbulent smooth- and rough-wall experimental data
show friction velocity is determined with accuracy comparable to force balances
(about 1− 4%). Recent morphometric and statistical drag prediction methods
ii
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were evaluated against experimentally determined roughness length, which
is related to surface drag. Observed differences between regular and random
surface flow parameters were due to the presence of secondary flows which
manifest as high momentum pathways (HMPs) and low momentum pathways
(LMPs) in the streamwise velocity. Contrary to expectation, these secondary
flows were present over the random surfaces and not present over the regular
surfaces. Previously identified roughness topography thought to generate and
sustain HMPs and LMPs were not present. It is suggested that, once initiated,
flow heterogeneity in the form of alternating high and low momentum pathways
may be sufficient for secondary flow prolongation over homogeneous roughness.
Due to the secondary flows, local turbulent boundary layer profiles did not scale
with local wall shear stress but appeared to scale with local turbulent shear
stress above the roughness canopy. Additionally, quadrant analysis showed
distinct changes in the populations of ejection and sweep events in HMPs and
LMPs.
Advisors: Charles Meneveau and Michael P. Schultz
Secondary Reader: Dennice F. Gayme
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The fluid dynamic boundary layer is the thin volume of fluid that is directly
affected by a solid surface. Boundary layers occur frequently in both nature and
engineering, however there are still many aspects of boundary layer behavior
that are not well understood. Most boundary layers are turbulent, meaning
that they are generally an unstable mix of multi-scale vortices or “eddies.”
The turbulent nature of many fluid flows is what gives fluid dynamics its
immense complexity and why so many flow characteristics are not yet completely
understood.
In addition to being turbulent, most boundary layers develop over rough
surfaces as opposed to surfaces with negligible imperfections. Rough-wall
turbulent boundary layers have been studied extensively for nearly the last
century57;17;71;36, however the flow over many surfaces remains untested. The
1
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central difficulty is the boundlessly varying surface morphologies which exist
in nature and engineering applications. Though arduous, advancements in
fluid dynamic experiments and modeling have steadily provided increased
understanding and continue to further engineering capabilities13.
One important roughness shape that has seen only limited study in the
literature is the truncated cone, an idealized shape that occurs frequently in
both nature and engineering applications. In geophysical applications, truncated
cones can represent an idealized hill or low-mountain roughness element. The
surface-atmosphere interaction is an important aspect in many weather models6.
Also, demand for wind energy has significantly accelerated in recent decades.
Many wind farm power models require inflow information to predict power
outputs or compute optimal configurations82. The data gained from truncated
cone research may prove useful to increasingly complex weather and wind
energy models.
Truncated cones are also an idealized barnacle shape. Barnacle biofouling
is of great interest to the shipping industry and United States Navy due to
the increased hydrodynamic drag and increased cost. In one study, Schultz
et al. 75 estimated that the excess cost for one DDG-51 class (mid-sized) ship
was $1 million per year. In 2020, the United States Navy had 67 active DDG-51
ships in this class and a total of 299 ships70. It is reasonable to estimate that
the additional total cost was likely between $100-300 million per year, and
2
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Schultz et al. 75 state that the primary additional cost was associated with fuel
consumption increases due to fouling. Most efforts to minimize this cost have
attempted to prevent or slow the growth of biofouling organisms. While this has
helped, it has not eliminated the biofouling problem.
To mitigate the additional fuel costs, the Naval Ships’ Technical Manual 54
instructs that hull cleaning shall occur when over 20% of the hull is covered
in calcareous (barnacle) fouling. While barnacle fouling has been studied since
at least the 1930s by Kempf 36, the 20% coverage requirement seemed to be
obsolete given more recent data. Hall et al. 27, Macdonald et al. 44, Hagishima
et al. 26, Leonardi and Castro 41, and Yang et al. 100 all reported data which
indicates that cube roughness shows a peak in drag between 15-20% coverage
density. These data then suggest that hull cleaning was occurring at the peak
and that hull cleaning procedures could be based on other cost factors since the
highest fuel cost penalties were already imposed.
These studies, however, focused on cube roughness surfaces. Kempf 36 con-
ducted a study with varying densities of real barnacles and found that peak
drag occurred at about 75% coverage. However, 94% of the peak value was
attained by 25% coverage since most of the increase in drag was in the first 25%
coverage. More recently, Sadique 69 provided a computational fluid dynamic
study with staggered and aligned truncated cones. The data suggested a peak
in drag around 35%, however the study only provided data at five densities (5,
3
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10, 20, 35, and 79%) giving low confidence to the density of the peak drag.
Analytical and statistical drag models present another opportunity for bar-
nacle drag prediction. Analytical models such as Macdonald et al. 44 and Yang
et al. 100 accurately model the cube data. However, they are sensitive to the
coefficient of drag which is not well known for barnacles or truncated cones.
Schultz et al. 76 reported a coefficient on drag of 0.52 for a real barnacle, and
Sadique 69 (see table 3.2) reported 0.21 for a modeled barnacle differing by a
factor of more than 2 from Schultz et al. 76 . Additionally, these analytical models
were optimized for regular cube roughness and were not designed and tested for
the irregular arrangements in which barnacles usually grow. Lastly, statistical
drag models have progressed over the last few decades and may perform more
accurately on irregular surfaces. Chung et al. 13 provides a recent review of drag
prediction models but concludes that an equation that predicts drag in all cases
remains elusive. Their study highlighted the need for additional data to develop
new models or test and refine existing ones. These limitations together suggest
that it is unwise to fully trust the results from existing analytical and statistical
models without additional data.
The work presented here provides an experimental truncated cone roughness
data set which informs drag models with more realistic roughness shapes and
arrangements for atmospheric and ship-hull boundary layer prediction. In
order to accomplish this, sixteen test plates were designed with truncated cones
4
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varying in density and arrangement from 10 to 78%. Truncated cones on eight
test plates were arranged in a square staggered pattern, and the same eight
densities were arranged in a random distribution on the remaining test plates.
Turbulent boundary layer flow developing over these surfaces was measured
with laser Doppler velocimetry and stereo particle image velocimetry systems.
The dissertation is organized into three remaining chapters. Chapter 2
presents a novel technique for more accurately analyzing rough-wall turbulent
boundary layers which is utilized in the following chapter. Then, chapter 3
presents the results of the truncated cone experiments. Finally, chapter 4




analysis of turbulent boundary
layer profiles
2.1 Introduction
The most important physical quantity characterizing wall-bounded turbulent
boundary layers is the skin friction drag. The topic of experimental determina-
tion of skin friction drag is closely linked to fundamental understanding of the
total momentum balance in turbulent boundary layers. Much has been learned
over a long history of research on these related topics and reviews of various
skin friction determination techniques can be found in Winter 95 , Haritonidis 28 ,
6
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Klewicki et al. 37, and Walker 89.
The most widely used analysis techniques to determine skin friction are
based on measurements of the streamwise mean velocity profile at various
heights above the surface. The data are then compared to the assumed log-law
equation15 in order to estimate the friction velocity, roughness function, and












In this equation U is the mean streamwise velocity, κ is the Kármán constant,
and A is the log-law intercept for smooth walls. The unknown scaling parameter
is the friction velocity, uτ , and the + superscript indicates normalization by
uτ . Here, d is a shift in the effective origin of the log-law due to the roughness,
and the roughness function, ∆U+, models a change in the mean flow velocity
due to the roughness. When roughness is present, both d and ∆U+ are non-
zero and unknown as well. Case-by-case comparisons of these parameters
remain an important way to describe differences among turbulent boundary
layers. However, these parameters are difficult to determine accurately based
on a single mean velocity profile due to the number of unknowns and possible
dependencies between them.
Clauser was the first to use equation (2.1) to determine these parameters by
7
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fitting mean velocity profiles to the equation. He developed a graphical log-law
fitting method for determining friction velocity and roughness function known
as the Clauser chart method15. Perry and Joubert 59 extended this method for
rough walls to include the shift in effective origin in what Perry and Li 60 later
termed the modified Clauser chart method.
There are clear shortcomings to these log-law fitting approaches. Perry
and Joubert 59 and Castro 9 note that many different combinations of friction
velocity, roughness function, and effective origin can give equally good fits to
experimental data. Also, Wei et al. 92 have shown that specific assumptions
about the value of the Kármán constant and the fitting procedure used can often
mask subtle dependencies on other variables such as the Reynolds number, Re.
Nonetheless, many researchers still use fitting procedures due to the lack of a
better alternative. To address the shortcomings of the fitting procedures, many
researchers measure additional quantities in an attempt to reduce the number
of unknowns for fitting.
The most important unknown is the friction velocity, uτ , because it relates
directly to the surface drag. Direct measurement of wall shear stress, which is
related to friction velocity by uτ ≡
√︁
τw/ρ, is possible using a force balance among
other methods. Sensitive floating element force balances have been successfully
employed in many experiments such as Krogstad and Efros 40, Baars et al. 4,
and Ferreira et al. 19 . However, these balances are usually expensive, normally
8
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require careful surface preparation and alignment, and typically only measure
wall shear stress at a single downstream location in the experimental facility.
These significant challenges limit the wide-spread experimental application of
force balances, even at laboratories where they are available.
Friction velocity determination methods that require only fluid velocity
measurements are necessary since direct, force balance measurement is not
always feasible. Additionally, fluid velocity measurement methods can serve
as cross verification of direct measurement results. The traditional total shear
stress method assumes that the total shear stress near the wall is composed of
only two significant components: the viscous shear stress and Reynolds shear
stress. This method was in common use by the mid-1980’s and is still used
presently42;74;89. However, discrepancies between expected and measured results
were noted early on. Initial investigations by Li et al. 42 and Raupach et al. 65
concluded that discrepancies were due to measurement limitations inherent
in the hot-wire equipment utilized. Later studies by Cheng and Castro 12
and Cheng et al. 11, which compared direct measurement methods and laser
Doppler velocimetry flow measurements, reasonably attributed the discrepancy
to unmeasured fluid dynamic effects.
Several recent studies have attempted to quantify these previously unac-
counted fluid dynamic effects including Fukagata et al. 24, Mehdi and White 47,
Mehdi et al. 48, and Volino and Schultz 88. These shear stress methods attempt
9
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to quantify additional measurable shear stress terms by using the Reynolds-
averaged, streamwise momentum equation for two-dimensional flows. These
methods require additional fluid velocity measurements or assumptions for
unknown or uncertain information. For example, Mehdi and White 47 and
Mehdi et al. 48 are able to calculate friction velocity based on the measured
streamwise mean velocity and Reynolds shear stress profiles. However, they
find that the method is sensitive to unknown and noisy data near the wall. They
overcome this limitation by assuming a shape for the total shear stress profile
and by smoothing the measured data. Volino and Schultz 88 derive a trans-
formed version of the Reynolds-averaged, streamwise momentum equation for
two-dimensional flows. They are then able to calculate friction velocity based on
the measured streamwise velocity and Reynolds shear stress profiles. However,
multiple streamwise profile locations are required because some significant
terms are affected by streamwise gradients.
The complexity of these methods, the required high and often impractical
experimental accuracy, and the lack of required data pose a barrier for common
adoption. Left with a difficult problem, recent studies by Reynolds and Castro 67
and Placidi and Ganapathisubramani 61 have concluded that traditional total
shear stress methods require an evidence-based adjustment of approximately
12% in order to match direct (force balance) wall stress measurements.
The present study aims to develop a more complete understanding of each
10
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of the terms in the momentum equation and to approximate missing terms
using well-established semi-empirical relations and non-dimensionalizations.
These insights enable the development of a more comprehensive shear stress
method that improves the agreement with direct wall stress measurements
and circumvents the need for empirical a posteriori adjustments to the wall
stress calculated with fluid velocity and shear stress profile measurements.
The proposed comprehensive shear stress method requires no more data than
traditional total shear stress methods and aims to describe the turbulent shear
stress throughout much of the boundary layer. Increased utility with less data
is accomplished by extending the Volino and Schultz 88 equation and supple-
menting it with semi-empirically justified assumptions about the streamwise
development of a boundary layer.
It is shown that coupling this new friction velocity equation with log-law
fitting provides an accurate method for determining friction velocity in nomi-
nally zero pressure gradient boundary layers. The accuracy of the method is
demonstrated on several recent data sets including Cheng and Castro 12 which
is often cited for demonstrating this discrepancy between traditional total shear
stress methods and direct measurements. The proposed new method reasonably
accounts for the discrepancy by demonstrating the effect of a small favorable
pressure gradient caused by a fixed tunnel cross-section on turbulent shear
stress and avoids the need for empirical adjustment of experimental data. The
11
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improved accuracy in friction velocity determination demonstrates the impor-
tance of including as many of the terms affecting the mean momentum balance
as possible.
Section 2.2 describes the reformulated momentum balance in developing
boundary layers, written in inner variables, and tests the accuracy of the pro-
posed form using various shear stress data sets. Also, an iterative method
to combine this analysis with the log-law equation for the mean velocity is
described. The comprehensive shear stress method is then applied to several
recent experimental data sets in section 2.3 to demonstrate the performance of
the proposed method of analysis, leading to more accurate friction velocity de-
termination. Results are summarized in section 2.4, and conclusions regarding
the proposed method are presented in section 2.5.
2.2 Method
The present approach is based on two equations which can be fit to the mean
streamwise velocity profile and the Reynolds shear stress profile in zero or
nominally zero pressure gradients. The two equations each have dependencies
on friction velocity and roughness function which allow iterative convergence
to a unique result for friction velocity, roughness function, and zero-plane
displacement.
12
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The first equation is an extension to the Volino and Schultz 88 equation which
allows calculation of friction velocity. Section 2.2.1 presents the derivation of
this extended Volino and Schultz equation which calculates friction velocity, uτ ,
maintains the advantages of the original method, and expands its applicability
by adding dispersive shear stress and allowing calculation of streamwise gradi-
ents from a single two-component profile. The second equation is the log-law
equation for the mean velocity. Section 2.2.2 describes the fitting of the log-law
equation. Roughness function and zero-plane displacement are calculated by
a two-parameter fit of the overlap region of the boundary layer mean velocity
profile. Section 2.2.3 summarizes the comprehensive shear stress method and
the iterative approach combining both equations.
2.2.1 Rescaled mean momentum balance
equation
For steady, two-dimensional flow with constant properties, the integral
form of the Reynolds-averaged and spatially-averaged streamwise momentum
13









































dy = 0, (2.2)
when integrated from the wall to any arbitrary height, y. Here, x and y are the
streamwise and wall-normal directions, and U and V are the time-averaged
streamwise and wall-normal velocities. τw is the wall shear stress, ρ is the
density, ν is the kinematic viscosity, P is the pressure, −u′v′ is the Reynolds
shear stress, and u′2 is the streamwise Reynolds normal stress. The overbars
denote time averaging, and the angle brackets denote spatial averaging. The
primes denote time fluctuating components from the Reynolds decomposition,
u = U + u′, and tildes denote spatially fluctuating components from a further
spatial average decomposition, U = ⟨U⟩+ ũ.
For boundary layer profiles, spatial averaging of multiple data points at the
same wall-normal distance, y, can be advantageous. The most common context
for such averaging is particle image velocimetry where time-averaged statistics
from a two-dimensional vector field may be further spatially averaged into a
single better converged one-dimensional profile. Examples of this approach can
be found in Nakagawa and Hanratty 53 , Wu and Christensen 97 , and Placidi and
Ganapathisubramani 61. Additionally, spatial averaging may be important for
14
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hot-wire or laser Doppler velocitmetry measurements as well. Cheng and Cas-
tro 12 and Cheng et al. 11 studied several urban-like roughnesses. They measured
several cross-wire anemometry profiles over a single repeating unit for each
surface. The spatially-averaged profile was then a more representative profile
which could be considered homogeneous on scales larger than the repeating unit
itself for each surface.
Equation (2.2) can be used to calculate τw directly as was done successfully by
Brzek et al. 8 in a zero pressure gradient (ZPG) boundary layer. However, Volino
and Schultz 88 noted that its accuracy depends largely on the ability to accurately
measure the streamwise gradient terms. This is difficult given experimental
constraints and uncertainties in most circumstances. To mitigate this challenge,
Volino and Schultz 88 transformed the equation to wall coordinates in the wall-
normal, y-direction, only and separate the streamwise gradient terms into







































where Ue is the freestream velocity, K is the acceleration parameter, and cf is
the skin friction. Equation (2.2) can be rewritten in the transformed variables
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Equation (2.3) is the extended Volino and Schultz equation and differs from
that of Volino and Schultz 88 in that the spatial averaging operators, ⟨· · · ⟩, and
the dispersive stress term, −⟨ũṽ⟩+, are included here. The dispersive stress
term arises because of the spatial averaging and becomes significant when time-
averaged velocities vary significantly over the area being spatially averaged.
Terms in equation (2.3) are ordered according to their relative significance
in the near-wall region as in Volino and Schultz 88. For turbulent smooth-wall
16
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data from Morrill-Winter et al. 51, Volino and Schultz 88 found that term I was
the only significant term from the wall to y/δ = 0.04, term II is zero for ZPG
flow, terms I and III are the only significant terms up to y/δ = 0.2, and terms
I, III, and IV provided a good fit to data up to y/δ = 0.4. In the above ranges,
wall-normal distance was normalized by boundary layer thickness, δ. Terms V
and VI are derived from the Reynolds normal stress term and have been found
to be insignificant88.
The goal of the derivation presented next is to extend the usefulness of
equation (2.3) to experiments where data from only a single streamwise location
is available. This requires that terms with streamwise gradients are reformu-
lated so that they may be calculated indirectly using only the velocity profile
data from a single streamwise location, rather than directly by using multiple
profiles as in Volino and Schultz 88. The derivation that follows will consider
only nominally ZPG boundary layers. Additionally, terms V and VI have been
found to be insignificant and will subsequently be neglected88.
2.2.1.1 Determining the friction velocity gradient






(uτ/Ue). This term is of primary concern because Volino and
Schultz 88 have shown it is significant for determining uτ from data between
approximately 0.04 ≤ y/δ ≤ 0.2. This is also the region where there is the best
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chance of accurately determining uτ from equation (2.3) because experimental
Reynolds shear stress measurements are more accurate outside of the immedi-
ate vicinity of the wall and because experimental errors which may build up in
the integrals of terms III and IV are minimized. A convenient reformulation of
this term is possible through the skin friction law and the momentum integral
equation (MIE) by extending work of Clauser 15, Rotta 68, and Castro 9. The
derivation is more easily completed using an alternate form of equation (2.1)














































The addition of the wake function, W (y/δ), to model the outer flow was first
proposed by Coles 18 . The wake function is normalized so that the wake strength
parameter, Π, accurately characterizes the strength of the wake relative to other
18
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turbulent boundary layers. This study will use the most common definition of
the boundary layer thickness, δ, namely the wall-normal distance where velocity
reaches 99% of the freestream velocity (so that U(δ) = 0.99Ue). Coles 18 does not
utilize this definition of δ but rather defines it based on normalizing conditions
for the wake function. Therefore, Coles’ δ is about 10% to 30% larger than
the 99% δ depending upon the specific wake function. Additionally, Coles 18
hypothesized that W (y/δ) is a universal function. This allowed him to define Π
by the normalizing conditions as well. In an effort to avoid the assumption of a
universal wake function in this work, Π will be defined by the wake function’s














This approach also avoids the wake strength’s definition being tied to any single
definition of boundary layer thickness while the maximum deviation typically
still occurs very near the 99% δ (so that Wmax(y/δ ≈ 1) = 2).
Assuming that equations (2.4) and (2.6) accurately model a turbulent bound-
ary layer velocity profile in an overlap region, Clauser 15 and Rotta 68 both show
that a skin friction law is derived from substituting equation (2.4) into equation
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Equation (2.8) is the skin friction law but is not yet expressed in more customary
terms with the local skin friction coefficient, cf , and momentum thickness. In
order to do that, recall that cf/2 ≡ (uτ/Ue)2 and shape factor, H ≡ δ∗/θ, where δ∗
is the displacement thickness and θ is the momentum thickness.
If the definition of displacement thickness is applied to equation (2.6), δ∗ is


























Wd(y/δ) = 1 as one of the wake function normalization cri-
teria and derived the final expression on the right with exact equivalence. Here,∫︁ 1
0
Wd(y/δ) = 1 is assumed (rather than imposed) for the standard definition
of δ, which for ZPG boundary layer flows is of sufficient accuracy for present
purposes. With these relations, the skin friction law, (2.8), can be rewritten as























where KΠ = 2Π/κ− (1/κ) ln [(1 + Π) /κ]. Castro further showed that this expres-








CHAPTER 2. COMPREHENSIVE SHEAR STRESS ANALYSIS
where s =
√︁
2/cf and I is Clauser’s integral parameter (defined as G in




















I can be calculated from the measured velocity profile using equation (2.12).
However, to test the validity of the expression, it is convenient to assume a
particular functional shape for the wake function, W (y/δ), so that I can be
expressed as a function of Π only. Castro 9 showed that I(Π) = (2 + 3.2Π +
1.522Π2)/[κ(1 + Π)] for Coles’ wake function. Using this expression for I, it is
then possible to plot equation (2.11) together with experimental data to test its
validity because
√︁
cf/2 remains a function of only θ/y0 and Π.
Figure 2.1 shows
√︁
cf/2 versus θ/y0, as determined implicitly via equation
(2.11) with Π = 0.55 and Π = 0.70, plotted together with recent experimental
data. For the plotted curves, I(Π) is calculated using Castro’s expression for
Coles’ wake function, but it can be shown that the particular choice of ZPG wake
function has minimal effect on the plotted curve. The experimental data show
that equation (2.11) models a wide variety of surfaces quite well, from smooth to
various types of rough surfaces. For instance, data from Morrill-Winter et al. 51
are from smooth surfaces, Squire et al. 80 are from sand-grain surfaces, Placidi
and Ganapathisubramani 61 are from LEGO® block surfaces, and Castro 9 are
21
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Figure 2.1: Skin friction law modeled by equation (2.11) with experimental
data from multiple sources. Blue circles (•) indicate Castro 9 mesh, cubes,
rectangular blocks, and sand-grain surfaces, magenta up triangles (▲) indicate
Morrill-Winter et al. 51 smooth-wall surfaces, green down triangles (▼) indicate
Squire et al. 80 P36 sandpaper surfaces, and red squares (■) indicate Placidi
and Ganapathisubramani 61 LEGO® block surfaces.
from mesh, cubes, rectangular blocks, and sand-grain surfaces.
Figure 2.1 also shows that Π = 0.55 appears to model the data more closely
than Π = 0.70. This is expected at lower skin frictions but interesting at
higher skin frictions. Since higher skin frictions are generally those with more
aggressive roughness which generally have larger wake strengths35, one would
expect the experimental data to match the Π = 0.70 curve more closely at higher
skin frictions. This deviation from the expectation may be due to the assumption∫︁ 1
0
Wd(y/δ) = 1 which led to the approximate expression of equation (2.9) being
used in the subsequent derivation. The authors have tried various definitions
of δ to evaluate the integral explicitly, however none of these efforts yielded
22
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a better agreement to the experimental data in figure 2.1. If this is true, it
may be best to assume a value of Π = 0.55 in equation (2.11) regardless of the
actual measured value from equation (2.7). However, the deviation may also
be due to the small favorable pressure gradient imposed by the fixed cross-
section tunnels used in both Castro 9 and Placidi and Ganapathisubramani 61.
This small favorable pressure gradient would tend to reduce the wake strength
causing these data points to potentially follow a lower wake strength curve. Due
to the ambiguity, the present work uses Π calculated by equation (2.7) rather
than an assumption at each step in the solution process. There is one exception
explicitly documented for comparison in figure 2.5.




cf/2. Now that a clear relationship between
√︁
cf/2 and θ/y0 has
been demonstrated (note that equation (2.11) defines an implicit equation for
s =
√︁
cf/2 as function of θ/y0), it remains to link θ with x. For ZPG boundary
layers, the classical momentum integral analysis yields such a link, namely
























cf/2 = −1/s2 and dx/ds = s2 dθ/ds have been used.
Equation (2.13) shows that d
dx
√︁
cf/2 = f (s, y0, Π, I) and provides a condition
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relating these quantities that will be used as part of an iterative process. Ini-
tially, uτ and y0 (and therefore s from Ue/uτ , Π from equation (2.7), and I from
equation (2.12)) may be unknown, but an initial guess of approximate values for
these quantities may be obtained from the measured velocity profile and then
further refined iteratively as described in section 2.2.3.
2.2.1.2 Determining the velocity gradient profile
Term IV from equation (2.3) contains the streamwise velocity gradient profile,
∂⟨U⟩+/∂x|y+. By making evidence-based assumptions about the streamwise
development of the boundary layer, it is possible to evaluate this term from
a single mean velocity profile. Empirical evidence supporting the steps to
follow are provided from studies such as Castro 9 , Sillero et al. 78 , Morrill-Winter
et al. 51 , and Squire et al. 80 . Starting from equation (2.4) and taking a derivative


































The first term can be neglected by recognizing that y/y0 = y+/y+0 and hence
that ∂
∂x
[ln(y/y0)]y+ = 0 if ∂y+0 /∂x = 0. From equation (2.5), the latter condition
is equivalent to assuming that ∆U+ and A are independent of x, which is
consistent with the empirical evidence that a set of normalized profiles separated
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by a streamwise distance over a homogeneous surface collapses in the log-law
region once the flow is fully developed. This can be seen also in figure 2.2a on
both smooth and rough-wall data sets. Thus the streamwise gradient of the
logarithmic term, ∂
∂x
[ln(y/y0)]y+, can be neglected.
The second term in equation (2.14) is discussed next. Careful examination of
currently available sources yielded no theory or experimental fit which allows
the magnitude of ∂Π/∂x to be calculated accurately for a generic boundary layer.
It is clear from Sillero et al. 78 that this term is positive at low Reynolds number
and becomes negligible in fully developed smooth-wall turbulent boundary
layers above about Reθ ≳ 6000. It should also be negligible for any fully rough
turbulent boundary layer.
The remaining term contains ∂W/∂x. The strategy for evaluating this term
with a mean streamwise velocity profile from only one streamwise location is


















































The relation, cf/2 ≡ (uτ/Ue)2, can be substituted to obtain a result consistent
with the terms of equation (2.3). Also, an additional relation is required for
25
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(a) Inner scaling
(b) Outer scaling (smooth-wall) (c) Outer scaling (rough-wall)
Figure 2.2: Scaled boundary layer profiles developing over increasing fetch.
Circles (•) are from Morrill-Winter et al. 51 smooth surface, and diamonds (♦)
are from Squire et al. 80 sandpaper surface. Profile locations are: magenta at
x = 4.5m, green at x = 7.0m, red at x = 11.9m, and blue at x = 18.0m. Black
dashed line is the smooth-wall log-law, and black dash-dot line is the rough-wall
log-law.
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dδ/dθ. An approximation of this term can be found by noting that the plots
seen in figures 2.2b and 2.2c of streamwise velocity profiles in the form of U/Ue
versus y/δ from Morrill-Winter et al. 51 and Squire et al. 80 nearly collapse under
this scaling. These velocity profiles are separated by a streamwise distance
of approximately 20δ. A δ-scale differential streamwise distance would be
expected to show even better collapse. This gives evidence that the integral∫︁∞
0




























it may be concluded that δ/θ is approximately constant and thus equal to
dδ/dθ. The momentum thickness grows proportionally with the boundary layer
thickness for a fully developed boundary layer. This is consistent with often
cited derivations from Schlichting 72 in which a 1/7 power-law model was used
to derive θ/δ = 7/72. The difference here is that, instead of assuming a velocity
profile model, the data from the measured profile can be used to approximate
the ratio. Momentum and boundary layer thickness are again assumed to grow
proportionally over a differential streamwise distance, and the measured δ/θ is
substituted for dδ/dθ.
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The first term in brackets captures the effect of boundary layer growth (note
that equation (2.15) requires that W scales with δ), and the second term arises
because the vertical length-scale changes as uτ changes with fetch. The mag-
nitude of these two terms can be easily compared for ZPG flows adding some






























Using the well known scaling θ ∼ x4/5 for turbulent boundary layers, the first
term in the brackets is about eight times larger than the second and has an
opposite sign. The changing length-scale has an order of magnitude smaller
effect on the derivative when compared to the the boundary layer’s growth.
The ZPG MIE is dθ/dx = cf/2 and can be substituted for dθ/dx in equa-




cf/2 = f(s,y0,Π,I), the integration over y+ required to evaluate term IV can
be performed.
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2.2.1.3 Test on DNS data from smooth-wall turbulent
boundary layers
The present analysis and approximations described in the prior sections
are used to evaluate the terms of equation (2.3), and the resulting profiles are
compared with data from from DNS of Sillero et al. 78. This database provides
detailed statistics for ZPG smooth-wall turbulent boundary layers from Reθ
of 4000 to 6500 in increments of 500. Figure 2.3 shows the terms of equation
(2.3) calculated from the Reθ = 6000 profile statistics. The study’s published
uτ was used to normalize all values. The Reynolds shear stress, −u′v′
+
, is the
only non-zero term on the left hand side of equation (2.3) since there was no
spatial averaging required for this study. The left hand side of equation (2.3)
is plotted in the figure with black diamonds. The right hand side terms of
equation (2.3) which were calculated directly from multiple streamwise profiles
are plotted in the figure with different dashed line styles. Profiles at Reθ of
5500, 6000, and 6500 were used to calculate the streamwise gradients using a
second order accurate central difference numerical method at constant y+. The
right hand side terms of equation (2.3) which were calculated indirectly using
the present techniques described in this study for a single streamwise profile
are plotted with solid lines with markers. Equation (2.13) requires κ and y0 as
parameters. κ = 0.41 and A = 5.1 were assumed, and y0 = (ν/uτ )e−κA was used
as appropriate for a smooth wall.
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Figure 2.3: Terms of equation (2.3) as indicated in the legend for turbulent
smooth-wall ZPG DNS of Sillero et al. 78 at Reθ = 6000. Black diamonds (♢)
are measured Reynolds shear stress. Dashed curves utilize directly calculated
streamwise gradient terms. Solid curves with markers utilize the present
method for indirectly calculating streamwise gradient terms.
Figure 2.3 shows the terms calculated with the two methods show excellent
agreement with each other and the measured Reynolds shear stress data. Other
pairs of κ and A found in the literature could have been selected and would
have resulted in a small but observable difference in figure 2.3. κ = 0.41 and
A = 5.1 were selected because they gave the best visual fit to the log-law region
velocity data (not shown). This gives good confidence that the assumptions used
to derive the indirect formulas for streamwise gradient terms were sound at
least when applied to these data.
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Figure 2.4: Terms of equation (2.3) as indicated in the legend for turbulent
smooth-wall ZPG flow of Morrill-Winter et al. 51 at Reτ = 6080. Black diamonds
(♢) are measured Reynolds shear stress. Dashed curves utilize directly calcu-
lated streamwise gradient terms. Solid curves with markers utilize the present
method for indirectly calculating streamwise gradient terms.
2.2.1.4 Test on experimental data from smooth-wall
turbulent boundary layers
Next, the accuracy of the proposed approximations to the various terms in
the momentum balance are tested on the smooth-wall ZPG experimental data of
Morrill-Winter et al. 51 . The data set was acquired in the High Reynolds Number
Boundary Layer Wind Tunnel (HRN-BLWT) at the University of Melbourne.
The profiles shown in figure 2.4 are from x = 11.9m with Ue = 15.3m/s.
Solid lines with markers show the present method. κ = 0.384 and A = 4.17
provided a close visual fit to the log-law region velocity data (not shown) and are
common in experiments from the HRN-BLWT. Terms I and II are the same as in
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Volino and Schultz 88 and fit the measured Reynolds shear stress data very well
through y/δ = 0.04. Adding term III, the fit to data is very good through y/δ = 0.2.
Adding term IV, both the direct and present methods fit the data well through
y/δ = 0.3. Above y/δ = 0.3, the direct method slightly underestimates the shear
stress while the present method shows good agreement to the measured shear
stress data throughout the entire boundary layer.
2.2.1.5 Test on experimental data from rough-wall
boundary layers
Figure 2.5 shows the direct and indirect methods of calculating equation (2.3)
for data from Squire et al. 80 with a ZPG turbulent boundary layer developing
over a P36 grit sandpaper surface in the HRN-BLWT at the University of
Melbourne. The profiles shown in figure 2.5 are from x = 15m with Ue = 17.4m/s.
Both the direct and the present method fit the measured Reynolds shear stress
data well through y/δ = 0.2 with terms I, II, and III included. The direct method
maintains a good fit through the entire boundary layer when also including
term IV. The present method overestimates the Reynolds shear stress above
y/δ = 0.2. This seems to be due to an underestimation of the friction velocity
gradient magnitude in term III by equation (2.13). Red open circles show the
result if term III is calculated assuming Π = 0.55 in equation (2.13) rather than
calculating Π from equation (2.7) (as was suggested for some circumstances
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in section 2.2.1.1). A better fit to the data is observed with this assumption,
and both the direct and present methods yield a close fit to the measured data
through the entire boundary layer.
The overall very good agreement between total shear stress profiles deter-
mined using the proposed single profile approach and measured shear stress
data confirms that the approach may be used to accurately estimate the friction
velocity from profiles at a single downstream position. It bears recalling that
the essential assumption underlying the approach is a universal collapse of data
as shown in figure 2.1 as well as some secondary assumptions, namely that
W scales with δ and dδ/dθ = δ/θ and that normal turbulent stress and ∂Π/∂x
contributions are negligible.
2.2.2 Determining roughness length and
zero-plane displacement
Rough walls add the need to determine the roughness length, y0, and zero-
plane displacement, d. As has been done by Placidi and Ganapathisubramani 61
among others who have determined friction velocity independently, roughness
length and zero-plane displacement can be determined by fitting the log-law
equation (2.4) with measured mean streamwise velocity data in the log-law
region. If a two-parameter fit of equation (2.4) is required, a convenient way
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Figure 2.5: Terms of equation (2.3) as indicated in the legend for turbulent
sand-grain surface ZPG flow of Squire et al. 80 at Reτ = 13140. Black diamonds
(♢) are measured Reynolds shear stress. Dashed curves utilize directly calcu-
lated streamwise gradient terms. Solid curves with markers utilize the present
method for indirectly calculating streamwise gradient terms. Red open circles
(◦) utilize the present method and calculate term III assuming Π = 0.55 in
equation (2.13).
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to do this is to use a linear regression solver on a linear form of equation
(2.4), eκU/uτ = (1/y0)y − d/y0. The left hand side is known (or estimated if uτ is
unknown). If m and b are solutions for slope and intercept respectively, then
y0 = 1/m and d = −b/m.
If y0 or d is known or can be reasonably assumed, then a one-parameter fit
to equation (2.4) may yield more accurate results. For example, Squire et al. 80
assumed that d was at the midpoint of the sand-grain valleys and peaks and
then performed a one-parameter fit for y0.
It is also possible to use the log-law equation to determine y0 for smooth-wall
boundary layers and apply the present method to smooth surfaces. It should be
noted that y0 has no physical meaning for smooth walls. However, the relations
presented prove useful in applying the present method to smooth walls. By
assuming d = 0 and ∆U+ = 0 and equating equations (2.1) and (2.4), smooth-
wall y0 can be calculated by the explicit formula y0(uτ ) = (ν/uτ )e−κA. As can be
seen, smooth-wall y0 is not constant since it is still dependent on uτ .
2.2.3 Practical implementation: iterative
method
When friction velocity is initially unknown, it may be determined through
equations (2.3) and (2.4) through an iterative method. The process is illustrated
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Figure 2.6: Flowchart of the iterative process for solving uτ , y0, and d. The
extended Volino and Schultz equation refers to (2.3), and the log-law equation
refers to (2.4).
in a flowchart in figure 2.6. An initial estimate of the friction velocity, roughness
length, and zero-plane displacement is required since both equations have
dependencies in all three variables. Then, equation (2.3) is used to determine
uτ with the estimated y0 and d by minimizing the error in equation (2.3) (note
that uτ enters in all of the terms) as explained in more detail when presenting
applications below. Equation (2.3) is not highly sensitive to errors in y0 and d,
so determining uτ with this equation first is the best way to reduce error in the
initial estimate. However, since uτ is determined only semi-independently from
equation (2.3), iterations are required to refine the solution. Next, equation
(2.4) is used to determine y0 and d with the calculated uτ from the previous
step. Then, solution refinement proceeds iteratively between equations (2.3)
and (2.4) until a specified stopping criteria is met. The stopping criteria for the
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experimental data sets shown in section 2.3 were three significant digits for uτ
and y0 or 10 iterations. Most data sets converged within a few iterations.
2.3 Applications to various
experimental data sets
In this section the analysis of terms in the momentum balance equation
(which was presented in the prior section and led to the iterative method
to determine the friction velocity based on single-location mean velocity and
Reynolds shear stress profiles) is used to determine boundary layer parameters
for various experimental data sets. Where required, κ and A were assumed
to be 0.384 and 4.17 respectively throughout section 2.3. The resulting friction
velocities are compared to direct measurements using force balances or to prior
published values.
2.3.1 Boundary layers over rough sand-grain
surfaces
The comprehensive shear stress boundary layer analysis method was applied
to the sand-grain boundary layer data from Squire et al. 80 . This study recorded
detailed fluid profile statistics with a cross-wire anemometry probe at multiple
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Reynolds numbers. The study also utilized a drag balance for independently
measuring friction velocity directly at three of the Reynolds numbers tested.
The present method is used to analyze turbulent boundary layer data with only
the fluid measurements and without the friction velocity data from the force
balance at the three Reynolds numbers profiled above the drag balance location.
Figure 2.7 shows the present method’s result for the sand-grain surface with
Reτ = 6770. Figure 2.7a shows the mean streamwise velocity profile versus wall-
normal distance, and figure 2.7b shows the Reynolds shear stress data versus
wall-normal distance, in inner and outer scaling respectively. The outer-scaled





Evidence from Volino and Schultz 88 showed that reasonable estimates of
flow below the nearest velocity data to the wall can be used to improve results.
The estimated velocities only affect the integral terms in equation (2.3). In the
following results, a cubic interpolation is used to estimate mean streamwise
velocity between the nearest data point and an assumed zero velocity at y = d.
Flow below y = d is assumed to be a negligible portion of the integrals, which
is consistent with evidence from Volino and Schultz 88. This is not proposed as
a universal method for interpolation but works well for better estimating the
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(a) Mean velocity (b) Shear stress
Figure 2.7: Comparison of data and fits from the proposed method for mean
velocity (2.7a) and shear stress (2.7b) profiles from Squire et al. 80 at Reτ = 6770.
Blue circles (•) are measured data, and red diamonds (♦) are fitted data. Fit to
(2.4) performed on data between 0.07 < ψ(k) < 0.15, and fit to (2.3) performed on
data between 0.05 < ψ(k) < 0.30. Green lines show (2.4) in figure 2.7a and (2.3)
in figure 2.7b. Dotted or dashed line styles show components of (2.3): brown
dash-dot line is 1− I, cyan dashed line is 1− I − II, and magenta dotted line is
1− I − II + III.
integral terms of equation (2.3).
Having presented the results from the method as applied to the data, some
details about the iterative procedure are presented next. Initial estimates for
uτ , y0, and d may be used with equations (2.3) and (2.4) to start the iterative
process shown in figure 2.6 for solving the unknowns. To illustrate the process,
root mean square (RMS) error plots in the variable parameter space are shown
in figure 2.8. The RMS error for equation (2.3) is calculated as usual according
39
CHAPTER 2. COMPREHENSIVE SHEAR STRESS ANALYSIS
Figure 2.8: Contour plots of RMS errors of fits to experimental data for
boundary layer flow over sand-grain surface at Reτ = 6770 from Squire et al. 80 .
Left plots show the mean velocity RMS errors between equation (2.4) and
experimental data in the range 0.07 < ψ(k) < 0.15 calculated as shown in
equation (2.21). The upper right plot shows the RMS error between equation
(2.3) and experimental data in the range 0.05 < ψ(k) < 0.30 calculated as shown
in equation (2.20). The green lines show the converged values for uτ , y0, and d
on the plots.
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where the summation is over the n experimental data points between 0.05 <
ψ(k) < 0.30. The plot on the upper right of figure 2.8 shows the RMS error in
the uτ − y0 plane and indicates that the RMS error is much more sensitive to
changes in uτ than changes in y0 in the fitted region. The process of solving
equation (2.3) for uτ effectively solves for the minimum on a vertical line of this
plot since y0 is assumed as given in this step of the process. This plot also helps
illustrate that the error minimization from the comprehensive shear stress
profile is well suited for solving uτ accurately.
The upper and lower left plots show RMS error for equation (2.4) for the




















The lower left plot is the RMS error in the d − y0 plane which is the solution
plane of interest for this step in the process. The range of d on the vertical axis
encompasses the total height of the sand-grain roughness from valleys to peaks.
This is the total possible range for d in accordance with the physical definition
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proposed by Jackson 33 . The plot shows a strong dependence on y0 but very weak
dependence on d in this range. For some experimental data sets including this
case, a two-parameter fit of equation (2.4) can result in non-physical values of d
which should fall between the peaks and valleys of the roughness. Therefore,
in some cases it may be more advantageous to assume a reasonable d. For the
case of figure 2.7 and the other two cases in table 2.1, d was assumed to be the
midpoint between peaks and valleys of the sand-grain surface as was assumed
by Squire et al. 80 and Morrill-Winter et al. 52 . Then a numerical solver was used
to minimize equation (2.21) with y0 only, which solves for the minimum error
on a horizontal line of the lower left plot of figure 2.8 rather than the absolute
minimum error as a two-parameter fit would.
Iteration between solving equation (2.3) for uτ and solving equation (2.4) for
y0 converges to a unique solution because of the different sensitivities in the
uτ − y0 plane shown in the two upper plots of figure 2.8. Iteration progresses
until the process converges to a unique solution. The green lines show the
converged values for uτ , y0, and d for the case of figure 2.7.
Table 2.1 contains the three cases from Squire et al. 80 where fluid profiles
were measured directly over the HRN-BLWT drag balance. Table 2.1 shows
that the results from the present method of determining friction velocity agree
with the direct drag balance measurements within ±1%. This agreement is
well within the experimental uncertainties and shows the present method to
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Reτ Drag balance (m/s) Present method (m/s) Percent difference
6770 0.288 0.286 -0.47%
12300 0.488 0.490 0.41%
17190 0.698 0.693 -0.67%
Table 2.1: Squire et al. 80 published drag balance friction velocity and the
present method’s calculated friction velocity by fitting data between 0.05 <
ψ(k) < 0.30 to equation (2.3) and fitting data between 0.07 < ψ(k) < 0.15 to
equation (2.4)
be a reliable analysis technique when only fluid dynamic measurements are
available at a single streamwise location.
2.3.2 Boundary layers over smooth walls
Next, the present method is applied to the smooth-wall fluid profile data
from Morrill-Winter et al. 51. Determining y0 and d from the log-law equation
(2.4) in the flowchart of figure 2.6 is replaced with the explicit formula y0(uτ ) =
(ν/uτ )e
−κA and with d = 0 as described in section 2.2.2. Figure 2.9 shows fits of
equations (2.3) and (2.4) for the smooth-wall ZPG flow at Reτ = 1951.
Table 2.2 shows friction velocity results for a range of Reynolds numbers from
the HRN-BLWT smooth-wall cases. The present method calculates uτ within
±1% of the published values from a single profile of fluid dynamic measurements
for all cases analyzed. While this study did not utilize a drag balance for friction
velocity, Morrill-Winter et al. 51 used the composite fit method from Chauhan
et al. 10 which has been validated extensively. The very good agreement of
43
CHAPTER 2. COMPREHENSIVE SHEAR STRESS ANALYSIS
(a) Mean velocity (b) Shear stress
Figure 2.9: Comparison of data and fits from the proposed method for mean
velocity (2.9a) and shear stress (2.9b) profiles from Morrill-Winter et al. 51 at
Reτ = 1951. Blue circles (•) are measured data, and red diamonds (♦) are fitted
data. Fit to equation (2.4) performed on data between 0.07 < y(k)/δ < 0.15, and
fit to equation (2.3) performed on data between 0.05 < y(k)/δ < 0.30. Green lines
show equation (2.4) in figure 2.9a and equation (2.3) in figure 2.9b. Dotted or
dashed line styles show components of equation (2.3): brown dash-dot line is
1− I, cyan dashed line is 1− I − II, and magenta dotted line is 1− I − II + III.
results in figure 2.9 and table 2.2 again show the present method to be a very
accurate analysis technique and the indirect methods for calculating streamwise
gradients in equation (2.3) to be reliable.
2.3.3 Boundary layers over arrays of wall
attached staggered cubes
The present method is also demonstrated for boundary layer data from
Cheng and Castro 12 for flow over an array of wall attached cubes. Cross-wire
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Reτ Published value (m/s) Present method (m/s) Percent difference
1951 0.368 0.370 0.53%
2622 0.356 0.357 0.22%
2928 0.541 0.543 0.41%
3770 0.519 0.517 -0.40%
3844 0.340 0.341 0.16%
5593 0.334 0.336 0.55%
6080 0.512 0.510 -0.39%
7894 0.497 0.497 0.04%
Table 2.2: Morrill-Winter et al. 51 published friction velocities and the present
method’s calculated friction velocities by fitting data between 0.05 < ψ(k) < 0.30
to equation (2.3) and fitting data between 0.07 < ψ(k) < 0.15 to equation (2.4)
anemometry profiles were recorded at multiple locations over a repeating unit
for five different cases. Spatially-averaged profiles from the 20mm staggered
cube array with 25% planform surface density are shown here in figure 2.10
with fits from equations (2.3) and (2.4). Since the profiles shown are spatially
averaged, the dispersive shear stress term is non-zero and included although it
is small enough to be considered negligible. RMS error plots for these fits are
shown in figure 2.11. Equation (2.4) is fit for data between 0 < ψ(k) < 0.22 which
is equivalent to the published range used for this fit by Cheng and Castro 12.
Equation (2.3) was fit between 0.15 < ψ(k) < 0.30. Additionally, this test case
had a single 20mm brass cube which was instrumented with 21 pressure taps
on the windward and leeward sides of the cube to directly measure pressure
drag. In the fully rough regime, the pressure drag is very nearly the total
surface drag. The same geometry was also tested in Cheng et al. 11 with both
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(a) Mean velocity (b) Shear stress
Figure 2.10: Comparison of data and fits from the proposed method for mean
velocity (2.10a) and shear stress (2.10b) profiles from Cheng and Castro 12 for
flow over staggered 20mm cubes. Blue circles (•) are measured data, and
red diamonds (♦) are fitted data. Fit to equation (2.4) performed on data
between 0 < ψ(k) < 0.22, and fit to equation (2.3) performed on data between
0.15 < ψ(k) < 0.30. Green lines show equation (2.4) in figure 2.10a and equation
(2.3) in figure 2.10b. Dotted or dashed line styles show components of equation
(2.3): brown dash-dot line is 1− I, cyan dashed line is 1− I − II, and magenta
dotted line is 1− I − II + III.
the pressure-tapped cube and a floating element drag balance which will allow
additional comparison for the friction velocity results.
As is evident from the results in table 2.3, the present comprehensive shear
stress method does not seem any better than earlier approaches. The difference
between the present method and the direct measures is still approximately
8− 11%. Additionally, even though equation (2.3) seems to fit the shear stress
data below ψ < 0.5 in figure 2.10b, there are visual discrepancies in the slope
particularly in the near-wall region, ψ < 0.25, where the equation should be
the most accurate (due to less experimental error in the integral terms). This
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Figure 2.11: Contour plots of RMS errors of fits to experimental data for
boundary layer flow over staggered cubes from Cheng and Castro 12. Left plots
show the mean velocity RMS errors between equation (2.4) and experimental
data in the range 0 < ψ(k) < 0.22 calculated as shown in equation (2.21). The
upper right plot shows the RMS error between equation (2.3) and experimental
data in the range 0.15 < ψ(k) < 0.30 calculated as shown in equation (2.20). The
green lines show the converged values for uτ , y0, and d on the plots.







Pressure tapped cube form drag (PT) 0.0718 0.0% 1.5%
Floating element drag balance (FE) 0.0707 -1.5% 0.0%
Published traditional total shear stress 0.0640 -10.9% -9.6%
Comprehensive shear stress (present) 0.0644 -10.3% -8.9%
Table 2.3: Differences between published friction velocities and the present
method’s calculated friction velocity assuming ZPG. Hot-wire profiles for the
present method were from Cheng and Castro 12 . Published friction velocities are
from Cheng et al. 11.
47
CHAPTER 2. COMPREHENSIVE SHEAR STRESS ANALYSIS
difference tends to lower the fitted value of friction velocity in agreement with
other fluids based methods and is no closer to the direct measurements.
The key problem with the results in table 2.3 is the discrepancy between
the direct measurement methods and total shear stress methods (including
the present method as applied above). In study after study, the traditional
total shear stress methods seem to under-predict the friction velocity which has
resulted in considerable discussion in the literature, such as in Cheng et al. 11,
Claus et al. 14 , and Ferreira et al. 19 . The discussions persist to this date because,
to the authors’ knowledge, this empirical discrepancy has not been quantified by
physical equations. Additionally, studies by Reynolds and Castro 67 and Placidi
and Ganapathisubramani 61 both cite Cheng and Castro 12 and Cheng et al. 11
for evidence-based corrections to the friction velocity which they determine from
traditional total shear stress methods.
One of the possibilities noted by Cheng et al. 11 and Ferreira et al. 19 is
that a small favorable pressure gradient (FPG) may cause this effect on the
Reynolds shear stress. The University of Surrey and University of Southampton
tunnels where these studies were conducted are considered nominally zero
pressure gradient. However, both tunnels have a fixed cross-sectional area which
imposes a small favorable pressure gradient due to boundary layer growth. From
reported boundary layer growth in Cheng et al. 11 and the tunnel dimensions,
it can be estimated that the acceleration parameter was approximately K =
48
CHAPTER 2. COMPREHENSIVE SHEAR STRESS ANALYSIS
2× 10−8. This acceleration parameter is small (but non-zero) and in the range
of values from the similarly-sized fixed cross-section tunnel in Placidi and
Ganapathisubramani 63.



















to solve ∂⟨U⟩+/∂x|y+ from equation (2.17). Also, for term III, equation (2.13)
may still be used to solve d
dx
√︁
cf/2. The evidence from Castro 9 indicates that
equation (2.13) still holds for small FPG boundary layers. Castro 9 shows a plot
of cf versus (x− x0) /y0. Equation (2.13) is derived from the curve in Castro’s
plot, and most (if not all) of the experimental data on the plot are from fixed
cross-section tunnels with small FPGs.
Figure 2.12 shows Cheng and Castro 12 cross-wire anemometry data with fits
from equations (2.3) and (2.4) using the present method. Equation (2.3) is now
calculated for a small FPG which assumes K = 2 × 10−8. Equation (2.3) now
agrees with the turbulent shear stress data well through ψ < 0.4. Furthermore,
it matches the slope below ψ < 0.25 where it had not previously. Comparing
figures 2.10b and 2.12b, the effect on the terms of equation (2.3) is readily
seen. Term II, a purely pressure dependent term, was zero in figure 2.10 but
about half of the total shear stress throughout the boundary layer in figure 2.12.
Additionally, the magnitude of both terms III and IV were reduced due to the
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(a) Mean velocity (b) Shear stress
Figure 2.12: Comparison of data and fits from the proposed method for mean
velocity (2.12a) and shear stress (2.12b) profiles from Cheng and Castro 12 for
flow over staggered 20mm cubes. Blue circles (•) are measured data, and
red diamonds (♦) are fitted data. Fit to equation (2.4) performed on data
between 0 < ψ(k) < 0.22, and fit to equation (2.3) performed on data between
0.15 < ψ(k) < 0.30. Green lines show equation (2.4) in figure 2.12a and equation
(2.3) in figure 2.12b. Dotted or dashed line styles show components of equation
(2.3): brown dash-dot line is 1− I, cyan dashed line is 1− I − II, and magenta
dotted line is 1 − I − II + III. Equation (2.3) is calculated assuming a small
FPG with K = 2× 10−8.
positive K in term III and equation (2.22). The overall effect from the pressure
gradient flattened the turbulent shear stress profile throughout the boundary
layer by reducing the inertial terms and increasing the pressure-dependent
terms.
Table 2.4 compares results from the present method now assuming a small
favorable pressure gradient. The present result is now 7% lower than the
pressure tapped cube and 6% lower than the floating element drag balance. This
is encouraging because the comprehensive shear stress method is now within the
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Pressure tapped cube form drag (PT) 0.0718 0.0% 1.5%
Floating element drag balance (FE) 0.0707 -1.5% 0.0%
Published traditional total shear stress 0.0640 -10.9% -9.6%
Comprehensive shear stress (present) 0.0668 -7.0% -5.6%
Table 2.4: Differences between published friction velocities and the present
method’s calculated friction velocity assuming small FPG with K = 2×10−8. Hot-
wire profiles for the present method were from Cheng and Castro 12 . Published
friction velocities are from Cheng et al. 11.
10% published uncertainty of the pressure tapped cube measurements in Cheng
et al. 11. The floating element drag balance does not appear to have published
information regarding experimental uncertainty. It may be assumed that the
uncertainty is at least 3% which would be in line with other floating element
drag balances used in a similar tunnel by Placidi and Ganapathisubramani 61
and Ferreira et al. 19. Additionally, the uncertainty in the present method is
unknown especially given that K was estimated with limited information. Given
these uncertainties the present method appears to be an improvement to prior
single fluid profile measurement approaches.
2.3.4 Boundary layers over arrays of LEGO®
blocks
Placidi and Ganapathisubramani 61,62 tested twelve fully rough surfaces with
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different repeating patterns of LEGO® blocks. The studies were nominally zero
pressure gradient and reported that K < 5× 10−8. The authors published the
data set online in Placidi and Ganapathisubramani 63 which included calculated
pressure gradients. The study published uτ values from direct measurement
with a force balance, and y0 and d were found with a least square regression of
the log-law equation using the friction velocity measured from the force balance.
The drag balance in this study was based on the design documented in Krogstad
and Efros 40 and is expected to be more accurate than the one in Cheng et al. 11 .
Turbulent boundary layer data plotted in figure 2.13 were recorded by par-
ticle image velocimetry over the surface geometry named LP2 at Reτ = 7642.
Figure 2.13 shows fits to the particle image velocimetry data for equations (2.3)
and (2.4). Placidi and Ganapathisubramani 63 published K = 4.3 × 10−8 for
this case. Equation (2.4) was fitted to velocity data between 0.07 < ψ(k) < 0.15
in figure 2.13a, and equation (2.3) was fitted to shear stress data between
0.15 < ψ(k) < 0.30 in figure 2.13b.
All six surfaces from Placidi and Ganapathisubramani 61 with constant
frontal density (LP1 - LP6) were analyzed with the present method assuming
both a ZPG and a small FPG. In some cases, it was necessary to fix the range of
possible d to within the roughness height due to the physical interpretation of
d described in Jackson 33. Placidi and Ganapathisubramani 61 also noted this
was necessary for some cases in their analysis. Results are included in table
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(a) Mean velocity (b) Shear stress
Figure 2.13: Comparison of data and fits from the proposed method for
mean velocity (2.13a) and shear stress (2.13b) profiles from Placidi and Gana-
pathisubramani 61 LEGO® block geometry LP2 at Reτ = 7642. Blue circles
(•) are measured data, and red diamonds (♦) are fitted data. Some data
points were removed for clarity. Fit to equation (2.4) performed on data be-
tween 0.07 < ψ(k) < 0.15, and fit to equation (2.3) performed on data between
0.15 < ψ(k) < 0.30. Green lines show equation (2.4) in figure 2.13a and equation
(2.3) in figure 2.13b. Dotted or dashed line styles show components of equation
(2.3): brown dash-dot line is 1− I, cyan dashed line is 1− I − II, and magenta
dotted line is 1− I − II + III. Equation (2.3) is calculated with K from table 2.5.
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Figure 2.14: Contour plots of RMS errors of fits to experimental data for
boundary layer flow from Placidi and Ganapathisubramani 61 LEGO® block
geometry LP2. Left plots show the mean velocity RMS errors between equation
(2.4) and experimental data in the range 0.07 < ψ(k) < 0.15 calculated as shown
in equation (2.21). The upper right plot shows the RMS error between equation
(2.3) and experimental data in the range 0.15 < ψ(k) < 0.30 calculated as shown
in equation (2.20). The green lines show the converged values for uτ , y0, and d
on the plots.
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LP1 0.81 0.81 -0.4% 0.82 1.3% 1.2
LP2 0.78 0.72 -7.9% 0.77 -1.8% 4.3
LP3 0.71 0.68 -3.9% 0.71 -0.1% 2.9
LP4 0.67 0.65 -2.8% 0.69 3.7% 4.3
LP5 0.66 0.62 -5.9% 0.66 0.3% 4.2
LP6 0.67 0.55 -18.4% 0.56 -16.8% 1.2
Table 2.5: Differences between Placidi and Ganapathisubramani 61 published
drag balance friction velocity and the present method’s calculated friction ve-
locities by fitting data between 0.15 < ψ(k) < 0.30 to equation (2.3) and fitting
data between 0.07 < ψ(k) < 0.15 to equation (2.4). Acceleration parameters, K,
obtained from Placidi and Ganapathisubramani 63.
2.5. The present method’s result was consistently lower than the drag balance
measurement when a ZPG was assumed but was close to the experimental
uncertainty of the drag balance for five of the six cases when the reported K
(for the small FPG) was utilized. Case LP6, which differed by −19% or −17%,
remains as an outlier for which the present fluid dynamic measurements alone
do not agree with the drag balance measurement.
Placidi and Ganapathisubramani 61 reported that it was necessary to in-
crease uτ determined from traditional total shear stress methods by 12% in
order to obtain agreement within 5% of the drag balance results for all cases.
The present method does not need a correction factor and achieves considerably
better results both assuming a ZPG and small FPG. Utilizing the reported K for
the small FPG leads to results that are near the uncertainty of the study’s drag
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balance in a tunnel similar to the one in Cheng and Castro 12. These results
give strong evidence that the small FPG explains the often cited friction velocity
discrepancy from Cheng and Castro 12.
2.3.5 Friction velocity sensitivity
The comprehensive shear stress method assumes κ, the fitting range for the
log-law equation (2.3), and the fitting range for the extended Volino and Schultz
equation (2.4) when solving for uτ , y0, and d. A trivariate sensitivity analysis was
performed on surface geometry LP2 from Placidi and Ganapathisubramani 61.
Converged values of uτ , y0, and d were calculated for all 150 combinations of κ,
fitting range to equation (2.3), and fitting range to equation (2.4) from table 2.6.
Figure 2.15 shows scatter plots of the results projected onto the three planes
created by uτ , y0, and d. Friction velocity results show low sensitivity to the
assumed parameters with uτ bounded within ±2% of the results from section
2.3.4.
While friction velocity showed low sensitivity, results for y0 ranged from 38%
below to 5% above the results from section 2.3.4. Also, results for d included
nearly the entire upper 1/3 of the roughness height. These variances were
primarily from the high sensitivity inherent in the fitting the log-law equation,
(2.4). The present method shares this limitation with other methods that rely
on two-parameter fits to the log-law equation. However, the selected log-law
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κ Fitting range for (2.3) Fitting range for (2.4)
0.38 0.10 < ψ(k) < 0.25 0.00 < ψ(k) < 0.15
[ 0.384 ] 0.15 < ψ(k) < 0.25
[︁
0.07 < ψ(k) < 0.15
]︁
0.39 0.10 < ψ(k) < 0.30 0.10 < ψ(k) < 0.15
0.40
[︁
0.15 < ψ(k) < 0.30
]︁
0.00 < ψ(k) < 0.19
0.41 0.20 < ψ(k) < 0.30 0.07 < ψ(k) < 0.19
0.10 < ψ(k) < 0.19
Table 2.6: Parameter variations for univariate and trivariate sensitivity analy-
sis for Placidi and Ganapathisubramani 61. Bracketed parameters indicate the
initial assumptions from section 2.3.4.
fitting range does not greatly affect the friction velocity result.
A univariate analysis was also performed for all cases with constant frontal
density from Placidi and Ganapathisubramani 61 excluding the outlier, LP6. In
each plot of figure 2.16, one of the three assumed parameters was allowed to vary
with the values listed in table 2.6 while maintaining the initial assumptions
from section 2.3.4 in the other two parameters. The varying parameter is labeled
on the horizontal axis with the vertical axis showing the maximum positive and
negative percent difference to the uτ reported in table 2.5 for each case. The
figure shows that each of the three assumptions individually affect the friction
velocity result by less than ±1%.
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Figure 2.15: Scatter plots showing uτ , y0, and d trivariate sensitivity to as-
sumptions of κ, fitting range for equation (2.3), and fitting range for equation
(2.4) applied to data from Placidi and Ganapathisubramani 61 LEGO® block
geometry LP2. The solid green lines show the converged values plotted in figure
2.14. The dashed green lines show uτ ± 2%.
Figure 2.16: Bar plots showing univariate sensitivity of uτ to assumptions of
κ, fitting range for equation (2.3), and fitting range for equation (2.4) applied to
data from Placidi and Ganapathisubramani 61. Percent sensitivity bars show
the maximum positive and negative percent differences to the uτ reported in
table 2.5 for each case.
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2.4 Summary
2.4.1 Key assumptions
Several key assumptions were included in the derivation and application of
the present method and are reviewed here. First, simplification of the integral
form of the Reynolds-averaged and spatially-averaged streamwise momentum
equation assumed that Reynolds normal stresses were negligible and the flow
was two-dimensional. Second, the derivation assumed that the skin friction
law, (2.10), was applicable. There were several assumptions embedded in the
skin friction law which were discussed in section 2.2.1.1, but the skin friction
law was shown to have robust applicability both in section 2.2.1.1 and Castro 9 .
Third, the friction velocity gradient used the ZPG MIE. However, it was noted
that Castro 9 applied the ZPG MIE to nominally ZPG boundary layers with good
agreement. Also, results from section 2.3 imply that this was a valid assumption
for K ≲ 5× 10−8. Fourth, the velocity gradient profile derivation assumed that
velocity profiles would collapse in outer-scaling over a streamwise distance. This
condition implies that ∂Π/∂x ≈ 0, W scales with δ, and ∂δ/∂θ ≈ δ/θ and is also
sensitive to pressure gradient (and probably other parameters). However, the
velocity gradient profile only appears in term IV of equation (2.3) which was
not significant for ψ < 0.3 in most cases. Thus, it can be more easily avoided by
choosing an appropriate fitting range.
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2.4.2 Results and comparisons with other
methods
Figure 2.17 compares published measured friction velocity for rough-wall
cases and the published composite fit friction velocity for smooth cases to tradi-
tional total shear stress methods and to the present method. Red points for the
present method fall close to the 45-degree line indicating excellent agreement
with the published friction velocities. The one outlier is from surface LP6 from
Placidi and Ganapathisubramani 61 as discussed in section 2.3.4. It is noted that
no other method provided results within 11% of the measured friction velocity
for this case. Other approaches are shown on the figure with blue, green, and
grey symbols, showing larger scatter and a downward bias. The dotted line
shows the total shear stress friction velocity for which a 12% correction would
equal the drag balance friction velocity. It can be seen why it may be appropriate
to utilize the 12% empirical correction for some cases from Placidi and Ganap-
athisubramani 61 utilizing all Reynolds shear stress data from the roughness
sublayer and inertial sublayer. However, other methods utilizing the plateau
in the Reynolds shear stress and peak Reynolds shear stress provided results
closer to the solid line. All total shear stress methods performed comparably
for the smooth- and rough-wall cases from Morrill-Winter et al. 51 and Squire
et al. 80.
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Figure 2.17: Friction velocities determined using different total shear stress
(TSS) approaches, plotted against published friction velocities. Red symbols
utilize the present comprehensive shear stress method. Open blue symbols
utilize Reynolds shear stress points in the plateau region. Open green symbols
utilize Reynolds shear stress points in the Roughness Sublayer and Inertial
Sublayer (RS+IS). Open grey symbols utilize the peak Reynolds shear stress.
Up triangle (▲) data are from Squire et al. 80. Down triangle (▼) data are
from Morrill-Winter et al. 51. Right triangle (▶) data are from Placidi and
Ganapathisubramani 61.
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Overall, no other total shear stress method performed as consistently well as
the present method across all data sets considered. Besides one outlier, all cases
utilizing the present method were within ±4% of the friction velocity measured
with the drag balance.
2.5 Conclusions
A detailed analysis of several terms entering in the mean momentum bal-
ance of turbulent boundary layers was performed. The results were useful in
formulating a new comprehensive shear stress method for determining friction
velocity. The approach is based on measured profiles of mean velocity and turbu-
lent shear stress at a single downstream location and can be used for analyzing
nominally zero pressure gradient turbulent boundary layers. The approach
extends an equation from Volino and Schultz 88 to include spatial averaging
and to calculate streamwise gradients from a single streamwise location. Two
key elements are necessary to indirectly calculate streamwise gradients from a
single two-component velocity profile. The first key element is the replacement
of the streamwise gradient of friction velocity with an assumption of the skin
friction law and momentum integral equation. The second key element is the
assumption that the wake function scales with boundary layer thickness and
can be connected to the streamwise gradient through the momentum integral
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equation. Application of the extended Volino and Schultz equation to various
data sets showed the equation models turbulent shear stress data throughout
the boundary layer. An iterative procedure combining fitting of the extended
Volino and Schultz equation to the turbulent shear stress profile and fitting
of the log-law equation to the mean velocity profile was proposed and imple-
mented. Applications to various flows illustrated that the proposed method
achieves similar friction velocity results as force balance measurements but
only requires mean velocity and turbulent shear stress profiles. Results also
demonstrated that even small pressure gradients, which can arise in fixed
cross-section facilities, can have a significant (and often neglected) effect on
turbulent shear stresses and may account for 10% or more in friction velocity
discrepancy with force balance measurements. The comprehensive shear stress
method presented can account for this discrepancy in nominally zero pressure
gradient facilities, leading to improved accuracy when determining friction
velocity and skin friction drag in boundary layer experiments with commonly
available profile data.
An interactive graphical user interface (GUI) software is available for down-




Turbulent boundary layers over
truncated cone roughness
3.1 Introduction
As already highlighted in prior chapters, rough-wall turbulent boundary
layers have been studied extensively for nearly the last century57;17;71;36, however
reliable surface drag prediction remains a challenge. Initially the focus of study
was drag prediction in pipe flows which was an important topic for engineering
systems of the 1930s. However, in the 1950s attention turned toward turbulent
boundary layers and the search for universal scaling laws, allowing the collapse
of a streamwise mean velocity profile onto a single function. That universal
function has become known as the log-law equation.
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After over 50 years of rough-wall boundary layer research, Castro 9 noted
remarkable universality in the ability of the log-law equation to describe the
turbulent boundary layer velocity profile across a wide range of rough surfaces.
There are two immediate consequences of turbulent boundary layer universality.
First, how can it be utilized to build practical engineering models? Second, what
are the limits of universality? Both of these questions have been explored in
recent years.
For the first question, turbulent boundary layer universality has given
hope for the possibility of robust topographic drag prediction models. However,
the essential element is understanding how rough surface topography affects
roughness length, y0, or equivalently the roughness function, ∆U+, or also
equivalent sand-grain roughness, ks. Chung et al. 13 provides a recent review
of studies contributing to this ongoing effort. Most studies have postulated or
examined drag prediction algorithms successfully within a small parameter
space, however Chung et al. 13 highlights that further datasets are required for
wider applicability and reduced uncertainty. Specifically, they note the need for
an aggregation of systematic studies that sweep through the parameter space
or test its limits (http://roughnessdatabase.org/).
For the second question, these drag prediction models, as well as many
reduced-order wall-bounded numerical models, implicitly rely on a level of
turbulent boundary layer universality. Therefore, knowing the limits of the
65
CHAPTER 3. FLOW OVER TRUNCATED CONE ROUGHNESS
equation’s applicability is vital for high reliability engineering applications.
One important theory of turbulent boundary layer universality is Townsend’s
wall similarity hypothesis. Townsend’s wall similarity hypothesis states that
boundary layer turbulence outside of a small roughness layer is independent
of the specific surface morphology and statistically similar when appropriately
scaled83. This hypothesis implies what is known as outer-layer similarity65.
Numerous studies have investigated this hypothesis and found significant
supporting evidence65;73;86;20, however other studies have exhibited roughness
effects well into the outer-layer39;38;87;62.
These studies give evidence that, at least under certain circumstances,
Townsend’s hypothesis does not hold. Researchers are actively working to
identify universal criteria for which Townsend’s hypothesis holds34;73;21;97;2;62.
The lack of universal criteria which predicts outer-layer similarity highlights
a lack of understanding of the physics which link surface characteristics to
boundary layer statistics. This link is of fundamental scientific and engineering
importance due to the prevalence of rough-wall boundary layers and may inform
the construction or known limitations of future drag prediction models.
Very few studies have investigated the effect of regularly and irregularly
arranged roughness elements on the turbulent boundary layer. Researchers
have generally focused on systematic arrangements because it is easier to isolate
important surface statistics or easier to manufacture surfaces. However, it is
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not clear if the conclusions drawn from these studies are applicable to flow over
random roughness. Irregular or random arrangements are very common in both
engineering and nature. Mountains in the atmospheric boundary layer and
barnacles in a ship hull boundary layer are both roughness types that do not
appear in the regular arrangements normally investigated. Even engineered
systems contain irregularity. The realistic turbine blade in Bons 7 has been
studied extensively97;98;49;50;5;58 but with little roughness parametric variation
except Mejia-Alvarez and Christensen 49. Wind farm inflow often develops
over irregular terrain82 and turbine arrangements often require irregularity
due to topography or land use restrictions77;81. Research is just beginning
to address these limitations. Forooghi et al. 23 recently conducted a direct
numerical simulation parametric study with randomly distributed roughness
elements but was limited to low Reynolds number due to computational costs.
Experimental data at higher Reynolds number is insufficient and remains a
current limitation in the understanding of rough wall turbulent boundary layer
behavior.
In recent years, quite a few studies have focused on secondary flows as a
way in which turbulent boundary layer universality breaks down. Secondary
flows are mean flow features which manifest in the wall-normal spanwise plane
(perpendicular to the dominant streamwise flow direction) and have long been
studied in non-circular ducts56;31;29;30. Secondary flows were perhaps first noted
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as a universality concern in rough-wall turbulent boundary layer wind tunnel
experiments by Reynolds et al. 66, who observed spanwise-periodic velocity
and turbulence intensity variations in measurements recorded at similar wall-
normal distances over staggered cube surfaces. Further inspection revealed that
the periodic variation was caused by secondary-flow counter-rotating vortical
structures that seemed to correlate with periodic features on the rough surface
below. These observations were used to caution about experimental studies
with periodic surface features66. Studies which were to have widely applicable
results should try to avoid the presence of such seemingly rare flow features.
It was implicitly assumed, though, that an irregular or random surface
would not generate or sustain secondary flows. However, Mejia-Alvarez and
Christensen 50 observed what they described as high momentum pathways
(HMPs) and low momentum pathways (LMPs) over an multi-scale irregular
surface generated from a scaled replica of a damaged turbine blade. They
believed that the surface roughness promoted preferential pathways for flow
structures that were detectable in the mean flow statistics. Later, Barros and
Christensen 5 showed extensive stereo particle image velocimetry (PIV) plots of
the structures in the wall-normal spanwise plane. They observed HMPs and
LMPs in the mean streamwise velocity, reduced and enhanced Reynolds shear
stress and turbulent kinetic energy in the HMPs and LMPs respectively, and
counter-rotating vortical structures in the signed swirl strength. Barros and
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Christensen further correlated these flow structures with relatively high and
low upstream topography in the upstream fetch from the measurement plane.
The Barros and Christensen 5 study prompted some important questions for
rough-wall turbulence.
Anderson et al. 3 provided a possible explanation of the fundamental fluid
dynamic mechanisms responsible for generating and sustaining the secondary
flows within the turbulent boundary layer. In doing so, they were able to draw on
the long history of research into non-circular duct secondary flows29;30. Anderson
et al. 3 used the Reynolds-averaged turbulent kinetic energy balance equation to
show that differences in the roughness across the span create spanwise regions
that produce more and less turbulent kinetic energy. This turbulent kinetic
energy imbalance, then, induces a secondary flow as the system attempts to
reach mechanical energy stability. Their simulations show that HMP and LMP
sustainment occurs when the spanwise heterogeneous wall roughness below is
streamwise aligned.
Many other researchers have provided some answers to the question of what
surface roughness conditions cause secondary flows to form and have probed
their outer limits93;3;84;45;99;91. They have primarily looked at spanwise hetero-
geneity either in the form of elevated or recessed streamwise-aligned terrain
or streamwise-aligned strips of alternating higher and lower drag-producing
roughness. Parametric studies have probed the limits of the parameter space
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and found that, in general, turbulent boundary layer secondary flows occur
when spanwise heterogeneous feature spacing is between approximately δ/2
and 2δ. When spanwise spacing is smaller, the features act as homogeneous
roughness with effects confined to the roughness sublayer; and when spanwise
spacing is larger, the features act as isolated flow perturbations84;91;13.
The aim of this study is to examine the turbulent boundary layer over varying
planform densities of staggered and random roughness elements, with particu-
lar focus on outer similarity and the occurrence and properties of secondary flow
structures. Eight planform densities of truncated cone roughness elements in a
square staggered pattern were investigated and varied between 10% and 78%
density. The same planform densities were also investigated with random ar-
rangements of truncated cones. The effect of increasing density on the turbulent
boundary layer is determined for both regular and irregular morphologies. No
additional spanwise heterogeneity was imposed but is locally present within the
random distribution of truncated cones. The irregular random morphology is of
special interest due to the prevalence of irregular roughness features occurring
in nature and fouled engineering components and due to the limited availability
of studies with irregular topographies.
Section 3.2 describes the experimental facility, roughness morphology, and
flow measuring equipment utilized. Section 3.3 reports spatially-averaged re-
sults for both the staggered and random test series at all densities. A few
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differences in turbulent boundary layer parameters are highlighted and exam-
ined. Section 3.4 presents measurements of HMPs and LMPs observed over
the irregular arrangements of truncated cones that were not present over the
regular staggered arrangements. HMP and LMP correlations with roughness
topography are explored, and generation and sustainment mechanisms are pos-
tulated. In addition, HMP and LMP turbulent boundary layer parameters and
statistics not previously reported in the literature are discussed. Conclusions
are presented in section 3.5.
3.2 Experimental details
The experimental approach utilizes a boundary layer water tunnel which
is described in section 3.2.1. Sixteen test surfaces of staggered and randomly-
arranged truncated cones are described in section 3.2.2. Lastly, fluid velocity
data were measured with a laser Doppler velocimetry system described in
section 3.2.3 and a stereo particle image velocimetry system described in section
3.2.4.
3.2.1 Facility
Experiments were conducted at the Hydromechanics Laboratory at the
United States Naval Academy in a recirculating boundary layer water tunnel.
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The test section is nominally 2.00 m long with a 0.20 m wide by 0.10 m tall
cross-section at the inlet. The upper wall was adjusted to set a zero pressure
gradient, and the resulting acceleration parameter, K = (ν/U2e )[dUe/dx], was
less than 5 × 10−9 throughout the length of the test section for each test. All
tests were conducted at a free-stream velocity of Ue = 1.25m/s. In this study, (x,
y, z) were the streamwise, wall-normal, and spanwise directions respectively.
y = 0 was located on the lower surface to which the roughness elements were
attached, and z = 0 was located at the center of the spanwise cross-section. Test
surfaces were mounted on the lower wall of the tunnel. A 0.8 mm diameter
wire trip was located 0.20 m from the tunnel inlet and served as the streamwise
origin, x = 0. The roughness field began 0.78 m from the boundary layer trip,
and velocity measurements were recorded nominally 1.50 m from the trip which
was approximately 18δ from the start of the roughness. A heat pump system
controlled fluid temperature to 20±1 ◦C during tests, which in some cases lasted
over 50 hours.
3.2.2 Roughness morphology
Sixteen test surfaces were constructed using high resolution additive man-
ufacturing with a Stratasys Objet30 Pro 3D printer. Examples of all sixteen
surfaces with their designated names are shown in figure 3.1. Eight cases had
varying planform densities of truncated cone elements in a square staggered
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(a) S10 (b) S17 (c) S39 (d) S48 (e) S57 (f) S63 (g) S70 (h) S78
(i) R10 (j) R17 (k) R39 (l) R48 (m) R57 (n) R63 (o) R70 (p) R78
Figure 3.1: Test surfaces
pattern (figure 3.1(a)-(h)). In the most dense case, the truncated cone elements
were touching but not overlapping at the base. The same eight planform den-
sities were manufactured with random arrangements of the truncated cone
elements (figure 3.1(i)-(p)). In the random cases, the elements were allowed to
overlap but a minimum of 0.5 mm was maintained between the elements’ upper
plateaus. Cases were named with an S for staggered or R for random and then
two digit percentage for the planform density.
Selected surface statistics for all sixteen test cases are documented in table
3.1. Variable h(x, z) is the local surface height. The table provides values for
planform density (λp), frontal density (λf ), effective slope, mean height ⟨h⟩,
height standard deviation (σh), height skewness (sk), and height flatness.
Figure 3.2 illustrates the calculation of planform and frontal density. Plan-
form density is best illustrated in the figure 3.2(a) and (c) top views. Planform
density is calculated from the sum of all truncated cone faces (red, green, and
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blue) projected on the base plane then divided by the base lot area, λp = Ap/A0.
Frontal density is calculated by the sum of all windward facing surfaces (red
and green) projected on a plane normal to the streamwise direction then divided
by the base lot area, λf = Af/A0. There are no differences between the red and
green surfaces, the green surfaces were simply chosen to illustrate the area
projection. Selected truncated cone windward facing surfaces in green illustrate
the projection on the plane normal to flow in the figure 3.2(b) and (d) isometric
views. All windward facing surfaces, regardless of whether it may be sheltered
by upstream elements, are included in the frontal density calculation. As seen
in 3.2(d) for random plates, truncated cones were allowed to overlap on the base
lot area. This causes a solid-surface occlusion of the front face of the leeward
overlapping truncated cone. The occluded area is not included in the frontal
density calculation as seen in the projection.
All truncated cone elements were identical, with geometry documented in
figure 3.3. Truncated cone dimensions were selected to idealize a single bar-
nacle. Understanding boundary layers over barnacle roughness is important
for informing drag prediction models and understanding ship propulsion re-
quirements. However, these truncated cone elements may also be a proxy for
low mountainous terrain in the atmospheric boundary layer. Specific truncated
cone ratios were selected based on detailed barnacle statistics from Spivey 79.
The ratio of height to base diameter is lower than the average reported by
74













S10 0.098 0.040 0.079 0.16 0.59 3.956 18.0
S17 0.175 0.070 0.141 0.29 0.76 2.756 9.46
S39 0.393 0.159 0.317 0.64 1.03 1.409 3.52
S48 0.485 0.196 0.391 0.79 1.09 1.095 2.70
S57 0.565 0.228 0.457 0.93 1.13 0.869 2.26
S63 0.631 0.255 0.509 1.03 1.15 0.709 2.01
S70 0.698 0.282 0.564 1.14 1.15 0.561 1.84
S78 0.785 0.317 0.634 1.29 1.14 0.393 1.71
R10 0.098 0.040 0.079 0.16 0.59 3.921 17.7
R17 0.174 0.070 0.140 0.29 0.77 2.709 9.15
R39 0.392 0.155 0.310 0.68 1.07 1.311 3.20
R48 0.484 0.190 0.379 0.86 1.14 0.960 2.36
R57 0.565 0.220 0.440 1.03 1.18 0.690 1.91
R63 0.630 0.243 0.486 1.16 1.20 0.498 1.69
R70 0.697 0.266 0.532 1.31 1.21 0.294 1.54
R78 0.785 0.296 0.591 1.53 1.19 0.035 1.51
Table 3.1: Test surface statistics
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(a) (b) (c) (d)
Figure 3.2: Figures illustrate the planform and frontal density calculations
in (a) a staggered surface top view, (b) a staggered surface isometric view, (c)
a random surface top view, and (d) a random surface isometric view. Black
arrows indicate the streamwise direction. Red and green highlight windward
facing surfaces that are all included in the frontal area calculation. The green
surfaces were selected to illustrate the frontal area projection, Af , and have
corresponding green projections that illustrate Af . The blue highlights wall-
normal and leeward surfaces that are included in the planform area, Ap, but
not the frontal area, Af .
Spivey 79 but still falls within the standard deviation. Also, experimental and
computational fluid dynamic studies which focused on barnacle elements were
reported by Schultz et al. 76 and Sadique 69. These studies measured barnacles
with an average of k = 0.49D and k = 0.37D respectively, where D is the base
diameter and k = max(h) is the uniform height of the roughness crests. The
ratio studied here falls between these two values.
3.2.3 Laser Doppler velocimetry measurements
Detailed boundary layer velocity statistics were recorded with a TSI FSA3500
two-component laser Doppler velocimetry (LDV) system. A custom beam dis-
placer and beam expander produce ellipsoidal measurement volumes that have a
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Figure 3.3: Truncated cone dimensions
beam waist of 45µm. The flow was seeded with 2µm diameter silver coated glass
spheres. For the square staggered cases, wall-normal profiles were recorded at
nine locations over a repeating unit as seen in figure 3.4. Each profile contained
50 sampling locations in the wall-normal direction where velocity data were
recorded for 180 seconds. The nine locations were representative of the entire
repeating unit by utilizing mirroring and translation. Then, an area-weighting
was used to create a spatial-averaged profile for all time-averaged statistics.
For the random cases, 12 wall-normal profiles were recorded and spaced at
1.5D across the span of the tunnel. The red profiles in figure 3.5 show these
12 locations. The spacing and number of profiles allowed independent profiles
and well-converged spatial averages across the span. Additional wall-normal
profiles were performed for the R17 and R39 cases with 23 profiles spaced at
0.75D since these cases appeared less well-converged when using 12 profiles.
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Figure 3.4: Profile locations over the staggered surface repeating unit. Red
dots indicate profile locations. The black box indicates the repeating unit. Flow
is from left to right.
The additional 11 profiles for these test cases are depicted in blue on figure 3.5.
Each of the 12 or 23 profiles contained 50 sampling locations in the wall-normal
direction where velocity data were recorded for 150 seconds. All time-average
statistics were calculated using a virtual saturable-detector scheme. Due to the
amount of data sampled, all of these tests were over 24 hours in duration.
3.2.4 Stereoscopic particle image velocimetry
measurements
In order to investigate mean flow structures indicated in the LDV mea-
surements, stereoscopic particle image velocimetry (PIV) measurements were
employed in the wall-normal spanwise (y, z) plane at roughly the same down-
stream location as the LDV measurements. Measurements were recorded over
the least dense and most dense cases for both staggered and random surfaces
(S10, S78, R10, R78).
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Figure 3.5: Profile locations over the random surfaces. Red profiles were
recorded on all random surfaces. Blue profiles were also recorded over the R17
and R39 surfaces. Flow is from left to right.
For each surface, a wall-normal spanwise plane was acquired centered at the
spanwise center of the test section. The flow was seeded with the same particles
used in the LDV measurements. For each plane, 1000 image pairs were acquired
using two CCD cameras with 3320 × 2496 pixel arrays. Velocity vectors were
obtained with TSI Insight 4G software using 32 pixel square windows with 50%
overlap. The field of view was 81 mm× 40 mm in the spanwise and wall-normal
directions respectively.
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3.3 Spatial-averaged results
This section presents spatial-averaged results over all staggered and random
truncated cone surfaces. Spatial averaging is computed over the basic repeating
tile for the staggered cases and in the spanwise direction for the random cases.
Friction velocity, roughness length, and zero-plane displacement are determined
through the planform density parameter space and trends are discussed. Two a
priori drag prediction models are evaluated against the results, which should
also inform future drag prediction algorithms. The section concludes by high-
lighting differences between turbulent boundary layer profiles and parameters
between the staggered and random surfaces which indicated a breakdown in
outer-layer similarity.
3.3.1 Spatial-averaged boundary layer profile
results
Spatial-averaged experimental boundary layer profiles were analyzed with
the comprehensive shear stress (CSS) method described in Womack et al. 96.
The comprehensive shear stress method calculates several important turbulent
boundary layer parameters appearing in the log-law equation, which allow
comparison between the boundary layers over rough surfaces. The log-law
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In this equation, U is the mean streamwise velocity. The velocity scaling parame-
ter is the friction velocity, uτ , and the + superscript indicates normalization by uτ .
κ = 0.384 is the Kármán constant used throughout this study with correspond-
ing smooth-wall intercept, A = 4.17. Zero-plane displacement, d, is a shift in the
effective origin of the log-law due to roughness. y0 is known as the the roughness
length and is related to the roughness function by ∆U+ = A+ (1/κ) ln (y0uτ/ν)
or to equivalent sand-grain roughness by ks = y0e8.5κ 34;9;13. Friction velocity
(uτ ), wall shear stress (τw), and skin friction (cf ), will all be used interchange-





where Ue is the free stream velocity and ρ is the fluid density.
The wake function, W (y/δ), models the outer-region deviation from the log-
law and scales with the boundary layer thickness. This study will use the
most common definition of the boundary layer thickness, δ, namely the wall-
normal distance where velocity reaches 99% of the free stream velocity (so that
U(δ) = 0.99Ue). The wake strength parameter, Π, measures the strength of the





The extended Volino and Schultz equation is a reformulated total shear
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stress balance and was fit in the range of 0.15 < (y − d)/(δ − d) < 0.30 to
determine uτ , and the log-law equation was fit in the range of 0.07 < y/δ < 0.15
to determine y0 and d in each iteration88;96. An iterative solution process is
required since both equations have dependencies in all three variables. The
convergence criteria for each profile were three significant digits in uτ , y0, and
d or 10 iterations. Table 3.2 contains results from the comprehensive shear
stress method as well as other relevant profile parameters for each surface’s
average profile. Displacement thickness, δ∗, and momentum thickness, θ, were
calculated assuming a no slip condition at the wall (u|y=0 = 0) which adds an
data point for the trapezoidal-rule numerical integration.
Friction velocity is one of the most important parameters to determine. The
comprehensive shear stress method determines friction velocity indirectly, so it
is prudent to check results against expectations. Figure 3.6 shows the spatial-
averaged LDV results for skin friction plotted against the skin friction law first
derived by Clauser 15 and Rotta 68 from the log-law equation. The skin friction

































and provides a relationship between skin friction and the momentum thickness
normalized by roughness length. H is the shape factor defined as H = δ∗/θ.
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Figure 3.6: cf as a function of θ/y0 for all surfaces
The two plotted curves, one with Π = 0.55 and one with Π = 0.70, require an
assumed wake function to solve for shape factor and are described in detail in
Castro 9 and Womack et al. 96. The random cases’ results are observed to be
closer to the Π = 0.55 curve, and the staggered cases’ results tend to lie closer to
the Π = 0.70 curve. This is consistent with the wake strength results found in
table 3.2 which shows the random cases tend to have results near Π = 0.55 and
the staggered cases tend to have higher wake strengths in the spatial-averaged
profiles.
Inner-normalized spatial-averaged mean streamwise velocity profiles are
plotted in figure 3.7. Figure 3.7(a) shows the staggered cases, and figure 3.7(b)
shows the random cases. The dashed black line shows the smooth wall log-law.
All profiles show the expected downward shift due to roughness effects. The S10,
R10, S17, and R17 cases have clearly less downward shift than the other cases,
which plot together more closely. All sixteen average profiles exhibit a log-linear
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(a) (b)
Figure 3.7: Mean streamwise velocity profiles in inner scaling for (a) staggered
surface profiles and (b) random surface profiles.
region with slope of about 1/κ between approximately 0.07 < y/δ < 0.15. The
existence of a linear region in the spatial-averaged profile with this roughness
height to boundary layer thickness ratio or larger has been seen in other recent
studies such as Cheng and Castro 12 , Placidi and Ganapathisubramani 61,62 , and
Yang et al. 100 among others. The process for solving y0 and d assumed this
linear region existed, however the extent of such a region is not necessarily
guaranteed in all cases.
Figure 3.8 shows inner-normalized spatial-averaged mean Reynolds shear
stress profiles for all sixteen cases. Staggered cases are in figure 3.8(a), and
random cases are in figure 3.8(b). The profiles appear consistent with data
from other rough surfaces such as Cheng and Castro 12, Flack et al. 22, Flack
and Schultz 20, and Placidi and Ganapathisubramani 61,62. However, there are
notable differences between the cases in the near-wall region, (y − d)/(δ − d) <
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(a) (b)
Figure 3.8: Turbulent shear stress profiles in inner scaling for (a) staggered
surface profiles and (b) random surface profiles.
0.15. This is attributed to the significant spatial-heterogeneity found in this
turbulence statistic in the roughness sublayer defined as the region where local
Reynolds shear stresses differ by greater than 10%. Flack et al. 22 and Placidi
and Ganapathisubramani 61 both report that the roughness sublayer in their
experiments extended up to y ≈ 5k. It is likely that the nine profiles of the
staggered cases and twelve (or 23) profiles of the random cases do not provide a
fine enough resolution to capture a well-converged spatial-averaged Reynolds
shear stress in this region. The comprehensive shear stress method, which
was used to calculate uτ , y0, and d, avoids uncertainty in the region by only
fitting the extended Volino and Schultz equation to Reynolds shear stress and
dispersive shear stress in the range of 0.15 < (y − d)/(δ − d) < 0.30.
Reynolds number independence of the rough surface drag was not checked
directly, however several important reviews consider roughness results Reynolds
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number independent when k+s ≳ 10065;34;21. Table 3.2 shows that all cases from
this study are at least 45% greater than this threshold, so Reynolds number
independence is expected and y0 and ks are solely a function of the surface
roughness.
Normalized roughness length, y0/k, as a function of planform density, λp,
was investigated and results are plotted in figure 3.9. Normalized roughness
length for staggered and random cases at equivalent planform densities plot
closely together for all but one density, λp = 0.70. Specific selection of the
linear range used to fit the log-law equation is the largest source of error for
determination of these average profile parameters. Therefore, error bars were
generated by varying the region in which the linear regression was fit to the
log-law during iteration in the comprehensive shear stress method. Those
assumed linear regions also fit in the comprehensive shear stress method were:
0 < y/δ < 0.15, 0.10 < y/δ < 0.15, 0 < y/δ < 0.19, 0.07 < y/δ < 0.19, and 0.10 <
y/δ < 0.19. As noted by Placidi and Ganapathisubramani 61 and Womack et al. 96 ,
fitting of equation 3.1 for y0 and d carries significant uncertainty, however it
is still common to use a fitting procedure due to lack of a better alternative.
Additionally, using a consistent fitting procedure allows for comparison among
cases which provides valuable insight into roughness length trends. Varying
the region in which the extended Volino and Schultz equation was fitted had a
much smaller effect and was not included in the results presented here.
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Figure 3.9: Normalized roughness length, y0/k, as a function of λp. Data from
Sadique 69 are obtained from table 3.6 in section 3.2.2.2 of the thesis.
Since staggered and random cases plot so close together, the results suggest
that normalized roughness length is more a function of the density and element
shape rather than their particular arrangement. This may be due to relatively
comparable average distances between elements at each density in the staggered
and random configurations. The correlation could break down if there was
significant element clustering at the same density. Truncated cone surfaces
tested in this study show increasing normalized roughness length between
0 < λp ≲ 0.4. Then a gradual decrease above λp ≳ 0.4. To the authors’ knowledge,
the only truncated cone data that provide comparison over a range of planform
densities are found in Sadique 69. He conducted large eddy simulations over
staggered and aligned truncated cones at several planform densities. The
88
CHAPTER 3. FLOW OVER TRUNCATED CONE ROUGHNESS
comparison study’s repeating truncated cone had height, k = 0.5D, and plateau
diameter, 0.5D, making it slightly taller and wider than the truncated cone in
this study. The results compare well with the present study given the differences
in truncated cone shape. The normalized roughness length magnitudes are
generally consistent, and if a curve where drawn though these points, it would
seem to indicate a peak normalized roughness length around λp ≈ 0.4 as the
current experimental data suggest.
Most other studies which have systematically varied planform density have
used cubes, rectangular prisms, or rectangular LEGO® blocks including Hall
et al. 27 , Cheng et al. 11 , Hagishima et al. 26 , Placidi and Ganapathisubramani 61,
62 , Yang et al. 100 , and Zhu et al. 101 . Most of these studies suggest a peak drag at
a density of λp ≈ 0.15 and marked drop in drag at higher densities, so the curve
shape is not similar to the results reported here or in Sadique 69. Additionally,
most a priori analytical models were designed and evaluated against these
rectangular prism surface morphologies (often called urban-like roughness) and
were not found to be easily adaptable to truncated cone surface elements.
A roughness length model in Macdonald et al. 44, however, was found to be
adaptable to the truncated cone shape when provided an a priori estimate for
the coefficient of drag, CDH , and zero-plane displacement height, d. Two relevant
coefficient of drag measurements were found in a literature survey. Sadique 69
reports CD = 0.23 from DNS on truncated cones in a laminar boundary layer. CD
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corresponds with CDH = 0.27 when using the Blasius laminar profile solution to
estimate velocity at the roughness crests, UH , from reported simulation details.
Additionally, Schultz et al. 76 reported a coefficient of drag of CD = 0.52 for
natural barnacle specimens in a turbulent boundary layer. CD corresponds with
CDH = 0.65 when using reported information to estimate UH in a turbulent
boundary layer. Details on the adaption of the Macdonald et al. 44 model and a
priori estimation of d for truncated cones are included in appendix A.
Results for these two values of CDH are shown in figure 3.9. The curve
which utilizes CDH = 0.65 performs well below λp ≈ 0.4 but does not peak there
as the experimental data suggest. Instead, it seems to calculate a fairly flat
peak around λp ≈ 0.55 which is above the measurements and outside of their
uncertainty. The curve which utilizes CDH = 0.27 consistently plots below the
experimental results. This confirms that the model is sensitive to an accurate
estimate of an individual element’s coefficient of drag and limits the a priori
reliability of the model on many surface morphologies where the coefficient of
drag is not known well or roughness shapes are not consistent.
Surface statistical models provide another possible a priori prediction of
normalized roughness length. These types of models have the advantage of
not requiring estimation of surface parameters like CDH and d. Zhu et al. 101
provides an explicit expression for y0 as a function of the surface standard
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deviation and skewness,
y0 (σh, sk) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ασh (1 + βsk) , σh/ ⟨h⟩ < 1.15
ασh (1 + sk)
β , σh/ ⟨h⟩ ≥ 1.15
, (3.3)
where constants α and β are 0.1 and 0.9 respectively. The truncated cone surfaces
tested in this study have a slightly different standard deviation and skewness
at each density due to the overlapping truncated cones on the random plates.
Therefore, this model produces a range of results for the planform densities
tested. This range is plotted in figure 3.9 as the dark grey shaded area. Zhu
et al. 101 ’s equation seems to match the slope of the current experiments but
underestimates normalized roughness length above λp ≳ 0.4. It also does not
seem to capture the shape of the curve well and overestimates the normalized
roughness length below λp ≲ 0.4. For sparse distributions of individual elements,
a simple calculation in the limit λp → 0 shows that σ2 → k2λp while sk ∼ λ−1/2p .
Thus the predicted y0 based on the skewness sk does not tend to zero when
λp → 0 but to a constant of the order k (for β = 1), consistent with the Zhu et al.
results shown in Fig. 3.9.
Since equation 3.3 seems to match the shape of the profile and Zhu et al. 101
reports α ≈ 0.1, it seems reasonable to attempt to tune α for a better fit. Ad-
ditionally, Zhu et al. 101 cites several studies where 0.1 < α < 0.17 bounds the
reported values. Equation 3.3 yields a good fit to the data above λ ≳ 0.4 when
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α = 0.14 as seen by the light grey shaded area in figure 3.9.
Given the success of the Macdonald et al. and Zhu et al. models in different
surface densities and their different underlying assumptions, it is reasonable to
postulate that the truncated cone surface is exhibiting two different flow regimes.
The Macdonald et al. model assumes a coefficient of drag for individual elements
while the Zhu et al. attempts to characterize the surface with surface statistics.
Below λp ≲ 0.4 the flow is characteristic of flow around isolated elements, while
above λp ≳ 0.4 the flow is characteristic of skimming flow over a rough surface
with the transition happening at the point of peak drag. Such a transition was
expected as this type of behavior has been observed before in other studies such
as Grimmond and Oke 25 and Placidi and Ganapathisubramani 61. However,
proposed flow regime prediction parameters such as ratios of roughness height
to average distance between elements are difficult to apply to truncated cones.
The is due to their varying cross-section with height which gives rise to different
flow behaviour as λp → 1. Cubes tend to a smooth wall as λp → 1 leading
to skimming behavior whereas truncated cones remain a dense surface with
evidence of limited sheltering at the tested dimensional ratios.
Normalized zero-plane displacement height, d/k, is plotted in figure 3.10.
Based on flow physics and previous studies, it is expected that d/k increases
with planform density Grimmond and Oke 25. Such a trend is visible at larger
λp while the trend is somewhat noisy at λp < 0.4.
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Figure 3.10: Normalized zero-plane displacement, d/k, as a function of λp
3.3.2 Differences in spatial-averaged staggered
and random surface profiles
Local outer-normalized mean streamwise velocity profiles for the S78 stag-
gered case are plotted in figure 3.11(a), and local outer-normalized mean stream-
wise velocity profiles for the R78 random case are plotted in figure 3.11(b). The
spatial average is plotted with a thick black line. It is clear from figure 3.11(a)
that the various S78 local profiles converge within one roughness height, k,
above the roughness crests. Reynolds shear stress profiles (not shown) converge
within 2k above the roughness crests. This is the result for all staggered cases
and consistent with other studies that report convergence above y > 5k 22;61. In
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(a) (b)
Figure 3.11: All outer-normalized (a) S78 local profiles and (b) R78 local profiles
plotted in color. The thick black line is the spatial-average profile for the case.
contrast, figure 3.11(b) shows visual differences in the local profiles all the way
to the edge of the boundary layer.
Inner-normalized mean streamwise velocity profiles in defect form are in-
cluded for all staggered cases in figure 3.12(a) and for all random cases in figure
3.12(b). DNS at Reτ ≈ 2000 from Sillero et al. 78 is included as the thick black
dotted line for reference in both plots. It can be observed that all staggered cases
except S10 plot above the DNS reference in figure 3.12(a), and all random cases
plot near the DNS reference in figure 3.12(b). Additionally, there is a greater
visual spread in the profiles at low (y − d)/(δ − d) for the staggered cases when
compared to the random cases.
Further evidence of the differences seen in figure 3.12 is seen in the column
of Π values in table 3.2. For the staggered cases, wake strength ranges from
Π = 0.53 − 0.79 compared with Π = 0.51 − 0.66 for the random cases, and the
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(a) (b)
Figure 3.12: (a) Staggered surface profiles and (b) random surface profiles
shown in inner-normalized mean streamwise velocity defect form. The thick
dotted black line is the smooth-wall DNS result at Reτ ≈ 2000 from Sillero
et al. 78.
differences in wake strength are largely outside of the experimental uncertainty
when compared at similar λp as seen in figure 3.13(a). Additional comparison
with other surface morphologies such as the mesh, cubes, rectangular blocks,
and sand-grain surfaces from Castro 9 in figure 3.13(b) reveals that the stag-
gered cases seem to show wake strengths commensurate with the roughness
function. However, the random cases appear to have reduced wake strength by
comparison.
Notably, the observations in figures 3.12 and 3.13 were formed on spatial-
averaged profiles. However, there was significant spatial variation across the
horizontal tunnel span (z-direction) on all random surface cases that was il-
lustrated by the R78 case in figure 3.11(b). In contrast, the staggered surface
cases, as shown in the S78 case in figure 3.11(a), showed variation only in the
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(a) (b)
Figure 3.13: Plots of wake strength, Π, as a function of (a) planform density,
λp, and (b) roughness function, ∆U+, for staggered and random surfaces
near wall region consistent with other studies65;34;21;2. The lack of collapse of
the profiles in figure 3.11(b) outside of the inner layer is striking given that
all of these profiles were recorded over a similar surface at the same Reynolds
number, Rex = Uex/ν. Taken together, these observations indicate a breakdown
in outer-layer similarity warranting further analysis. In section 3.4, it will
be shown that these differences can be attributed to secondary flows which
create high momentum pathways and low momentum pathways and disrupt
outer-layer similarity.
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3.4 Secondary flow structures and their
characteristics
This section presents an analysis of the deviations from outer-layer similar-
ity and the secondary flow structures that generate high and low momentum
pathways observed to occur over the random truncated cone surfaces. Section
3.4.1 shows evidence of HMPs and LMPs over the present random surfaces, con-
sistent with observations from previous studies. However, evidence for HMPs
and LMPs appears much weaker for flow over the staggered surfaces. This
stands in contrast to previous studies where spanwise flow heterogeneity is
normally observed over surfaces with spanwise roughness periodicity. Section
3.4.2 attempts to correlate local surface elevation with the momentum pathways.
Section 3.4.3 discusses the relationship between present observations and prior
theories of sustainment of momentum pathways and posits a mechanism of
sustainment based on spanwise flow heterogeneity instead of surface roughness
heterogeneity. Section 3.4.4 compares local turbulent boundary layer profiles
with measures of turbulent boundary layer universality. Lastly, section 3.4.5 ex-
amines turbulent shear stress differences in HMPs and LMPs through quadrant
analysis and compares with other reported data.
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Figure 3.14: Mean streamwise velocity contour plot of the wall-normal span-
wise plane at the measurement location on a smooth wall surface
3.4.1 Evidence of secondary flow structures
Figures 3.14 and 3.15 show the wall-normal spanwise plane of mean stream-
wise velocity at x = 1.50m surveyed with the LDV. Figure 3.15(a)-(g) shows
contour plots created from the 12 or 23 profiles described in section 3.2.3 and
shown in figure 3.5, and plots in figures 3.14 and 3.15(h) show surveys of the
entire tunnel span with linear grid spacings in the wall-normal and spanwise
directions.
The smooth wall survey in figure 3.14 displays a typical smooth wall bound-
ary layer developing in a rectangular tunnel. There are notable distortions in
the corners as expected due to the square tunnel corners and a slight (1-2 mm or
±0.04δ) thickening of the boundary layer near the middle of the span55;56;64;31;29;30.
These are due to small tunnel-scale secondary flows typical of a tunnel with
these dimensions and are generally considered negligible for most boundary
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Figure 3.15: Mean streamwise velocity contour plots of the wall-normal span-
wise plane at the measurement location over (a) R10, (b) R17, (c) R39, (d) R48,
(e) R57, (f) R63, (g) R70, and (h) R78 surfaces.
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layer results.
In contrast, all random cases shown in figure 3.15 display mean streamwise
velocity heterogeneity across the tunnel span. The spanwise heterogeneity
consists of alternating high momentum pathways and low momentum pathways.
High momentum pathways and low momentum pathways exist in the time-
averaged streamwise velocity and are different than high momentum regions
and low momentum regions which are instantaneous flow features50;5.
For further evidence of the marked difference in spanwise heterogeneity,
figure 3.16 shows the standard deviation of U/Ue at y/δ = 0.25 for all random
cases and the smooth wall. The standard deviation is computed based on the
differences between the local mean streamwise velocity and the spatial averaged
mean velocity at the fixed height y/δ = 0.25 and represents a quantitative mea-
sure of the spatial variability. It is essentially the square-root of the streamwise
component of the dispersive stress. It is readily seen that the mean streamwise
velocity standard deviation is an order of magnitude higher across the span
for the random cases (figure 3.15) when compared with the smooth wall (figure
3.14). Also included is the standard deviation for the 9 profiles of each staggered
case. These 9 profiles were not across the span but shows the difference in
standard deviation across all truncated cone cases (i.e quantifies the difference
between figure 3.11(a) and (b)). Finally, it is notable that there is no trend with
respect to density evident in the standard deviation, which appears consistent
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Figure 3.16: Mean streamwise velocity standard deviation at wall-normal
distance y/δ = 0.25.
with figure 3.15.
There are a few unique observations that can be gained from LDV measure-
ments over these surfaces. Figure 3.17 shows three planes of mean streamwise
velocity data for the R78 case. Each of these planes contains six profiles spaced
1.5D in the z-direction and centered in the span. The middle plane is located
at x = 1.50m and is co-located with other wall-normal spanwise measurements.
The upstream and downstream planes are located ±8 cm, approximately 2δ,
from the center plane. The three planes show similar contours which indicates
that these HMPs and LMPs exist over a streamwise distance of more than 4δ.
It is noted that Mejia-Alvarez and Christensen 50 measured 1δ sustainment
over their irregular surface. This indicates that the secondary flow structures
creating the HMPs and LMPs are longer-standing than previously reported over
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Figure 3.17: R78 mean streamwise velocity contour plot of three wall-normal
spanwise planes in an isometric view. The center plane is at the normal mea-
surement location, x = 1.50m. The windward and leeward planes are ±8 cm,
approximately ±2δ, from the normal measurement location.
an irregular or random surface.
In figure 3.18(a), the repeatability of the results is examined by comparing
results from different experiments over the same surface. The R78 case full-
span linearly-spaced mean streamwise velocity from figure 3.15(h) is shown
again in 2D in the upper plot. Overlaid in black is the R78 test which measured
independently the 12 profiles also shown in figure 3.5. Overlaid in red on this
figure are data contours from the co-located middle plane in figure 3.17 from
yet a different experiment. This plot highlights the location repeatability of
the HMPs and LMPs over these surfaces by showing that the HMPs and LMPs
appear in the same locations on independent test runs.
Figure 3.18(b) shows the R78 case full-span Reynolds shear stress data. This
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Figure 3.18: R78 surface (a) mean streamwise velocity and (b) Reynolds shear
stress contour plots from three independent test runs at x = 1.5m.
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plot gives further evidence of HMPs and LMPs since it demonstrates depressed
and elevated levels of Reynolds shear stress coincident with HMPs and LMPs
respectively as was shown in both Barros and Christensen 5 and Anderson
et al. 3. Again, the 12 profile test and the 6 profile test at x = 1.50m were
overlaid in black and red respectively, and the elevated and depressed levels
of Reynolds shear stress were measured in the same spanwise locations. The
location repeatability across independent test runs suggests some correlation
with the surface roughness which will be discussed in section 3.4.2.
Further measurements were acquired with stereo PIV in order to mea-
sure all three velocity components and also to compare staggered test sur-
faces and random test surfaces with the same measurement system on a sub-
set of roughness density cases. The least dense and most dense cases were
selected for these measurements. Figure 3.19 shows contour plots of outer-
normalized streamwise velocity (U/Ue), signed swirling strength (Λci (δ/Ue)),
Reynolds shear stress (−u′v′/U2e ), and turbulent kinetic energy (tke/U2e ) from
R10, R78, S10, and S78, respectively (turbulent kinetic energy is defined as
tke ≡ (1/2) (u′2 + v′2 + w′2). Signed swirling strength, Λci (δ/Ue), is a ensemble-
averaged quantity, where Λci = λci (ωx/ |ωx|) and λci is the imaginary portion of
the complex-conjugate eigenvalue of the instantaneous velocity gradient tensor
and is a frame-independent measure of the local rotation1;5;84;85. It is noted that
Λci represents the average of a small-scale turbulence quantity that may not
104
CHAPTER 3. FLOW OVER TRUNCATED CONE ROUGHNESS
always be representative of large-scale vortex structures. However, it is used
because Λci is expected to be less prone to PIV bias errors (compared to e.g. the
mean streamwise vorticity) and also since it has been used in prior studies84;85.
R10 and R78 streamwise velocity contours plotted in figures 3.19(a) and
(b) clearly show similar spanwise variations that were observed previously
now in stereo PIV measurements and indicate alternating HMPs and LMPs.
In contrast, the streamwise velocity for the staggered (regular) S10 and S78
cases is far more homogeneous in the spanwise direction. For the S10 case, the
spanwise standard deviation of the outer-normalized mean streamwise velocity
at y/δ = 0.25 between −1.3 < z/δ < 1.3 is 3.8 × 10−2 for the random case (R10)
while it is only 1.7× 10−2 for the staggered case (S10). For the 78% cases, the
standard deviation values are 4.1× 10−2 for R78 and only 1.5× 10−2 for S78.
The signed swirl strength measurements shown in figures 3.19(e) and (f)
exhibit spanwise heterogeneous variations with its peak values between and
its sign change in the HMPs and LMPs (dashed lines). This is indicative of
the δ-scale secondary flows which rotate clockwise in majority red and counter-
clockwise in majority blue regions. These counter-rotations sweep high mo-
mentum fluid from higher in the boundary layer downward in the HMPs and
eject low momentum fluid from deep in the boundary layer upward5;3. While
the swirl strength measurements are affected to some degree by experimental
error of the stereo PIV system, the differences visible between the random and
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staggered cases are outside experimental error.
Lastly, Reynolds shear stress contour plots in figures 3.19(i) and (j) show re-
duced and enhanced Reynolds shear stress in the HMPs and LMPs respectively.
And, turbulent kinetic energy contour plots in figures 3.19(m) and (n) show
evidence of reduced tke and enhanced tke in the HMPs and LMPs respectively.
Simulations in Anderson et al. 3 indicated that enhanced Reynolds shear stress
and tke in the LMPs was a result of production at the surface (specifically below
the HMPs) and advection into the LMPs rather than local production. As with
the LDV results, the results based on present stereo PIV measurements are
consistent with those of Barros and Christensen 5 and Anderson et al. 3.
3.4.2 Momentum pathway surface roughness
correlations
One of the major topics concerning rough-wall boundary layer secondary
flows and their resulting HMPs and LMPs has been their locations with respect
to the underlying surface morphology. There is now a sizable set of paramet-
ric studies exploring these rough-wall boundary layer secondary flows over
systematically-varied heterogeneous roughness. Chung et al. 13 provided a
recent review of the findings with respect to spanwise spacing of roughness,
and Medjnoun et al. 46 provided a recent review with respect to upwash and
107
CHAPTER 3. FLOW OVER TRUNCATED CONE ROUGHNESS
downwash locations.
Surfaces with repeating roughness features have long been suspected of
generating secondary flows which correlate with surface topography. However,
in the present tests, the surfaces with repeating units (staggered) do not show
evidence of δ-scale secondary flows. Recent parametric studies find that a
minimum distance of δ/2 was required for significant secondary flows to be
generated84;13. Here the S10 case had staggered truncated cones spaced at
2D ≈ 0.4δ in the spanwise direction, and for the denser cases the spacing was
smaller. Thus, the lack of observed secondary flows on the staggered cases is
not inconsistent with results of Vanderwel and Ganapathisubramani 84.
Less commonly, secondary flows have been observed in a turbulent boundary
layer over more complex roughness. A series of experiments were performed
over a replicated turbine-blade damaged by deposition of foreign materials,
and HMPs and LMPs were identified97;98;49;50;5;58. The surface studied by Chris-
tensen and colleagues was highly irregular. However, Barros and Christensen 5
identified that HMPs and LMPs appeared to form over relatively elevated and
recessed terrain in the 1δ upstream fetch respectively. The surface correlation
indicated that there was still δ-scale spanwise surface heterogeneity despite the
complexity of the surface.
In an attempt to correlate HMPs and LMPs with upstream topography in this
study, figure 3.21 shows HMP and LMP correlations with upstream topography
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statistics for all random surfaces. Pane (i) in each subfigure 3.21(a)-(h) shows
the outer-normalized streamwise velocity (U/Ue). HMPs and LMPs are indicated
with red dashed lines in all panes. Below the streamwise velocity are graphical
depictions of the upstream topography and spanwise surface height statistics
from these topographies. Pane (ii) shows the outer-normalized low-pass-filtered
spanwise roughness profile, η/δ, in blue for direct comparison with the findings
of Barros and Christensen 5. η is calculated by averaging the heights from a
δ-long upstream fetch and then applying a Fourier cut-off filter at 0.125δ on the
spanwise vector. Barros and Christensen 5 found HMPs and LMPs correlated
with regions of relatively elevated and recessed upstream terrain respectively
as indicated by the filtered height, η. Pane (ii) in each of figures 3.21(a)-(h)
does not appear to show a consistent correlation with this statistic over these
surfaces.
An alternate method of achieving a spanwise-smoothed plot of terrain eleva-
tion is to use a centered moving average with carefully chosen box widths. Pane
(iii) shows the streamwise average height, hx, of 1δ upstream fetch x0−δ < x < x0
which is then spanwise-smoothed with both a moving average of 2D width,
˜︁hx (black), and 6D width, ˆ︁˜︁hx (grey). Relatively high terrain is evident when
˜︁hx−ˆ︁˜︁hx > 0 (black over grey), and relatively low terrain is evident when ˜︁hx−ˆ︁˜︁hx < 0
(grey over black). Again, no consistent correlation of HMP and LMPs with ter-
rain height appears.
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It is not surprising that these statistics from δ-long upstream fetch do not
correlate with HMPs and LMPs. In figure 3.17, it was noted that HMPs and
LMPs remained in approximately the same spanwise locations for a 4δ fetch.
This indicates that it is unlikely that statistics from only a 1δ fetch would be
capable of generating and sustaining these turbulent boundary layer features.
The R78 surface shows HMPs and LMPs but with little statistical variation
across the span when averaging 4δ of upstream fetch (not shown). This suggests
that these HMPs and LMPs are independent of the local upstream surface
statistics. The remainder of this section will posit a possible initiation mech-
anism at the leading edge of the roughness, and section 3.4.3 will discuss a
possible sustainment mechanism.
The leading edge of the roughness may provide a heterogeneous initiation
mechanism independent of the more homogeneous spanwise surface statistics.
The R10 plate in figure 3.21(a) gives an example of how this might occur in pane
(vi) where flow is from bottom to top. As can be seen from the dashed red lines,
HMPs appear to be aligned with the first truncated cones that the developing
boundary layer encounters at the leading edge of the roughness, and the LMPs
appear to aligned with flat topography for a longer fetch. This could initiate
HMPs and LMPs by leading truncated cones shedding vortical structures when
k is of O(δ) or by generating locally higher tke as in Anderson et al. 3.
In order to quantify leading edge topography, pane (v) contains plots of ˜︁hx
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and ˆ︁˜︁hx where, here, the hx represents initial streamwise averaging of surface
height in the first D/λp of leading roughness fetch (xr < x < xr + D/λp). The
averaging length, D/λp, normalizes the area averaged to a similar number of
truncated cones in each random case. The difference [˜︁hx−ˆ︁˜︁hx]xr<x<xr+D/λp is then
a measure of leading edge roughness across the span in pane (v) on all cases.
Figure 3.20 shows the correlation coefficient between leading edge topog-
raphy and U/Ue at y/δ = 0.25 in blue circles. Also shown for comparison in
red triangles is the correlation coefficient between 1δ upstream topography
and U/Ue at y/δ = 0.25. A positive correlation coefficient represents positive
correlation between HMPs and relatively elevated terrain and LMPs and rel-
atively recessed terrain. Figure 3.20 indicates that many test surfaces show
little correlation with these measures. However, three surfaces, R10, R57, and
R78, display a significant (above 0.5) positive correlation with leading edge
topography above the threshold set by the other 13 correlations. While hardly
definitive evidence, it is surprising that there would be any correlation at ap-
proximately 18δ downstream. Additionally, but anecdotally, it appears as though
there may have been some drifting left or right on a few of the test surfaces
yielding negligible statistical correlation even though the qualitative agreement
is visually noticeable.
It is important to point out that experiments in Barros and Christensen 5
and the current experiments both employed a smooth-wall development length
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Figure 3.20: Correlation coefficients between streamwise velocity, U/Ue at
y/δ = 0.25, and leading edge topography in blue circles and 1δ immediate
upstream fetch in red triangles.
for the boundary layer prior to the leading edge of the roughness. The current
experimental series required 48 printed surfaces which required over 16 days
of 3D printer usage. The smooth-wall development length was an attempt to
mitigate the costs. Wu and Christensen 97, and presumably Barros and Chris-
tensen 5, attempted to mitigate the effect of the leading edge of the roughness
by placing the mean height of the roughness at the same vertical level of the
smooth-wall. That was not done in the present test series and the smooth-wall
development was aligned with the truncated cone base plate. This may have
played a role in HMP and LMP initiation in both studies.
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(a) (b)
(c) (d)
Figure 3.21: (a) R10, (b) R17, (c) R39, (d) R48, (e) R57, (f) R63, (g) R70, and (h)
R78 surface correlations with HMPs and LMPs (continued on the next page).
See the caption on the next page for a comprehensive figure description.
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(e) (f)
(g) (h)
Figure 3.21: (a) R10, (b) R17, (c) R39, (d) R48, (e) R57, (f) R63, (g) R70, and (h)
R78 surface correlations with HMPs and LMPs (continued from the previous
page). Red dashed lines mark high and low momentum pathways with ‘H’ and
‘L’ respectively above the top pane. Plots are: (i) Outer-normalized streamwise
velocity (U/Ue); (ii) Outer-normalized low-pass-filtered spanwise roughness pro-
file, η/δ, in blue line; (iii) ˜︁hx/k|x0−δ<x<x0 in black line and ˆ︁˜︁hx/k|x0−δ<x<x0 in grey
line; (iv) Graphical depiction of the topography 1δ upstream of the measurement
plane, x0 − δ < x < x0; (v) ˜︁hx/k|xr<x<xr+D/λp in black line and ˆ︁˜︁hx/k|xr<x<xr+D/λp
in grey line; and (vi) Graphical depiction of the leading roughness topography
from xr < x < xr +D/λp. x0 is the location of the measurement plane, and xr is
the upstream start of the roughness field. Streamwise flow is from bottom to
top over the graphical depictions of the surface.
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3.4.3 Momentum pathway sustainment
The previous sections have established the presence of HMPs and LMPs
over the random truncated cone surfaces and discussed correlation of those
momentum pathways with the surface morphology. Section 3.4.2 suggested
that these HMPs and LMPs were initiated at the leading edge of the roughness.
However, the HMPs and LMPs were measured at an approximately 18δ fetch
downstream of the roughness onset and developed over a surface with approxi-
mately spanwise homogeneous statistics over that long fetch. Some sustainment
(or prolongation) mechanism must be at play to explain the observed HMPs and
LMPs far downstream of the location of their initiation near the leading edge.
Studies by Hinze 29,30 and Anderson et al. 3 have previously explained a
mechanism that could be at work here although it was presented in a different
context. In their derivations, Hinze 29 and Anderson et al. 3 both show that im-
balances in tke production and dissipation near the wall in a turbulent boundary
layer generate secondary flows. More precisely, when tke production exceeds dis-
sipation in a localized region of a turbulent boundary layer, a secondary current
of turbulence ‘poor’ fluid is induced that flows toward the high tke-production
region. And, a secondary current of turbulence ‘rich’ fluid is induced out of the
region29 complying with the continuity equation. While it is known that tke pro-
duction exceeds dissipation everywhere across the span near the wall, in their
simulation data and the Barros and Christensen 5 experimental data, Anderson
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et al. 3 show that the higher drag roughness generates relatively more tke. Thus
the highest tke production-dissipation imbalance exists over the higher drag
roughness. This imbalance induces a downward mean flow of turbulence ‘poor’
fluid into this location from above (along the highest tke gradient), and then
a lateral mean flow of turbulence ‘rich’ fluid outward. Therefore, this is the
localized mechanism which advects high momentum fluid from higher in the
turbulent boundary layer downward creating a localized HMP and advects low
momentum fluid from lower in the turbulent boundary layer upward creating
adjacent LMPs. Both Hinze 29 and Anderson et al. 3 provide arguments based
on the governing equations for this mechanism that need not be repeated here
since the physical understanding is sufficient for the present study.
In the present study, there is no identifiable spanwise region of higher drag
producing roughness (i.e. higher y0 or ks), but a spanwise gradient of streamwise
velocity is imposed from the upstream condition instead. In this case, the
spanwise regions of higher momentum fluid will tend to interact more strongly
with the truncated cone roughness crests and create spanwise regions of locally
higher form drag (skin friction, see section 3.4.4) and tke production. The
previous studies have demonstrated that this would induce a mean secondary
flow toward the wall in the HMPs and an outflow away from the wall in the
LMPs, thus serving as a self-prolonging mechanism.
The plots in figures 3.19(m)-(p) are consistent with this physical under-
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standing showing the highest wall-normal gradients of tke are in the HMPs
(recognizing that the highest local tke above the roughness crests could not be
resolved since they occur very near the crests (e.g. Sadique 69)).
3.4.4 Momentum pathway local boundary layer
parameters and statistics
It is insightful to analyze the local profiles within a single random truncated
cone test surface to observe the deviation from universality caused by the
secondary flows. For this purpose, the comprehensive shear stress method96
was applied to each local R78 profile individually to solve for local friction
velocity, uτ ,TSS. The subscript ‘TSS’ indicates that the friction velocity was
calculated from the local turbulent shear stress. For consistency, the zero-plane
displacement, d, was fixed at the value calculated from the spanwise average
(see table 3.2) during the CSS method iterative process.
Figure 3.22 shows each random surface’s streamwise velocity contour plot (i)
together with the friction velocity obtained (ii). It is readily apparent that the
CSS method calculated lower and higher local friction velocities, uτ ,TSS, in the
HMPs and LMPs respectively. Because the CSS method is heavily influenced
by turbulent shear stress measurements, the calculated friction velocity is
positively correlated with the enhanced and depressed local Reynolds shear
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stress. However, this result is contrary to expectation. Fluid-dynamic drag
imposed by the high k+s truncated cone surface is expected to be largely form
drag12;34. The higher velocity fluid in the HMPs would then be expected to
transfer more momentum to the surface as it interacts with the roughness
crests than the lower velocity fluid in the LMPs, leading to higher local friction
velocity in the HMPs.
One might expect this to cast some doubt on the application of the CSS
method in section 3.3, however the total wall stress is measured reasonably
well in the spanwise average leading to an accurate result. Womack et al. 96
demonstrates that the spatial averaging of the streamwise momentum equation
requires a dispersive stress term. Given the spanwise size of the measurement
plane (including multiple HMPs and LMPs), the number of profiles in the spatial
average, and the inclusion of the dispersive stress term, the additional error in
the friction velocity calculation is expected to be small.
In order to investigate this issue further, an alternative method for calcu-
lating local friction velocity was also employed. The surfaces are statistically
homogeneous, and many experiments have shown that the roughness length
is characteristic of a particular surface16;80;52. Since the CSS method allowed
accurate determination of surface roughness characteristics from the spanwise
average profile in section 3.3, roughness length and zero-plane displacement
from table 3.2 are assumed to be universal properties of the surface in this
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Figure 3.22: (a) R10, (b) R17, (c) R39, (d) R48, (e) R57, (f) R63, (g) R70, and
(h) R78 local friction velocity correlations with HMPs and LMPs. Red dashed
lines mark high and low momentum pathways with ‘H’ and ‘L’ respectively.
Panes show outer-normalized (i) streamwise velocity, U/Ue, and (ii) local friction
velocity, uτ/Ue. The blue line is uτ ,TSS/Ue, and the green line is uτ ,wall/Ue. The
black dashed line is uτ from table 3.2.
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alternative method. This is equivalent to assuming that equivalent sand-grain
roughness, ks, and wall offset, ϵ, are fixed. Holding y0 and d fixed, the local
friction velocity, uτ ,wall, is then determined from a fit to the log-law equation
between 0.10 < y/δ < 0.19. Figure 3.22 also shows the outer-normalized friction
velocity results of this modified Clauser method. Now, it can be clearly seen that
the uτ ,wall results conform with expectation from form drag. The subscript ‘wall’
indicates that the friction velocity was derived from the rough-wall form drag.
Local profile comparisons with other turbulent boundary layer profiles are
now possible with local friction velocity scaling using either friction velocity
uτ ,wall or uτ ,TSS. It is readily seen in figure 3.23 that profiles scaled with uτ ,wall
do not display outer-layer similarity. Also figures 3.23(b)-(d) all indicate a clear
lack of collapse of the turbulent shear stresses under scaling with uτ ,wall. In
figure 3.23(a), the inner-normalized local profiles generally collapse in the log-
law region with slight variation due to differences in local uτ ,wall. In the wake
region, the lack of collapse is not surprising. Each local profile had modified
mean vertical velocity and varying local boundary layer thickness, and these
differences manifest as different wake strengths since the profiles were forced
to collapse in the log-law region.
Figure 3.23(f), in particular, highlights that the wake strength deviates
considerably from the Castro 9 rough-wall data set especially in the HMPs
where Π is lower. Profiles with high Π correspond with LMPs, and profiles
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Figure 3.23: Inner-normalized (a) mean streamwise velocity, (b) Reynolds shear
stress, (c) streamwise velocity variance, and (d) wall-normal velocity variance
plotted for all local R78 profiles. Variation of Π as a function of (e) θ/y0 and (f)
roughness function, ∆U+, plotted for all local R78 profiles. Local uτ ,wall was used
for inner scaling and is representative of the local wall shear stress.
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Figure 3.24: Inner-normalized (a) mean streamwise velocity, (b) Reynolds shear
stress, (c) streamwise velocity variance, and (d) wall-normal velocity variance
plotted for all local R78 profiles. Variation of Π as a function of (e) θ/y0 and (f)
roughness function, ∆U+, plotted for all local R78 profiles. Local uτ ,TSS was used
for inner scaling and is representative of the local turbulent shear stress.
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with low Π correspond with HMPs. This is contrary to Medjnoun et al. 45, who
reported higher wake strength in the HMPs and lower wake strength in the
LMPs. This difference can be explained by the difference in surface morphology.
Medjnoun et al. 45 utilized infinitely long streamwise-aligned smooth rectangular
strips with different spacing. In such a morphology, the LMPs exist over the
rectangular strips and HMPs in the valleys between the strips. Medjnoun
et al. 45 was able to directly measure friction velocity with oil-film interferometry
and found that the highest friction velocity occurred over the strips. This means
that the lowest wake strengths occurred over the highest measured friction
velocity, which is consistent with the current finding.
Finally, local profile results are compared with the skin friction law15;68;9;96.
A developing boundary layer over a homogeneous surface will tend to move from
left to right on the curve. Figure 3.23(e) reveals that this development process
has been locally altered across the span in the present data.
Figure 3.24 show the same series of plots with scaling by uτ ,TSS which is
representative of the local turbulent shear stress. The difference under this
scaling is clear, and the plots for the Reynolds stresses appear to collapse better.
Taken together the plots in figures 3.23 and 3.24 indicate that the turbulent
boundary layer above has been decoupled from scaling with the actual local wall
shear stress directly below by the lateral advection of turbulent stress. Instead,
the turbulence stresses appear to scale more closely with the local turbulent
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shear stress measured above the roughness canopy, while the mean velocity
profile shows significant scatter.
This finding has significance for experiments where fluid dynamic total
shear stress methods are used for indirectly determining the wall shear stress.
All total shear stress methods rely on a 2D assumption which simplifies the
streamwise momentum equation. The 2D assumption physically means that all
turbulent shear stresses are expected to originate from the surface directly below
and are representative of the local wall shear stress. However, when secondary
flows are present, this may not be the case. A single profile normalized with
uτ ,TSS would look like any single profile from figure 3.24 with little evidence of
significant deviation from universality. This may lead to erroneous findings for
the test. Laterally-averaged profiles must be used to obtain good results for
flows in which secondary flow structures are present.
3.4.5 Momentum pathway Reynolds shear stress
quadrant analysis
The LDV measurements from these tests provide a unique opportunity
to explore the differences in the turbulence structure within the HMPs and
LMPs. A useful technique for investigating changes in turbulence structure
is quadrant analysis, first introduced by Wallace et al. 90. Quadrant analysis
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consists of conditional averaging of Reynolds shear stress contributions in
each of the four quadrants on a plot of v′ versus u′ velocity fluctuations: Q1
outward interactions (+u′,+v′), Q2 ejections (−u′,+v′), Q3 inward interactions
(−u′,−v′), and Q4 sweeps (+u′,−v′). Q2 ejections and Q4 sweeps events are
the largest contributors to Reynolds shear stress and deserve special attention.
They represent the transport of low momentum fluid away from the wall and
high momentum fluid toward the wall which has been a major topic of this
study. Willmarth and Lu 94 expanded the capability of quadrant analysis with
the addition of the hyperbolic hole size, H, which further allows conditional
sampling of the most significant quadrant events. Here, the quadrant analysis
utilizes the hyperbolic hole technique employed by Lu and Willmarth 43 among
others.
Reynolds shear stress quadrant analysis was performed on the LDV data







where IQ (t) is an indicator function defined as
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Nc is the number of coincident LDV u and v velocity realizations, and NQ is
the number of coincident realizations in the quadrant. The saturable-detector
scheme yields nearly even-time velocity samples for LDV statistics in this study
and makes the summation of equation 3.4 nearly equivalent to the time integral
utilized by other studies.
Figure 3.25 presents Q2 and Q4 quadrant data from the least dense and most
dense random test plates computed with hole sizes of H = 0 and H = 1. The
following qualitative analysis focuses on entire cross-stream contours rather
than specific vertical LMP or HMP profiles. Because there is a lack of imposed
periodicity or symmetries (as would be the case for regular roughness element
arrangements), choosing specific LMP or HMP profiles for direct comparison
would involve arbitrary selection. Instead, the contour plots allow several
overall trends to be discerned more clearly.
In the top row of figures 3.25(a)-(d), reduced and enhanced Reynolds shear
stress in the HMPs and LMPs, respectively, is clearly identifiable. In the lower
four rows, figures 3.25(e)-(t), quadrant contributions and ratios are shown for the
lower half of the boundary layer where Reynolds shear stress is more significant,
and the vertical aspect has been stretched to fill the plot when compared to the
top row figures 3.25(a)-(d). In the second row figures 3.25(e)-(h), a clear trend is
observed with higher relative percent contribution of Q2 events in the HMPs
and lower relative contribution in the LMPs. In contrast, percent contribution
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of Q4 events shows no clear trend with respect to HMPs and LMPs in the third
row figures 3.25(i)-(l).
The contributions from Q2 events are compared to the contribution from Q4
events by taking their ratio (u′v′Q2/u′v′Q4). The fourth row of contour plots in fig-
ures 3.25(m)-(p) presents contour plots of this ratio. In HMPs, Q2 contributions
are up to 20% larger than Q4 as seen in blue from 0.1 ≲ y/δ ≲ 0.5. This is con-
sistent with other studies over honed-pipe, sand-grain, and wire mesh surfaces
for boundary layers where secondary flows were not evident39;74;52. In LMPs,
the white (to light red) stands in contrast to the blue and indicates approximate
parity in the Q2 and Q4 contributions. This appears to be a clear modification of
the turbulence structure in the LMPs with respect to other rough-wall boundary
layers.
A final comparison can be made between the number of Q2 and Q4 events
occurring in HMPs and LMPs. The number of events is a proxy for time
fractions because the virtual saturable-detector scheme provides nearly even-
time sampling. Figures 3.25(q) and (s) show ratios of the total number of
Q2 events over the total number of Q4 events (NQ2/NQ4) for R10 and R78
respectively. The plots appear light red to white signifying a ratio of just below
one to one. This is consistent with Morrill-Winter et al. 52 who appears to be
one of the only rough-wall data sets that presents time fractions. Perhaps the
most striking difference observed in figure 3.25 is presented in the ratio of
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strong Q2 ejection events to strong Q4 sweep events. It is clear from figures
3.25(r) and (t) that the number of strong sweeps is dominant in the HMPs
and the number of strong ejections is dominant in the LMPs. This stands in
contrast to measurements from Morrill-Winter et al. 52 which show a time ratio
of approximately 1.1 for strong (H = 1) ejections over sweeps in this region
which would appear light blue in figures 3.25(r) and (t). This indicates that
the turbulence structure has changed in the HMPs with strong sweep events
occurring more frequently than on other rough-walls. However, the current
observations appear congruent with the present momentum pathways because
they indicate that time spent strongly ejecting low momentum fluid upward in
the boundary layer dominates in LMPs while time spent strongly sweeping high
momentum fluid downward in the boundary layer dominates in HMPs.
3.5 Conclusions
Turbulent boundary layer measurements over regular and irregular trun-
cated cone roughness, covering a wide range of planform densities, were pre-
sented and compared with other rough-wall data from the literature. Eight
planform densities ranging from 10% to 78% were tested in both square stag-
gered and random distributions to determine trends as a function of density
and contrast the behaviors of irregular versus regular roughness distributions.
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Important turbulent boundary layer parameters such as friction velocity, thick-
ness, roughness length, and zero-plane displacement, showed only minor differ-
ences between the regular and random arrangements when determined using
well-resolved spatial-averaged profiles, i.e. averaged over the span or a repre-
sentative tile of horizontal heterogeneity. Roughness length y0, in particular,
showed close agreement between regular and random surface cases at the same
density, suggesting that fluid dynamic drag is more a function of the roughness
density and element shape than its particular arrangement. Peak roughness
length occurred at approximately 40% planform density. The Macdonald et al. 44
morphometric drag model predicted roughness length well at densities below
the peak, and the Zhu et al. 101 model predicted roughness length well above
the peak. However, both models required adjusting model coefficients within
reported ranges, suggesting more data are needed for accurate drag prediction
and more refined models which should be valid over the entire λp range.
Multiple profiles were recorded over all regular and irregular arrangements.
Local profiles over staggered arrangements differed only within the roughness
sublayer which extended less than 2k above the roughness crests. In contrast,
local profiles over random arrangements showed differences throughout the
entire boundary layer, indicating a breakdown in outer-layer similarity that was
not observed over the regular roughness. Wall-normal spanwise LDV and stereo
PIV measurement planes showed that secondary flows were responsible for
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this breakdown and were associated with high and low momentum pathways.
The HMPs and LMPs were consistent with other studies’ observations of these
flow structures in measurements of streamwise velocity, signed swirl strength,
Reynolds shear stress, and turbulent kinetic energy.
The HMPs and LMPs did not appear to be correlated with local surface topog-
raphy but may be correlated with topography at the random roughness leading
edge. It was suggested that spanwise flow heterogeneity, inducing skin-friction
heterogeneity, may be self-prolonging over the random truncated cone surfaces
and not require further spanwise roughness heterogeneity for sustainment
downstream of the initiation. Two methods were used to calculate local friction
velocity across the span on the random cases. Results confirmed skin-friction
heterogeneity but provided opposing, anti-correlated results. Differences in the
methods’ results and their ability to universally scale the turbulent boundary
layer profiles were explored, and results were consistent with the view that the
secondary flows disassociate local scaling of the turbulent boundary layer profile
with local wall shear stress due to the lateral advection of turbulent stresses.
Reynolds shear stress quadrant analysis revealed that the turbulence struc-
ture in the HMPs was modified, specifically the time fraction of strong sweeps
was much greater than strong ejections in the lower half of the boundary layer.
Such behavior was not observed in LMPs or in earlier data from the literature
on flows over sand-grain roughness. Additionally, LMPs showed approximate
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parity of Reynolds shear stress contributions from ejection and sweep events
in the lower half of the boundary layer. Conversely, a variety of other rough
surfaces in the literature have shown ejections typically contribute 10% to 20%
more.
An important conclusion from this study of regular and irregular truncated
cones is that full-scale drag prediction may be less arduous than expected. Regu-
lar and irregular arrangements of truncated cones show little difference in fluid
dynamic drag measurements which suggests that there may be less need to
explore both regular and irregular arrangements of a particular roughness mor-
phology for drag prediction data (excepting roughness clustering not considered
here). Additionally, the secondary flows had little effect on the overall surface
drag which indicates that the observed breakdown in outer-layer similarity may
not affect drag significantly. These are welcome findings for the advancement of
drag prediction.
However, despite these findings for drag prediction, many open questions
remain concerning secondary flows over rough surfaces. First, it is important to
understand the specific conditions and fluid dynamic mechanisms generating
secondary flows. If spanwise irregularity at the leading edge of roughness
can cause sustained secondary flows, there are implications in other contexts.
Second, it is important to better understand secondary flow sustainment over
irregular roughness. Turbulence measurements within the roughness canopy
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could provide further evidence for the sustainment mechanism posited in this
study. Lastly, it remains to be seen how these secondary flows develop without
identified surface features to influence their behavior. Measurements from
multiple streamwise fetch locations are needed to explore such effects. Without
definite answers to these questions, this study shows that investigators must
ensure representative profiles are utilized for evaluating drag and other flow





This work has presented an experimental data set for turbulent boundary
layer flow over truncated cone roughness. The turbulent boundary layer data
were analyzed with a novel comprehensive shear stress analysis technique
which provides better friction velocity accuracy than other available methods96.
Two current drag prediction models were tested against the truncated cone
roughness morphology with some success. However, the data can continue
to be used used to test, refine, and develop future drag prediction models
through the roughness database13 (http://roughnessdatabase.org/). For
example, roughness drag results presented here have already been used to
inform United States Navy ship hull cleaning procedures32. The data were
also used to improve understanding of the differences in flow over random
and regular roughness arrangements and to identify high and low momentum
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pathways with characteristics that were contrary to expectation given currently
available literature.
Further studies in truncated cone roughness flow prediction should focus
on clustering of roughness elements and studying flow with a smaller ratio
of roughness height to the boundary layer thickness. Finally, observation of
high and low momentum pathways over this irregular roughness topography
and differences with expected trends should motivate further inquiries into
the generation, sustainment, and evolution of secondary flows in turbulent
boundary layers. Flow statistics at multiple streamwise development locations
and within the roughness canopy over irregular surfaces with secondary flows
would help inform these open topics.
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Adaption of the Macdonald
et al.44 model to truncated cones
The final roughness length, y0, expression in Macdonald et al. 44 in notation

























k is the height of the roughness, d is the zero-plane displacement, and β is a
correction factor. CDH is the coefficient of drag with respect to the mean velocity
at the roughness crest, UH , and λf is the frontal density. This study assumes no
empirical correction factor, so β = 1.
In (A.1), the quantity (1 − d/k)λf is a substitution for the frontal density
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APPENDIX A. ADAPTION OF THE MACDONALD ET AL. MODEL TO
TRUNCATED CONES
above d, λ∗f = A∗f/A0, where A∗f is the frontal area above d and A0 is the lot area.
It assumes a constant roughness cross-sectional area with respect to height























In order to solve the equation for truncated cones, morphometric expressions
are required for d and A∗f . While acknowledging its limitations, Macdonald
et al. 44 suggests that a minimum estimate for d can be obtained by solving the
height formed by distributing the aggregate volume of obstacles over the lot area.
The staggered truncated cone repeating unit, in figures 3.1(a)-(h), contained two
truncated cones on the lot area. Also, for a truncated cone with base diameter,
D, and diameter at height k, Dk, an equation for varying diameter with height is
Dh (h) = D − h/k (D −Dk). Thus, an expression for d with two truncated cones
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For the plot in figure 3.9, (A.2) and λp = πD2/(2A0) are solved explicitly by
adjusting A0 in the desired range with the substitutions for (A.3) and (A.4). It
should be noted that this derivation assumes no overlapping of truncated cones.
In a square staggered arrangement, this means that minimum A0 = 2D2.
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