Abstract-In this paper, we present a Quality of Experience (QoE)-aware scheduler aiming at maximizing the minimum Mean Opinion Score (MOS) in a system subject to attaining at least a given number of satisfied users. Different from the benchmark solution, the proposed one takes into account all the data that the User Equipments (UEs) have already received, and not only the data of a specific instant of time, thus suitably excluding UEs already satisfied. According to simulation results, the proposed solution not only improves the users' satisfaction and the minimum experienced MOS in the system, but it also doubles the capacity in terms of supported number of users compared to benchmark solution. It is also able to handle imperfections on the Channel State Information (CSI).
I. INTRODUCTION
The next generation of wireless communications, the 5 th Generation (5G), is expected to support tens or even hundreds of billions of devices as a result of new applications beyond personal communication [2] . Due to this diversity of devices, the experience perceived by the users may differ, even if they are subjected to similar Quality of Service (QoS) scenarios, i.e., same data rates, latency, etc.
Therefore, the conventional network-centric view of the system will no longer be enough, needing to be replaced by user-centric approaches. These new approaches should adopt Quality of Experience (QoE) metrics, which consider the subjective perception of the end user, instead of QoS metrics, which are typically network oriented. QoE is generally evaluated by a Mean Opinion Score (MOS) ranging from 1 to 5 [3] .
One possibility to provide better user satisfaction is to consider QoE-aware schedulers to manage the limited radio resources. In [4] , a power allocation scheme is proposed targeting at maximizing QoE for video transmissions over Multiple Input Multiple Output (MIMO) systems. The problem is decomposed into sub-problems and a bisection search algorithm is used to obtain their optimal solutions. In [5] , a multi-cell coordination among multiple Base Stations
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A preliminary version of this paper was presented in XXXIII Simpósio Brasileiro de Telecomunicações (SBrT'15), Juiz de Fora, MG, Brazil, September 1-4, 2015. [1] Digital Object Identifier: 10.14209/jcis.2016. 3 (BSs) is investigated for interference mitigation and overall QoE maximization. The problem is formulated as a local cooperative game, where BSs are encouraged to cooperate with their peer nodes in the adjacent cells when scheduling users and allocating power.
Opportunistic algorithms, such as the algorithms proposed in [4] and [5] , which try to maximize the sum of QoE of the users in a system may penalize users with poor link conditions. To overcome this problem, the solution proposed in [6] firstly allocates subcarriers to all the users in order to guarantee their minimal transmit rate requirement, then the remaining subcarriers are allocated to the users who can achieve the best QoE gain. In [7] , a Proportional Fair algorithm scheduling is proposed considering not only the users' QoE maximization, but also the fairness among users.
Another strategy to increase the fairness between the users is to maximize the minimum MOS, as done in [8] . The authors formulate a problem aiming at maximizing the minimum MOS of the users in a system subject to attaining at least a given number of satisfied users. Therein, an algorithm for Resource Block (RB) assignment and power allocation is proposed to solve this problem. The presented results showed that the proposed solution outperforms state-of-the-art algorithms, as well as it performs close to the optimal solution.
The present work proposes a step ahead with respect to [8] . The solution presented in [8] does not take into account the time dimension, trying to satisfy the users at each Transmission Time Interval (TTI), independently of previous allocations. Therefore, considering the time dimension, this solution is not as fair as it should be, since some users can be satisfied for longer periods of time than others, mainly when there is a high number of users in the system competing for a limited resources. This results in a capacity problem where the system cannot deal with its high number of users.
To overcome the previous cited issue of [8] , this work presents a RB scheduler considering that the users should be satisfied on average over a certain timespan, thus admitting that some users can be unsatisfied at some particular TTI. Thus, different from [8] , when estimating the users' MOS in an instant of time, the proposed solution takes into account all the data that they have already received, and not only the data of the current TTI. Furthermore, when a user is already satisfied at a given TTI, he or she will not be considered during the resource scheduling for that TTI.
The remainder of this paper is organized as follows. Sections II and III introduce the network model and the problem formulation, respectively. Sections IV and V present the optimal and the proposed solutions, respectively. The performance of the involved algorithms is evaluated via computational simulations in Section VI. Finally, in Section VII, the main conclusions of our work are presented.
II. SYSTEM MODELING
We consider a downlink single-cell Orthogonal Frequency Division Multiple Access (OFDMA) environment mainly based on Long Term Evolution (LTE) specifications [9] , [10] and in which an Evolved Node B (eNB) serves a subset U of U User Equipments (UEs). Due to the diversity of applications with distinct requirements, we consider that the UEs are separated into different mobile subscription plans. For example, there is a priority plan with stricter requirements for emergency services, as fire brigade, police and ambulances, and another one for UEs in general. We define S = {1, 2, ..., S} as the set of subscription plans and U s as the set of subscribers of service plan s ∈ S, in which
Moreover, we consider that each user subscribes only a single service plan, i.e.,
We consider a RB as the minimum allocable time-frequency block in the considered LTE system. Each RB is composed of a number of adjacent subcarriers in frequency domain and of a number of OFDMA symbols spanning the duration of one TTI in time domain. Moreover, we assume that the eNB manages the allocation of a set K of K RBs to the UEs. We also assume that each UE and the eNB is equipped with a single antenna and the total power of the eNB is equal to P t , which is equally distributed among all RBs. Thus, the power p u,k used by the eNB to transmit to UE u through the RB k is p u,k = P t /K.
The channel coefficient h u,k [t] between the eNB and the UE u in TTI t is approximated by the coefficient of the first symbol of the mid subcarrier that composes the RB. Moreover, we assume that it remains constant during the period of one TTI.
In practice, the channel is estimated by the UE using pilot symbols transmitted by the eNB. In order to simulate a more realistic scenario, we consider that the channel estimate received by the eNB,ĥ u,k [t], corresponds to the real channel measure delayed by ∆t TTIs:
Therefore, the Signal to Noise Ratio (SNR) information related to UE u on RB k and available in the eNB is given by
in which σ 2 denotes the thermal noise power. We assume that the data transmission considers a link adaptation scheme that allows the eNB to transmit with a set of M possible Modulation and Coding Schemes (MCSs) with very low BLock Error Rate (BLER). The MCS selected by the eNB is a function of the SNR γ u,k [t] .
The total data transmitted to UE u in TTI t is given by
in which r u,k [t] is the achievable transmitted rate by the eNB to UE u on RB k in TTI t and x u,k [t] is the assignment index indicating whether the RB k is allocated to UE u in TTI t. Finally, defining φ(·) as a function mapping data rate into a MOS value, the QoE τ u [t] of a UE u at TTI t is given by
III. PROBLEM FORMULATION As previously mentioned, QoE-aware schedulers have been considered as an user-centric approach to manage the limited resources in wireless networks. In this context, we aim at maximizing the minimum MOS of the system in the end of a timespan of T TTIs by assigning RBs to the UEs being served by an eNB.
Furthermore, this work considers that at least ϕ s UEs should be satisfied for each service plan s in the end of a timespan, i.e., for each service plan s, at least ϕ s UEs should have a MOS equal to or higher than a given target MOS value n s in the end of a timespan. Considering U s as the number of UEs of service plan s, the ratio α s = ϕs Us is defined as the satisfaction factor of service plan s.
The studied problem can now be summarized as follows:
subject to
in which δ(a, b) represents the step function given by
The objective function min u∈U τ u [T ] being maximized in (5a) represents the system minimum MOS in the end of a timespan of T TTIs. The inequality in (5b) imposes that at least ϕ s out of the U s UEs of service plan s have MOS equal to or greater than n s . Finally, the last two constraints, (5c) and (5d), assure that a RB will be allocated to only one UE at a time.
The optimal solution of (5) cannot be obtained in real systems, since it should be necessary to know a priori the values of h u,k [t] during the whole timespan to decide which would be the best TTIs to allocate each resource to each UE. This kind of information is clearly not available, since it is not possible to precisely forecast the future channel state. Even though, in the next section we develop the optimal solution as a linear optimization problem to be used as a benchmark solution.
IV. OPTIMAL SOLUTION
In this section, (5) is reformulated as a Mixed Integer Linear Programming (MILP), which can be solved by standard algorithms, such as the Branch and Bound (BB) method [11] . Otherwise, it would be necessary to use the brute force or exhaustive search to solve (5).
The non-linear objective in (5a) can be linearized by introducing a slack variable and new constraints as follows:
Considering φ(·) as a strictly increasing function, then there is an inverse function φ −1 (·) mapping the possible MOS values of the UEs into corresponding required rate values [12] . Therefore, we can define µ = φ −1 (λ) and ψ u = φ −1 (n s ), ∀u ∈ U s and ∀s ∈ S, in which ψ u is the required transmit rate for UE u to be satisfied. Now, considering the previous definitions and replacing (3) and (4) in (7b), we have:
Similarly, (5b) can be replaced by:
Therefore, (5) can be rewritten as:
We can observe that problem (10) is still non linear due to constraint (10c). In order to linearize this problem, we introduce two binary operators: q u,s , which is equal to 1 if the UE u subscribes the service plan s or 0 otherwise, and ρ u , which assumes the value 1 if the UE u is satisfied, τ u ≥ φ(ψ u ), and 0 otherwise.
Replacing these new operators in (10), we have:
At this point, (5) has already been reformulated as a MILP. Therefore, we will reformulate (11) in a compact form using tensorial notation. For this, we need to introduce some concepts and definitions. The first one is the concept of unfolding. We arrange the elements x u,k [t] in a multi-dimensional array X ∈ R U ×K×T and we denote X (2) ∈ R K×U ·T as the mode-2 unfolding of X, in which the elements x (2) of X (2) are defined as a function of the elements of X as x [13] . In a similar way, the elements r u,k [t] form the multi-dimensional array R, and R (2) is the mode-2 unfolding of R.
We consider A B as the element-wise product between two equal-size matrices, called Hadamard product, and A ⊗ B as the Kronecker product expressed as
in which A ∈ R I×J and B ∈ R T ×R . Finally, we define the vec {·} operation as vec {Z} = z
which z i is the i-th column of matrix Z.
To simplify the notation, we rename the following variables: x = vec X (2) T and r = vec R (2) T . Arranging the elements q u,s into the matrix Q, we can now rewrite (11) as 
in which the elements ψ s , ρ u and ϕ u are respectively arranged into the column vectors ψ, ρ and ϕ, I U is a U × U identity
At this point, the variables of our problem are: µ, x and ρ. To simplify even more the notation, they can be arranged into one single vector w, in which
Then, using w in the definition of a, B and C as below
we can finally rewrite the optimization problem as
in which
and, e = 0
V. QOE-AWARE SCHEDULER FOR IMPROVING SATISFACTION IN OFDMA SYSTEMS
As already mentioned, the solution of (15) cannot be obtained in real systems, since it requires to know a priori future values of h u,k [t] . For that reason, in the following, we propose a heuristic solution.
The proposed Radio Resource Allocation (RRA) algorithm is sketched in the flowchart of Figure 1 . It is divided into three parts: i) satisfied users exclusion, blocks (1) to (3); ii) minimum number of satisfied users per service satisfaction, blocks (4) to (11); and iii) minimum MOS maximization, blocks (12) to (16) .
The first part consists in estimating the users' MOS taking into account all the data that they have already received, block (2), and excluding the UEs who are satisfied, block (3). In [8] , this part was not considered, resulting, sometimes, in the allocation of RBs to UEs which were already satisfied, while leaving others in starvation.
The second part tries to satisfy ϕ s UEs for all service s ∈ S. It works in a loop, allocating RBs to the UEs with highest transmit rate on each RB, blocks (4) and (5). When someone gets satisfied, he/she is removed, blocks (6) and (7) . Besides this, if a service plan s achieves its minimum number of satisfied users, ϕ s , all the remaining UEs of this service are also removed, blocks (9) and (10). This loop continues until all the RBs have been allocated, block (8) , or all the service plans have achieved their minimum numbers of satisfied UEs, block (11) . It is important to note that, when updating the MOS of someone who has been allocated a RB, block (6), the time dimension is also considered, since we take into account all the data that have been previously transmitted.
In the last part, the remaining RBs are allocated to the UEs with lowest MOS, in block (13) , one at a time, aiming at maximizing the minimum MOS. After the last RB has been allocated, in block (14) , the algorithm restarts from block (1), until the end of the timespan, in block (16).
VI. PERFORMANCE EVALUATION
In this section, we present the simulation results obtained when comparing the proposed solution with the optimal solution of (15) and with ref. [8] , a benchmark algorithm. In Section VI-A and VI-B, the simulation scenario is presented and the results are discussed, respectively.
A. Simulation Assumptions
The scenario considered in the performance evaluation was aligned with the 3rd Generation Partnership Project (3GPP) LTE architecture [9] , [10] . Its description is presented in Section II.
We worked in the carrier frequency of 2 GHz with a 1.4 MHz system bandwidth. Each RB was composed of 12 adjacent subcarriers, resulting in 6 RBs in total. It was considered a small number of RBs due to the high computational effort required to obtain the optimal solution. Besides a small-scale fading, it was also considered as propagation effects a distance-dependent path-loss and a lognormal shadowing component. The value of other parameters are listed in Table I .
The considered MOS function, φ (·), was proposed in [17] and is given by:
in which R u is the total throughput of UE u. Three different scenarios were adopted to evaluate the performance of the proposed algorithm:
• The first one analyzed the impact of the number of UEs, considering perfect knowledge of the Channel State Information (CSI), i.e., ∆t = 0. There was a single service plan, i.e., all the UEs subscribed the same service plan. For this service plan, it was considered a target MOS of 3.5 and satisfaction factor of 100%, i.e., it aimed at satisfying 100% of the users with a target MOS of at least 3.5.
• The second one also considered ∆t = 0. However, different from the first scenario, there were two service plans. Both had a satisfaction factor of 100%, but service plan one considered a target MOS of 3.5 and the other, 4.5. There were 6 UEs in the system, and we analyzed the impact of changing the UEs from service plan 1 to service plan 2.
• The third scenario analyzed the impact of the delay at CSI estimation, i.e., ∆t ≥ 0, in a system with 6 UEs. As the first scenario, there was only one service plan with satisfaction factor of 100% and target MOS equal to 3.5.
Concerning the benchmark algorithm, [8] , different from the present work, it does not consider the time dimension, i.e., it does not take into account the previously transmitted data when estimating the users' MOS in (4). Furthermore, it does not have the step of exclusion of satisfied users when allocating the resources, as in Figure 1 .
Three metrics were adopted to evaluate the algorithms: satisfaction, i.e., percentage of users who have achieved their target MOS, minimum MOS and the computational cost.
One important metric of the system that will be used in the analyses is the coherence time, T c , that is defined in [18] as the time duration over which the channel's response to a sinusoid has a correlation greater than 0.5, and is given by
in which c = 3.10 8 m/s is the speed of light, f c is the carrier frequency and V is the relative speed between the UE and the BS. Considering the simulation parameters presented in Table  I , we have T c = 76 ms.
B. Numerical Results
Firstly, we considered perfect knowledge of the CSI to evaluate the impact of the number of UEs on the satisfaction of the system, Figure 2 , on the minimum MOS, Figure 3 , and on the computational cost, Figure 4 . In Figure 2 , we can see that, on the one hand, [8] has a satisfaction lower than 100% in systems with more than 6 UEs. On the other hand, the proposed solution is able to support up to 12 UEs, while keeping almost 100% of the UEs satisfied, which means that the proposed solution is able to almost double the capacity of the system in terms of the number of UEs when compared to [8] .
Notice also that not only the capacity can double, but also the satisfaction. For 12 UEs, while [8] achieves only 50% of satisfaction, our proposal still achieves satisfaction close to 100%. Figure 2 , the proposed solution outperforms [8] and performs close to the optimal solution as well. The steep decrease observed between loads 6 UEs and 7 UEs highlights the scalability problem of [8] . It is not able to handle the cases in which the number of UEs is higher than the number of RBs. Our proposal solves this problem by excluding users already satisfied and giving the opportunity to users with low MOS to increase their satisfaction. Figure 4 presents the impact of the number of UEs on the computational cost of the three analyzed algorithms. The mean time required by each algorithm to reach a solution was normalized by the mean time required by our proposal. As one can see, the curve representing [8] is almost constant and has a low value, which means that the proposed scheduler and [8] have a similar computational cost. Since Ref. [8] has also a power allocation step, it takes a little bit more time to run. Concerning the optimal solution it has a logarithmic relationship with our proposal. Notice that, for 6 UEs, it takes more than 10x the time required by our proposal to run. Figure 5 presents the impact on the satisfaction factor of changing UEs from service plan 1 (target MOS 3.5) to service plan 2 (target MOS 4.5), in a system with 6 UEs. As we can see, in the considered scenario, [8] is not even able to keep at least one UE in service plan 2, while keeping the satisfaction rate in the system higher than 90%. In opposite, our proposal can keep at most 4 UEs with a high target MOS, while keeping the satisfaction close to the optimal value. The last analyses focused on the delay of the CSI estimation. For this scenario, the optimal solution was not considered. Figures 6 and 7 present the impact of the delay, ∆t, on the satisfaction and on the minimum MOS, respectively.
From Figures 6 and 7 we can see that the increasing of CSI estimation delay negatively impacts the algorithms performance only for 0 < ∆t < 70 ms. For ∆t > 70 ms, approximately, the performance of the algorithms does not change significantly. This is due to the coherence time, T 0 = 76 ms. For ∆t > T 0 , the channel estimate received by the eNB,ĥ u,k [t] , and the real channel measure, h u,k [t], are already almost uncorrelated. Therefore, the increase of ∆t does not imply in less information about the channel, which justifies the plateau for ∆t > T 0 .
Since our proposal considers the previous allocations, if a UE loses a packet due to the error in channel estimate, in the next TTI, it will be able to handle this situation. This results in a better performance compared to [8] . Notice that the proposed solution is able to keep more than 80% of the UEs satisfied, while [8] keeps fewer UEs satisfied.
VII. CONCLUSION AND PERSPECTIVES
In this paper, we have presented a new QoE-aware scheduler aiming at maximizing the minimum MOS in a system subject to attaining at least a given number of satisfied users.
Different from the benchmark solution, the proposed scheduler takes into account all the data that the UEs have already received, and not only the data of a specific instant of time, as well as it excludes from scheduling process the UEs that are already satisfied.
As demonstrated, the proposed solution outperforms the benchmark solution, as well as it performs close to the optimal one. It improves the users' satisfaction and the minimum experienced MOS in the system, being able of doubling the capacity of the system in terms of number of users. It is also able to handle imperfections on the CSI estimation.
Due to the NP-Hardness of the studied problem, the application of soft computing techniques such as evolutionary algorithms and metaheuristics seem to be promising research areas. Future investigations might try to apply soft computing techniques in order to obtain near optimal solutions for a large number of RBs.
