We present an analysis of a large corpus of multimedia documents obtained from the web. From this corpus of documents, we have extracted the media assets and the relation information between the assets. In order to conduct our analysis, the assets and relations are represented using a formal ontology. The ontology not only allows for representing the structure of multimedia documents but also to connect with arbitrary background knowledge on the web. The ontology as well as the analysis serve as basis for implementing a novel search engine for multimedia documents on the web.
Introduction
Multimedia search on the web is limited to keyword search today. Search engine giants like Google simply just index the textual information encoded in the multimedia documents and the incoming and outgoing hyperlinks. Thus, Google squeezes structured multimedia documents to fit into its Page Rank model for hypertext.
1 In contrast, search for structured multimedia documents such as Silverlight presentations, Flash documents, and Adobe's Edge documents in the new W3C format HTML 5 is still very limited. Structured multimedia documents are composed of media assets like images, videos, audio, and text [6, 17] . The multimedia document obtains its structure by organizing the media assets coherently in time, space, and interaction [6, 17] . However, this information is not used for indexing and retrieving the content today. In addition, the arrangements of media assets as well as the media assets themselves exhibit certain semantics that is typically not explicitly encoded in the multimedia documents. This makes it hard to search for and within structured multimedia documents, which is of high benefit for a variety of reasons. Multimedia documents that can be better searched by making its media assets accessible for retrieval are better visible in the web. In addition, it enables for a better reuse of media assets in order to save costs and time, e. g., in large enterprises that professionally produce multimedia documents for e-learning, advertisement, or for creating professional websites.
In order to improve search in structured multimedia documents, we conduct an analysis of a large multimedia corpus. For the purpose of analysis, we represent the documents using a generic multimedia document ontology (M2DO). Besides representing media assets and their temporal, spatial, and interaction relations, the M2DO allows for a seamless integration of semantic annotations in form of background knowledge provided from the Linked Open Data (LOD) cloud.
2 On the LOD cloud, data is interlinked and provides machine readable semantics. The M2DO has been designed in terms of a backwards analysis of the existing models [18] .
The remainder of the paper is organized as follows: In the following section, we present an illustrative scenario motivating the need for a multimedia document search engine. The related work is discussed in Section 3. In Section 4, we describe the requirements to our ontology, which is presented in Section 5. The results of our analysis are shown and discussed in Section 6, before we conclude the paper in the last section. The scenario illustrates features of a search engine for multimedia documents. We consider the physics teacher Mr. Particle who is preparing his next lecture. He wants to get his pupils interested in quantum mechanics. Thus, he uses as introductory story the famous dispute of Albert Einstein and Niels Bohr at the Solvay physics conference back in 1930, where Einstein doubted the completeness of Bohr's quantum mechanics model. To stress his doubt, Einstein invented a thought experiment called 'photon level'. Mr. Particle wants to visualize the story and topic with an interactive multimedia presentation. Thus, he
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