Integrated species distribution models: combining presence-background data and site-occupancy data with imperfect detection by Koshkina, V et al.
Thank you for downloading this document from the RMIT Research 
Repository.
The RMIT Research Repository is an open access database showcasing the 
research outputs of RMIT University researchers.
RMIT Research Repository: http://researchbank.rmit.edu.au/
Citation: 
See this record in the RMIT Research Repository at:
Version: 
Copyright Statement:
Link to Published Version:
PLEASE DO NOT REMOVE THIS PAGE
?
 Koshkina, V, Wang, Y, Gordon, A, Dorazio, R, White, M and Stone, L 2017,
'Integrated species distribution models: combining presence-background data and
site-occupancy data with imperfect detection', Methods in Ecology and Evolution,
vol. 8, no. 4, pp. 420-430.
https://researchbank.rmit.edu.au/view/rmit:43050
Published Version
 2017 The Authors, Methods in Ecology and Evolution © British Ecological Society
https://dx.doi.org/10.1111/2041-210X.12738
TECHNOLOGICALADVANCESATTHE INTERFACEBETWEENECOLOGYANDSTATISTICS
Integrated species distributionmodels: combining
presence-background data and site-occupancy datawith
imperfect detection
ViraKoshkina*,1, YanWang1, AscelinGordon2, RobertM. Dorazio3, MattWhite4 and Lewi
Stone1,5
1Mathematical Science, School of Science, RMITUniversity, Melbourne, Vic., Australia; 2School of Global, Urban, and Social
Studies, RMITUniversity, Melbourne, Vic., Australia; 3USGSWetland andAquatic ResearchCenter, Gainesville, FL, USA;
4Arthur Rylah Institute for Environmental Research, Department of Environment, Land,Water and Planning, Arthur Rylah
Institute for Environmental Research, Melbourne, Vic., Australia; and 5Biomathematics Unit, Department of Zoology, Faculty of
Life Science, Tel Aviv University, Tel Aviv, Israel
Summary
1. Twomain sources of data for species distribution models (SDMs) are site-occupancy (SO) data from planned
surveys, and presence-background (PB) data from opportunistic surveys and other sources. SO surveys give high
quality data about presences and absences of the species in a particular area.However, due to their high cost, they
often cover a smaller area relative to PB data, and are usually not representative of the geographic range of a spe-
cies. In contrast, PB data is plentiful, covers a larger area, but is less reliable due to the lack of information on spe-
cies absences, and is usually characterised by biased sampling. Here we present a new approach for species
distributionmodelling that integrates these two data types.
2. We have used an inhomogeneous Poisson point process as the basis for constructing an integrated SDM that
ﬁts both PB and SOdata simultaneously. It is the ﬁrst implementation of an Integrated SO–PBModel which uses
repeated survey occupancy data and also incorporates detection probability.
3. The IntegratedModel’s performance was evaluated, using simulated data and compared to approaches using
PB or SO data alone. It was found to be superior, improving the predictions of species spatial distributions, even
when SO data is sparse and collected in a limited area. The IntegratedModel was also found eﬀective when envi-
ronmental covariates were signiﬁcantly correlated. Our method was demonstrated with real SO and PB data for
the Yellow-bellied glider (Petaurus australis) in south-eastern Australia, with the predictive performance of the
IntegratedModel again found to be superior.
4. PB models are known to produce biased estimates of species occupancy or abundance. The small sample size
of SO datasets often results in poor out-of-sample predictions. Integrated models combine data from these two
sources, providing superior predictions of species abundance compared to using either data source alone. Unlike
conventional SDMs which have restrictive scale-dependence in their predictions, our Integrated Model is based
on a point process model and has no such scale-dependency. It may be used for predictions of abundance at any
spatial-scale while still maintaining the underlying relationship between abundance and area.
Key-words: imperfect detection, occupancymodel, presence-background, sampling bias, site-
occupany, spatial point process, species distributionmodels
Introduction
Species distribution models (SDMs) have become an increas-
ingly important research tool in the ecological and environ-
mental sciences. These models are used to predict the spatial
distribution of species presence or abundance based on the
locations of observed individuals. Regression models ﬁtted to
location-speciﬁc measurements of environmental covariates
such as temperature, rainfall or elevation are the basis formak-
ing predictions at a given location. These predictions can be
readily computed for diﬀerent environmental scenarios by
modifying the SDM’s environmental inputs in a manner that
reﬂects hypothetical climate-change scenarios and changes in
landscape characteristics. In some contexts, SDMs may be
used to study changes through time (Elith & Leathwick 2009;
Heﬂey & Hooten 2016). The predictive ability of these models
gives them awide range of conservation applications, including
the management of threatened species, conservation planning,
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as well as predicting the likely ranges of invasive species (Elith
& Leathwick 2009; Guillera-Arroita et al. 2015). Our aim in
this paper is to develop and test a new class of Integrated
SDMs that integrates two diﬀerent types of ecological datasets
(Presence Background and Site Occupancy), while also taking
into account the imperfect detection of individuals, a common
source of error in ecological surveys (Guillera-Arroita et al.
2014; Iknayan et al. 2014).
Often the only data available for species distribution mod-
elling is a set of locations where individuals of the species under
investigation have been observed, but there is usually no infor-
mation on absences, i.e., localities that have been surveyed and
the species has not been observed. This type of data is often
referred to as presence-only data, but here we refer to it as
‘presence-background’ (PB) data, as making predictions using
this type of data requires background environmental informa-
tion for areas where presences have not been observed. For
many study areas, PB data is plentifully available from the so-
called ‘opportunistic surveys’ and can be found in museum
and herbarium collections, historical database records (Pearce
& Boyce 2006), and is now becoming increasingly available via
online repositories such as theGlobal Biodiversity Information
Facility (http://www.gbif.org). However, despite numerous
attempts, it is not possible to accurately predict the true preva-
lence and spatial distribution of a species based solely on PB
data (Fithian&Hastie 2013; Hastie &Fithian 2013).
Many models have been proposed for the analysis of PB
data, but only three classes of models are speciﬁcally formu-
lated under the assumption that species could be present or
absent at locations in the background sample: Maxent models
(Phillips, Anderson & Schapire 2006), case-augmented binary-
regression models (Lee, Scott & Wild 2006), and Poisson
point-process models (Warton & Shepherd 2010). The param-
eters of the ﬁrst two classes of models are scale dependent (i.e.
rely on the spatial resolution used in the analysis); however, as
this resolution is increased, the parameters of these models
converge to those of Poisson point process models (Dorazio
2012; Fithian & Hastie 2013; Renner & Warton 2013). There-
fore, models of spatial point processes (which include Poisson
processes) arguably provide a conceptual uniﬁcation for the
analysis of PB data (Dorazio 2014; Renner et al. 2015).
Spatial point-process models typically require modiﬁcation
before they can be used to predict the true spatial distribution
of a species. These modiﬁcations include parameters for speci-
fying the eﬀects of sample selection bias or of errors in detec-
tion of a species (Chakraborty et al. 2011; Fithian & Hastie
2013). However, the parameters of these models may not be
identiﬁable unless the predictors of species abundance and
detection are distinct and linearly independent (Fithian&Has-
tie 2013). This restriction applies to both continuous and cate-
gorical covariates, and unfortunately is not always met in
practice.
Given the complications of working with PB data, an
alternative solution is to conduct reliable large-scale, planned
surveys over the region of interest, that record detections
and non-detections of the species at each site. This provides
high quality site-occupancy (SO) data that records both the
presence and absence of species (Kery, Gardner & Monnerat
2010), which is more valuable when the planned surveys are
repeated. We refer to this type of data as SO data. Unfortu-
nately, due to the expense of SO surveys they can usually
cover only a small area often unrepresentative of the extent
of a species’ geographic range. In general, the lack of suﬃ-
cient SO data has in practice forced ecological researchers to
ﬁnd ways to work almost exclusively with PB data despite
the biases and other problems this may introduce.
An important advance in recent years has been the develop-
ment of SDM approaches which ﬁt both PB and SO data
simultaneously, potentially providing better predictive perfor-
mance than SDMs based on PB or SO data alone. Dorazio
(2014) ﬁrst proposed this method and applied it when working
with PB data together with data from point-count surveys.
Dorazio’s (2014) model was hierarchical and in the ﬁrst level
the intensity (i.e. expected density of individuals) at any loca-
tion was speciﬁed. In the second level, the detection of individ-
uals at a location was speciﬁed and was assumed to depend on
an observer’s ability to detect the species, which may vary with
survey conditions. Imperfect detection should be considered
an important and essential factor that needs to be included in
any SDM. Independently of Dorazio (2014), Fithian et al.
(2015) also developed a model to combine PB and SO data
across multiple species simultaneously to better estimate and
correct for the observer bias in PB data. This model considered
single survey data and did not include the eﬀects of imperfect
detection during repeated surveys.
Integrated SDMs have only recently been introduced in the
literature (Heﬂey&Hooten 2016), so few studies have been con-
ducted to systematically assess the utility and limitations of these
models. Here we ﬁrst describe a new SDM that combines PB
data with repeated survey SO data, which also allows for
spatially heterogeneous imperfect detection. This SDM makes
use of a thinned Poisson point-process model for PB data
(Dorazio 2014), while also incorporating a revised version of the
conventional occupancy model for repeated survey SO data
(MacKenzie et al. 2002). The parameters of conventional occu-
pancy models have undesirable scale-dependent deﬁnitions and
interpretations. In contrast, the parameters of the SDM
presented here are invariant to the choice of spatial scale. To
our knowledge, this is the ﬁrst implementation of an Integrated
SDMthatmaybe usedwith the repeated surveySOmethodology.
Materials andmethods
INHOMOGENEOUS POISSON PROCESS PB MODEL
We consider a study area B that comprises a set of n PB locations
s1; . . .; sn, that are occupied by individuals of a particular species. It is
assumed that these locations are a realisation of an inhomogeneous
Poisson process (IPP) (Cressie 2015). The process is characterised by a
non-negative intensity function k(s), which denotes the limiting
expected number of individuals per unit area at location s. Since the
intensity rate k(s) varies with location, the process is inhomogeneous.
The number of individuals in the regionB is a Poisson random variable
withmean
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lðBÞ ¼
Z
B
kðsÞds:
The number of individuals contained in any subregionC⊂B also has a
Poisson (l(C)) distribution. Furthermore, the number of individuals
present in one subregion is assumed to be independent of the number
of individuals in any other non-overlapping subregion.
The intensity k(s) is commonly formulated as a log-linear function,
depending on the location-speciﬁc predictors or covariates x(s) at loca-
tion s:
logðkðsÞÞ ¼ b0xðsÞ ¼ b0 þ
Xl
j¼1
bjxjðsÞ; eqn 1
where the vector of coeﬃcients is deﬁned as b0 ¼ ðb0; b1; . . .; blÞ, in
which b0 denotes the intercept term and the bj is the coeﬃcient associ-
ated with the jth (j = 1, . . ., l) predictor. The covariate x1ðsÞ, for exam-
ple, might represent the temperature at site s, while x2ðsÞ might
represent elevation. Fitting the model involves estimating both the
unknown intercept b0 and the l coeﬃcients bj.
Following Dorazio (2014), we assume that given an individual spe-
cies is present at locations s 2 B, the probability of it being detected is b
(s). In our formulation, the function b(s) includes both the sampling
bias and imperfect detection, both of which are analogous if they both
depend on environmental covariates (Guillera-Arroita et al. 2015). As
such, these two biases will be referred to as ‘detectability’ or ‘detection
probability’.Whenmodelling the probability of detection, we assume a
logit-linear functionwith location-speciﬁc covariatesw(s):
logitðbðsÞÞ ¼ a0wðsÞ ¼ a0 þ
Xg
j¼1
ajwjðsÞ: eqn 2
Here, a0 ¼ ða0; a1; . . .; agÞ is the vector of parameters to be esti-
mated.
Deciding which environmental covariates wj to use for modelling
detection probability in the opportunistic surveys is not a trivial task
and may rely on expert opinion. Recent papers, such as Fithian et al.
(2015), Fletcher et al. (2016) and others, have proposed using predic-
tors such as the distance to a road or population centres as predictorsw
(s) to model the component of detectability that contributes to the
biased reporting process.
Assuming the species was detected inm locations s1; . . .; sm (m < n)
in opportunistic surveys, it can be modelled as a thinned Poisson pro-
cess with the intensity m(s) at location smodelled as the product of k(s)
and b(s) (Dorazio 2014). The expected number of detected presence
locations in regionB is thus:
mðBÞ ¼
Z
B
kðsÞbðsÞds:
As shown inDorazio (2014), the likelihood function for estimating a
and b in the PBmodel as a thinned Poisson process is
LPBðb;aÞ ¼ exp 
Z
B
kðsÞbðsÞds
 Ym
i¼1
kðsiÞbðsiÞ
¼ exp 
Z
B
expðb0xðsÞ þ a0wðsÞÞ
1þ expða0wðsÞÞ ds
 
Ym
i¼1
expðb0xðsiÞ þ a0wðsiÞÞ
1þ expða0wðsiÞÞ :
eqn 3
Note that this likelihood LPB is composed of two components, one
dealing with an integral which requires the information of predictors
over the entire background region B, and a product dealing with them
detected PB locations.
SITE-OCCUPANCY MODEL
The conventional SO model (MacKenzie et al. 2002; Tyre et al. 2003)
has been widely used to analyse SO data collected in repeated surveys
of the same site. The study area or a portion of the study area is divided
intoKnon-overlapping sites, whichwe denote byC1; . . .; CK, and each
site is surveyed on T sampling occasions. Note that T does not need to
be the same for all sites and that some sites (possibly many) may even
have T = 1 (i.e. no replication). In addition, note that whereas the IPP
model is formulated on continuous space, the conventional SO model
is applied to a set of discrete sites in space.
The SO surveys yield a matrix of binary observations yij
(i = 1, . . ., K; j = 1, . . ., T), with yij ¼ 1 if the species is detected at
site i during survey j and yij ¼ 0 otherwise. The probability of detec-
tion pij is deﬁned as the probability that the species is detected at site i
on the jth survey, given the site i is occupied by the species with the
probabilitywi (i = 1, . . ., K).
It is reasonable to expect that the detection probability may be
aﬀected by both spatial and temporal characteristics vij such as climatic
conditions, vegetation density and terrain ruggedness. These predictors
can be easily introduced into the occupancy model, using a logit func-
tion, as follows:
logitðpijÞ ¼ c0vij: eqn 4
The detection probability in the PBmodel include both sample selec-
tion bias and observer error (i.e. failure to detect the species when it’s
present), whereas detection probability in the SO model include only
observer error because SO survey sites are chosen by design.Moreover,
detection probability in the PB model is associated with a point-level
location, whereas detection probability in the SOmodel corresponds to
a site-level location.
The likelihood proposed by MacKenzie et al. (2002) for modelling
the SOdata is as follows:
LSOðwi; cÞ ¼
Yk
i¼1
wi
YT
j¼1
p
yij
ij ð1 pijÞ1yij
" #

YK
i¼kþ1
wi
YT
j¼1
ð1 pijÞ þ ð1 wiÞ
" #
:
eqn 5
The ﬁrst part of the likelihood function corresponds to the k sites with
at least one detection, whereas the second part of the likelihood is for-
mulated for the K  k sites that have no detections at all. Note, how-
ever, that this formulation of the occupancy model is scale-dependent,
which aﬀects the deﬁnitions and interpretations of its parameters
(MacKenzie et al. 2002).
INTEGRATED SDM
The Integrated SDM combines both PB and SO planned survey
data in order to improve the accuracy and precision of parameter
estimates. It uses the continuous space IPP process to model the
SO data, thereby allowing PB and SO data to be modelled within
the same framework. It is the probability of occupancy wi at site
Ci that makes it possible to link the approaches in continuous and
discretised space. Let NðCiÞ represent the number of individuals
present (or the abundance) at site Ci, and note that NðCiÞ has a
Poisson distribution that depends on the intensity function as fol-
lows: NðCiÞ  PoissonðlðCiÞÞ, where lðCiÞ ¼
R
Ci
kðsÞ ds. Another
way to think about it is that the choice of spatial scale used in the
SO surveys induces a population of ﬁxed size at each survey loca-
tion. Thus the model of SO data used in our Integrated SDM is
© 2017 The Authors. Methods in Ecology and Evolution © 2017 British Ecological Society, Methods in Ecology and Evolution, 8, 420–430
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precisely equivalent to an abundance-based occupancy model (see
section 4.5.1 of Royle & Dorazio 2008).
This distribution forNðCiÞ provides the basis for deﬁning the proba-
bility of occupancy for siteCi as follows:
wi ¼ PrðNðCiÞ[ 0Þ ¼ 1 exp 
Z
Ci
kðsÞds
 
; eqn 6
where the occurrence probabilitywi increases with the area of siteCi.
The log-likelihood for an abundance-based occupancy model of SO
data can thus bewritten in terms of b and c as
LSOðb; cÞ ¼
Yk
i¼1
ð1 e
R
Ci
kðsÞdsÞ
YT
j¼1
p
yij
ij ð1 pijÞ1yij

YK
i¼kþ1
ð1 e
R
Ci
kðsÞdsÞ
YT
j¼1
ð1 pijÞ þ e
R
Ci
kðsÞds
 !
;
eqn 7
where k(s) is a function of b, such as the log-linear function in eqn (1);
and pij is a function of c, for example the logit-linear function in
eqn (4). In contrast toMacKenzie et al. (2002), this likelihood function
is derived from an intensity-based occupancy model, resulting in the
parameters being invariant to the choice of spatial scale (see Dorazio
2014, p. 1482). Once the intensity parameters b have been estimated,
maps of individual abundance or occurrence probability can be pre-
dicted using any spatial scale. This versatility is not shared by conven-
tional occupancymodels.
As the integrals in both eqns (3) and (6) cannot be evaluated analyti-
cally, they can be approximated, using numerical integration i.e. by
replacing themwith a weighted sum of quadrature points over the inte-
gral area. We divide the study area into a rectangular grid, with one
quadrature point selected randomly and uniformly from each grid cell
(Baddeley, Rubak &Turner 2015). The grid size is used as the constant
quadrature weight in the approximation.
Following Dorazio (2014), it is possible to multiply the likelihood
functions (3) and (7) from the PB and SOmodels, based on the assump-
tion that the PB and SO datasets are independent of each other. This
may often be a good approximation as survey locations for SOdata are
usually selected independently of existing PB data, and in addition PB
and SO surveys are usually collected over diﬀerent time periods. Thus
the joint likelihood for the Integrated SDMcan be expressed as
LIntegratedðb;a; cÞ ¼ LPBðb;aÞ  LSOðb; cÞ; eqn 8
and maximising this likelihood allows estimation of all parameters in
the Integrated SDM.
Performance of the integrated SDM
In this section we explore the performance of the Integrated
SDM by examining its ability to estimate key parameters
from simulated data whose characteristics are known. The
simulation design is similar to that described in Dorazio
(2014). The study area, B, is assumed to be a square divided
into 1000 9 1000 grid cells. Two environmental predictors,
x(s) and w(s), were generated using bivariate distributions
that vary spatially and were independent of each other. The
bivariate distributions were chosen so that both x(s) and w
(s) are deﬁned at every point on the 2-D grid of B. The
covariates x(s) and w(s) are displayed in Fig. 1 (top row)
over the region B (see Supporting Information for details of
how covariates were generated).
PRESENCE-BACKGROUND DATA
For the generation of PB data, the intensity k(s) was simulated
using the log-linear function that depends on the single covari-
ate x(s):
logðkðsÞÞ ¼ b0 þ b1xðsÞ eqn 9
Note that the key parameters that we will attempt to estimate
from the simulated data are b0 ¼ log 8000  9 and
b1 ¼ 05, as inDorazio (2014). A plot of the intensity k(s), the
expected density of individuals, is given inFig. 1, and illustrates
how k(s) varies with changes in x(s) over the 2D study areaB.
A logit function is used to model the detection probability, b
(s), that depends on the single covariatew(s), via
logitðbðsÞÞ ¼ a0 þ a1wðsÞ; eqn 10
which deﬁnes how detection probability depends on the
second covariate w(s). For our simulations, the values of
the parameters are a0 ¼ 1 and a1 ¼ 1. Figure 1
shows how the detection probability varies spatially over
the region B due to changes in w(s). Note that it is the
product k(s)b(s) that determines the actual distribution of
the locations of detected individuals i.e. the distribution of
our observed PB data; this product has been plotted in
Fig. 1. The three lower panels in Fig. 1 indicate the scope
of the problem, namely, given the observed data dis-
tributed according to the product k(s)b(s), is it possible to
reconstruct the true intensity function k(s) and the detec-
tion probabilities b(s) illustrated in Fig. 1.
For the PB data, the true presences are simulated with inten-
sity function k(s) but thinned by the detection probability b(s).
For the present model setup, on average 11 250 detected
presences were simulated for the baseline case. In addition to
the detection probability b(s), the data is assumed to be subject
to an extra sampling bias that cannot be accounted for by the
given environmental covariates. To achieve this, we randomly
selected 30% of the total number of true detected presences as
the observed presences (an average of 3378 points for the base-
line case). This ensures that we work with true PB data instead
of a presence-absence type of data.
SITE-OCCUPANCY DATA
When simulating SO data, the study area B was partitioned
into a grid of 250 9 250 sites or cells. The values of covariates
at the associated level of resolution were calculated, using the
mean values of the covariates from the aggregated areas. Loca-
tions of the SO survey sites were selected randomly throughout
the whole study area. The SO data were generated on a range
of SO survey sites (50, 100, 200, 400 or 800). The true presence
locations of the species were simulated according to k(s) in
eqn (9), with the site considered to be occupied if one or more
individuals were present in the area of the site. We simulated
each site being visited by T = 4 repeated surveys, with the
probability of detection (p(s)) at any site s being the same for
all four repeated surveys, and depending only on the single
covariatew(s) [Fig. 1 (top row, right panel)], as follows:
© 2017 The Authors. Methods in Ecology and Evolution © 2017 British Ecological Society, Methods in Ecology and Evolution, 8, 420–430
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logitðpjðsÞÞ ¼ c0 þ c1wðsÞ eqn 11
Here j represents the jth survey and the coeﬃcients of the detec-
tion model were set to c0 ¼ 0 and c1 ¼ 15, resulting in
logitðpjðsÞÞ ¼ 15wðsÞ. Here we assume the detection prob-
abilities, b(s) in the PB model and p(s) in the SO model, are
aﬀected by the same covariatew(s).
ESTIMATING PARAMETERS
Our ﬁrst goal was to assess the Integrated SDMby testing it on
the simulated PB and SO datasets, that included imperfect
detection, and comparing the results to models based on the
PB or SO data alone. This required estimating the parameters
b0 and b1 (determining k(s) in eqn 9), and comparing the esti-
mates to the true values used to generate the PB and SO data-
sets in the ﬁrst place. That is, given simulated PB and SO
datasets generated by pre-speciﬁed parameters, and knowledge
of the relevant environmental covariates, are we able to esti-
mate b0 and b1 accurately and thereby predict the model’s
intensity k(s) over the entire study areaB. Secondly, howmuch
does the accuracy of these estimates and predictions improve
as the number of SO sites included in the analysis is increased?
The analyses were conducted and compared as follows: (i)
using PB data only and estimating parameters with the likeli-
hood LPB (see eqn 3); (ii) using SO data only and estimating
parameters with likelihood LSO (see eqn 7); and (iii) using both
the same PB and SO datasets and estimating parameters with
the combined likelihood LIntegrated (see eqn 8). In all experi-
ments reported below, 500 realisations of the simulated data
were generated, with the models then ﬁtted to each realisation
of the data; the reported means and conﬁdence intervals repre-
sent variation of model outputs over all 500 realisations. All
models were ﬁtted using the maximum likelihood method, in
R (version 3.2.4), and theR source code is provided in the Sup-
porting Information.
The box plots in Fig. 2 compare the maximum-likelihood
estimates of model parameters, using the three combinations
of data. From Fig. 2a, it is evident that the PB model is
strongly biased and results in signiﬁcantly lower estimates of
the intercept term b0 compared to the true value. This bias (the
diﬀerence between the estimated mean and the true parameter
value) in estimating b0 is one of the main problems intrinsic to
PB models. On the other hand, both the SO model (using 200
sites) and the Integrated SDM provide reasonable and nearly
unbiased estimates of b0. The box plots demonstrate how
inclusion of SO sites into the Integrated SDManalysis, reduces
the bias inherent in the PB model. Figure 2b depicts the slope
parameter b1, and it is evident that all three models provide
unbiased estimates of b1. However, the SO analysis has a sig-
niﬁcantly larger conﬁdence interval than either the PB model
or the Integrated SDM.
Fig. 1. Map of the spatial distribution of covariates x(s) and w(s) (top row) and occupancy intensity k(s) (from eqn 9), probability of detection b(s)
(from eqn 10), and their product k(s)b(s) (bottom row). The latter represents the expected distribution of observed individuals, given that some have
gone undetected due to the eﬀects of b(s). The framed boxes in the top row represent the area that was surveyed in the ‘Small site-occupancy survey
area’ scenario (see text).
© 2017 The Authors. Methods in Ecology and Evolution © 2017 British Ecological Society, Methods in Ecology and Evolution, 8, 420–430
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In summary, the boxplots in Fig. 2a,b demonstrate that
combined estimates of both b0 and b1 are superior for the Inte-
grated SDM when compared to either the PB or SO model. It
appears that the Integrated SDM inherits the accuracy of esti-
mates in b0 from the SO model while retaining the accuracy
and small conﬁdence interval of the estimates of b1 from the
PBmodel.
Figure 3 shows how diﬀering amounts of SO data impacts
the estimates of b0 and b1. The true values of the parameters
(red line) are plotted, and compared against estimates for simu-
lated datasets. The panels in the top row relate to the Inte-
grated SDM and the PB model, whereas those in the bottom
row relate to the SOmodel alone. The solid black line in Fig. 3
represents b0, which is the mean of 500 diﬀerent estimates of
b0. For the PB data only, b0 ¼ 76 which is signiﬁcantly smal-
ler than the true value b0 ¼ 9 and thus indicative of large bias
(Fig. 3a). As more SO sites are included in the analysis, b0 con-
verges to its true value. With 50–100 SO sites included, there is
considerable variability among estimates of b0 as indicated by
the wide 95% conﬁdence intervals for b0 (shaded area in the
ﬁgure). However, as more than 400 SO sites are added, b0 is
almost identical to the true value, and the conﬁdence intervals
are relatively small.
Figure 3c,d examines the SO model only. It can be seen
that for 50 SO sites the estimate of b0 is superior to the
Integrated SDM of Fig. 3a. This is because the Integrated
SDM is always handicapped by the inability of its PB
submodel to correctly estimate the intercept b0. The Inte-
grated SDM still performs better due to the correct estima-
tion of the coeﬃcient b1. Moreover, when the number of
SO sites increases beyond 100, there is little diﬀerence
between the Integrated SDM and the pure SO model in esti-
mating b0. This holds both in terms of their means and con-
ﬁdence intervals. The same is not true however for b1,
where the Integrated SDM and the PB model both produce
far better estimates than the SO model, as shown by
comparing the CI’s in the right panels of Fig. 3b with d.
Exploring other scenarios
We studied the performance of the Integrated SDMunder sev-
eral additional scenarios.
SMALL SO SURVEY AREA
Due to the resources required to undertake SO surveys, they
are often conducted in a small contiguous subregion of the
study area. However, in our previous analyses the SO study
sites were selected at randomover the whole study areaB. Here
we examine how gathering the SO data from a restricted subset
of the study area B, might impact the performance of the
Integrated SDM.
In this scenario, the SO data study sites were selected from
an area that comprises 625% of the total landscape B.
Fig. 2. Boxplots of maximum-likelihood esti-
mates of the model parameters b0 and b1
obtained by ﬁtting presence-background (PB)
data (3400 locations), site-occupancy (SO)
data (200 sites), and the combined data which
is a combination of both SO and PB data. (a),
(b) show results for when the SO data is col-
lected over the whole region B; (c), (d) show
results for when the SO data is collected from
a restricted study area; and (e) and (f) corre-
sponds to the low detection probability sce-
nario. The horizontal line indicates the true
values of the parameters b0 and b1, used to
generate the data; dots indicate the mean esti-
mate; shaded regions indicate the conﬁdence
intervals (two standard deviations), and the
whiskers indicate the most extreme estimates
of the 500 realisations of the simulated data.
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The region is highlightedwith a box in Fig. 1 (top row). Ideally,
spatially representative samples should include locations that
span the range of covariate values in regionB. By sampling the
SO data in this restricted region, the variation in the covariates
x(s) and w(s) is considerably reduced, as compared to the SO
data used in our previous analyses. Thus, we are interested in
determining how this restriction aﬀects the success of the Inte-
grated SDM.
The results are shown in the boxplots of Fig. 2c and d for
200 SO sites. For both b0 and b1, the Integrated SDM suﬀers
relatively little loss of performance when moving from having
the SO data sampled over the whole region B to being sampled
from the reduced area. This process was repeated using a range
of diﬀerent spatial positions for the choice of restricted area
(although they were always taken to be the same size), and this
result was found to be quite robust (see Supporting Informa-
tion). This indicates how in practice it should be possible to
include a small contiguous subregion for SO data and use this
to signiﬁcantly improve the performance of SDMs undertaken
with PB datamodel alone.
LOW DETECTION PROBABIL ITY
It is interesting to examine the case when the detection proba-
bility over the region B is relatively low. This results in few
observations of the species over the landscape and places the
model in a regime where it is diﬃcult to estimate parameters.
When detection probability is low, the logit function for b(s)
closely approximates a log-linear function, so that the thinning
process has the intensity
kðsÞbðsÞ  eðb0þa0Þþb1xðsÞþa1wðsÞ
As a consequence, it may be possible to estimate the combined
sum b0 þ a0, but it is impossible to disentangle individual
estimates of b0 and a0 using PB data alone (Dorazio 2012;
Fithian & Hastie 2013; Dorazio 2014). However, we have
found it possible to overcome this problem by working with
the Integrated SDM, should a relatively small quantity of SO
data be available.
As an example, consider the following logit parameterisa-
tion for detection probability b(s):
logitðbðsÞÞ ¼ 3 1wðsÞ:
This speciﬁc choice of coeﬃcients ða0 ¼ 3; a1 ¼ 1Þ
results in a lower mean probability of detection bðsÞ ¼ 006,
as compared to bðsÞ ¼ 0308 in the previous section.
Figure 2e,f shows the results obtained when repeating our
analysis with low detection probability. In the Fig. 2e we see
that estimates for b0 frompure PB data now have a large conﬁ-
dence interval, pointing to the intrinsic problem of the PB
model in estimating the intercept b0. But this has becomemore
exaggerated now that detectability is low. Nevertheless, as
before, b1 can still be estimated accurately from pure PB data,
as seen in the Fig. 2f. However, ﬁtting the same low detectabil-
ity data with the Integrated SDM results in signiﬁcant
improvements to estimates of b0, and they attain almost the
same accuracy of our previous results based on higher
detectability (Fig. 2a).
CORRELATED COVARIATES
Typically environmental covariates such as temperature and
elevation can be signiﬁcantly correlated, yet our analysis so far
assumes covariates used in the model are independent. A num-
ber of studies have warned that correlated covariates can result
in problems when estimating parameters (Dorazio 2012; Dor-
mann, Elith & Bacher 2013; Fithian & Hastie 2013; Dorazio
2014). Here, we found that for both the PB model and the
Fig. 3. Bias and standard deviation of maxi-
mum-likelihood estimates of the model
parameters b0 and b1 with varying numbers of
site-occupancy (SO) sites. The top row shows
results for the presence-background (PB)
model and the Integrated species distribution
model as a function of the number of SO sites
added. The pure PB model corresponds to the
addition of ‘zero’ SO sites. The bottom row
shows the SO model as a function of the same
number of sites. The symbols indicate PB data
(triangles), SO data (circles), or combining PB
data with varying amounts of SO data
(squares) ranging from 50 locations to 800.
The shaded areas correspond to the 95% con-
ﬁdence interval ( two standard deviations);
note the conﬁdence interval b1 for PB data is
smaller than the size of the triangle symbol.
The red line indicates the true values of the
parameters.
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Integrated SDM, parameter estimates are generally unchanged
when the covariates x(s) and w(s) are correlated, except when
the correlation between the covariates approaches one (see
Supporting Information for a description of the method used
to generate correlated covariates). In Fig. 4, we show the esti-
mates of b0 and b1 as a function of the correlation, r, between
the environmental covariates x(s) and w(s). These estimates
were made using the PB model (triangles) and the Integrated
SDM (squares) (with the results of 100 SO sites shown in
Fig. 4). The correlation r has little eﬀect on these estimates, and
at worst slightly underestimates b0 for the Integrated SDM. In
fact, this bias reduces considerably as the number of SO sites is
increased (see Fig. S4). Note also the important observation
that the Integrated SDM outperforms the PB model at all
levels of correlation between the covariates.
Australia’s yellow-bellied glider: an application of
the integrated SDM
To demonstrate our methodology using real data, we devel-
oped SDMs for the Yellow-bellied glider (Petaurus australis) in
south-eastern Australia using PB and SO data. The Yellow-
bellied glider is an arboreal, nocturnal gliding marsupial that
lives in the native eucalyptus forests of eastern Australia, with
a distribution ranging from Victoria in the south to northern
Queensland. The analysis was run using a study area compris-
ing the southern range of the species within the state of Victo-
ria, Australia (see Fig. S11). The study area was delineated by
bioregions of Victoria that have at least one recorded presence
of the species in either PB or SOdataset (see Fig. S11).
The PB data for our study areawas obtained from theVicto-
rian Biodiversity Atlas (http://www.delwp.vic.gov.au/environ
ment-and-wildlife/biodiversity/victorian-biodiversity-atlas).
We excluded records prior to the year 2000, resulting in 1136
presence locations with dates ranging from the year 2000 to
2012, which were then used to ﬁt the PBmodel (eqn 3). The SO
data were collected as part of planned surveys that targeted
nine high priority species in the Central Highlands Regional
Forest Agreement area in Victoria by the Department of Envi-
ronment, Land,Water and Planning (DELWP).
The surveys were conducted in the autumn of 2012 at
202 sites with each survey repeated twice at each site,
allowing the eﬀects of imperfect detection to be estimated
[for details see Lumsden, Nelson & Todd (2013)]. Yellow-
bellied gliders were detected at 29 sites during the ﬁrst sur-
vey and 22 sites on the second survey. Overall, the number
of sites with at least one detection of the species was 38.
These SO data were used to ﬁt the SO model (eqn 7), and
together the SO and the PB data were used to ﬁt the Inte-
grated SDM (eqn 8).
The intensity (or expected density) k(s) of Yellow-bellied
gliders was assumed to depend on 12 spatially varying covari-
ates: elevation, minimum temperature in July, maximum tem-
perature in January, distance to major stream, wetness index,
evaporation in January and July, number of rain days in Jan-
uary and July, rainfall in January and July, and visible sky.
Themeasured values of each covariate were aggregated to have
a consistent resolution consisting of 100 m pixels (see Support-
ing Information for details of the covariates). Detection in PB
data was assumed to depend on two covariates: distance to
road and terrain ruggedness, which are thought to play impor-
tant roles in determining sampling eﬀort for opportunistic sur-
veys (Fithian et al. 2015; Fletcher et al. 2016) (see Supporting
Information). Note that here we assume that detection in the
PBmodel includes both the spatial bias in search eﬀort and the
probability that the species is detected by the observer, as
described earlier. Detection in the SO data was assumed to
depend on wind strength and survey’s time of day (Lumsden,
Nelson&Todd 2013).
Maps of the predicted density for the Yellow-bellied glider
are shown in Fig. 5 for both the PB and Integrated SDMs. The
maps show the Yellow-bellied glider tends to occur in moist,
rugged and forested areas as suggested in Lumsden, Nelson &
Todd (2013). Comparing the PB and Integrated SDM shows
that adding SO data creates a range of subtle changes to the
PB model. The Integrated SDM reveals higher estimates of
intensity in the southwestern and eastern regions of the study
area and lower estimates of intensity in the southern and north-
ern most regions (see Fig. S15 for a map of the diﬀerence
between the twomodels).
Fig. 4. Bias and standard deviation of maximum-likelihood estimates of the model parameters b0 and b1 under diﬀering amounts of correlation
between the covariates. Symbols indicate that estimates were obtained by ﬁtting the model solely with presence-background (PB) data (triangles), or
by ﬁtting the Integrated species distribution model (SDM) with additional site-occupancy data (squares) collected at 100 sites with varying levels of
correlation between covariates x(s) and w(s). The shaded and dashed areas correspond to the 95% conﬁdence interval (two standard deviations) in
the estimates of the PB and Integrated SDMs respectively.
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To assess performance of these SDMs, the combined PB
and SO dataset was divided into training and testing subsets.
The dataset was ﬁrst bootstrapped 100 times, with each SDM
model ﬁtted to 80% of the SO and/or the PB data (randomly
selected) in each of the bootstraps. To generate a test dataset
with similar numbers of presences and absences, the following
approach was used: for each bootstrap, the remaining 20% of
the SO, was supplemented with randomly selected points from
the test set of PB data until there was an equal number of pres-
ences and absences in the test data comprising both SO and PB
data. The number of presences and absences in the combined
PB and SO dataset is highly unbalanced: 1136 presences from
PB compared to 164 absences from SOdatasets.
To evaluate the performance of the model on the real data,
the predicted intensity of a test site was converted into a proba-
bility of occupancy, using eqn 6. Test sites were categorised as
‘present’ or ‘absent’, depending on a threshold value for the
probability of occurrence (which was varied). Themodels were
evaluated, using ROC curves, a commonly used approach for
evaluating the performance ofmodels for binary data (Fawcett
2006), that take into account the full range of possible thresh-
old values. The accuracy of themodel predictionwasmeasured
by theArea Under the ROCCurve (AUC). The 100 bootstraps
were used to obtain the standard error in the estimates of AUC
for the PB, SO and Integrated SDM Integrated SDM.
Figure 5 shows a plot of the average AUC for the PB, SO
and Integrated SDM, calculated from 100 bootstraps. The
results show that the Integrated SDMhas better predictive per-
formance as measured by AUC than either the PB of SOmod-
els, which both performed similarly (SO = 0560; PB = 0569,
Integrated = 0617; Fig. 5).
Discussion
We have used an inhomogeneous spatial point process to con-
struct an Integrated SDM, that is ﬁt to both PB and SO data
simultaneously and is valid for continuous space. Our Inte-
grated SDMuses repeated SO surveys to estimate and account
for the eﬀects of imperfect detection in those surveys. Our
approach is an extension of that proposed by Dorazio (2014),
who formulated a model of repeated counts (i.e. detections of
individual animals) at each site. Our work diﬀers from the
approaches of Fithian et al. (2015) and Fletcher et al. (2016)
because their models do not include repeated SO data and do
not attempt to account for the eﬀects of imperfect detection in
their surveys.
Fig. 5. Presence background (PB) and Integrated species distributionmodels (SDMs) resulting from the Yellow-bellied glider data in Victoria, Aus-
tralia (maps on the left). The maps show estimates of the density for the PB (top panel) and Integrated SDM (bottom panel). The plot on the right
shows the area under the ROC curve (AUC) for the PB, site-occupancy (SO) and Integrated SDM. Values are averaged over 100 bootstrap resam-
ples. The circles indicate themean value of AUC, while the error bars correspond to the standard errors.
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Our ﬁrst main ﬁndings are summarised in Fig. 3. There we
see that the PBmodel is unable to estimate the true probability
of occupancy because of its inability to estimate the intercept
b0 (Fig. 3a). Estimates of b0 are biased and have relatively high
variability, and this may be viewed as the major disadvantage
of the PBmodel. However the PBmodel is able to estimate the
slope b1 without bias and with relatively small variability
(Fig. 3b). Similarly, the SO model alone provides estimates of
b0 with little bias and relatively small variability. However,
estimates of b1 are often unreliable because of their relatively
high variability arising from the limited sample size of the SO
sites (Fig. 3d). After careful comparisons, we concluded that
the Integrated SDM is almost always superior in its ability to
estimate parameters than either the PBmodel or the SOmodel.
In simple terms, the Integrated SDM inherits the key advan-
tages of each of the latter models alone, and minimises their
disadvantages. Thus, the Integrated SDM yields unbiased esti-
mates of parameters b0 and b1, both of which have low vari-
ability (Fig. 3a,b). The Integrated SDM also was found to
have superior performance in an analysis of real data collected
for theYellow-bellied glider, in Victoria, Australia (Fig. 5).
The Integrated SDM has a number of other useful proper-
ties. For example, correlations between environmental covari-
ates x(s) and w(s) that control intensity k(s) and detection b(s),
respectively, have little impact on estimation of the model
parameters. This contrasts with other key studies in the litera-
ture (Dorazio 2014; Fithian et al. 2015). Also, the Integrated
SDM performed well even when the SO sites were located in a
geographically restricted area, spanning only a small portion
of the range of covariate values in regionB.
The analysis of real data presented here was largely intended
as a proof of concept with the goal of testing if superior perfor-
mance of the Integrated SDM was apparent using real data.
However, it identiﬁed some key challenges that need considera-
tion when working with real datasets. In the case of our SO
data for the Yellow-bellied glider, the smaller number of sites
available (n = 202) and the larger number of apparent species
absences (non-detections) made it diﬃcult to evaluate the pre-
dictive ability of the Integrated SDM meaningfully, and we
resolved this challenge by creating an evaluation dataset from
both PB and SO data as described above. Another issue when
working with the Integrated SDM, common to these sorts of
complex models, is the need to correctly identify three diﬀerent
sets of covariates for (i) the intensity, k(s), in the PB model, (ii)
imperfect detection, b(s), in the PB model, and (iii) imperfect
detection, pijðsÞ, in the SO dataset. This may create challenges
for model selection, in terms of determining the covariates to
be used in each component of the model. Finally the model is
based on the Poisson distribution as part of an IPP process.
This assumes there is zero spatial correlation in the species
presences, an assumption that may not hold due to autocorre-
lation from species and environment interactions and natural
aggregations. Moreover, PB data often shows clustering rela-
tive to a Poisson distribution (e.g. due to missing predictors).
One approach to address these issues could be to use a Cox
process model. However, this poses several challenges and is
beyond the scope of our study.
Another important assumption of our model is that the
observed point pattern is static or that species that occur within
a site do not leave (or enter from another site) during the data
collection. This assumption is likely to be satisﬁed for species
whose movements are limited (plants, small marsupials, small
amphibians, etc.), but might be violated for highly mobile spe-
cies(largemammals, birds, etc.).
A novel aspect of our work is the inclusion of an abundance-
based occupancymodel for species distributionmodelling. The
majority of occupancymodels used in SDMs are based on con-
ventional scale-dependent models (Kery, Gardner & Mon-
nerat 2010; Kery & Royle 2016). These conventional models
are used increasingly in SDM applications due to the availabil-
ity of R packages. However, the parameters of these models
depend on the spatial resolution of the data, which limits pre-
dictions of species occurrence to that resolution. In contrast,
abundance-based occupancy models can be used to predict
abundance or occurrence of individuals at any spatial scale.
Our Integrated SDM is based on a spatial point processmodel,
whose parameters are invariant to spatial scale. Thus, the
intensity function k(s) is deﬁned over continuous space in the
region B, which makes it possible to estimate the abundance,
or number of occurrences of individuals in any subregion of B,
despite the fact that themodel makes use of SO data at discrete
locations. This beneﬁt is highly relevant to downscaling or
upscaling species distributions, a topic of current interest in dis-
tributionmodelling (Keil,Wilson& Jetz 2014).
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