For general nonlinear control systems, we present a novel approach to adaptive control, which employs a certainty-equivalence (indirect) control law and an identifier with event-triggered updates of the plant parameter estimates, where the triggers are based on the size of the plant's state, and the updates are conducted using a nonrecursive least-squares estimation over certain finite time intervals, with updates employing delayed measurements of the state. With a suitable nonrestrictive parameterobservability assumption, our adaptive controller guarantees global stability, regulation of the plant state, and our identifier achieves parameter convergence, in finite time, even in the absence of persistent excitation, for all initial conditions other than those where the initial plant state is zero. The robustness of our event-triggered adaptive control scheme to vanishing and nonvanishing disturbances is verified in simulations with the assistance of a dead-zonelike modification of the update law. The major distinctions of our approach from supervisory adaptive schemes are that our approach is indirect and our triggering is related to the control objective (the regulation error). The major distinction from the classical indirect Lyapunov adaptive schemes based on tuning related to the regulation error is that our approach does not involve a complex redesign of the controller to compensate for the detrimental effects of rapid tuning on the transients by incorporating the update law into the control law. Instead, our approach allows for the first time to use a simple certainty-equivalence adaptive controller for general nonlinear systems.
systems until about 1990 [11] , [21] , [41] , [45] and culminating in the designs for nonlinear systems in the mid-1990s [27] . Refinements and extensions of classes of systems have followed, but paradigm-changing methodological advances-namely, fundamentally new approaches to adaptive control-have been nearly nonexistent in the last two decades.
In this paper, we introduce a design approach that is new at a methodological level. In the previous Lyapunov-based and modular (estimation-based) approaches to adaptive control, either the certainty-equivalence (CE) approach is abandoned by designing complex and interdependent controllers and parameter estimators [27] , [28] , [30] or the disturbing effect of parameter estimation is counteracted by slowing down the estimation [11] , [21] , [41] , [45] or through controller strengthening [27] , [29] , [31] . In our new design paradigm, we employ unconventional regulation-triggered identifiers that allow us to use simple CE controllers without imposing growth conditions on nonlinearities and without normalizing/slowing adaptation. Crucial to our design are three ideas: 1) employing piecewise-constant parameter estimates in the controller between the event-based triggers for the identifier, which eliminates the worry about the disturbing effect of rapidly changing estimates between the estimate switches; 2) employing finite-time (dead-beat) parameter identifiers, which eliminate the problems caused by long-lasting large parameter estimation errors; 3) using regulation error to trigger the parameter estimate switches, rather than estimation error-based triggers, which makes the parameter updating rate as rapid as necessary to prevent instability regardless of the growth rates of the plant's nonlinearities. A fourth feature of our approach, which is not essential but is valuable, is that our finite-time identifier design is based on a least-squares (LS) approach, enabling a balanced convergence rate across the entries of the parameter estimation vector, which is the principal advantage of LS over all other estimator approaches. In other approaches (gradient, Lyapunov, etc.), it is impossible to guarantee a priori a balanced convergence because the excitation levels for individual columns of the regressor matrix are not known a priori.
Existing adaptive control approaches: To understand the merits (or shortfalls) of any adaptive control design claimed to be methodologically novel, it is crucial to understand the categorizations of adaptive control approaches. Classical and comprehensive studies such as [21] , [28] , and [43] are helpful for this purpose.
First, adaptive controllers can be categorized into indirect (updating plant parameters) and direct (updating controller parameters). The indirect approaches have the advantages of not requiring overparameterization, being more readily applicable to nonlinear systems, and yielding estimates of physical parameters, whereas the direct approaches avoid the online solution of "design equations" (such as Bezout, Riccati, etc.).
Second, adaptive controllers are categorized into CE controllers, namely those designed for the "known parameter" situation and those that are not of the CE type.
Third, non-CE adaptive controllers generally come in two classes. One class explicitly incorporates the functional form of the parameter update law, in order to compensate the rapidly time-varying character of the parameter estimates (such adaptive controllers are usually designed using complete Lyapunov functions and are referred to as "Lyapunov-based" [27] , [30] ). The other class allows off-the-shelf gradient and LS parameter estimators and does not incorporate the update law into the control law but, in order to compensate for the disturbing effects of the parameter estimation error and its rate of variation, which affects the validity of the control law, employs strengthening of the control law against such disturbances in some form of nonlinear damping (such adaptive controllers are referred to as "modular" [29] , [31] because the controller and the parameter estimator are designed and analyzed separately, or "estimationbased" [43] because the estimator is not based on the regulation or stabilization objective but merely on the control-unrelated objective of estimating the parameters).
All the above approaches to adaptive control are developed for parabolic partial differential equations in one spatial dimension in the book [46] , following the systematization laid out in Chapter 7 of that book.
Event-triggered control: In our approach, we employ eventtriggered identifiers. Event-triggered control has attracted considerable attention within the control systems community. Indeed, event-triggered control has provided solutions for difficult control problems that involve sampling, quantized measurements, output-feedback control, distributed networked control, and decentralized control (see [3] , [5] , [6] , [9] , [10] , [12] , [14] , [15] , [16] , [32] [33] [34] , [49] , [50] , [52] [53] [54] , and [57] ). In all cases, the system under event-triggered control becomes a hybrid dynamical system. Supervisory approach to adaptive control: Event-triggered forms of adaptive control have existed for over two decades now. There exist direct adaptive control schemes in the literature with guaranteed convergence properties for the closed-loop system. Direct adaptive control approaches for linear systems have been proposed in [35] [36] [37] [38] : the proposed schemes either employ event-triggering or sampled-data techniques. Direct adaptive control design methodologies with logic-based switching for linear and nonlinear control systems have been developed in [17] [18] [19] [20] , [39] , and [40] (see also the references therein): the proposed supervisory adaptive control schemes employ multimodel-based estimators of the performance of the "current" controller in conjunction with hierarchical hysteresis switching logic (which is the event-triggered element in the design). This approach is akin to estimation error-triggered controller scheduling (in a direct adaptive setting), as opposed to our regulation-triggered identification (in an indirect setting). We estimate the plant's unknown parameters with a dead-beat LS identifier with delays, which allows us to derive (constructively) appropriate KL estimates and employ a simple single-CE control law. Moreover, we are able to guarantee convergence of the parameters estimates in a prespecified time horizon. The advantage of logic-based switching [17] [18] [19] [20] is that it can also deal with systems with disturbances, while the results of the present paper are for undisturbed systems.
The robustness of our event-triggered adaptive control approach with respect to vanishing and nonvanishing perturbation is tested by means of a simulation study (see Section V), and its performance is compared with the achieved performance of conventional adaptive controllers (designed by means of methodologies provided in [21] and [28] ). The results show that the robustness properties of our regulation-triggered adaptive controller are comparable to the robustness properties of the closed-loop system with the nominal controller and known parameter values.
LS identifiers in adaptive control: LS identification is attractive because of the ability of the Riccati equation to adjust the adaptation gain in real time to the actual signal content of the regressor matrix so that all the channels of the parameter estimation vector evolve at comparable speed, rather than at vastly different time scale (with the slowest one being dominant). Recent advances and applications in LS-based adaptive control are in [4] , [26] , [42] , [55] , and [56] . However, in most of the LS adaptive control methods, the parameter convergence is not guaranteed without persistency of excitation (PE), which is seldom verifiable a priori. A different LS estimator, which uses a hybrid dead-beat observer with delays, was proposed in [22] and [24] . The estimator in [22] does not require PE but only the weaker assumption of strong observability and was shown to be robust with respect to measurement noise.
Our approach and contribution of this paper: Our adaptive control approach uses the idea of estimating the unknown parameters by means of a dead-beat identifier in conjunction with a CE controller. As a result, the closed-loop convergence properties ultimately become (after finite time) those of the nominal (known-parameter) controller. To this end, we use the hybrid dead-beat observer proposed in [22] (but slightly modified). The rate of adaptation is determined by a scheme triggered by the regulation error: when things "do not go well" (with the plant's state), the adaptation is accelerated. It is in this manner that the finite escape phenomenon is avoided. Furthermore, all excitation assumptions used in adaptive control literature are replaced by an appropriate observability assumption. Our parameter-observability assumption can be verified a priori (see Section II).
Dead-beat identifiers were first proposed in [1] , [2] , and [13] . They require a PE assumption and are not of an LS type. The identifiers in [1] , [2] , and [13] could conceivably be used with our regulation-triggered approach and CE control, but we do not prove such a result here.
Organization of this paper: Section II is devoted to the formulation of the problem and the presentation of the assumptions under which the adaptive regulator is constructed. A convenient algorithmic way of checking the parameter-observability assumption (H3) for a certain class of nonlinear control systems is also provided (see Theorem 2.1). Section III provides the detailed description of the event-triggered identifier and the adaptive controller. The main results of the present work are given in Section IV (see Theorem 4.1-4.3). Section V contains a numerical robustness study of the proposed approach. The adaptive scheme is compared with conventional adaptive controllers, and its robustness with respect to perturbations is studied. Section VI contains the proofs of all main results. Finally, the concluding remarks are provided in Section VII.
Notation: 1) For a vector x ∈ n , we denote by |x| its usual Euclidean norm, and by x its transpose. For a real matrix A ∈ n ×m , A ∈ m ×n denotes its transpose and |A| := sup{ |Ax| ; x ∈ n , |x| = 1 } is its induced norm. For a matrix A ∈ n ×n , det(A) denotes its determinant. 2) + denotes the set of nonnegative real numbers. Z + denotes the set of nonnegative integers. 3) We say that a function V : n → + is positive definite if V (x) > 0 for all x = 0 and V (0) = 0. We say that a continuous function V : n → + is radially unbounded if the following property holds: "for every M > 0, the set { x ∈ n : V (x) ≤ M } is compact." For a given vector field n x → F (x) ∈ n and a smooth function V : n → , L F V (x) denotes the Lie derivative of V along F , i.e.,
By K, we denote the class of strictly increasing continuous functions a : + → + with a(0) = 0. By K ∞ , we denote the class of functions a ∈ K with lim s→+∞ a(s) = +∞. By KL, we denote the set of all functions σ ∈ C 0 ( + × + ; + ) with the properties: a) for each t ≥ 0, σ( · , t) is of class K; and b) for each s ≥ 0, σ(s, · ) is nonincreasing with lim t→+∞ σ(s, t) = 0. All stability notions used in this paper are the standard stability notions for time-invariant systems (see [25] ).
II. PROBLEM FORMULATION
Consider the systeṁ
where f : n × m → n and g : n × m → n ×l are smooth mappings with f (0, 0) = 0 and g(0, 0) = 0, and θ ∈ l is a vector of constant but unknown parameters.
A. Assumptions
We suppose that there exist a smooth mapping k : l × n → m with k(θ, 0) = 0 for all θ ∈ l and two families of continuous, positive-definite, and radially unbounded functions V θ , Q θ : n → + parameterized by θ ∈ l with the mappings l × n (θ, x) → Q θ (x) and l × n (θ, x) → V θ (x) being continuous and such that the following assumptions hold.
(H1) For each θ ∈ l , 0 ∈ n is globally asymptotically stable for the closed-loop systeṁ
Moreover, for every θ ∈ l and x 0 ∈ n , the solution x(t) ∈ n of (2) with initial condition
(H2) For every nonempty compact set Θ ⊂ l , the following property holds: "for every M ≥ 0, there exists
Assumption H1 is a standard stabilizability assumption (necessary for all possible adaptive control design methodologies). For nonlinear systems, the design of a globally stabilizing state feedback law u = k(θ, x) is usually performed with the use of a control Lyapunov function (CLF) (see [8] , [23] , [28] , and [47] and references therein). In such cases, the CLF itself can be selected to be equal to both positive-definite and radially unbounded functions V θ , Q θ : n → + . In general, a Lyapunov function for system (2) (guaranteed to exist) can be selected to be equal to both positive-definite and radially unbounded functions V θ , Q θ : n → + . However, crude estimates may also be used for the selection of the functions V θ , Q θ . Assumption H2 is a technical assumption, which requires a "uniform" coercivity property for V θ on compact sets of l . Using induction on n, it may be shown that Assumption H2 holds automatically for functions of the form V θ (
where b i > 0 (i = 1, . . . , n) are constants and φ i : l × i−1 → (i = 2, . . . , n) are continuous functions. It should be noted that this is exactly the functional form of a CLF for triangular single in-
In order to be able to estimate the vector of constant but unknown parameters θ, we need a technical assumption.
(H3) There exists a positive integer N such that the following implication holds:
"For every set of N times 0 = τ 0 < τ 1 < . . . < τ N and for every vectors θ, d 0 , ..., d N ∈ l with d i = 0 for i = 0, ..., N , the only right differentiable mapping
Assumption H3 is an observability assumption for the closedloop system (1) with u = k(θ, x), which guarantees that the only solution for which the vector of constant but unknown parameters θ cannot be estimated is the zero solution. Assumption H3 replaces the well-known PE condition that is used in many cases for the design of adaptive control schemes. One of the advantages of Assumption H3 is that it can be verified a priori without additional assumptions: this feature is illustrated in the examples that follow.
B. Test of Parameter-Observability Assumption (H3)
A casual reader can skip this subsection. A convenient algorithmic way of checking Assumption H3 can be given for systems with at most one unknown parameter in each differential equation, i.e., systems of the forṁ
where e 1 = (1, 0, . . . , 0) ∈ n , . . . e n = (0, . . . , 0, 1) ∈ n and where the integers
Given arbitrary vectors θ,θ 1 ,θ 2 , . . .θ l ∈ l and a smooth mapping k : l × n → m with k(θ, 0) = 0 for all θ ∈ l , we perform the following algorithm which gives
Algorithm:
Step 1: Set z =θ 1 . Let I 1 ⊆ {1, . . . l, } be the set of indices i ∈ {1, . . . , l} for which the implication
holds.
Step s > 1: Set z =θ s . Then, set
Let I s ⊆ {1, . . . , l} be the set of indices for which (5) holds.
We are in a position to state the following theorem. Theorem 2.1: Suppose that for every θ,θ 1 ,θ 2 , . . .θ l ∈ l it holds that ∪ I p=1 I p = {1, . . . , l}. Then, Assumption H3 holds with N = l for system (3).
The following examples show how the above algorithm can be applied to nonlinear systems and that the fulfillment of Assumption H3 may or may not impose restrictions on the nominal feedback controller.
Example 2.2: Consider the planar linear systeṁ
where c ∈ is a known parameter. System (6) is a system with only one unknown parameter (θ ∈ ) appearing in one differential equation. A feedback law that globally exponentially stabilizes the origin for (6) is given by
where k 1 , k 2 > 0 are constants. Applying the algorithm with g 1 (x, u) = x 1 + cx 2 and taking repeated Lie derivatives with u = k(z, x), we get in the first step
Therefore, implication (5) holds provided that ck 2 − c 2 k 1 = 1. Theorem 2.1 guarantees that Assumption H3 holds for system (6) with the feedback law (7) , provided that ck 2 − c 2 k 1 = 1. It should be noticed that condition ck 2 − c 2 k 1 = 1 is a condition on the controller gains and implies that the fulfillment of Assumption H3 may impose restrictions on the nominal feedback controller.
Example 2.3: Consider the nonlinear systeṁ
System (8) is a system with two unknown parameters, each one appearing in only one differential equation. Applying feedback linearization, we obtain a family of feedback laws, which achieve global asymptotic stabilization and local exponential stabilization of the origin for system (8) :
where k 1 , k 2 , k 3 > 0 are constants with k 2 , k 3 > k 1 . We next apply the algorithm. Indeed, we have g 1 (x, u) = x 2 and g 2 (x, u) = x 2 1 , and we get by taking repeated Lie derivatives with u = k(z, x):
x 2 = 0
It follows from (10) that 2 ∈ I 1 . However, (11) does not necessarily imply that x = 0, and we conclude that
Continuing with the second step of the algorithm and taking z 2 = θ 2 , we notice that (11) implies x = 0, and consequently, I 1 ∪ I 2 = {1}. Hence, Theorem 2.1 guarantees that Assumption H3 holds for (8) with the feedback law (9) . Notice that, for this system, the fulfillment of Assumption H3 does not impose any restriction on the feedback controller (9) .
III. EVENT-TRIGGERED IDENTIFIER FOR A CE ADAPTIVE CONTROLLER
In this section, we gradually introduce the adaptive control law. The reader interested in a quick access to the adaptive controller may immediately refer to (12) , (13) , (15) , (16) , (21) , and (26) and then resume reading the rest of this section for explanations.
The control action in the interval between two consecutive events is governed by the nominal feedback u = k(θ, x) with the unknown θ replaced by its estimateθ at the beginning of the interval. Moreover, the estimateθ of the unknown θ ∈ l is kept constant between two consecutive events. In other words, we have
where {τ i ≥ 0} ∞ i=0 is the sequence of times of the events that satisfies
where T > 0 is a positive constant (one of the tunable parameters of the proposed scheme) and r i > τ i is a time instant determined by the event trigger. The time τ i+1 is the (i + 1)th event time, whose distance from τ i is at most T and could be smaller if the state increases too fast (this latter issue is implemented via r i , which is made precise below). Let a : n → + be a continuous positive-definite function (again, one of the tunable parameters of the proposed scheme). The event trigger ensures that the state does not become very large and sets r i > τ i to be the smallest value of time t > τ i , for which
where x(t) denotes the solution of (1) with u(t) = k(θ(τ i ), x(t)). For the case that a time t > τ i satisfying (14) does not exist, we set r i = +∞. For the case x(τ i ) = 0 (and thus a(x(τ i )) = 0), we set r i := τ i + T . Formally, the event trigger is described by the equations:
The description of the event-triggered adaptive control scheme is completed by the parameter update law, which will be activated at the times of the events.
In order to estimate the unknown vector θ, we notice that [by virtue of (1)] for every t, σ ≥ 0, the following equation holds:
Define for every t, σ ≥ 0 the following:
and notice that (17) may be written as p(t, σ) = q(t, σ)θ for every t, σ ≥ 0. LetÑ > N be an (arbitrary; the last of the tunable parameters of the proposed scheme) positive integer that satisfiesÑ > N, where N > 0 is the positive integer involved in Assumption H3. Define for every i ∈ Z + the function h i : l → + by the formula
where
The time μ i+1 defined in (21) is the time of a past event and is going to play a significant role in what follows: the estimation θ(τ i+1 ) at t = τ i+1 is performed by using the measurements of the plant state on the interval [μ i+1 , τ i+1 ]. Definition (21) guarantees that the intervals [μ i+1 , τ i+1 ] for i ∈ Z + will eventually have large enough length.
It follows from (17)-(20) that for every i ∈ Z + , the function h i (ϑ) has a global minimum at ϑ = θ with h i (θ) = 0. Consequently, we get from Fermat's theorem (vanishing gradient at extrema) that the following equation holds:
It should be noticed that the matrix G(τ i+1 , μ i+1 ) ∈ l×l is symmetric and positive semidefinite.
Estimate (24) is nothing else but the LS estimate of the unknown vector θ ∈ l on the interval [μ i+1 , τ i+1 ] (and is a modification of the dead-beat observer proposed in [22] ). In the general case, the following quadratic optimization problem with linear equality constraints:
has a unique solution (which may or may not be equal to θ depending on whether det(G(τ i+1 , μ i+1 )) > 0 or det(G(τ i+1 , μ i+1 )) = 0).
Therefore, we define the parameter update laŵ
Equation (26) implies thatθ(τ i+1 ) is the projection ofθ(τ i ) on the hyperplane in the parameter space ( l ) defined by the linear equality constraints Z(τ i+1 , μ i+1 ) = G(τ i+1 , μ i+1 ) ϑ. It should be emphasized thatθ(τ i+1 ) as given in (26) may or may not be dependent onθ(τ i ) (depending on the rank of the matrix G(τ i+1 , μ i+1 ) ∈ l×l ). Moreover, it should also be noticed that the operator involved in (26) is not a continuous operator. However, in practice, an accurate continuous approximation of the parameter update law (26) may be used (for example, by using an appropriate Tikhonov regularization procedure as the replacement of the linear equality constraints
where I ∈ l×l denotes the unit matrix and η > 0 is a small constant; see [51] ).
Remark 3.1: It is important to notice that the parameter update law given by (26) can be implemented by a set of additional ordinary differential equations (ODEs). Indeed, an implementation of the parameter update law (26) is given by the following (2n + l)(1 + l) ODEs:
with initial conditions z(0) = w(0) = 0, B(0) = Q(0) = 0, ϕ(0) = 0, and R(0) = 0. The parameter update law (26) is given by (26) , where
However, it should be emphasized that in many cases, the structure of the control system (1) allows a large reduction of the number of ODEs that are needed for the implementation of the parameter update law given by (26) .
Remark 3.2:
A simpler LS identifier than (26) can be obtained by using the functionh i (ϑ) :=
In this way, by repeating the same arguments, we end up with the following parameter update law:
This is exactly the parameter update law that would be derived by using the dead-beat estimator in [22] without modification. The parameter update law (28) is simpler than the update (26), since it involves simple integrals instead of double integrals. It can be used without any problem and gives the same results that are presented in the following section. However, there is a big difference between (28) and (26): (28) gives much more weight to the measurement x(μ i+1 ) compared to the weight given to measurements in other times, while (26) gives equal weight to all measurements. It is, therefore, expected that (28) will work better than (26) only in cases where the measurements at the times of the events are to be trusted more than measurements in times between events. In all other cases, where the measurements can be trusted "equally," (26) is expected to be more robust than (28) with respect to random measurement noise. As also noted in the Introduction, dead-beat identifiers were proposed in [1] , [2] , and [13] . The identifiers in [1] , [2] , and [13] could conceivably be used with our regulation-triggered approach and CE control, but we do not prove such a result here.
IV. STATEMENTS OF STABILITY RESULTS
We consider the plant (1) with the controller (12), (13), (15), (16) and the parameter estimator (26), (21) . The first main result guarantees global regulation of x to zero and a dead-beat estimation of the unknown vector θ for all nonzero initial conditions.
Theorem 4.1: Consider the control system (1) under Assumptions H1-H3. Let T > 0 be a positive constant and let a : n → + be a continuous positive-definite function. Finally, letÑ > N be a positive integer that satisfiesÑ > N, where N > 0 is the positive integer involved in Assumption H3. Then, there exists a family of KL mappingsσ θ,θ ∈ KL parameterized by θ ∈ l andθ ∈ l such that for every θ ∈ l , x 0 ∈ n , andθ 0 ∈ l , the solution of the hybrid closed-loop system (1) with (12), (13), (15) , (16) , (21) , (26) , and initial conditions x(0) = x 0 andθ(0) =θ 0 is unique, is defined for all t ≥ 0, and satisfies |x(t)| ≤σ θ,θ 0 ( |x 0 | , t ) for all t ≥ 0.
Moreover, if x 0 = 0, thenθ(t) = θ for all t ≥ NT .
The second main result guarantees local exponential regulation of x to zero under the assumption that the nominal feedback law u = k(θ, x) achieves local exponential stabilization.
Theorem 4.2: Consider the control system (1) under Assumptions H1-H3. Moreover, suppose that for each θ ∈ l , there exist constants M θ , ω θ , R θ > 0 such that for every x 0 ∈ n with |x 0 | ≤ R θ , the solution of (2) with initial condition x(0) = x 0 satisfies the estimate |x(t)| ≤ M θ exp(−ω θ t) |x 0 | for all t ≥ 0, i.e., 0 ∈ n is locally exponentially stable (LES) for the closed-loop system (2) . Furthermore, suppose that for every nonempty compact set Θ ⊂ l , there exist constants R > 0,
Let T > 0 be a positive constant and let a : n → + be a continuous positive-definite function that satisfies sup{ |x| −2 a(x) : x ∈ n , x = 0 , |x| ≤ δ } < +∞ for certain δ > 0. Finally, letÑ > N be a positive integer that satis-fiesÑ > N, where N > 0 is the positive integer involved in Assumption H3. Then, there exists a family of constants M θ,θ ,R θ,θ > 0 parameterized by (θ,θ) ∈ l × l , such that for every θ ∈ l , x 0 ∈ n ,θ 0 ∈ l with |x 0 | ≤R θ,θ 0 , the solution of the hybrid closed-loop system (1) with (12), (13), (15) , (16) , (21) , (26) , and initial conditions x(0) = x 0 and θ(0) =θ 0 satisfies the estimate |x(t)| ≤M θ,θ 0 exp(−ω θ t) |x 0 | for all t ≥ 0.
It should be noticed that Theorem 4.2 guarantees that the local exponential stability estimate |x(t)| ≤M θ,θ 0 exp(−ω θ t) |x 0 | holds when |x 0 | ≤R θ,θ 0 and for arbitrary initial condition θ 0 ∈ l . In other words, the adjective "local" refers only to x and not toθ. Moreover, the reader should notice that the event-triggered adaptive scheme (12), (13), (15), (16), (21) , (26) guarantees convergence with the same convergence rate ω θ as the nominal feedback controller with known parameter values. Finally, it should be emphasized that in addition, Theorem 4.2 guarantees all the conclusions of Theorem 4.1 (because all assumptions of Theorem 4.1 are fulfilled).
The following result guarantees global exponential regulation of x to zero under the assumption that the nominal feedback law u = k(θ, x) achieves global exponential stabilization. Theorem 4.3: Consider system (1) under Assumptions H1-H3. Moreover, suppose that for each θ ∈ l , 0 ∈ n is globally exponentially stable for the closed-loop system (2) and that for every nonempty compact set Θ ⊂ l , there exist K 2 > K 1 > 0 such that
Let T > 0 be a positive constant and let a : n → + be a continuous positive-definite function that satisfies sup{ |x| −2 a(x) : x ∈ n , x = 0 } < +∞. Finally, letÑ > N be a positive integer that satisfiesÑ > N, where N > 0 is the positive integer involved in Assumption H3. Then, there exists a family of constantsM θ,θ > 0 parameterized by θ ∈ l andθ ∈ l , such that for every θ ∈ l , x 0 ∈ n , andθ 0 ∈ l , the solution of the hybrid closed-loop system (1) with (12), (13) , (15) , (16) , (21) , (26) , and initial conditions x(0) = x 0 and θ(0) =θ 0 satisfies the estimate |x(t)| ≤M θ,θ 0 exp(−ω θ t) |x 0 | for all t ≥ 0.
V. ROBUSTNESS TESTS
where x is the state, θ ∈ is an unknown constant parameter, u ∈ is the control input, and v is an unknown time-varying disturbance. Our goal is to test the robustness properties of the closed-loop system (31) with respect to the disturbances v when the proposed event-triggered adaptive control scheme is used. The performance of the event-triggered adaptive control scheme is compared with conventional adaptive schemes and the nominal feedback law with known parameter θ ∈ .
Using backstepping, we are in a position to design a smooth stabilizing feedback this system. The feedback law
guarantees the following: 1) global asymptotic stability and local exponential stability for the disturbance-free closed-loop system (31) with u = k(θ, x); 2) robust global asymptotic stability w.r.t. v 1 for the closedloop system (31) with u = k(θ, x) and v 2 ≡ 0, provided that |v 1 | ≤ c, where c > 0 is a sufficiently small constant; 3) input-to-state stability w.r.t. v for the closed-loop system (31) with u = k(θ, x). More specifically, the above properties are proved by using the Lyapunov function
for all x ∈ 2 , v ∈ 2 , along the solutions of the system (31) with u = k(θ, x). Next, we design an adaptive control law for the disturbancefree system (31) . We are using the extended matching approach (see [28, pp. 124-127] ), the Lyapunov function given by (33) and the nominal feedback law given by (32) . In this way, we get the dynamic regulator:
where γ > 0 is a constant. Finally, we design an event-triggered adaptive control scheme for the disturbance-free system (31) based on the Lyapunov function (33) and the nominal feedback law (32) . Indeed, we can show that Assumptions H1-H3 hold with Q θ ≡ V θ and N = 1. Furthermore, for every nonempty compact set Θ ⊂ , there exist constants R > 0, K 2 > K 1 > 0 such that (29) holds. It follows that all assumptions of Theorems 4.1 and 4.2 hold.
The event-triggered adaptive control scheme for a(x) = |x| 2 /20 and certainÑ > 1, T > 0 is given by
where k(θ, x) is given by (32) , the time sequence is given by (13) , and the event trigger is given by
for x(τ i ) = 0 (36)
where V (θ, x) is given by (33) . The parameter update law for i ∈ Z + is given bŷ
Theorems 4.1 and 4.2 guarantee that the following. 1) There exists a family of KL mappingsσ θ,θ ∈ KL parameterized by θ ∈ andθ ∈ such that for every θ ∈ , x 0 ∈ 2 , andθ 0 ∈ , the solution of the hybrid system (31) with v ≡ 0, (35), (13) , (36) , (37) , (38) , (40) , and initial conditions x(0) = x 0 andθ(0) =θ 0 is unique, is defined for t ≥ 0, and satisfies |x(t)| ≤σ θ,θ 0 ( |x 0 | , t ) for t ≥ 0. 2) If x 0 = 0, thenθ(t) = θ for all t ≥ T .
3) There exists a family of constantsM θ,θ , ω θ ,R θ,θ > 0 parameterized by θ ∈ andθ ∈ , such that for every θ ∈ , x 0 ∈ 2 , andθ 0 ∈ with |x 0 | ≤R θ,θ 0 , the solution of the hybrid closed-loop system (31) with v ≡ 0, (35), (13) , (36) , (37) , (38) , (40) , and initial conditions x(0) = x 0 andθ(0) =θ 0 satisfies the estimate |x(t)| ≤M θ,θ 0 exp(−ω θ t) |x 0 | for all t ≥ 0. In order to be able to implement numerically the event trigger and the parameter update law, we introduce a small constant ε > 0, and we modify the event trigger and parameter update law [for the initial period t ≤ÑT and thus μ i+1 = 0; see (40)] as follows: 1, ..., 7) . Notice that the differential equations in (42) are nothing else but an implementation of the double integrals in (40) . In the following robustness tests, we have used θ = 1,Ñ = 7, ε = 10 −6 , γ = 5, T = 3,θ(0) = −4, x 1 (0) = x 2 (0) = 1, and v 1 (t) = A 1 sin(2t), v 2 (t) = A 2 sin(2t).
First, we consider the disturbance-free case A 1 = A 2 = 0. Fig. 1 shows the state variables for the closed-loop system (31) with the nominal feedback law u = k(θ, x) and known parameter θ ∈ . On the other hand, Fig. 4 shows the state variables for the closed-loop system (31) with (35) , (13) , (41) , and (42) . The graphs look almost identical. However, they are not identical. In order to see the difference of the responses of the two closed-loop systems, we have to check what happens in the initial transient period t ∈ [0, 0.1] for the closed-loop system (31) with (35) The event trigger is activated at a time close to 0.02 and the parameter θ ∈ is estimated exactly. Later than this time, the closed-loop system follows the trajectories of the nominal closed-loop system (31) with u = k(θ, x) and known parameter θ ∈ . That explains the similarity of Figs. 1 and 4. Figs. 4 and 5 should also be compared with Figs. 2 and 3 , where the response of the closed-loop system (31) with the adaptive controller (34) is shown. It is clear that the estimation of the parameter θ ∈ is much slower.
Next, we consider the case of vanishing perturbation A 1 = 2, A 2 = 0. Fig. 7 shows the evolution of the state variables for the closed-loop system (31) with the nominal feedback law u = k(θ, x) and known parameter θ ∈ . On the other hand, Fig. 10 shows the evolution of the state variables for the closedloop system (31) with (35) , (13) , (41) , and (42) . Again, the graphs look almost identical but they are not. In order to see the difference of responses of the two closed-loop systems, we have again to check what happens in the transient period t ∈ [0, 0.1] for the closed-loop system (31) with (35) , (13) , (41) , and (42): this is shown in Figs. 12 and 13 . The trigger is activated at a time close to 0.02, and the parameter θ ∈ is estimated almost exactly (due to the small effect of the disturbance in this interval). Later than this time and up to time t = 3, the system follows the trajectories of the nominal closed-loop system (31) with u = k(θ, x). That explains the similarity of Figs. 7 and 10. At a time close to t = 3, the trigger is activated again: see Fig. 11 . This time the effect of the disturbance is not negligible and leads to a nonnegligible estimation error. However, the state has reached a neighborhood around the origin, and the effect of the estimation error to the system is small. Figs. 10 and 11 should also be compared with Figs. 8 and 9 , where the response of system (31) with (34) is shown. It is clear that the controller (34) gives a larger overshoot and a larger estimation error of the parameter. Finally, we consider the case of nonvanishing perturbation A 2 = 2, A 1 = 0. Fig. 16 shows the evolution of the state variables for the closed-loop system (31) with (35) , (13) , (41) , and (42) . It is almost identical with the corresponding figure for the state variables of system (31) with u = k(θ, x), which is omitted. In order to see the difference of the responses of the two closed-loop systems, we have again to check what happens in the initial transient period t ∈ [0, 0.1] for system (31) with (35), (13) , (41) , and (42) . The trigger is activated at a time close to 0.02, and the parameter is estimated almost exactly (due to the small effect of the disturbances in this interval). Later than this time, the system follows the trajectories of the nominal closedloop system (31) with u = k(θ, x) and known parameter θ ∈ . The event trigger is activated 35 times in the interval [0, 20]: see Fig. 17 . However, the effect of the disturbances is canceled, leading to negligible estimation errors. Figs. 16 and 17 should also be compared with Figs. 14 and 15 , where the response of the closed-loop system (31) with the adaptive controller (34) is shown. It is clear that the adaptive controller (34) gives a larger overshoot and eventually leads the system to a limit cycle with a larger oscillation magnitude than the event-triggered adaptive controller (35), (13), (41), (42) . Moreover, the adaptive controller (34) leads to a larger estimation error of the parameter than the controller (35) , (13) , (41) , (42) .
VI. ANALYSIS OF THE ADAPTIVE SCHEME
In this section, we provide the proofs of all results. Proof of Theorem 4.1: First of all, it should be noticed that smoothness of f : n × m → n , g : n × m → n ×l , and k : l × n → m implies that the solution
is unique for all i ∈ Z + (if it exists). The first claim is a direct consequence of the event trigger given by (15) and (16) and guarantees that the solution exists. The proof of Claim 1 is straightforward and is omitted.
Claim 1: If a solution (x(t),θ(t)) of (1) with (12) , (13) , (15) , (16) , (21) , and (26) is defined on t ∈ [0, τ i ] for certain i ∈ Z + , then the solution is defined on t ∈ [0, τ i+1 ]. Moreover, it holds that
(44) It follows from Claim 1 that the solution (x(t),θ(t)) of (1) with (12) , (13) , (15) , (16) , (21) , and (26) is unique and is defined on [0, lim i→+∞ (τ i )). The next claim clarifies what happens when the parameter estimation error becomes zero at the time of an event.
Claim 2: If a solution (x(t),θ(t)) of (1) with (12), (13) , (15) , (16) , (21) , and (26) satisfiesθ(τ i ) = θ for certain i ∈ Z + , then the solution is defined for all t ≥ 0 and satisfiesθ(t) = θ for all t ≥ τ i and
Consequently, it follows from (13) and (15) that τ i+1 = τ i + T . The same conclusion follows from (16) if x(τ i ) = 0. Since (22) holds, it follows from (26) that θ(τ i+1 ) = θ. Applying induction, we conclude thatθ(t) = θ for all t ≥ τ i and τ j = τ i + (j − i)T for all j ≥ i.
The third claim shows that there is actually the time of an event with zero parameter estimation error. This is important because Claim 3 in conjunction with Claim 2 shows that the hybrid system (1) with (12) , (13) , (15) , (16) , (21) , and (26) is a wellposed forward complete system with no finite accumulation point for the event times.
Claim 3: If x(0) = 0 andθ(0) = θ, then there exists an integer i ∈ {1, . . . , N} that satisfiesθ(τ i ) = θ.
Proof of Claim 3: The proof is made by contradiction. Suppose that x(0) = 0,θ(τ i ) = θ for i = 0, 1, . . . , N. We define
It follows from (12) and (45) that there exist times 0 = τ 0 < τ 1 < ... < τ N , vectors θ, d 0 , ..., d N ∈ l with d i = 0 for i = 0, ..., N and a right differentiable mapping x ∈ C 0 ([0, τ N ]; n ) ∩ C 1 ([0, τ N ]\{τ 0 , . . . , τ N }; n ) satisfyinġ x(t) = f (x(t), k(θ + d i , x(t))) + g(x(t), k(θ + d i , x(t)))θ for t ∈ [τ i , τ i+1 ), i = 0, . . . , N − 1. We next show that the solution also satisfies g(x(t), k(θ + d j , x(t))) d i+1 = 0 for all t ∈ [τ j , τ j +1 ], i = 0, . . . , N − 1, j = 0, . . . , i. Assumption H3 guarantees that x(t) = 0 for all t ∈ [0, τ N ], which contradicts the assumption x(0) = 0.
Equations (13) and (21) and the fact thatÑ > N implies that μ i+1 = 0 for i = 0, . . . , N − 1. Using (22) , (26) , we obtain
Multiplying (46) from the left with d i+1 , we get
Continuity of the mapping (t, σ) → |q(t, σ)d i+1 | and (47) imply that the following equality holds for all t, σ ∈ [0, τ i+1 ] and i = 0, ..., N − 1:
Definition (19) in conjunction with (48) 
Combining (49) with (12) and (45) and exploiting the continuity of the mapping t → g(x(t), k(θ + d j , x(t))), we obtain that the solution satisfies g(x(t), k(θ + d j , x(t))) d i+1 = 0 for all t ∈ [τ j , τ j +1 ], i = 0, . . . , N − 1, j = 0, . . . , i.
We next notice that (22) implies that the parameter update law (26) satisfies the following estimate for all i ∈ Z + :
Using the triangle inequality and (50), we get for i ∈ Z + the following:
Assumption H1 and [48, Proposition 7] implies for every θ ∈ l the existence of functions a θ , β θ ∈ K ∞ such that for every x 0 ∈ n , the solution x(t) ∈ n of (2) with x(0) = x 0 satisfies the inequality |x(t)| ≤ a −1 θ (exp(−t)β θ (|x 0 | )) for all t ≥ 0. It follows from Claims 2 and 3 that for every θ,θ(0) ∈ l , x(0) = 0, there exists an integer j ∈ {0, 1, ..., N } such that θ(t) = θ for all t ≥ τ j . Consequently, the solution of the closedloop system [system (1) with (12), (13), (15) , (16) , (21) , and (26)] with initial condition x(0) = 0,θ(0) ∈ l satisfies
Moreover, applying (51) inductively, it follows from Claims 2 and 3 and the fact j ∈ {0, 1, ..., N } that for every θ,θ(0) ∈ l , x(0) = 0 the solution (x(t),θ(t)) of the closed-loop system with initial condition x(0) = 0,θ(0) ∈ l satisfies
For s ≥ 0, θ ∈ l , define the following functions for x ∈ n : (44), (53) , and definitions (54) and (55) that for every θ,θ(0), x(0) = 0, the solution (x(t),θ(t)) of the closedloop system with x(0) = 0,θ(0) ∈ l satisfies the following estimate for all i = 0, ..., j:
with s := |θ(0) − θ|. Define for each fixed s ≥ 0, θ q θ,s (r) := a −1 θ,s (β θ,s (r)), r ≥ 0 (notice that q θ,s ∈ K ∞ ). It follows from (56) and the fact j ∈ {0, 1, . . . , N} that the following estimate holds:
where q (13)], we obtain that for every θ ∈ l , x(0) = 0,θ(0) ∈ l , the solution (x(t),θ(t)) of the closed-loop system with initial condition x(0) = 0,θ(0) satisfies the following estimate for all t ≥ 0:
with s := |θ(0) − θ|. Estimate (58) holds for the case x(0) = 0 as well. The conclusion is a consequence of (58) and definition
θ,s (r) )) for r, t ≥ 0 and s := |θ − θ|. The proof is complete.
Proof of Theorem 4.2: Since all assumptions of Theorem 4.1 hold for Theorem 4.2, all relations in the proof of Theorem 4.1 hold. Since for each θ ∈ l , 0 ∈ n is LES for (2), there exists a family of constants M θ , ω θ , R θ > 0 parameterized by θ, such that for every θ ∈ l , x 0 ∈ n with |x 0 | ≤ R θ , the solution of (2) with x(0) = x 0 satisfies the estimate |x(t)| ≤ M θ exp(−ω θ t) |x 0 | for t ≥ 0. Consequently, the solution (x(t),θ(t)) of (1) with (12), (13), (15) , (16) , (21) , and (26), x(0) = 0,θ(0) ∈ l satisfies
provided that |x(τ j )| ≤ R θ . Define
Notice that due to (29) , (60), and (54) for every θ, there exist constants R > 0, K 2 > K 1 > 0 such that
for all x ∈ n with |x| ≤ min(R, δ) (61) with s := |θ(0) − θ|. It follows from (44), (53) , and definitions (54) and (61) that for every θ,θ(0) ∈ l , x(0) = 0, the solution (x(t),θ(t)) of (1) with (12), (13) , (15) , (16) , (21) , (26) , and initial condition x(0) = 0,θ(0) ∈ l satisfies the following estimate for all i = 0, ..., j:
provided that |x(τ i )| ≤ K 1 (K 2 + A) −1 min(R, δ). It follows from (62) and the fact j ∈ {0, 1, ..., N } that the following estimate holds for all t ∈ [0, τ j ]:
provided that |x(0)| ≤ K N /2 1 (K 2 + A) −N /2 min(R, δ, R θ ). Combining (59), (63), and the facts j ∈ {0, 1, . . . , N} and τ j ≤ τ N ≤ NT [a consequence of (13)], we obtain that for every θ,θ(0) ∈ l , x(0) = 0, the solution (x(t),θ(t)) of (1) with (12), (13), (15) , (16) , (21) , (26) , and x(0) = 0,θ(0) ∈ l satisfies the following estimate:
provided that |x(0)| ≤ K N /2 1 (K 2 + A) −N /2 min(R, δ, R θ ). We notice that estimate (64) holds for the case x(0) = 0 as well. The conclusion of the theorem is a direct consequence of (64) and definitions Proof of Theorem 2.1: Due to (3) and (4), the verification of Assumption H3 with N = l requires to show the following implication:
"If there exist times 0 = τ 0 < τ 1 < ... < τ l , vectors θ = (θ 1 , ..., θ l ) , d 0 = (d 0,1 , ..., d 0,l ) , . . . , d l = (d l,1 , ..., d l,l ) ∈ l with d i = 0 for i = 0, ..., l and a right differentiable mapping x ∈ C 0 ([0, τ l ]; n ) ∩ C 1 ([0, τ l ]\{τ 0 , . . . , τ l }; n ) satisfyinġ x(t)=f (x(t), k(θ+d i , x(t)))+ l p=1 g p (x(t), k(θ+d i , x(t))) θ p e N p for t ∈ [τ i , τ i+1 ), i = 0, . . . , l − 1, g p (x(t), k(θ + d j , x(t)))d i+1,p = 0 for all t ∈ [τ j , τ j +1 ], p = 1, . . . , l, i = 0, . . . , l − 1, j = 0, . . . , i, then x(t) = 0 for all t ∈ [0, τ l ]."
Suppose that there exist times 0 = τ 0 < τ 1 < . . . < τ l , vectors θ = (θ 1 , . . . , θ l ) , d 0 = (d 0,1 , . . . , d 0,l ) , . . . , d l = (d l,1 , . . . , d l,l ) ∈ l with d i = 0 for i = 0, . . . , l and a right differentiable mapping x ∈ C 0 ([0, τ l ]; n ) ∩ C 1 ([0, τ l ]\{τ 0 , . . . , τ l }; n ) satisfyingẋ(t) = f (x(t), k(θ + d i , x(t))) + l p=1 g p (x(t), k(θ + d i , x(t)))θ p e N p for t ∈ [τ i , τ i+1 ), i = 0, . . . , l − 1, g p (x(t), k(θ + d j , x(t)))d i+1,p = 0 for all t ∈ [τ j , τ j +1 ], p = 1, ..., l, i = 0, . . . , l − 1, j = 0, . . . , i. Moreover, suppose that the application of the algorithm with θ ∈ l andθ 1 = θ + d 0 , . . . ,θ l = θ + d l−1 gives ∪ l p=1 I p = {1, . . . , l}.
Step 1 of the algorithm withθ 1 = θ + d 0 , in conjunction with the fact that g p (x(t), k(θ + d 0 , x(t)))d i,p = 0 for all t ∈ [0, τ 1 ], p ∈ I 1 , i = 1, . . . , l and implication (5) , guarantees that x(t) = 0 for all t ∈ [0, τ l ] when d i,p = 0. Therefore, next we consider the case I 1 = {1, . . . , l}, d i,p = 0 for p ∈ I 1 , i = 1, ..., l.
Step 2 of the algorithm withθ 2 = θ + d 1 , in conjunction with the facts that d i,p = 0 for p ∈ I 1 , i = 1, ..., l, g p (x(t), k(θ + d 1 , x(t)))d i,p = 0 for all t ∈ [τ 1 , τ 2 ], p ∈ I 2 , i = 2, . . . , l and implication (5) , guarantees that x(t) = 0 for all t ∈ [0, τ l ] when d i,p = 0. Therefore, next we consider the case I 1 ∪ I 2 = {1, . . . , l}, d i,p = 0 for all p ∈ I 1 ∪ I 2 , i = 2, . . . , l.
Continuing in this way, at the final step, we conclude that x(t) = 0 for all t ∈ [0, τ l ] because we cannot have d l,p = 0 for all p ∈ ∪ l q =1 I q = {1, . . . , l}. The proof is complete.
VII. CONCLUDING REMARKS
Our CE (indirect) adaptive design with finite-time LS-based regulation-triggered identification is distinct from both the existing tuning-based approaches (Lyapunov-based and modular) and from the supervisory (direct, nontuning-based) approaches. This is the first use of a simple CE adaptive controller for nonlinear systems, without restrictions on the growth of nonlinearities in the system's model. Our regulation-triggered LS-based identifier achieves parameter convergence, in finite time, for all initial conditions other than those where the initial plant state is zero, even without PE, and the adaptive controller guarantees global regulation of the plant state.
In future work, we will address robustness beyond the intuitive dead-zone-like modification in (42) and the simulation study for vanishing and nonvanishing perturbations in Section V. As pointed out in [7] , the inclusion of noise, parameter time variation, and unmodeled dynamics in the study of adaptive control schemes is a real challenge. Such a study will require the development of novel approaches and mathematical tools.
