Introduction
Big data is here to stay, but what are some of the environmental and social consequences of the big data revolution? How sustainable is big data? The advent of big data provides revolutionary new opportunities for increased understanding of the environmental and social impacts of supply chains, with the concomitant potential for improvement along those dimensions. Big data also gives rise to both known and unknown environmental and social challenges. The purpose of this essay is to highlight some of those challenges. My intention is not to argue that big data is a phenomenon to be resisted. However, any technological breakthrough, if adopted on a sufficiently wide scale, will have far-reaching externalities, both positive and negative.
I use the term big data according to the emerging consensus (e.g., Etzion and Aragon-Correa 2016, p. 148) , which holds that big data is not necessarily "big" but rather that it is differentiated from "traditional data" by any of the "4Vs": volume, variety, velocity, and veracity. Goes (2014) argues that the promise of big data is the ability to exploit various combinations of these 4Vs.
Define sustainability loosely as making decisions while simultaneously taking into account economic, environmental, and social considerations. When sustainability is defined this way, it becomes clear that sustainability is inherently intertwined with big data. When we seek to measure the environmental and social impact of our decisions, an explosion in both the volume and the variety of data naturally results. Environmental impacts could be on global climate, health of watersheds, human health, biodiversity, etc., while social impacts could affect workers, consumers, communities, societies, or value chain actors.
In the past, we may have received periodic updates on climatic conditions, or sporadic insights into the treatment of workers at vendor facilities. Now, however, the real-time monitoring of such phenomena at ever greater granularity results in a much greater volume and velocity of data. Now that such data can include anything from temperatures to satellite images to social media posts, the variety is widening too. The veracity of data also varies widely, depending on factors such as whether weather data are observed or extrapolated, or whether worker conditions are self-reported or independently verified.
Although the main purpose of this essay is to highlight sustainability-related challenges associated with big data, I do not want it to sound negative. So, I will first provide a few (unpresentative and unscientifically selected) examples of the exciting benefits and opportunities that big data already provides or promises.
Examples of Big Data and Sustainable Operations
This section offers a few examples of how big data is, or can be, used to enhance our understanding of the impacts supply chains have on environmental and social conditions, and vice versa. These examples are not intended to be comprehensive or representative. Instead, they are provided to illustrate the wide range of (potential) applications of big data to sustainable operations, and to serve as a counterweight to the subsequent section's emphasis on the emerging sustainability-related challenges associated with big data. Many of the examples of firms successfully reducing their environmental footprint involve harnessing large amounts of timely data. The importance of performance measurement as a tool to improve environmental performance has long been known, as the examples in Corbett and Van Wassenhove (1993) illustrate. One good example is the energy management program at Walt Disney World (Allen 2005) , which was initiated in the late 1990s and already involved collecting hourly information on the consumption of electricity, water, and other resources at a highly localized level. By gathering and sharing this information with the appropriate stakeholders (e.g., the maintenance crew or executive managers), Walt Disney World has been able to reduce its annual electricity usage by some 100 million kWh, while earning a 53% internal rate of return for their efforts. Monthly report cards provide historical and benchmarking information; showing the managers of Epcot how they performed relative to the Animal Kingdom helps to generate healthy competition among them. Conversely, real-time monitoring of a building's HVAC system allows a repair crew to be notified immediately if a control for a door to an air-conditioned space malfunctions in the evening, rather than only finding out when the next utility bill arrives a month or two later. The velocity with which the data is collected, processed, and shared, is critical to ensuring the data has the intended impact on energy consumption.
In a different setting, Marr (2017) points out how Caterpillar's Marine Division uses shipboard sensors to monitor a wide range of systems. The resulting data provide new insights into optimal operating practices; in one instance, a customer discovered that running more generators at lower power is more efficient than running fewer generators at maximum output. Big data help firms design better materials (National Academy of Sciences 2014), such as new photovoltaic materials with higher efficiency (p. 17) or GM's new thermoelectric materials for higher fuel efficiency (p. 24).
It is well understood that a changing climate will have a wide range of consequences for all kinds of organizations and supply chains. The exact effects of climate change on the conditions in any given location are still not well understood, but the combination of increasingly comprehensive historical data and finegrained climate simulation models allows for more tailored predictions of how different regions will be affected. Some activities, such as wine growing and ski tourism, depend heavily on highly local microclimates, so forecasts must be available at a much more detailed spatial scale than was previously possible.
For instance, Jones et al. (2005) combine data on the ratings of wines from regions around the world with a widely used climate simulation model (HadCM3) to predict how the wines from each region will be affected, positively or negatively, by changes in local climatic conditions from 2000 to 2049. Ski tourism, which depends on the thickness and the persistence of snowpack on specific slopes, provides a similar example. Sun et al. (2016) used statistical downscaling to predict that various mountain locations in Southern California will be snow-free several weeks earlier by mid-century than is currently the case. Investors in winter sports facilities would do well to consider this kind of detailed forecast. In some instances, the activities of the supply chain itself cause changes in weather patterns: Thornton et al. (2017) combine data on shipping emissions and on 1.5 billion lightning strikes on a 10 9 10 km 2 grid to find that the number of lightning strikes was elevated by 20%-100% along polluted shipping lanes. These are just a few examples; there are numerous similar studies.
This kind of data gathering is no longer constrained to earthbound monitoring stations, as various satellitebased systems provide more data with more detail and at higher frequencies. This trend will continue to accelerate because of the constant effort to miniaturize satellites. Woellert et al. (2011) outline a range of opportunities being opened by the use of CubeSats. These are small satellites that have a mass of around 1 kg and a volume of 10 cm 3 . CubeSats provide much more fine-grained monitoring of atmospheric conditions. These cheap satellites will also allow near realtime tracking of animal populations, and they can help disaster relief agencies allocate resources by providing images of earthquake damage. Satellite imagery is already being used to detect illegal logging after the fact, but Lynch et al. (2013) argue that daily observations are required if we are to take preventive action against illegal logging, instead of just observing it from a distance. Laurance and Balmford (2013) propose that satellite data could help prevent inappropriate road-building. This would help prevent ecological disasters long before they occur, because even a single road through a forest can wreak environmental damage far out of proportion to the physical footprint of the road itself. All these kinds of analyses will require a staggering amount of data. And, the attendant databases will rapidly become massive, because many studies of this kind require longitudinal data with very fine spatial and temporal resolution.
At the opposite end of the spectrum, firms are becoming more and more interested in the conditions experienced by workers in their supply chains. Traditionally, much work in this area depended on sending auditors, third-party or otherwise, to assess the extent to which factories implemented the environmental and social practices expected of them. With the advent of smartphones, workers in factories around the world can now directly and anonymously report any conditions or practices they are exposed to. For instance, Walmart uses such worker-generated data collected through LaborVoices (de Felice 2015, p. 553) . LaborLink is a similar effort. Firms must navigate between great opportunities and serious challenges to make the best decisions about how to use this data, since it comes from individual workers, in real time, covering a range of dimensions, and with unknown accuracy.
It would be easy to provide countless other examples of how big data can enhance sustainability, whether by allowing firms to make better decisions about the operation of their supply chains, or by allowing regulators to exert tighter control over those supply chains. The opportunities are boundless and exciting. Nevertheless, the big data revolution is also rapidly generating sustainability-related challenges of its own, which is the subject of the next section.
Sustainability Challenges Related to Big Data
The advent of big data presents unbounded opportunities to improve decision-making and to ensure more sustainable outcomes. However, like any other technological advance, it also brings challenges that will become increasingly acute as the use of big data becomes more prevalent. Some of these challenges may seem far-fetched today, but recall that the internal combustion engine was once considered an environmental breakthrough (Kirsch 2000) . It is unlikely that advocates of fossil fuel-powered vehicles in the early 1900s could have had an inkling of the dramatic effects this technology would have on global air quality and climate over the course of the subsequent century. As mentioned earlier, the intention of this essay is not to argue that the rise of big data is an undesirable trend; the intent is to stress that we should be cognizant of some of its concomitant downsides. Below, I will review some of these risks associated with using or managing big data.
Social and Ethical Consequences of Using Big Data
When initially deciding where to roll out its Prime Free Same-Day Delivery service, Amazon aimed to serve as many people as it could, using its data to identify ZIP codes that contained a high concentration of Amazon Prime members. Maps of various cities produced by Bloomberg BusinessWeek (Ingold and Soper 2016) , show the areas within the city limits that initially received same-day delivery. In the case of Boston, it shows that the Roxbury neighborhood was excluded, while all surrounding neighborhoods did receive same-day delivery. The extent to which Roxbury was an anomaly is highlighted when one considers how far beyond the city limits the same-day delivery area stretched. The population of Roxbury is 59% Black. The Bloomberg BusinessWeek analysis found similar (though not quite as striking) effects in other major cities. Without a doubt, Amazon did not set out to distinguish neighborhoods based on racial or ethnic composition. In the Bloomberg BusinessWeek article, an Amazon spokesperson stated, "Demographics play no role in it. Zero." However, the result of their analysis was undesirable enough that Amazon rapidly backtracked. They added same-day service to initially excluded regions in Boston, New York, and Chicago. Even though race played no direct role in Amazon's analysis, the algorithm they used led to "apparent discrimination," as defined in Galhotra et al. (2017) .
Fairness in algorithms is now the subject of significant research efforts, as also mentioned in Cohen (2018) . For instance, Calders and Verwer (2010) define a discrimination score to measure the strength of group discrimination, and Galhotra et al. (2017) highlight some limitations of that score and generalize it to settings with more complex inputs. They also propose ways of testing software for fairness, something that Amazon presumably wishes it had done before rolling out the early phase of its same-day delivery program.
A different way in which virtually all of us have been negatively affected by big data is through the various hacks that have occurred over the years, exposing our personal data to unauthorized parties. Equifax revealed a particularly large data breach in September 2017. The company disclosed that sensitive personal information for some 146 million customers were stolen, including financial records and social security numbers. Many other large organizations around the world have been the subject of similar hacks.
The vast majority of individuals whose data was compromised are not directly financially affected, beyond perhaps the cost associated with additional identity protection services. Lai et al. (2012) observe that there appears to be relatively little research on the consequences for victims of the subsequent potential identity theft. They mention various studies that estimate the total costs to consumers on the order of $50 billion in 2008-2009, or $6000 per victim (p. 353) . The horror stories reported by victims such as Amy Krebs are more salient (Shin 2014) . Cohen (2018) mentions that the breach at Ashley Madison, a Canadian online dating site that specializes in extramarital affairs, had severe consequences for families affected, and may have led to several unconfirmed suicides. The social and emotional costs incurred by individuals following data breaches can be substantial, in turn causing reputational damage and increased regulatory scrutiny of the firms that were hacked. Even firms that were not hacked can suffer consequences when a competitor is breached: Experian issued a warning about the risks it may face due to the "increased legislative and regulatory activity" that followed the Equifax breach (Financial Times, 2017) .
Discussions of various ethical aspects of big data are emerging. Zwitter (2014) observes that global big data is shifting the power balance between the various stakeholders. They argue that major consequences can follow from many small actions taken by many individuals online (such as re-tweets or Facebook likes), and these consequences require a different perspective on what constitutes ethical behavior. Even offline actions, such as an individual parking his or her car in front of his or her own house, can be used to predict information such as demographics and voting behavior, as Gebru et al. (2017) describe in their application of deep learning to images from Google Street View. They also note that this raises important ethical concerns (p. 5). Richards and King (2013) highlight three paradoxes related to the ethics of big data. First, they note that although big data supposedly enhances transparency, much of the process by which the data are collected and analyzed is invisible to the public. Second, they pinpoint that in many cases, even though big data is about large numbers of individuals, its purpose is often precisely to identify specific individuals. And third, they also caution that big data will fundamentally change existing power structures.
A particular ethical quandary associated with big data is how it is used to make technology as addictive as possible. As Alter (2017a,b) notes, the people who design games, websites, and other interactive experiences run endless tests on millions of users to collect massive amounts of data on which features (fonts, sounds, swipes, incentives, etc.) maximize user engagement and keep users coming back time and again. In Alter's (2017a) words: "As an experience evolves, it becomes an irresistible, weaponized version of the experience it once was. In 2004, Facebook was fun; in 2016, it's addictive." Tristan Harris, a former Google Design Ethicist, lists 10 ways in which product designers hijack our psychological vulnerabilities in order to keep our attention focused on their creations; among others, he lays out how our phone and the collection of apps that reside on it are like carrying slot machines in our pockets (Harris 2016) . He argues that designers should use the data at their disposal to protect us from our addictive tendencies, rather than exploit them; we should protect our time just as we protect our privacy.
To summarize, the use of big data is generating a wide range of ethical challenges. Some are more obvious than others, but they must be addressed if society is to reap the many positive benefits that big data has to offer.
Big Data May Not be the Right Data
How do we prioritize all these data? We have evergrowing amounts of increasingly fine-grained data on variables related to climate, and we should use that data by all means. But, when world leaders adopted 17 sustainable development goals (SDGs) at a United Nations summit in September 2015, climate change mitigation was Goal 13 of those 17.
1 It may be harder to measure progress on some of the other SDGs, such as "zero hunger" (Goal 2) or "peace, justice, and strong institutions" (Goal 16), but that difficulty does not mean those areas should be neglected.
Even within each goal, it is essential to first define the objective, and only then try to determine appropriate indicators, rather than the reverse. H ak et al. (2016) point out the danger of letting data availability drive priorities: "Operationalisation of the targets through indicators would be methodologically incorrect and might lead to distortions in the development of the policy agenda (such an approach might cause the false interpretation that only what can be measured is important to our lives)" (p. 568). This lack of data is not an idle threat; Sachs (2012) identified data shortcomings as "one of the biggest drawbacks" (p. 2210) of the Millennium Development Goals (the predecessor to the SDGs). With all the excitement about the vast amount of data becoming available for analysis, we must always ask what is not being captured.
Moreover, even when data appears to exist, it may not be correct. Veracity is always a concern. Firms and nations increasingly formulate quantitative targets related to sustainability: For example, firms set "science-based targets" and nations work together under the Paris agreement to reduce greenhouse gas emissions. The success of this kind of initiative inevitably hinges on the credibility of the associated emissions data. Ongoing debates, such as the discussion on China's CO 2 emissions, indicate that there is as much as 10% uncertainty about the magnitude of those emissions over the period 2000-2013, which could be a decisive factor in whether China's cumulative emissions will be consistent with a 2°C warming target (Korsbakken et al. 2016 , Liu et al. 2015 . At the firm level, Melville and Whisnant (2014) document various kinds of errors two firms made in their greenhouse gas emissions reporting. Blanco et al. (2016) point out that firms' reports of supply chain emissions are even more difficult to interpret. Melville et al. (2017) find that firms that paid attention to the accuracy of their carbon emissions data also achieved lower emissions. In the context of big data, these errors would suggest that improving the veracity of sustainability-related data may be beneficial in itself.
Finally, even when the data are correct in a narrow technical sense, it can easily be abused. With data arriving ever more rapidly, it is easy to fall into the trap of churning out analyses and rankings without due consideration of the underlying phenomena or the impact of those rankings. There are multitudes of rankings of countries, states, or firms on all kinds of environmental or social metrics. These rankings may sometimes have some informative value, but it is rare that a device as simple as a ranking can capture the many nuances involved in social or environmental concerns. Delmas et al. (2013) provide an illustration of how combining multiple rankings of firms' corporate social responsibility performance can lead to substantially better insights than any single ranking by itself. Many readers of this essay will find the concerns about business school rankings to be all too familiar. These ranking methods are dissected in Bachrach et al. (2017) , who argue that the fundamental flaws in the methodologies used to rank business schools negatively impact those schools' ability to meet their social obligations. This danger of the misuse of big data is well examined in Lazer et al. (2014) . They use the large error in predictions made by Google Flu Trends as an example of "big data hubris," which is the "often implicit assumption that big data are a substitute for, rather than a supplement to, traditional data collection and analysis" (p. 1203). They close with the reminder that, despite the enormous opportunities provided by big data, much information is also contained in "small data" (p. 1205) that is not, or cannot be, contained in big data.
In short, despite the excitement associated with emerging big data related to environmental and social indicators, "small data" is still a critical component of environmental and social progress too.
Big Data May Not Mean Better Decisions
Part of the implicit premise underlying the excitement around big data is the assumption that more data will lead to better decisions. There is a vast literature on biases and heuristics (e.g., Kahneman 2011). Muthulingam et al. (2013) provide one example in a sustainability-related context: they document that managers who are faced with well-structured information about energy-efficiency initiatives will disproportionately choose items that appear closer to the top of the list, even when other initiatives further down are economically and environmentally superior. In the face of more data, these biases are likely to persist, or possibly become even more acute, due to the additional cognitive burden associated with big data. The concern that more data might lead to worse decisions is not new, as illustrated by a well-known quote from Herbert Simon (1971, pp. 40-41) : "In an informationrich world, the wealth of information means a dearth of something else: a scarcity of whatever it is that information consumes. What information consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of information creates a poverty of attention and a need to allocate that attention efficiently among the overabundance of information sources that might consume it."
Even when there is no obvious bias at work, individuals may not respond to big data in the intended manner. One well-documented instance is the "rebound effect" in energy conservation, in which individuals who adopt energy-efficient technologies sometimes partly or fully negate these energy savings by consuming more energy elsewhere. Asensio and Delmas (2016, p. 207 ) find mixed evidence on this effect using real-time energy consumption data from 118 households over 9 months, yielding 374 million observations. The households in the treatment group were given feedback on their energy use, either in terms of cost or environmental health. The health treatment generally led to more durable energy conservation, but the households that received the cost treatment, after an initial reduction, ended up increasing their energy use related to heating and cooling. Even more surprisingly, both treatment groups experienced an increase in refrigerator energy use, which the authors attribute to unintuitive design of the temperature controls in the appliances concerned, making it hard for the participants to know which way to adjust the knob. This goes to show that no amount of data can compensate for the simple issue of poor product design. (Although, without the large dataset produced during this study, the product design issue would not have become clear.)
Discussions about big data often focus on the increasing volume of data, but the increasing variety of data poses growing challenges for decision-making. Decisions that have environmental consequences often involve data about a range of impacts, such as neurotoxicity, carcinogenicity, biotoxicity, global warming potential, land use effects, and various social indicators that may also be relevant. Multicriteria decision methods can help to inform policies or decisions that balance such a range of environmental and social indicators in an appropriate manner. The use of these methods is growing, but still relatively nascent (Linkov and Moberg 2012, Ch. 2) , and these methods are not without their drawbacks.
Consider the case of Alternatives Analysis, an approach intended to identify safer chemicals while avoiding inadvertent substitution of toxic chemicals with even more undesirable substances. This approach is a response to chemical policies changing from a risk management focus to a prevention focus. Data on the human health and ecosystem health impacts of a chemical become more reliable as we gain more experience with that chemical. However, negative "experience" is precisely what policies such as the California Safer Consumer Products program and the European Union's Registration, Evaluation, Authorization, and Restriction of Chemicals (REACH) program seek to avoid. By the time we have big data on the ecological or human health impacts of a chemical, we are already well past the time for prevention and well into the time for risk management and mitigation. Malloy et al. (2016) describe some of the challenges involved with making early assessments about safer alternatives when the data on risks and impacts is severely incomplete and multidimensional. Linkov and Moberg (2012) provide an in-depth discussion of how multi-criteria decision analysis can be used in a variety of environmental decision contexts. A recent workshop we held at UCLA with some 15 participants involved in various aspects of alternatives analysis revealed that there is a great need for more systematic approaches to making these kinds of decisions, and also that application of existing multi-criteria decision methods to these questions is far from straightforward. In each of these settings, the main challenge is in how to deal with the small data, rather than the big data.
To summarize, big data can clearly help inform environmental and social decisions in some situations, but in other contexts, we must focus on making better decisions with little or no data rather than waiting for more information to arrive.
Big Data Can Change the Manufacturing Landscape
Big data is not only a technological revolution in itself. It will also facilitate other potentially large shifts, including in the physical world. One such potential consequence is that the spread of big data may foster wider application of mass customization, which in turn would likely be linked to a broader use of 3D printing or additive manufacturing. Two other articles in this special issue, by Feng and Shanthikumar (2018) and Guha and Kumar (2018) , also point to this potential effect.
This raises the question whether additive manufacturing is more or less sustainable than conventional production. Several recent articles, including a special issue of the Journal of Industrial Ecology, investigate this question. The overall takeaway is that the answer is not obvious. Summarizing existing studies, Kellens et al. (2017) observe that the specific energy involved in additive manufacturing is "1 to 2 orders of magnitude" (p. S63) higher than for conventional manufacturing. However, they also note that additive manufacturing can lead to environmental benefits if a larger portion of a damaged part can be reused in a repair process, or if parts are redesigned appropriately. This need for appropriate redesign was also found by Mami et al. (2017) in the manufacture of aircraft doorstops. In addition, Walachowicz et al. (2017) find that additive manufacturing has lower impact along various dimensions than conventional processes for the repair of gas turbine burners. In the case of injection molding, Huang et al. (2017) estimate that additive manufacturing uses slightly less energy than conventional manufacturing. In the manufacture of eyeglasses, Cerdas et al. (2017) find that the comparison between additive and conventional manufacturing depends heavily on the material used. They caution that one of the potential benefits of 3D printing is to allow more distributed manufacturing, but that such a more dispersed production system is harder to regulate. Taking a life-cycle perspective, Huang et al. (2017) predict major savings due to the weight reduction in aircraft components that 3D printing allows.
The point here is not to argue that 3D printing is the only innovation that is likely to be accelerated by the big data revolution, nor that 3D printing is more or less sustainable than conventional manufacturing. The point is to highlight that the consequences of big data on sustainability are likely to reach well beyond big data itself and even into the physical world. The example of CubeSats mentioned earlier is another instance of this linkage. The big data that CubeSats will enable will lead to high demand for such satellites, which in turn will have real environmental consequences: launch is clearly energy-intensive, but many satellites will eventually become space junk, a very different environmental challenge.
Managing and Storing Big Data
There is no question that in many instances, better data can help reduce energy or material consumption, but managing that data still requires physical processes, which consume energy. A widely cited analysis by Gartner (2007) claims that information and communication technology (ICT) accounted for about 2% of global CO 2 emissions in 2007, and this amount was comparable to the emissions associated with aviation. Although Malmodin et al. (2010) point out that the comparison is distorted, they confirm that the 2% estimate is about right. (They estimate the ICT portion of CO 2 e emissions as 1.3%.) In other words, the energy consumption of ICT is not huge, but it is already significant, and it is growing.
Predicting how the impact of ICT will evolve over time involves balancing two counteracting factors. On the one hand, storing and transmitting data is becoming more efficient over time. Aslan et al. (2018) estimate that electricity intensity of data transmission has decreased by about 50% per year since 2000. Operators of some of the largest data centers increasingly rely on renewable energy. Apple's data centers operate on 100% renewable energy (Apple 2017, p. 41) , and Google will reach 100% renewable energy for its operations in 2017 (Google 2016, p. 9) ; Facebook is similarly committed to powering its operations with 100% renewable energy (Facebook 2017) . On the other hand, our data footprint is growing dramatically, and with it the energy required by data centers, data networks, and connected devices. The International Energy Agency projects that data center electricity use will increase by 3% by 2020, despite a tripling in workload; its forecast for data networks ranges anywhere from a 70% increase to a 15% decrease by 2021 (IEA 2017, p. 103 ). An encouraging sign is that, as Khuntia et al. (2018) find, firms that invest in green IT not only achieve lower IT equipment energy consumption, but also earn higher profits.
Whether the energy used for storing and transmitting data is renewable or not, that energy has to be generated somehow, and even renewable energy comes with (significant) costs, in the form of land use, material use, noise and visual pollution, and more. A rapid increase in the energy demands associated with big data is therefore a concern which we need to confront. How can we translate figures such as "2% of global CO 2 emissions" to numbers on a scale that apply to individuals or companies? For instance, what are the greenhouse gas emissions associated with storing 1 TB of data? Estimates vary widely. An analysis by the Natural Resources Defense Council (2012) compares various technologies and data hosting scenarios, and the result was a range of 0.6 kg CO 2 e per year (i.e., using best practices, public cloud storage) to 15.9 kg CO 2 e per year (worst case scenario, onpremise with virtualization) (see figure 2 in Natural Resources Defense Council 2012). The high end of this range translates to 15.9 metric tons of CO 2 e per year per TB of data, which would be comparable to the annual emissions of several passenger vehicles. This seems unreasonably high. A report by Google (2011, p. 6) estimates that keeping email on a locally hosted server at a small business causes 103 kg of CO 2 per year per user. Because this still seems high, I asked an expert in this area, Professor Eric Masanet at the McCormick School of Engineering at Northwestern University. He provided some very helpful estimates that seem more believable (Masanet 2017) .
Taking data from Shehabi et al. (2016) , a Lawrence Berkeley National Laboratory report he coauthored, he estimates US data centers stored about 300 million TB of data in 2016 (figure 12, p. 14), which consumed around 8.3 billion kWh (figure 16, p. 17), hence 27.7 kWh per TB of data. This is the energy directly used for storage by the IT equipment, which we must multiply by the power usage effectiveness (PUE, or total data center facility energy use Ä IT equipment energy use) to obtain the total consumption of the data centers, which includes the energy consumption of associated technology such as cooling and lighting. According to figure 21 in Shehabi et al. (2016, p. 25) , the total data center energy usage is about 72 billion kWh in 2016, of which 43 billion kWh was for IT equipment, yielding a PUE of 72 Ä 43 = 1.67. The total energy consumption of data centers is then 1.67 9 27.7 kWh = 46.33 kWh per TB of data per year.
Converting this to CO 2 e emissions is not straightforward, since energy consumption varies widely across data centers. Using an EPA (2017) estimate for the emission factor (the US national weighted average CO 2 marginal emission rate) of 0.744 kg of CO 2 per kWh, the carbon emissions associated with data storage would be 0.744 9 46.33, or approximately 35 kg of CO 2 per TB per year. Of course, this is a very rough estimate at best, and with changes in storage technology and energy mix, this footprint per TB will likely improve. At the same time, with the continuation of big data and the advent of augmented reality and virtual reality, our data footprint will likely increase.
The numbers so far have only focused on storage, but transmitting data also consumes energy. Coroama et al. (2013) estimate that a videoconference transmission between Switzerland and Japan in 2009 accounted for 200 kWh per TB, substantially above the 46.33 kWh per TB estimated above for storage. Weber et al. (2010) find that online delivery of music to consumers generally causes a lower carbon footprint than physical CDs, but Mayers et al. (2015) predict that downloading large games over the Internet will cause higher carbon emissions than physical delivery via Blu-Ray discs. Altogether, these (and other) studies illustrate that, while there is considerable uncertainty about the energy impacts of big data storage and transmission, they are large enough to take seriously.
What makes all these figures more disconcerting is that the vast majority of data stored can safely be considered as waste. This is sometimes referred to as "dark data," or "the information assets organizations collect, process and store during regular business activities, but generally fail to use for other purposes." Again, reliable estimates of how much dark data exists are hard to come by, but the numbers are quite astounding. IBM estimates that 90% of all data stored is never used (Johnson 2015) . Paul Rogers, chief development officer at General Electric, stated in Wharton (2014) that "[o] nly about one-half of 1% of the world's data is being analyzed" (p. 2), which means that the other 99.5% is dark data. Cohen (2018) cites another source that mentions the same figure of 0.5%. A Veritas survey suggests that 54% of data is dark, while 32% is ROT (redundant, obsolete, trivial), and only 14% is business-critical. This survey also estimates that there will be almost $900 billion in avoidable costs of data storage by 2020 (Hernandez 2015) . The prevalence of dark data and the costs of data storage suggest that a sizable proportion of the energy use associated with big data is avoidable, and we must begin to consider the waste hidden in big data in the same way we think about physical waste. It is not just energy that is wasted: Shehabi et al. (2016, p. 28) estimate that data centers in the US were responsible for the consumption of 626 billion liters of water in 2014.
We need to start using tools such as value stream mapping for data flows, just as we already do to identify waste in physical flows. This would help uncover the vast amounts of unnecessary and obsolete copies of data currently being stored because we have not yet started treating it as actual waste with a real cost. The ISO/IEC 38505 series of standards for governance of data provide a helpful organizing framework for how to collect, store, report, decide, distribute, and dispose of data. The concepts of the circular economy that are already being applied to supply chains (e.g., Agrawal et al. 2018 ) might also help curtail the unbounded growth of data being transmitted or sitting in storage. As data become too big, it will become excessively costly to distribute it, so it will need to be analyzed locally at data repositories. Space missions may provide inspiration on how to do this: the explosion of data collected during a mission far exceeds the severe constraints on what can be transmitted back to earth, which means that local data reduction will be necessary (National Academy of Sciences, 2014; p. 12) . This is a good time to recall the analogy of the internal combustion engine. When that technology was in its infancy, people were certainly concerned about the visible air pollution it created, but the thought that something as small as a car could change our climate must have been inconceivable. Now, several billion cars later, we know better. The point I wish to make here is that, even though the environmental benefits of big data are often large and obvious, it is not too early to start measuring and minimizing the environmental costs, as some firms already do by investing in renewable energy to power their data centers. This applies not only to big data but also to other complementary technologies that have surfaced earlier in this essay, such as additive manufacturing and CubeSats.
Conclusions
We have only begun to explore the potential of big data to improve decision-making in many areas of life. These applications permeate the field of sustainability, broadly defined. I have described a few examples, and other articles in this special issue provide more. Devalkar et al. (2018) outline how big data can help agriculture in India. Swaminathan (2018) describes opportunities for using big data to assist in humanitarian operations. These opportunities are exciting and profoundly promising, and we should pursue them accordingly.
However, while doing so, we should not lose track of the fact that rushing to collect and exploit ever "bigger" data will inevitably have undesirable side effects. Some of these side effects have already surfaced, but others may arise in unexpected areas. We should not dampen the excitement deservedly attached to big data, but we should also be vigilant about potential side effects. I have catalogued some of these potential unwanted byproducts. Some of them may turn out to be irrelevant in the long term, but some others not mentioned here will surely emerge.
One often hears the slogan Big data is the new oil, but like all analogies, it only goes so far. It is true that fossil fuel was a critical driver of growth and change in the global economy during the 20th century (The Economist, 2017), but as Thorp (2012) points out, information is inherently renewable, unlike fossil fuel. Thorp does draw a different parallel, arguing that oil has also been the cause of untold environmental and social devastation. He observes that "data spills" have already occurred, and he asks when we might encounter "dangerous data drilling practices" or suffer the long-term effects of "data pollution." In her discussion of ethical issues in big data, Martin (2015) also refers to the surveillance that results from the systematic way in which individual data are collected as pollution. She draws a number of parallels between traditional supply chains and information supply chains, with implications for how data should be managed throughout the supply chain to minimize the negative aspects of the growth of big data. For instance, just as manufacturers are concerned about ethical sourcing, firms in the big data industry should ensure that the data they rely on are obtained ethically.
One could argue that, in its earliest days, the fossil fuel revolution was mostly beneficial and relatively harmless. Its disastrous side effects were the result of the sheer breadth and depth of the penetration of fossil fuel-based products into every aspect of human life. Moreover, the collateral inertia associated with the vast investments made over the years have created the pronounced path dependency that has caused so much difficulty as we try to migrate away from fossil fuels.
We are now making important decisions about big data-decisions about issues such as technology platforms, governance mechanisms, ownership structures, and access rights. All these decisions could have pivotal implications for what options will be available to us later, when the costs of big data start coming into focus. In order to ensure we use big data in a sustainable way, we must always be on the alert for potential repercussions, even repercussions that seem far-fetched to us now. The big data revolution has opened a vast uncharted frontier, and we must not only explore this frontier with enthusiasm, but also with caution.
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