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Preface
You are now reading the Proceedings of the 3nd IUI Workshop on Interacting with 
Smart Objects. 
The workshop was held in conjunction with the IUI 2014 at February 24, 2014 in Haifa, 
Israel [1]. 
Objects that we use in our everyday life are ever-expanding their interaction capabilities
and provide functionalities that go far beyond their original functionality. They feature 
computing capabilities and are thus able to capture, process and store  information and
interact with their environments, turning them into smart objects [2]. Their wide range 
was covered by the submissions to this workshop. In his keynote, “The (Dumb) Internet
of (Smart) Things”  Carlos Duarte mentioned the following aspects about smart objects.
They know something about their users and thus allow for natural interaction. Natural 
Interaction in contrast does not imply smartness. Smartness requires interaction with 
users and provides help. There are already commercialized products available that ex-
pose their properties and interaction capabilities. In order to enrich their potential and to
lower affordances, they need to talk to each other. Here, making sense out of the avail-
able data is still an open research question. The overall goal should be to build an inter-
active ecosystem, that (i) seamlessy discovers, connects and talks to its environment, 
(ii) is ubiquitous and (iii) which allows the user to be in control.
The workshop examined these issues with regard to the following aspects:
• Voice-based interaction
• Support for people with disabilities
• Smart avatars
• Tangible Interaction
• Use of context Information
Hofmann et al. Came up with a definition of proactivity in voice-based interaction in 
cars. Their definition is derived from the following characteristics in work psychology (i) 
anticipatory, (ii) change-oriented and (iii) self-initiated. Tintarev et al. Introduced SasSy, 
a system that made decisions transparent with argumentation and natural language 
generation. Their systems enables smart objects to describe their behavior with the 
help of a rule-based knowledge source.
Karsenty et al. focused on input aspects for deaf people. They developed a glove that 
can be used to translate sign language to spoken text. Another support aid, especially 
for the blind, was presented by Grosse-Puppendahl et al.. Their goal was to ease inte-
gration of blind users into professional life. Therefore, they equipped compartments in a
shelf with RFID tags that helped blind users in localizing compartments by acoustic no-
tifications.
Amores et al. suggested smart avatars to design new narratives between technology 
and users with the help of avatars that are displayed in augmented reality. They also 
note that objects do not need electronics to become smart. Augmented reality can also 
be used to improve smartness of objects.
Nunes et al. discuss how the interaction space above multi-touch tables can be aug-
mented as an interaction space. They provided  TACTIC1 an open source solution and 
1 http://accessible-serv.lasige.di.fc.ul.pt/~tactic/
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suggest a setup for tangibles and tabletops to support continuous interaction. Other as-
pects of tangible interaction were introduced by Sellitsch with a context aware music 
player. The music player  automatically seletcs a set of music that fits the current situa-
tion based on Thayer's mood model. Lozano et al. applied tangible interfaces to cogni-
tive therapies, mainly to simplify and enhance interaction capabilities for people with 
special needs. Their system is implemented as a set of games to interactivley stimulate
cognitive skills of children with intellectual disabilities. Finally, Hirsch et al. proposed an 
electroluminescent  flexible screen that can be combined e.g. with touch interfaces 
where the surface size and shape are the main requirements.
Contextual information was exploited with regard to several aspects. Auferbauer et al. 
suggested a system that allows for a supervision of groups of children. They integrated 
sensors in children's cloths and provided an Arduino based device to a supervisor. 
Thereby, they provided quick access to environmental context under stress. Another 
important aspect of their work was to preserve privacy. In this light Vanderhulst et al. in-
troduced geo fencing to address privacy issues when people use their smart phones to 
connect to smart devices in a smart city. Their research is focused around the claim 
that possession is insufficient to claim identity.
These proceedings contain the keynote from Carlos Duarte and twelve submissions 
around the different aspects of interacting with smart objects.
The 3rd Workshop on Interacting with Smart Objects was an interesting experience 
where participants with all their different backgrounds had lively discussions about in-
teracting with smart objects. If you contributed to it in any way, we are grateful for your 
involvement. If you wish to participate in the future, please come and find out more in-
formation about the next workshop http://www.smart-objects.org and join the com-
munity. We wish that these proceedings are a valuable source of information in your ef-
forts. We hope that you will enjoy reading the following pages.
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Max Mühlhäuser
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The (dumb) Internet of (smart) Things
Carlos Duarte
LaSIGE, University of Lisbon
Portugal
cad@di.fc.ul.pt
ABSTRACT
With the proliferation of connected sensors, appliances and
applications, the Internet of Things is finally breaking out of
the lab and reaching out into the consumer homes. Smart
sensors and smart appliances are now capable of controlling
their operation based on environmental data. Owners can be
aware of the status of their homes while away, through mobile
applications. However, a truly useful Internet of Things is still
not here. First, most sensors or appliances live in their own
cloud, not knowing nor communicating with other sensors or
appliances. Second, we haven’t really understand how to take
advantage of the potential that a connected environment of
smart devices can bring to its inhabitants.
This talk addresses the problem of designing the Internet of
Things from the peoples’ perspective, not from the Things’
perspective. While in certain contexts we expect an intel-
ligent environment to be able to operate without requiring
input from its users, this will not be true in every context;
furthermore, most of the actions from this intelligent envi-
ronment will impact its inhabitants. Consequently, we need
to understand how people react to intelligent interactive en-
vironments, something which they are not accustomed to, in
order to be able to properly design these environments and
seamlessly integrate the Internet of Things within our lives.
Author Keywords
SmartObjects; Internet of Things; Interaction design;
Affordances.
ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous
General Terms
Design.
THE PROBLEMS
The number of so called Smart Objects has increased signif-
icantly in recent years. This trend is expected to continue,
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and even to accelerate in the coming years, with Gartner pre-
dicting that the total economic value add for the Internet of
Things will be $1.9 trillion dollars in 20201.
While these objects offer an increasing array of features, and
are able to sense a variety of information, their applicability
is still limited because they do not share the sensed informa-
tion with other objects. The true potential of Smart Objects
will be revealed when information exchange between them is
realized, improving their performance in specific tasks, and
widening their range of applicability, leading to new areas
and scenarios of use.
THE CHALLENGES
In order to make the above a reality, three challenges must be
overcome:
• Ensure all Smart Objects can communicate between
themselves and with services offered on the Web – Cur-
rent efforts from ZigBee Alliance and ZWave Alliance
strive to find a protocol to enable communication.
• Make sense of all the available data – Research efforts on
semantic web, collective intelligence, information fusion,
among others, will enable the exploration of all the data
made available by the vast amount of SmartObjects.
• Design an interactive ecosystem characterized by ob-
jects with disappearing affordances – Users in this new
interactive ecosystem will face the challenges of discov-
ering with what to interact, when to interact, and how to
interact. At the same time, they will expect ubiquitous,
seamless interaction, with the right amount of intrusive-
ness, while remaining in control. Design principles, like
reciprocity – where there is output, let there be input – will
be paramount to overcome this challenge.
CONCLUSION
The future environments will be characterized by an array of
embedded SmartObjects, contributing to an increasingly ef-
ficient context awareness, supporting both personalized and
adaptive interaction, leading to what can be termed antici-
patory interaction. To be able to successfully design these
environments we will have to be able to fully characterize the
context where activities will take place, using methodologies
like contextual design. We will have to explore the bound-
aries of plastic interfaces and distributed interaction. And
we must consider, above all, the overall user experience, giv-
ing the due importance to usability, hedonic and goodness
attributes.
1http://www.gartner.com/newsroom/id/2621015
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Proactivity in Spoken Dialog Systems
Hansjo¨rg Hofmann, Ute Ehrlich, Andre´ Berton
Daimler AG
Ulm, Germany
{hansjoerg.hofmann, ute.ehrlich, andre.berton}@daimler.com
ABSTRACT
Proactive speech interfaces have been a hot research topic for
many years. However, until today, no precise definition of
proactive behavior in spoken dialog systems (SDSs) and its
influencing factors has been made. Therefore, this paper aims
at defining the characteristics of proactivity with the focus on
SDSs. The definitions are derived from other research fields
and then transferred to SDSs.
A general proactivity system model, which describes the rel-
evant system components and their interaction is described.
A proactive system receives information from a knowledge
source and notifies the user about an incoming event with-
out a user request. The system has to act user-friendly and
take the current user state and the environment into account.
Thus, the proactive behavior can be identified as anticipa-
tory, change-oriented and self-initiated. A proactive human-
machine speech dialog can be structured in 3 stages. First,
the user has to be notified about an incoming event, then the
problem solving process has to be started. Finally, the new
task has to be completed and possibly paused tasks have to be
resumed.
Author Keywords
proactivity; spoken dialog systems; situation-awareness
ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous
INTRODUCTION
Today, smartphones are considered as people’s companions
and are used in various daily situations. People use smart-
phones to browse the Web, buy things online or communi-
cate via social media, Email and other (instant) messaging
applications. Especially, the need to stay “always connected”
has increased enormously within the last years and people
exchange more and more over-the-top content (OTT) mes-
sages1. According to Informa Telecoms & Media each OTT
1OTT-messaging applications are downloadable smartphone appli-
cations, which enable users to send (instant) text messages for free,
using mobile Internet access [3].
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messaging user sends an average of 32.6 OTT messages ev-
ery day [3]. In online communication users take the initia-
tive to interact but also the smartphone triggers the interaction
and notifies user about new incoming events. This so-called
“proactive” behavior will increasingly demand users as more
and more messages are exchanged per day.
In some situation where the manual use of smartphones is not
in focus, for instance when driving your car, this increased
mental demand can be distractive and dangerous. In so-called
dual-task scenarios people perform a secondary task (e.g.
reading an email) in parallel to a primary task (e.g. driving),
which requires the attention to several sources of information
simultaneously. Wickens proposes that performing dual-tasks
in parallel is achieved best, when the required user workload
is distributed on several resources [15]. As many primary
tasks in dual task scenarios tap haptic input and visual output
channels speech interfaces are a good means to assist users in
a comfortable and safe way [13]. Therefore, spoken dialog
systems (SDSs) should be used to perform secondary tasks in
a dual-task scenario and to notify users about new informa-
tion.
Research about proactive SDSs has emerged in the last 10-
15 years. However, up to today, no definition of proactivity
has been introduced, yet. Related research investigates and
characterizes some aspects of proactive behavior of speech
interfaces but does not define proactivity and its requirements
concretely (e.g., [10, 14, 4]). Therefore, this paper aims at
defining the characteristics of proactivity in human-machine
interaction (HMI) with the focus on SDSs. In the next Sec-
tion, a general proactivity system model is presented, which
describes the relevant components and influencing factors,
which have an impact on proactive systems. In Section 3,
a general definition of proactive behavior derived from litera-
ture and different research fields is presented, which can also
be applied to the field of HMI. Subsequently, the definition
of proactivity is transferred to SDSs and an overview about
existing proactive SDSs is given. In the final Section, the
findings are summarized.
PROACTIVITY SYSTEM MODEL
Imagine, two communication partners (A and B) would like
to exchange information via any system. Therefore, A sends
the information carrier to the system. When the system has
received the information it has two possibilities to interact to
handle the information. Either, the system stores the infor-
mation and waits until B requests the information, or it proac-
tively sends the information to B. The latter activity would
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resemble proactive behavior. Figure 1 illustrates a simple and
generalized system model of such a proactive acting system
in which A would be represented by the source and B by the
user. The system which manages the information exchange
could be a postal service, a smartphone or an in-car SDS. For
example, imagine, A sends a letter to person B via any postal
service. The postal service receives the letter from A. Instead
of waiting until the recipient picks up the letter from the post
office, the postman delivers the letter proactively to the ad-
dressee [8].
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Figure 1. General proactivity system model.
Successful proactive behavior can only be achieved if the
proactive system observes the environment in order to act in
advance on a future situation and to deliver the content at the
right point in time. Therefore, the system model needs to
be extended by a context component, which is illustrated in
Figure 2 [8]. Context-awareness can relate to the current lo-
cation, time or situation, knowledge about user preferences,
etc. The context knowledge can be gained by observing the
environment and from the user himself. For example, if an
addressee has changed his residence recently the postal ser-
vice needs to be aware of the new address. If person A would
like to send a letter to B without knowing the new address
the postal service has to take care that the letter arrives at the
correct address.
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Figure 2. Extended proactivity system model.
If the user is performing a primary task in parallel, such as
driving a car the system model needs to be extended (see Fig-
ure 3). Depending on the nature of the primary task the task
can occupy several input and output channels simultaneously.
For instance, by steering and keeping one’s eyes on the road
driving a car demands a person visually and manually. The
state of the primary task needs to be included in the context
knowledge. Thereby, the system might know if the user is
currently able to process the information, which the system
tries to deliver. E.g., if the user is very busy performing the
primary task the system should not proactively interact with
the user in order to not interfere the primary task.
Proactivity is a relatively new field in HMI and therefore,
proactive behavior has not precisely been characterized, yet.
Apart from HMI, research in human-human communication
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Figure 3. Extended proactivity system model in a dual-task scenario.
and industrial/organizational psychology investigate proac-
tive behavior. The next Section presents a characterization of
proactive behavior derived from literature and other research
fields, which is applied on SDSs afterwards.
CHARACTERISTICS OF PROACTIVE BEHAVIOR
Dictionary definitions [1, 9, 16] typically contain two key
features of proactivity. First, an anticipatory element is em-
phasized, which involves acting in advance of a future sit-
uation, such as “acting in anticipation of future problems,
needs or changes” [9]. Second, these definitions highlight
taking control and causing change, for example: “control-
ling a situation by causing something to happen rather than
waiting to respond to it after it happens” [16]. These two ele-
ments - anticipation and taking control - can be found in most
conceptualizations of general proactive behavior. E.g., [12,
p. 636] define proactive behavior as “self-initiated anticipa-
tory action that aims to change and improve the situation”.
In addition, definitions of proactive behavior often empha-
size its self-initiative nature, which addresses the attempt to
solve problems, which have not yet occurred [5]. Summariz-
ing these definition, proactivity can be described by three key
features (as defined in [11]): proactive behavior is
1. anticipatory - instead of reacting it involves scanning the
environment and acting in advance to a further situation;
2. change-oriented - instead of passively adapting to the sit-
uation or waiting for something to happen being proactive
means to take control or cause something to happen;
3. self-initiated - the control is taken on a self-initiative base
without being requested to do so.
Most of the definitions are applied in work psychology and
used to describe proactive behavior of employees in order to
improve individual and organizational effectiveness. For ex-
ample, a nurse, who is waiting for the doctor sees a patient
and prepares the equipment and data the doctor might need.
Thereby, the doctor can do his work more effectively. The
nurse acts anticipatory by thinking ahead and anticipating the
doctor’s needs. Instead of waiting for the doctor to come she
becomes active and prepares the equipment. The initiative to
do so is taken all by herself without being requested by the
doctor [11].
PROACTIVITY IN SPOKEN DIALOG SYSTEMS
As the definitions for proactive behavior are formulated in a
general manner they can be transferred to other research ar-
eas, such as human-human communication or HMI, too. The
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focus of this research work is on SDSs. Therefore, the char-
acteristics of proactive behavior and the system model the-
ory are transferred to speech interfaces in the following. Fur-
thermore, the process of a proactive speech interaction is ex-
plained in detail.
Proactive Behavior in Spoken Dialog Systems
The proactive behavior of an SDS can also be characterized
by the 3 key features proposed by Parker et al. [11]. A proac-
tive SDS should act anticipatory, change-oriented and self-
initiated. As the proposed proactivity system model applies
for all kind of proactive systems it can be applied to SDSs,
too (see Figure 4).
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Figure 4. SDS proactivity system model in a dual-task scenario.
A proactive SDS receives the information from an application
or a Web Service which is linked to the system. The SDS has
to capture the spacial, temporal and user specific context of an
interaction in order to take control anticipatory in advance to a
further situation, possibly even before the users have become
aware of the problem. Furthermore, the system needs to un-
derstand the user’s current psychological situation, intention
and actions and has to keep track of the dialog history. Then,
it is able to assist the user in a meaningful way. A proactive
SDS initiates the speech interaction itself and not only upon
the user’s request [10].
Imagine an in-vehicle navigation system, which observes the
traffic density on the previously configured route while driv-
ing. As the system detects a traffic jam, which would pro-
long the length of the trip the system speaks up to the driver
and suggests to take a different route. Here, the system acts
anticipatory by observing the traffic density ahead and pre-
venting the user from a possible traffic jam. Instead of ignor-
ing the pending problem the system suggests to change the
route to bypass the traffic jam. The system initiates the dia-
log itself without a request by the user. The only difference
to the proactive behavior of the employee above is that the
system only makes suggestions to the driver and does not de-
cide about the new route itself. The driver has the control of
changing the route himself.
Proactive Speech Interaction Process
The proactive speech interaction process can be structured in
several stages. The dialog flow is illustrated in Figure 5 and
the different dialog steps are described in the following.
Before the SDS delivers some new incoming information or
informs the user about an upcoming problem two different
scenarios are conceivable: Either the user is idle or the user
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Figure 5. Proactive speech dialog flow.
interacts with the system already. When the SDS initiates the
speech interaction, the different speech dialog steps have to
be walked through:
1. Notification: First, the system has to grab the user’s at-
tention to tell him that there is some new information.
The manner an SDS interrupts the ongoing dialog or initi-
ates the interaction should be situation-sensitive and user-
friendly [4]. If the situation does not allow a speech inter-
action at the moment, the system should not address the
user. E.g., if the user is dictating a sensitive Email he
should not be interrupted by the system. When the SDS
decides to notify the user, in order to appear user-friendly,
the SDS could allow the user to decide if he wants to en-
ter into the new dialog or to reject talking about the newly
introduced topic.
2. Problem Solving: In the course of the speech dialog the
user interacts with the SDS on a regular basis. Depending
on the dialog modeling and the competences of the SDS the
speech interaction can appear more or less conversational.
3. Task Completion: When the problem has been solved or
the new information has been delivered, the new task is
completed. Depending on the initial state of the user the
previous task should be resumed or the SDS should dis-
appear again. Again, by negotiating the desired process
the system could leave the decision to the user in a user-
friendly manner.
In order to design a proactive SDS the different stages of the
presented speech dialog flow should be taken into considera-
tion. Several approaches to proactive speech interaction have
been made within the last years. The most advanced projects
and products are described in the following.
Overview on Proactive Spoken Dialog Systems
There are only few research projects who incorporate proac-
tive behavior in SDS. The DARPA Communicator program2
(2000-2001) focused on the improvement of SDSs, which al-
low for performing complex tasks by using speech as sole in-
put modality. The DARPA projects helped to gain knowledge
about proactive dialogue management. In the SmartKom
project3 (1999-2003) complex multimodal dialogs are aspired
in which the user as well as the system can initiate interac-
tions. Kwaku, as part of the Neem project [2] was a virtual
meeting partner, which performed organisational tasks, such
as monitoring the time spent on certain agenda points and
reminds participants proactively to go to the next item, if nec-
essary. Strauß et al. [14] envisaged an SDS which listens
to multiparty conversations and assists the users proactively
in a restaurant search and investigate the user behavior in a
Wizard-Of-Oz study.
Today, there already exist products, which notify the user
proactively. E.g. most of today’s navigation systems em-
ploy data retrieved from the Traffic Message Channel (TMC)
2Websites offline.
3http://www.smartkom.org/
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for routing taking into account real-time traffic situations
[6]. The speech-enabled navigation systems prompt the
driver proactively or play a warning sound if, for example
a traffic jam on the route appears. Smartphones alert users
about incoming emails or instant messages, upcoming ap-
pointments by playing sounds. Location-based information,
gained knowledge about the user from the smartphone use
and real-time data gathered from the Internet set the basis for
successful context-awareness. The smartphone app Google
Now4 uses this context-knowledge to notify the user proac-
tively about relevant information by presenting the informa-
tion on the screen. E.g., when the user enters a subway plat-
form he can see the schedule of the next trains leaving the
station on his smartphone. Another example of a proactive
situation-aware system is the Warning and Informationman-
agement (WIM) system by Heisterkamp et al. [7], which
ranks messages and warnings, which can occur while driv-
ing a car. Those warnings and messages are communicated
to the user only in appropriate situations.
The overview of proactive systems shows that few projects
or products exist, which address the employment of proactive
SDSs in different environments. However, up to today, no
SDS has been developed, which covers all stages of the pre-
sented speech interaction process and which satisfies the de-
mands of proactive behavior in a user-friendly and situation-
sensitive way. Research should investigate the desired inter-
action style of the different stages and the appropriate timing
of the proactive interference.
CONCLUSIONS
This paper defined proactive behavior in SDSs and its influ-
encing factors. The definitions are derived from other re-
search fields and then transferred to SDSs. First, a general
proactivity system model, which describes the relevant sys-
tem components and their interaction has been described.
A proactive system receives information from a knowledge
source and notifies the user about an incoming event without a
user request. The system has to act user-friendly and take the
current user state and the environment into account. Thus, the
proactive behavior can be identified as anticipatory, change-
oriented and self-initiated. In a proactive human-machine
speech dialog, first, the user has to be notified about an incom-
ing event, then the problem solving process has to be started.
Finally, the new task has to be completed and possibly paused
tasks have to be resumed.
Future research should focus on investigating user-friendly
speech interaction strategies for the 3 different stages of the
proactive speech dialog flow. These investigations should
take the influencing factors into account and consider differ-
ent strategies for different situations.
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ABSTRACT
Multi-touch interaction is usually limited to one surface, even
when combined with tangibles. Traditional scenarios where
people interact with physical objects on and above tables or
other surfaces have failed to be fully translated into existing
technologies, such as multi-touch set-ups, which don’t sup-
port natural interactions by combining the surface and the
area above it into one continuous interaction space.
We aim to build and explore a set-up that allows users to ben-
efit from a continuous interaction space on and above the ta-
ble with multi-touch and tangible support. We expect to find
and solve problems that can arise in various scenarios, both
individual and collaborative.
A set of different existing technologies will be integrated to
handle user interactions and an accompanying API will be
developed and presented to serve as a tool for building future
applications that draw from this kind of set-up.
Author Keywords
Tangible, Multi-touch, Continuous interaction space
ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous
General Terms
Human Factors; Design; Measurement; Experimentation.
INTRODUCTION
Multi-touch surfaces are emerging in an ever growing list of
everyday scenarios. Traditionally, this type of set-up allows
interaction with elements on the projected surface through
touch input. This paradigm has been studied in many works
([12], [16]), and it became clear that it could benefit from
some augmentations adding to the interaction experience.
This is shown e.g. in [17], where a small room installation is
proposed to explore a variety of interactions related to inter-
active displays and the space they inhabit; and in [10] which
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proposes an interaction technique and hardware sensor for de-
tecting handoffs that use physical touch above the table.
But even these new scenarios aren’t fully capable of sup-
porting natural user behaviour with physical objects around a
surface, such as object manipulation, exchange, moving and
other actions, which can be present both on and above the sur-
face. We wish to address the existing problem of combining
digitally controlled interaction capabilities with real actions
that are natural to the user in non-technological set-ups.
The area above the multi-touch surface can pave the way for
new interactions when combined with the surface itself, func-
tioning as a continuous interaction space. Gesture recogni-
tion adds natural user interaction above the surface, while
touch recognition allows it on the surface. Physical objects
also come natural to any user in everyday scenarios with tra-
ditional tables, and we wish to contribute towards a multi-
touch augmented set-up that supports natural user interaction
through touch, gestures and tangibles on and above the sur-
face, by combining different technologies. To achieve this we
have built a prototype of such a set-up.
An API is being developed to aid in building client applica-
tions for this type of set-up by blending different technologies
into one form of input while providing a set of automatic tools
for expected interactions and system behaviour.
In this paper we present our proposed set-up and the em-
ployed technology. The proposed API is explained in detail
with a list of events and properties. Finally we describe our
expectations for future work on our set-up and API along with
conclusions we have drawn from this work.
RELATED WORK
Extensive research has been done on similar set-ups, but it
has mainly focused in either on the surface ([7], [9]) or Above
the surface ([14], [13]) interactions. On the surface interac-
tions are traditionally actions like selecting, grabbing, throw-
ing, rotating and moving while Above the surface interactions
are typically point and select and accessing areas not reach-
able by the user’s direct touch [11].
In [11], the continuous interaction space is defined as being
composed of the direct touch surface and the space above (see
figure 1). This allows new ways of interaction such as ex-
tended continuous gestures, which are described as gestures
that start through direct touch on the surface and continue in
the space above it. Mirrored gestures allow users to perform
the same action via a gesture either directly on the surface
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or the space above it, supporting the user’s natural behaviour
by allowing to choose either a gesture on or above the sur-
face to interact with the digital content. It is also possible to
pick and drop digital objects through physics-based interac-
tion by grabbing a digital object on the surface and pulling
it upwards. These gestures take advantage of the continuous
interaction space by removing traditional restrictions and al-
lowing both modalities to work together. However, this work
does not support manipulation of actual physical objects in
the continuous interaction space which is a necessary step to-
wards natural user behaviour.
Figure 1. Continuous interaction space, as depicted in
[11]
Although there is an extensive amount of research in multi-
touch set-ups, few works have focused on user identification
for this continuous interaction space. User identification en-
ables new interaction possibilities by making the interface
aware of which user is interacting with it. In [6] a proximity-
aware multi-touch table is presented. Using 138 proximity
sensors it detects a user’s presence and location, determine
body and arm locations, as well as distinguishing between
right and left arms and map touch points to specific users and
hands. In [15], a technique is proposed for user identification
on interactive surfaces that enables users to access personal
data on a shared surface, associate objects with their iden-
tity and customize appearance, content or functionality of the
user interface. This type of research is relevant when consid-
ering collaborative scenarios, where multiple users interact
with the same system at once. In [8] research was made on
collaborative workspaces in which multiple users work on the
same data set. Users would sit on special chairs that attribute
different signals to each user, allowing the surface to know
where it was being touched and by whom. This was further
explored in [10], where electroTouch was used to detect inter-
actions between users above the surface by detecting current
interruptions.
SET-UP COMPONENTS
Different technologies allow our set-up to detect user interac-
tions throughout the continuous interaction space. The fol-
lowing sections describe how these technologies were de-
ployed and what they offer towards our continuous interac-
tion space.
Different technologies allow our set-up to detect user interac-
tions throughout the continuous interaction space. The fol-
lowing sections describe how these technologies were de-
ployed and what they “bring to the table”.
Figure 2. Our multi-touch set-up. Two cameras are placed inside and
above the surface
On the surface
We use the Frustrated Total Internal Reflection (FTIR) [1]
method for touch interactions on the surface, which allows
us to detect touch input through an array of infra-red light. A
camera inside the set-up captures this light, which is then in-
terpreted and translated into TUIO [5] protocol messages for
client applications.
We decided to use reacTIVision [4] to achieve object tracking
on the surface by tracking fiducial markers that are placed on
physical objects. Since the previous camera inside our set-up
had an infra-red filter, it could not detect visible light, which
was a necessary feature for the fiducial tracking. As such, a
second camera was introduced to capture the fiducial markers
and translate them into TUIO [5] protocol messages for client
applications.
Above the surface
We used ThreeGear [3] to detect precise finger and hand
tracking above the surface using one Kinect camera, as seen
in Figure 2. This system allows detection of small gestures,
like pinching and wrist movements instead of traditional arm
detection. It is coupled with a corresponding API that allows
writing software applications based on its technology.
Tangible interactions above the table are inferred through ges-
ture recognition. After an object is placed on the surface, it is
registered in the system as having hand A holding it, and can
be tracked even after being lifted by tracking the hand hold-
ing it. Given that we cannot be always sure that the object
is still being held by the same hand, we decided to comple-
ment this process by a camera above the surface that allows
fiducial tracking. This allows confirmation of which hand is
holding the object, instead of requiring this information to be
inferred.
Although the camera above removes the need to register tan-
gibles on the surface before using them above, one cannot
rely solely on fiducial tracking from above, since the marker
can be easily lost due to other objects or hands moving over
it. This is especially problematic in collaborative scenarios.
Constant management of inferred and confirmed data from
these sources is needed to achieve the best results, while re-
moving limitations from the user, thus allowing natural inter-
action.
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Bridging the components
Having so many different technologies is quite cumbersome
when considering communication between client applications
and the various sources of input. We deployed RabbitMQ [2]
messaging middleware in our system architecture (see figure
3), to allow seamless communication between any compo-
nents. The API manages all the information from RabbitMQ
and TUIO to deliver events to client applications.
Any set-up component can use RabbitMQ to publish and sub-
scribe to events, thus all the different technologies and lan-
guages are easily bridged, making our system highly modu-
lar, since it is easy to add new components without making
changes to previous configurations.
Figure 3. System architecture
Solving Occlusion
Since fiducial tracking is supported by a camera that captures
visible light, surface projections can get in the way and cause
missing fiducial markers in a tracking scenario. To solve this
problem, we searched for a background color that would al-
low easy and full fiducial tracking on the surface and applied
it to an object follower. An object follower is a circle that
surrounds the fiducial when it is tracked for the first time and
constantly moves below it while maintaining itself above any
projection. Optionally, tangibles can be rotated to increase
or decrease the radius of object followers. This way we can
be sure that the color below the fiducial will always be the
desired color for tracking and significantly reduce the proba-
bility of miss-tracking a fiducial marker.
Figure 4. API controlling object followers for tangibles
In Figure 4 tangibles are being used as painting brushes with
different colors. This scenario can rapidly cause color confu-
sion in the projection, damaging the system’s tracking abili-
ties. Thanks to the object follower method, objects are easily
tracked even when moving above painted zones.
BUILDING AN API
Event handling
Our system uses an extensive amount of technologies, so
when considering the future of this work, we felt that an API
would serve us greatly towards the development of applica-
tions. The API is fully implemented in JavaScript to support
building HTML client applications. We have, so far, intro-
duced some basic events and features to this API. These will
be explained below:
API Events
Events triggered whenever an object
enters, moves or leaves the surface
object added
object updated
object removed
Events triggered whenever an object
enters, moves or leaves an element that is
expecting this event
object.added
object.updated
object.removed
Event triggered whenever a touch is
tracked inside an element that is expecting
this event
touch.press
Event triggered whenever a touch already
being tracked moves inside an element
that is expecting this event
touch.update
Event triggered whenever a touch is no
longer tracked inside an element that is
expecting this event
touch.release
Element Properties
Some properties can be easily attached to HTML elements by
adding the respective CSS class to them. This way the API
saves the user the trouble of making extra calculations. Next
we detail a set of classes that can be added to elements and
the properties they receive:
• movable
A movable element is automatically moved by the API
whenever a touch is registered inside it and movement fol-
lows. When the touch is released the element stays in the
new position.
• touchable
A touchable element receives events related to touch in-
side the area that corresponds to it, and can then respond to
those events in whatever way the user wishes.
Events received: touch.press; touch.update;
touch.release
• object-aware
An object-aware element receives events related to object
tracking inside the area that corresponds to it and can then
respond to those events in whatever way the user wishes.
Events received: object.added; object.updated; ob-
ject.removed
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FUTURE WORK
We want to find new ways to achieve user identification in our
set-up, while making it easier to use in collaborative scenar-
ios, reducing confusion between multiple user interactions.
Hand recognition above the table can be expanded to provide
multiple hand pair recognition, thus allowing identification of
user interactions by the corresponding set of hands.
The API will be improved to add more events that we con-
sider necessary for application developers. The algorithm for
constant swapping of information between inferred and con-
firmed data above the table is going to be improved to achieve
better results and reduce errors as much as possible. We will
run tests to gather data on development of applications for
this type of set-up with our API.
A set of applications will also be developed to test our set-
up and validate our findings towards natural user interactions
within the continuous interaction space.
CONCLUSIONS
We proposed an augmented multi-touch set-up that supports
multi-touch and tangible interactions on and above the sur-
face merging both into one continuous interaction space. By
combining a set of technologies this set-up is capable of sup-
porting natural user interactions with various modalities with-
out interruptions when transiting from the surface to the area
above it, and back.
An accompanying API was developed to support future ad-
vancement for this type of set-up by integrating all of these
technologies into one single form of input. By providing a
set of events and tools, the API allows to build client applica-
tions with ease.
ACKNOWLEDGMENTS
This work was supported by FCT through funding of
SiTECOSE project, ref. PTDC/EIA-EIA/117058/2010, and
LaSIGE Strategic Project, ref. PEst-OE/EEI/UI0408/2014
REFERENCES
1. Frustrated total internal reflection.
http://wiki.nuigroup.com/FTIR#Links:, Dec 2013.
2. Rabbitmq. http://www.rabbitmq.com, Dec 2013.
3. Threegear systems.
http://www.threegear.com/technology.html, Dec
2013.
4. A toolkit for tangible multi-touch surfaces.
http://reactivision.sourceforge.net/, Dec 2013.
5. Tuio 1.1 protocol specification.
http://www.tuio.org/?specification, Dec 2013.
6. Annett, M., Grossman, T., Wigdor, D., and Fitzmaurice,
G. Medusa: a proximity-aware multi-touch tabletop. In
Proceedings of the 24th annual ACM symposium on
User interface software and technology, UIST ’11,
ACM (New York, NY, USA, 2011), 337–346.
7. Cao, X., Wilson, A., Balakrishnan, R., Hinckley, K., and
Hudson, S. Shapetouch: Leveraging contact shape on
interactive surfaces. In Horizontal Interactive Human
Computer Systems, 2008. TABLETOP 2008. 3rd IEEE
International Workshop on (2008), 129–136.
8. Dietz, P., and Leigh, D. Diamondtouch: a multi-user
touch technology. In Proceedings of the 14th annual
ACM symposium on User interface software and
technology, UIST ’01, ACM (New York, NY, USA,
2001), 219–226.
9. Epps, J., Lichman, S., and Wu, M. A study of hand
shape use in tabletop gesture interaction. In CHI ’06
Extended Abstracts on Human Factors in Computing
Systems, CHI EA ’06, ACM (New York, NY, USA,
2006), 748–753.
10. Jun, L., Pinelle, D., Gutwin, C., and Subramanian, S.
Improving digital handoff in shared tabletop
workspaces. In 3rd IEEE International Workshop on
Horizontal Interactive Human Computer Systems
(TABLETOP 2008) (2008), 9–16.
11. Marquardt, N., Jota, R., Greenberg, S., and Jorge, J. A.
The continuous interaction space: interaction techniques
unifying touch and gesture on and above a digital
surface. In Proceedings of the 13th IFIP TC 13
international conference on Human-computer
interaction - Volume Part III, INTERACT’11,
Springer-Verlag (Berlin, Heidelberg, 2011), 461–476.
12. Park, S. Implementation of new gestures on the
multi-touch table. In ICT Convergence (ICTC), 2012
International Conference on (2012), 168–169.
13. Parker, J., Mandryk, R., and Inkpen, K. Integrating point
and touch for interaction with digital tabletop displays.
Computer Graphics and Applications, IEEE 26, 5
(2006), 28–35.
14. Parker, J. K., Mandryk, R. L., and Inkpen, K. M.
Tractorbeam: Seamless integration of local and remote
pointing for tabletop displays. In Proceedings of
Graphics Interface 2005, GI ’05, Canadian
Human-Computer Communications Society (School of
Computer Science, University of Waterloo, Waterloo,
Ontario, Canada, 2005), 33–40.
15. Schmidt, D., Chong, M. K., and Gellersen, H.
Handsdown: hand-contour-based user identification for
interactive surfaces. In Proceedings of the 6th Nordic
Conference on Human-Computer Interaction: Extending
Boundaries, NordiCHI ’10, ACM (New York, NY, USA,
2010), 432–441.
16. Scho¨ning, J., Hook, J., Bartindale, T., Schmidt, D.,
Oliver, P., Echtler, F., Motamedi, N., Brandl, P., and
Zadow, U. Building interactive multi-touch surfaces.
Tabletops-Horizontal Interactive Displays (2010),
27–49.
17. Wilson, A. D., and Benko, H. Combining multiple depth
cameras and projectors for interactions on, above and
between surfaces. In Proceedings of the 23nd annual
ACM symposium on User interface software and
technology, UIST ’10, ACM (New York, NY, USA,
2010), 273–282.
Page 14
Preserving Privacy in Social City Networks via Small Cells
Geert Vanderhulst
Alcatel-Lucent Bell Labs
Copernicuslaan 50
2018 Antwerp, Belgium
geert.vanderhulst@alcatel-lucent.com
Fahim Kawsar
Alcatel-Lucent Bell Labs
Copernicuslaan 50
2018 Antwerp, Belgium
fahim.kawsar@alcatel-lucent.com
ABSTRACT
An increasingly large amount of small cells – e.g. WiFi
hotspots – is being deployed in residential areas to con-
nect a plethora of smart devices to the Internet. In this
paper, we present a social city network leveraging small
cells for sharing content geographically and temporar-
ily whilst preserving the privacy of its users. Unlike a
social network built around friends, we propose a social
city network addressing geographically co-located people
and smart objects, e.g. residing in a street, on a square,
around a building, etc. Our goal is to facilitate interac-
tion with smart cities by easily sharing short-lived data
fragments with others in a given area and for a limited
time span. To this end, we designed an architecture in
which small cells deliver location proofs that grant access
to location-restricted content.
INTRODUCTION
Social networks have radically changed the way content
is shared on the Web. By following someone on Twitter
or becoming one’s friend on Facebook, relationships be-
tween people – family, friends, colleagues – are explicitly
composed. Also location data retrieved by social net-
working applications is often used to associate shared
information with a point on the map, e.g. checking in at
a place on Foursquare or Google Places. The impact of
such networks has grown beyond sharing one’s social sta-
tus to marketing a business (e.g. collecting ‘likes’) and
engaging in a dialogue with customers (e.g. after sale
service). Yet, within the scope of a city, present social
networks still lack intuitive means to disseminate con-
tent that is constrained in place and time. Rather than
addressing known individuals, we envision a location-
based social network [8] in which content is shared with a
street, a square, a part of a city, . . . and only for a limited
period. Such a social network also fits the vision of the
Internet of Things where smart objects autonomously
exchange social facts derived from sensor data with other
objects in the direct vicinity or across city boundaries
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[1]. The notion of friendly objects and associated con-
figuration work for setting up proper sharing policies
could vanish if users can be assured that shared data is
short-lived and constrained within geographical bound-
aries rather than being publicly available on the Internet.
To preserve a user’s privacy when using a city’s social
network, shared content thus must be contained within
the indicated spatial and temporal boundaries. How-
ever, present location-based services typically rely on an
implicit trust relationship between content provider and
consumer: it is assumed that a user indeed resides at
the location he claims to be at. As location coordinates
can easily be falsified, a more robust solution is needed
to prevent users from lying about their whereabouts and
hence obtain unauthorized access to shared content. In
this paper, we leverage small cells as witnesses that can
testify a user’s presence in a given area at a given time.
We contribute to the state of art with an adapted algo-
rithm for generating secure location proofs that preserve
the privacy of the prover. With a location proof, a user
can authenticate herself to the social city network and
access location-restricted content.
RELATED WORK
GeoLife [12] is a location-based social network which en-
ables users to share life experiences and build connec-
tions among each other using human location history.
Similarity matching of location trajectories is applied to
generate friend and travel recommendations. In our sys-
tem no explicit relationships between people or objects
are established. Everyone visiting an area within a pe-
riod that content is shared, can interact with it.
Previous works have studied the use of WiFi hotspots
to oﬄoad traffic from cellular networks [2, 9] and pro-
pose social participation to propagate data through op-
portunistic networks [5]. In these cases, local delivery
nodes are exploited to increase network efficiency and
overcome overloaded cellular networks. Likewise, access
to shared content can be regulated via services running
in a hotspot’s local network [11] which requires a user to
be connected with a specific wireless node to download
a piece of data. As opposed to this approach, we exploit
small cells as witnesses that can testify the presence of
a user at a certain place and time.
Several systems have also been proposed to give users
the ability to prove that they were in a particular place
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at a particular time [10, 6, 13]. Some systems rely on
computing an upper bound of the user’s distance, e.g.
by measuring the round-trip time of a wireless signal
[4]. Other approaches which do not depend on dedicated
hardware, obtain proofs from wireless access points (e.g.
VeriPlace [6]) and Bluetooth devices (e.g. APPLAUS
[13]). Our privacy system is based on a simplified version
of the APPLAUS architecture, yet adapted to hotspots
as trusted witnesses instead of Bluetooth devices. In
many usage scenarios, location proofs are used as evi-
dence for later, e.g. to proof to a teacher that all classes
were attended or to detect loyal customers. Instead, we
leverage them as on-site as authentication tokens to gain
access to location-restricted content. IP-to-Geo schemes
[7] are often too inaccurate for this matter and can easily
be tricked using proxies. On the one hand, we want to
protect the privacy of the content provider by restrict-
ing the place and time where and when content can be
accessed, but on the other hand we also need to preserve
the privacy of the content consumer by ensuring that the
latter’s identity and current location are obfuscated in a
proof. As pointed out in [13] and [6], this can be achieved
by distributing trust among multiple parties involved in
the provisioning and verification of location proofs.
SOCIAL CITY NETWORK
In this section we elaborate on a design of a social city
network service in which messages and media can be
posted, similar to Twitter. The social city network sets
itself apart from other social networks as (i) content is
shared within specific geographic areas rather than with
a predefined set of people and can only be accessed by
users physically residing within this area; and (ii) con-
tent is only made available for a limited duration and
then disappears again – hence it does not circulate in
the network until it is explicitly deleted. Consider the
following motivational use cases:
1. The water company announces construction works in
Arlington Road and indicates an expected cut of the
water supply tomorrow between 8 am and 12 am. Live
updates on the works are propagated via the social city
network to the residents of the street.
2. A restaurant owner interacts with the city’s social net-
work to advertise daily lunch specials to people in the
neighborhood. This information is shared between 11
am and 1 pm within a 10 km radius of the restaurant.
3. During a summer festival in Regent’s Park, camera
feeds capturing the stage from different angles are
made available to the local audience. Hence people at
the festival who have no clear view on the podium can
still watch the performance on their mobile devices.
4. A smart car automatically broadcasts a flat tire to
approaching vehicles, i.e. shares a situation with a
particular road segment.
Figure 1 shows a user interface prototype for a mobile
application by which users can engage with the social
city network and is further elaborated on in the remain-
der of this section.
(a) Posting content.
(b) News feed
Figure 1. User interface mock-up of an application for
interacting with the social city network.
Posting Content
When posting new content to the social city network
using the dialog depicted in figure 1, users need to specify
where and when a fragment is shared. For the where
part, addresses or place descriptions can be specified or
an area can be indicated on the map using selection tools.
We use OpenStreetMap1 data to translate place names
into geometric shapes composed of location coordinates,
e.g. the geographic boundaries of a park in the figure.
This spatial data is stored along with the content in the
social network as it determines the location from where
the content can be accessed. For the when part, users
can specify a start time and a duration after which the
content is deleted. By focusing on short-lived data, we
anticipate privacy concerns and promote the news value
of published content. Moreover, a desired privacy and
security policy can be enforced in our system: trust a
user’s provided location or require a location proof – the
latter being selected as default.
News Feed
The news feed mimics the layout of Google Mail where
social and promotional messages are separated from a
primary feed as illustrated in figure 1. These feeds are
1
http://www.openstreetmap.org
Page 16
populated with content that is revealed based on the
user’s location. Hence, when moving through the city,
the news feed will continuously update. Note however
that our approach is different from e.g. Foursquare
where information about a place (e.g. restaurant re-
views) is made available on-site. Displayed content is not
necessarily linked with the user’s current location, but it
has rather been shared within the area the user currently
happens to be in. To retrieve protected content, users
need to authenticate via a location proof which is re-
trieved from small cells in the vicinity as discussed in
the next section.
LOCATION PROOFS
Since location coordinates can be spoofed easily, we need
a mechanism to verify that a user indeed resides at a
claimed position. Even if access to shared content is
restricted to a number of small cells, there is no guar-
antee that an individual is within the range of e.g. a
WiFi hotspot as a local proxy can route network traffic
from anywhere in the world to the hotspot (e.g. worm-
hole attack). To protect against this, we modified an
algorithm presented in [13] for handing out personalized
location proofs and leverage it for instant location-based
authentication. The location proof authorizes a user to
access content that resides on the Internet (i.e. in the
cloud) but that was only shared within a particular city.
These proofs are handed out by small cells which act
as unique trusted witnesses (i.e. when managed by a
trusted provider) that confirm the presence of a user.
In the next sections, we discuss our location proof archi-
tecture supported by figure 2, and identify the role of the
different entities in the context of a social city network.
Algorithm and Architecture
As illustrated in figure 2(a), several entities are involved
in the provisioning and verification of location proofs to
preserve the privacy of its users. No single entity is aware
of both the identity and the location of a user at any
moment. Provers and witnesses communicate with each
other and a Location Proof Agent (LPA) using secret
identities which also serve as public encryption keys. To
this end, provers and witnesses first identify themselves
to a Certified Authority (CA) that provides them with
secret identifiers (public keys). To obtain a Location
Proof (LP), a prover queries the LPA for nearby wit-
nesses that can confirm its location. The LPA responds
with a list of witnesses (e.g. WiFi hotspot identifiers)
and notifies nearby witnesses that a prover wants to ac-
quire a location proof using the shared token as a refer-
ence. The prover then contacts a witness within range
using the shared token and its secret identifier – i.e. con-
nects to a hotspot with a given SSID and interacts with a
service in the hotspot’s network. The witness generates
an intermediate LP that consists of the location of the
witness (L), the current time (T ) and the prover’s secret
identifier (SIDprover). This data is signed with the wit-
ness’ private key (S(...)) and forwarded to the LPA. The
(a) Different parties involved in the provisioning and verifi-
cation of proofs.
(b) Preserving privacy: who knows what? (ID = identity,
SID = secret reference to identity, L = location)
Figure 2. Location proof architecture.
LPA verifies the identity of the witness using its pub-
lic key (SIDwitness) and composes a final LP which is
passed on to the prover. This location proof is then sent
by the prover to the verifier which checks with the CA
whether the secret identifiers of prover and witness are
not expired and if the LP is valid, i.e. signed by the wit-
ness. Note from figure 2(b) that the LPA is only aware
of the location of a user and the CA only knows the iden-
tity of a user. By distributing this information amongst
different parties run by different organizations, the user’s
privacy is protected. To discourage cheating, we let lo-
cation proofs expire (similar to session cookies) and limit
the number of proofs per IP address. To increase trust, a
content provider may also demand for multiple location
proofs handed out by different witnesses.
Applied to the Social City Network
At the heart of the social city network, a verifier pro-
cess regulates access to shared content. When a valid
location proof is received, location-restricted content is
unlocked for the corresponding user for a predefined time
span. After that, the user’s session expires and a new
location proof must be provided as the user might have
moved to a different place from where the content can
no longer be accessed. To guarantee uninterrupted ac-
cess to location-restricted content, a mobile application
– running a prover process – can pro-actively collect lo-
cation proofs and (re)authenticate to the social city net-
work. Given the continuously growing network of WiFi
hotspots, we believe that WiFi hotspots in particular are
suitable candidates for generating these proofs. WiFi
nodes are readily being used as location beacons due to
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their stationary nature and the limited range of their
radio signals. Many residential and public hotspots are
also managed by telecom providers which can fulfill the
role of Location Proof Agent. Note that the underlying
authentication mechanism is completely transparent for
the end-user of our service: a mobile application (prover)
retrieves a location proof from a WiFi hotspot (witness)
and passes it to the social city network (verifier) – no
manual interaction is required.
CONCLUSIONS AND FUTURE WORK
A social city network built around where and when con-
tent is shared enables several new use cases that are hard
to realize with present social networks. In our approach,
content is shared within the boundaries of a street, a
park or a custom geographic area and automatically ex-
pires. Instead of composing static relationships between
people or objects, we enable users to reach out to crowds
of people that are connected by the places they visit.
Even so in an emerging world of connected objects that
generate massive amounts of data, spatio-temporal shar-
ing can assist in delivering the right facts to the right
place at the right time. In this work, we have explored
the technical requirements for safeguarding the privacy
of the users of a social city network and propose location
as an unobtrusive authentication mechanism. Although
we have mainly focused on public WiFi hotspots as deliv-
ery vehicles of location proofs, the presented techniques
are also applicable to other wireless nodes with limited
coverage like Femtocells [3].
Further effort needs to be spent in combining our ap-
plication prototypes and conceptual architecture into a
real-world proof of concept implementation. Other di-
rections for future work include quality control and own-
ership management of shared content. Possible pitfalls
of a location-based social network service are inappropri-
ate content postings and users pretending to be someone
else. The former can be addressed via a crowd-sourced
voting system (down-voting inappropriate content) or a
cost model that attributes a fee to advertising messages
based on the target area and the lifetime of the content.
While content might be retrieved anonymously via loca-
tion proofs, further research is needed to prevent identity
abuse when posting content.
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ABSTRACT 
In this paper, we describe a smart glove – JhaneGlove - that 
turns sign language gestures into vocalized speech via a 
computer to help deaf people communicate easily with 
people who do not understand the sign language.  We have 
developed a handmade device: a glove with sensors, and the 
software that will transform signs into text. Text is 
converted into speech using standard software. A neural 
network based agent can learn the gestures interactively and 
allows users to define new signs. As a result, each user can 
have a custom sign language independent from other users. 
We present the system and early experimental results. 
Author Keywords 
Sign language, neural networks, hand-shape recognition, 
gesture recognition, glove 
ACM Classification Keywords 
K.4.2 [Computers and Society]: Social Issues—Assistive 
technologies for persons with disabilities; H.5.2 
[Information Interfaces and Presentation]: User interfaces—
Input devices and strategies (e.g., mouse, touchscreen) 
INTRODUCTION 
Our environment is continuously evolving with new 
computerized and electronic systems that are changing the 
way we live and interact with others. Electronics become 
smart, and sensors are everywhere, thereby enabling the 
development of devices that can analyze, recognize and 
interpret our actions. Communication is perhaps one of the 
major concerns when developing such systems, and it is a 
major concern at the Hadassah Academic College where 
projects of the Computer Science department can be 
initiated in direct collaboration with the Communication 
Disorders department.   
While most deaf individuals with various degrees of 
deafness can lip-read and understand someone speaking, 
they almost always communicate with sign language. This 
language is usually unknown by people around them. A 
typical situation is a person (student) who wants to use sign 
language to give a presentation to other students who do not 
understand the sign language. To enable this type of 
communication, we have built an experimental system for 
the automatic translation of sign language into text and 
speech.  
PREVIOUS WORK 
A sign is a language that uses manual communication and 
body language to convey meaning. This can involve 
simultaneously combining hand shapes, orientation and 
movement of the hands, arms or body, and facial 
expressions to fluidly express thoughts. Some systems 
attempt to recognize as a whole the body language, for 
example using the kinect [1] that combines cameras and 
microphone to capture 3D motion and voice, enabling a 
wide range of applications. Other systems, based on more 
portable devices such as a glove, focus on the hands only.  
The hands are used in sign language to code all letters of 
the alphabet (Figure 1). This is the primary means of 
communication for the deaf. We are focusing on this type 
of sign language, aiming at recognizing all letters to enable 
the constructions of words and sentences. Furthermore, we 
generalize the concept of a letter to represent a word or 
sentence as well: the signs can be mapped to a letter, a word 
or even a sentence. 
 
Figure 1. The Sign Alphabet 
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There have been previous attempts in solving the problem 
of sign language translation with a glove. A team of 
Ukrainian students (in the Software Design Competition of 
the 2012 Microsoft Imagine Cup) developed a glove to turn 
signs into text [3]. Their system relies on many sensors, 
including sensors between the fingers allowing very precise 
gesture recognition. It runs on an Android device, at 
relatively low speed, and the gestures are translated into 
text.  
Similarly, we have built a custom glove with fewer sensors, 
but with an accelerometer and gyroscope, and greater 
flexibility since we can reprogram and run pre-processing 
computations on the glove itself. Also, the accelerometer 
and gyroscope helps us detect hand orientation, therefore 
enabling recognition of rotated hand signs. 
Calibration of the glove is an essential initial process to 
ensure precise gesture recognition. It can be a time 
consuming operation, particularly for deaf users who need 
clarifications on about how they should be positioning or 
moving their hands.  
Another glove system aiming at accurate calibration [4] 
uses a Cyberglove 22 flex sensor for gesture recognition. 
The system is built on 22 predefined gestures and prompts 
the user to learn how to operate the glove using a simulator.  
Our system is different from both prior attempts in two 
respects. First, in both prior systems the set of gestures is 
predefined (after some initial calibration). Our goal is to 
provide a generic system that enables the user to define any 
other gesture or sign language. Furthermore, each user’s set 
of signs is stored and enabled after authentication. 
Second, the calibration process for the Cyberglove is rather 
cumbersome and requires the user to repeat 44 gestures. 
Our system on the other hand has very simple calibration 
process from a user perspective. The user only needs to 
move his hand in all directions, and bend and unbend the 
fingers. 
Note that there are a number of systems for sign language 
translation that have been developed for the kinect [1,2]. 
The kinect offers very accurate sensors. Systems using the 
kinect require to be set up in permanent areas such as 
classrooms, while our vision is to build a wearable device 
that can easily be carried around. Therefore we focus on 
hands only, and we rely on fewer sensors provided with a 
custom made glove. 
THE JHANEGLOVE 
The human hand has 27 degrees of freedom: four in each 
finger, three for extension and flexion and one for 
abduction and adduction. The thumb is more complex: it 
has five degrees of freedom, and six degrees of freedom for 
wrist rotation and translation. 
The JhaneGlove (figure 2) was built using three types of 
sensors: 5 flex sensors, 8 contact pads sensor, and an 
accelerometer and gyroscope.  Each flex sensor has three 
states. Each sensor can be turned on or off. It enables 20 
degrees of freedom, allowing more than a hundred different 
gestures. The flex sensor is a device that changes its 
resistance proportional to its form (figure 3), therefore 
allowing the detection of a bending movement when placed 
on the finger. The contact pads allow identifying the contact 
between fingers and the hand palm, such as the “Y” sign. 
Finally the gyroscope allows identifying hand motion and 
thereby the recognition of gestures based on hand 
orientation. 
This last feature is unique and makes our system more 
flexible in terms of recognition, as opposed to others. We 
can track hand movements and rotation as part of the 
gesture. For example the A sign can be trained and 
recognized in different orientations. 
THE SIGN LANGUAGE 
What makes our glove different from other systems is its 
ability to easily create custom sign languages. Most systems 
focus on implementing the conventional sign language. Not 
only we can support this language, but we can also train and 
store one different language per user. 
As a trade-off between the recognition precision and time 
needed to train the system, our system currently allows the 
definition of 30 signs that can be processed by the system’s 
recognizer. In addition to these signs, we have the space 
sign that enables marking the end of a word, and the dot 
sign that marks the end of a sentence. These are necessary 
for the recognizer to form the words. Once the words are 
captured, the text-to-speech agent can convert them into 
speech. 
If the system is used to enter the 26 letters of the English 
alphabet, then four more signs remain that can be assigned 
to frequent occurring words or even full sentences. If the 
system is used to define a domain-specific language, then 
one can assign full words or sentences to the 30 signs and 
create a custom sign language. 
 
 
Figure 2. The JhaneGLove 
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Figure 3. Flex sensors 
 
CALIBRATION AND TRAINING 
The glove is a device that continuously sends data from its 
sensor. In order to pre-process the data to be sent to our 
main agent (a server side component), we have used an 
electronic board, the Arduino, to develop the pre-processing 
software. The board is attached directly to the glove. 
Arduino is an open-source electronics prototyping platform 
based on flexible, easy-to-use hardware and software. It can 
be used in various ways to create interactive systems. The 
Arduino board is shown in Figure 2. It can be used with a 
variety of sensors to control for example lights or motors. 
The microcontroller on the board can be programmed using 
a custom programming language. This enabled us to 
implement pre-processing computations on the glove itself. 
Arduino projects can be stand-alone or they can 
communicate with software running on a computer (e.g. 
Flash, Processing). We have used this ability to develop a 
computer client that handles communication between the 
glove and the recognizer. It also contains everything needed 
to support the microcontroller; we connect it to the 
computer with a USB cable or power it with a AC-to-DC 
adapter or battery to get started. 
Calibration 
In order to use the system, the user must first calibrate the 
glove. The first stage is to record the min/max values that 
the user can emit with the glove. This process requires the 
user to bend and unbend all fingers, as well as move the 
hand in all directions. The calibration is very short and non 
tedious for the user. The min/max values are stored on the 
Arduino board. The pre-processing software embedded in 
the Arduino board also performs normalization (0-128) on 
the values that range between (-200,200) for flex sensors 
and (4000-8000) for the gyroscope. From that point, all data 
emitted from the glove is sent to our server in a normalized 
form and can be processed by the gesture recognition agent. 
From a user point of view, the software provides a simple 
user interface. In order to calibrate the glove, the user 
presses the “Start calibration” button. At that moment, the 
system stores the timestamp of startup. The glove keeps the 
calibration signal and starts to send raw data to the server 
until the “Stop calibration” event generated by the stop 
button. On generation of the “Stop calibration” event, the 
system stores the timestamp of shutdown, loading all the 
raw data from the database which was received from the 
user during the start-stop time range. Then it computes the 
minimum and maximum value per sensor. These values are 
then sent back to the glove. 
When the glove receives the last bit of calibration data, it 
send a “Ready” message to the server and continues to send 
the calibrated sensor’s data to the server by using the new 
set of minimum/maximum values. 
Training 
After calibration, the user can train the system to recognize 
his signs. The training process is relatively intuitive, with a 
simple user interface where each sign must be entered four 
times (Figure 4). The user controls the training progress: he 
can take a break when necessary and can complete the 
training at a later time.  
The problem we are solving a multiple class classification 
problem. The input dimension corresponds to the sensors 
input: 20 dimensions with different input ranges for each 
sensor, multiplied by the number of continuous values 
recorded for each gesture. The more the user gesture is 
precise, the better the recognition engine will perform. In 
addition, the more gestures there are, the more there is a 
probability of similarity (close distance between gestures in 
our 20 dimension space). This is why the recognition agent 
can function with more than 30 signs in practice, but it 
actually performs more accurately with fewer signs (see 
experiments below). 
Different users use the glove: we implemented an 
authentication system that guarantees a personal set for 
each user. After successful authentication, the system loads 
the user specific training set, and the user can start using the 
glove with the signs he previously entered. 
 
 
Figure 4. Training 
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THE SOFTWARE ARCHITECTURE 
Our system is built in a client-server architecture where the 
server side component includes the gesture recognition 
agent, the database that collects the training and calibration 
data, and each user’s personal language data (the neural 
network serialization). 
The glove with the Arduino is the “wearable” device. On 
the Arduino board we have the processing software that 
stores calibration data. The Arduino is connected to a local 
computer (the client) that transfers the glove data to the 
server side. The whole setup at this stage is not as mobile as 
we would hope that the operational system would be. 
Nevertheless it is sufficient to allow us to experiment and 
test the feasibility and usefulness of such system. Note that, 
in this project, we are facing both computing, algorithmic, 
as usability challenges. 
The recognition agent produces text. Then we convert the 
text into voice using the third-party available text-to-speech 
software. 
THE GESTURE RECOGNITION AGENT 
The gesture recognition agent is implemented as a back 
propagation neural network [5]. The back propagation 
algorithm is a common learning algorithm. It is used for 
training multilayer networks by means of error propagation. 
It aims at minimizing the sum of squared approximation 
errors by adjusting the network parameters. The neural 
network uses data that was stored in the database during the 
training process. This data is user specific so each user 
benefits from a different customized recognizer. The system 
is initialized with a predefined dataset including the 
alphabet, allowing unregistered users to be trained on this 
set. 
The neural network is composed of an input linear layer of 
size 20, a middle sigmoid layer of size 13, and an output 
layer of size 1.  Data is continuously fed into the neural 
network and the recognition of a sign is validated after five 
consecutive recognitions of the same sign. A sign generally 
last for less than half a second up to one second: slow as 
well as fast signs can be recognized. 
EXPERIMENTS 
The recognition accuracy of the device was tested under 
various conditions: users were asked to enter a full sentence 
using the alphabet, then they were asked to add a new sign 
to the dataset and use this sign within a sentence. The 
results are summarized in Table 1: the percentage 
represents the amount of correctly recognized symbols. It 
clearly shows a very good percentage for 15 signs but the 
recognition accuracy drops and it is too low for a full set of 
30 signs. This can be explained both from a software and 
hardware aspect. The handmade glove requires a lot more 
sensors to provide more accurate data, and the neural 
network configuration could be improved. 
Natural sign language is certainly much faster without the 
glove and also much faster than typing. We measured the 
time required for the user to make the sign and for its 
recognition. We found that a user sign lasts for about half a 
second (that includes collecting data and storing it in the 
database). The recognition is achieved in about half a 
second (that includes retrieving the data from the database 
and activating recognition engine). So about a second for a 
sharp gesture or more for a shaky gesture, is required for 
each sign. That gives us a maximum rate of 60 signs per 
minute.  
The transition to from one gesture/letter to another works 
well, but we have so far been unable to identify the 
repetition of a gesture, for example where a letter appears 
twice in a word. Recall that we are not using specific signs 
to signal the end of a sign, although we could. Many 
systems do use a start/end signal sign to facilitate the 
parsing. Adding such feature makes the user experience a 
lot slower (twice as many signs for the same word) and 
tedious. This is why we did not implement such 
functionality. 
 
         
# of signs accuracy  
15 92% 
20 88% 
30 80% 
Table 1: Recognition accuracy 
CONCLUSION 
We have described early results of a homemade glove that 
allows defining and recognizing the conventional and also 
custom sign languages. The core system functions were 
completed and tested. The system is open for extensions 
both on the hardware and software sides. As a first 
experiment, we identified several aspects that could benefits 
from significant improvements. First we could use more 
sensors, better quality sensors. Two of five flex sensors 
have a very small range and the gyroscope sometimes 
shows inconsistent values.  We could also add flex sensors 
between fingers to enhance the precision of gestures. 
Second we could rely on a wireless Bluetooth connection 
between the glove and the computer to free completely the 
user from the physical computer.  On the long term, we 
would aim for a smartphone application where the system 
would really become wearable. The smartphone would 
contain the application front-end (user interface of the 
system), while the server side would perform the 
computations of the recognition agent and hold the 
database. 
Our current focus is on improving the gesture recognition 
agent since we still have not reached a satisfying 
recognition of the full set of signs. We will investigate 
different neural network configurations with less input in 
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the middle layer for instance, while keeping an acceptable 
training time.  After we will have improved the recognition 
agent, we plan on performing user tests to evaluate the 
system from a user perspective. For example we are not 
sure about using separator signs for experienced users. A 
simple long pause might be enough instead of a space sign. 
Finally we are exploring other directions such as an auto-
complete ability to enhance the user experience and shorten 
the numbers of signs required to express a word or 
sentence. 
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ABSTRACT
An autonomous system consists of one or more physical or
virtual agents that can perform tasks without continuous hu-
man guidance. In order to realise their promise, techniques
for making such autonomous systems scrutable and transpar-
ent are therefore required. To address this issue the Scrutable
Autonomous Systems (SAsSy) demo shows how argumen-
tation and natural language can be combined to generate a
human understandable dialog explaining the operation of an
autonomous system. On the one hand argumentation theory
is used to simulate human understandable reasoning mech-
anisms. On the other, natural language generation tools are
used to translate logical statements into simple plain English.
The idea is to generate a dialog that enables the user to un-
derstand and question the reasoning present in autonomous
systems.
Author Keywords
Explanations, Argumentation, Natural Language, Agents
ACM Classification Keywords
H.5.2 User Interfaces: Natural Language, Interaction styles,
Graphical user interfaces (GUI)
BACKGROUND AND APPLICATION CONTEXT
An autonomous system consists of physical or virtual enti-
ties, or agents, that can perform tasks without continuous hu-
man guidance. Autonomous systems are becoming increas-
ingly ubiquitous, ranging from unmanned vehicles, to robotic
surgery devices. Such systems can potentially replace hu-
mans in tasks which can be dangerous (such as refuelling a
nuclear reactor), mundane (such as crop picking), or require
superhuman precision (as in robotic surgery). While increas-
ing reasoning capacity can enable an autonomous system to
handle a wider range of situations, modelling and verifying
the operation of such systems becomes increasingly difficult.
The increasing amount of independent reasoning that takes
place within an autonomous systems means that humans
struggle to establish why a system chose to behave as it did,
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to identify what alternative actions the system considered,
and to determine why these alternatives were not selected for
execution by the system. In other words, such systems are
opaque. Such opacity is exacerbated by the formal models
typically used to drive the reasoning behaviour in such sys-
tems — a human (and particularly a non-expert) often strug-
gles to understand what is going on in the system. This lack
of understanding can lead to unrealistic expectations of an au-
tonomous system, or alternatively to a lack of trust in it, caus-
ing inefficiencies at best, and leading to dangerous outcomes
in the worst cases. When things go smoothly transparency
may not be that important. However, it is equally vital that
a user can identify undesired actions before they are carried
out, and interfere appropriately if need be: even if the user
understands the system they need to be able to cancel actions
or suggest alternatives with relative ease in a timely manner.
The SAsSy project1 has for the last year been investigating
computational mechanisms for providing transparency to hu-
mans regarding the internal workings of an autonomous sys-
tem. We use formal argumentation in combination with nat-
ural language to offer explanations to a human. The system
explains which sequence or actions, or what plan, have been
chosen for execution by the system. More specifically it ex-
plains why a certain plan has been selected. That is, the user
should be able to follow a chain of reasoning with arguments
and counter arguments. The system also allows users to pro-
vide additional information which can be used to modify the
arguments, and subsequently, the plan.
The SAsSy team is working with industrial partners in the
hydrocarbon exploration and unmanned vehicle domains to
identify users’ explanatory needs in these domains. However,
the system architecture is flexible enough to model new do-
mains and in this demo we present a simplified scenario built
around delivery logistics. The components that are domain
specific are: a workflow, domain rules, and a lexicon.
The scenario is based on a delivery driver in Scotland who is
delivering a package from Edinburgh to Inverness and driv-
ing back. In this case, the plan is a choice of route with a
sequence of driving actions to a number of intermediate loca-
tions. Each location serves as a potential choice point from
which several other locations may be possible. Some routes
yield shorter distances between points, but given other factors
such as traffic and road conditions the shortest route is not al-
ways the best option. The driver executes the plan step by
1http://scrutable-systems.org
Page 24
step, and questions the system as required while they execute
the plan.
SYSTEM DESCRIPTION
Explanations have frequently been a component of intelli-
gent systems (IS) such as expert systems [1, 4, 8] and rec-
ommender systems [5, 7]. The explanation capabilities in ex-
pert systems have often been evaluated with users in terms
of whether they increase acceptance of an intelligent system
or acceptance of decisions. However, there are other reasons
why explanations may be introduced to an IS including trans-
parency and scrutability [7] – helping users understand how
decisions were made (transparency), as well as allowing users
to tell the system that it is wrong (scrutability).
The demo shows the interaction between two core technolo-
gies: human understandable reasoning mechanism (repre-
sented through argumentation theory) and natural language
generation tools to translate logical statements into plain (nat-
ural) English. Our system is developed in Python and is avail-
able under the BSD licence2.
According to the recent classification of explanations in IS
by [4], the explanations in our system can be classified as
justification, and to certain extent, trace-based explanations.
Justification type explanations describe ‘why’ a decision was
taken and supply the descriptive knowledge used to reach that
decision. Trace explanations supply information about ‘how’
the decisions are made, e.g. which rules were applied. In our
system they are exposed to the user thanks to argumentation.
Our system does not present the user with the full reasoning
trace, but rather allows the user to discuss or argue with our
system about each subsequent fact that is discussed. Our sys-
tem also allows alteration to the rule base. Since all knowl-
edge in our system is captured through rules, the information
can be updated by the user through adding rules, removing
them, or adding exceptions to existing rules. This in turn af-
fects subsequent decisions, since the rules in turn affect the
arguments and their outcomes.
Reasoning mechanism. Our system uses two kinds of rules:
defeasible and strict. Strict rules capture traditional implica-
tion – whenever the literal or literals on the left-hand side are
true, so is the literal on the right-hand side. An excerpt of the
knowledge base can be seen in Figure 1. The main difference
between these two kinds of rules are that defeasible rules can
be affected by exceptions, while strict rules cannot.
An example of a strict rule might be: flood road −− >
closed road, which might be read as “if a road is flooded,
it is closed.”
Defeasible rules capture defeasible implication – whenever
the literal(s) on the left-hand side are true the right-hand side
is usually also true. An example of such rule might be:
snow road ==> closed road, which might be read
as “if a road is covered by snow, it is usually closed.”
The previous defeasible rule can be changed to the fol-
lowing rule: snow road = (-plough road) =>
2https://bitbucket.org/rkutlak/sassy
closed road, which might be read as “if a road is covered
by snow, it is usually closed unless it has been ploughed.”
Rules without pre-conditions on the left-hand side are used
to represent asserted or assumed information. For example,
==> accident on bridge means that “there was an
accident on the bridge.” We use the terms rule and infor-
mation interchangeably.
Part of the knowledge base represents legal actions in terms
of locations that can be reached from each point – we illus-
trate this in Figure 2. The reasoning mechanism in SAsSy
is based on argumentation, where the arguments are derived
from rules in the knowledge base. Arguments are stored as a
directed graph, in which the nodes constitute arguments and
arcs between nodes symbolise attacks between arguments.
The advantage of using argumentation as opposed to tradi-
tional rule-based reasoning, is that it can reason even in the
face of contradicting statements. The use of argumentation
also enables two important features: non-monotonicity and
Figure 1. Excerpt of the knowledge base used in our system.
Figure 2. This map is included as an illustration of the different geo-
graphic locations used in the example. In our system, routes are rep-
resented in the knowledge base as rules of what kinds of actions are al-
lowed. Locations on the map are slightly shifted to increase legibility.
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alternative options. Non-monotonicity means that (when the
user) adds new information, it may invalidate past conclu-
sions and justify new ones. Alternative conclusions are rep-
resented in the argumentation graph which makes them avail-
able for us to both explain what alternatives were considered
by our system as well as justify why they were not chosen.
The explanations build on the instantiated grounded game
presented in [3]. Our system allows users to step through the
argument graph in a sequences of discussion moves present-
ing arguments and counter arguments. Intuitively, such dis-
cussion can be seen as a debate, or reasoning for and against a
course of action. The psychology of human reasoning as val-
idation for argumentation semantics is a largely unexplored
area [6], but a recent strand of work takes its inspiration from
human dialogue to find intelligible explanations of an argu-
ment’s status (i.e., whether to accept or reject the conclusion
of an argument) [2].
The Natural Language Generation. Natural Language
Generation (NLG) is the study of computer algorithms which
produce understandable and appropriate texts in English or
other human languages, from some underlying non-linguistic
representation of information. In our case, the non-linguistic
information are the rules capturing the “knowledge” in our
system.
As we have already seen, the rules are formed from literals
(e.g., snow road), which can be ambigious or difficult to
understand. We use NLG techniques to convert the literals
to more natural text as well as to improve the presentation
by removing unnecessary information. For example, since
defeasible rules capture implications that are usually true, we
do not present the exceptions to such rules to the user.
Presenting the available information in concise and unam-
biguous language could be crucial in e.g., the unmanned ve-
hicle domain, where an operator has limited time to com-
prehend our system’s reasoning and potentially change the
course of action. We plan to include a summary of the pre-
sented plan as well as to use other NLG techniques such as
aggregation (combining simple sentences together for better
presentation) and referring expression generation (e.g., using
pronouns when referring to past entities) to improve the pre-
sentation of the information. Indeed, in order to effectively
be able to communicate ’why’ certain decisions are prefer-
able, the user needs to be able to understand what the recom-
mended plan is first.
DEMO
Our demonstrator shows how argumentation can be used to
emulated dialog, and how natural language can be used to
present reasoning rules in a way that is familiar to users. The
possible actions are represented as a workflow which is visu-
alized as a graph, which is accompanied by natural language
descriptions. In addition, the user can contribute to the dialog
by asking questions. Figure 3 demonstrates a screenshot of
the SAsSy demo.
The system allows the user to ask three different types of
questions:
1. “What can I do next?”: The left hand pane suggests a next
possible location to drive to, e.g. ‘Next task: Go to In-
verness’. The workflow at the top shows the alternative
options, e.g. Stirling1, Kincardine1 and Perth1.
2. “Why does the system NOT say that I should do Y?”: like-
wise, the user can ask why a certain options is rejected:
“why out Perth1?”. To form a reply the system derives the
relevant rules and translates them into natural language in a
form such as “Going through Stirling is faster because the
traffic is very slow.”.
3. “Why does the system say that a certain thing is
true?”: The user can type a question such as “why traf-
fic very slow” in the dialog field and receive an answer
such as “The traffic is very slow because of an accident
on the bridge.”.
For the time being the user input is limited to controlled
symbolic constants such as ‘Perth1’ or ‘traffic very slow’.
Later versions of the system will make explicit the vocabu-
lary available to a user regardless of whether it is controlled
or processed from natural language.
The user may choose to question the system several times.
For example, when the system tells the user that they cannot
take a certain sub-route the user can query what knowledge
was used to derive this argument, such as the case with traf-
fic very slow in the screenshot and example above.
A user can choose to manually override or alter the knowl-
edge base. A manual override means they simply proceed
as they wish, for example by typing “next Perth1”. Concep-
tually, altering the knowledge base is important if a similar
process is likely to be repeated – so that users do not have to
manually override repeatedly. For example, the situation may
have changed and the user may want to tell the system that
the accident is no longer causing issues:
Driver> why traffic very slow
SYSTEM> The traffic is very slow because an accident on
the bridge.
Driver> retract accident on bridge
The system deletes the information of an accident on a bridge,
which affects the argument against using the bridge. The
system now no longer has a reason to recommend the route
though Stirling, and returns to the default of recommending
going straight to Perth.The system also represents a prefer-
ence ordering among rules in case of conflicts to mitigate
deadlocks, or situations where the system is undecided. So,
if two arguments attack each other, only the attack of the ar-
gument with the more preferred rule holds true.
Apart from out of date information, the user and the system
may have different information. For example, the system may
be telling the user that they cannot go through Kincardine be-
cause of the weight of their van, but has gotten the weight
wrong:
Driver> why out Kincardine1
SYSTEM> you cannot go from Edinburgh to Kincardine be-
cause the maximum allowed weight on the bridge is 10 tons
and the weight of the vehicle is 15 tons.
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Figure 3. Screenshot of the SAsSy system. Top: Workflow with all the possible options, represented as a graph. The edges are actions such as ‘drive
from a to b’, and the edges represent states equivalent to reaching a certain location. Perth1 is the state reached in the outbound journey leaving from
Aberdeen, whereas Perth2 is that state of the return journey from Inverness. Bottom left: Status of system with current and next steps. Note that some
steps could be triggered by the system, in which case the change of status and action taken are also represented here. Bottom right: Dialog between user
and system. This is where the user asks questions and the system responds. The user asks why they cannot go through Perth, and the user supplies a
justification (traffic is slow). However, the user may not be willing to accept this justification. They query why traffic is slow and receive an answer for
this as well (there was an accident on the bridge).
Driver> retract vehicle weight 15
SYSTEM> deleted
In addition, users can introduce new information to the sys-
tem such as a new weight for the vehicle:
Driver>assert vehicle weight 5
The explanation capability in SAsSy is undergoing continued
development, with another 2 years remaining on the project.
Development is guided by ongoing user-centered experimen-
tation. We are currently planning experiments on presenting
information differently depending on the areas of responsi-
bility of a user. This would allow the system to tailor the
information presentation to, for example, someone who is re-
sponsible for deliveries at an airport versus someone who in
ensuring the delivery of a specific package.
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ABSTRACT
In this paper, we present a novel interaction system, which
combines tangible interaction and augmented reality for con-
trolling a virtual avatar. By physically interacting with a cube,
it is possible to drive avatars motion that occurs in the real
world. The cube acts as a motion controller and as an AR
marker reaching input and rendering purposes. The cube fa-
cilitates users the avatar positioning and motion customiza-
tion, providing a fine control for both. In this first version,
the avatar is able to stand and move. The current motion state
is picked rotating the cube over the same plane where the
avatar lies. We have implemented two scenarios in our proto-
type: a sketch-based controller and an interactive controller.
The first one enables users to draw paths on the floor that
the avatars follow; on the contrary, the second allows drive
avatars position during all the time. The idea of using tangi-
ble objects in augmented reality environments for controlling
avatars strengthens the link between the user and the avatar
providing a better sense of control and immersion.
Author Keywords
tangible interaction; augmented reality; character animation
ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g. HCI):
Input devices and strategies
General Terms
Human Factors; Design.
INTRODUCTION
User interfaces have been evolved a great deal from
command-line interfaces, through graphical interfaces to last
generation. This last generation brings together tangible and
natural interfaces. Tangible user interfaces (TUI) [3] per-
mit to interact with digital content through a physical envi-
ronment. TUI allows to design interactions using everyday
objects, breaking the traditional approach of interacting with
computers and giving a strong sense of immediacy to the user.
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
IUI 2014, Workshop: Interacting with Smart Objects, February 24, 2014,
Haifa, Israel.
Copyright is held by the author/owner(s)
These objects which are involved in TUI applications are re-
garded as kind of smart objects.
In computer animation, intuitively controlling the motion
of a virtual character is considered as a difficult task. One
reason for this is that a virtual character usually used in the
field has a high degree-of-freedom (DOF) for controlling the
position and orientation of all body joints, thus difficulting
the design of an intuitive interface to manage the individual
body joints. One intuitive approach to solve it is using an
instrumented puppet in order to retarget puppet pose to a
virtual character [5]. Along the same lines, Oshita et al. [6]
propose to use hand manipulation based on traditional puppet
mechanism to control a character. Both approaches obtain a
virtual character moving, but their move is restricted by the
input. Even though the efficiency of motion retargeting is
high, it makes the generation of real motion very difficult for
the user. So, to obtain more natural complex motions (which
involves a coordinated movement of different body parts)
it is necessary to add an intermediate layer to select proper
motion capture data. This is what Lockwood et al. [4] done.
They use a touch-sensitive tabletop for generating full-body
animations, where two fingers are used to pantomime leg
movements. In this work, we would go a step further and
control motion of a virtual character using objects (see Figure
1), but even providing a higher layer to reproduce plausible
whole body motions like locomotions.
Figure 1. Cube for controlling avatAR.
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Turning to another issue, augmented reality is a growing area
of interest because it provides an enhancement of physical
information, which is presented jointly facilitating the user
understand correspondences. Moreover, interaction in aug-
mented reality environments is lifelong investigating in char-
acter animation although some advances have been achieved
in other topics like Internet of Things (IoT). Recently, Heun
et al. [2] propose smarter objects, which among other things,
it consists on associate a virtual object with physical object
to support an easy means of modifying the behavior of that
physical object. It uses augmented reality to match physical
and virtual objects and supports both tangible and graphic in-
teraction (through a tablet). Furthermore, Amores et al. [1]
present SmartAvatars. SmartAvatars is a concept that also re-
lies in a augmented reality environment and uses virtual char-
acters to display system feedback. They propose a prototype
called Flexo where virtual characters interact with objects but
their behavior is constraint for the system reaction. However,
they do not have neither tangible and direct control on avatars
motions, which is precisely what we do in the interaction sys-
tem described below.
Thus, we propose a tangible interface for controlling avatars
in a augmented reality environment. We use a physical cube
for driving virtual character motion, which in turn, it is used
as augmented reality target. In this manner, the cube is mixed
in the virtual scene providing more awareness in spatial
perception, enhancing the character animation controllability
of the user. To our best knowledge, there is no other character
controller than mixes tangible interaction and augmented
reality.
INTERACTION SYSTEM
AvatAR interaction system (see Fig. 2 ) is formed by a
cube, a tablet and a plane surface. The tablet is placed on
a stand in landscape position, looking in at the surface and
in turn defining the interaction area. So, the interaction
area is located behind the screen. The cube is our character
controller and at the same time our AR marker. So, a virtual
character appears inside the cube when such cube is detected.
In this manner, augmented reality becomes tangible. From
this moment the virtual character is mixed with the reality
viewed by the camera of the tablet.
Our character is able to move on a horizontal plane that in this
prototype coincides with the tablet orientation (due its pose).
For this purpose, we only consider idle motion and locomo-
tion. We indicate through the cube the position where the
avatar has to move on. Indicating positions is straigthforward
due the cube lies in the scene jointly with the avatar. The local
orientation of the cube defines the type of motion providing
a range that covers from walking, through running to sprint-
ing. Stablishing the analogy that likens the cube movement
to a potentiometer. If we rotate the cube by 360 degrees, the
motions displayed are: idle, walking, running, walking, idle.
So, the avatar step displacement varies jointly with the type
of locomotion.
Up to this point, we can get locations and a variety of motion
Figure 2. Interaction system
of our avatar by moving and rotating the cube. Nevertheless
it has to be decided how to use locations in order to design
an easy-to-use character controller. To get started, we design
two scenarios.
Scenario 1: Sketch control
This scenario allows to define paths where the virtual
character has to follow. So, we propose two steps. First,
the path is defined by the translation of the cube across the
scene. In order to guide the user in the path creation, we draw
intermediate points (see Figure 3). Once we have the path
defined (now we have restricted to eight points), the virtual
character traces the path in loop mode. While it is moving,
the user can control its behavior by rotating the cube. In this
manner, it is possible to observe how the avatar can covered
the same path performing different motions. Moreover, the
user can interrupt avatars movement by assigning idle motion
which leads the avatar to remain in a static position.
Figure 3. The avatar walk along the path.
Scenario 2: Interactive control
One of the most common uses of virtual characters is in
videogames. In this context, virtual characters are driven
by players allowing positioning and behavior performing
at all times. In the same way, we implement this scenario.
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In this case, the virtual character have always defined its
target position, which is the cube position. So, the virtual
character follows the cube. How longs it takes to reach the
cube depends on the type of locomotion. Obviously, if we set
running locomotion, the character achieve faster the cubes, in
case of setting walking locomotion, the character comes later.
Figure 4. The avatar is walking to the cube.
IMPLEMENTATION
In order to make our first prototype we use Unity Game
Engine [8]. Unity is a game development ecosystem which
includes Mecanim [9], a powerful and flexible animation
system which we use for create our animation controller. For
augmented reality purposes, we use the software platform
Vuforia [7] developed by Qualcomm. The following is a
more detailed explanation of the animation controller, the
motion control interface and the cube target we use.
Animation controller
Mecanim enable easily contruct and edit complex state ma-
chines and blend tree for complete control of how the vir-
tual characters move. We want that our virtual character can
perform different motion clips which are idle, walking and
running. For this purpose, we have constructed a locomo-
tion controller composed by two states: Idle and WalkRun.
Idle state is an idle loop motion, and WalkRun is a blend tree
which we will deeply explain later. To decide the current mo-
tion state we use ”Speed” motion control parameter. Speed
parameter balance between Idle and WalkRun states, assum-
ing that if speed is greater than 0.5 the avatar is moving, and
so, walkRun must to be the current state. On the contrary, the
avatar is in Idle state.
As we have mentioned, WalkRun state (see Figure 5) is a
blend tree which in turn is formed by Walks and Run blend
trees. Blend trees provide variations of motion clips by
blending similar phases of the input motions, so, motions
have to be previously aligned. For both Walk and Run,
we implement a classic blend tree which is composed by
turn left, straight and turn right motions. The ”Angular”
motion control parameter for the turn key goes between
-90 and +90, controlling which animation is being played.
In case of walk blend tree, it is formed by short, medium
and wide strides; and for run blend tree medium and wide.
Moreover, ”Speed” motion control parameter is also used to
discriminate between Walk and Run blend trees, where its
value goes from 0.5 to 5, remaining Walk state until 3.
Figure 5. WalkRun state blend tree
Cube target
We design a cube with a set of image targets in its faces.
Each face is illustrated by an icon that denotes one of the
motion clips. We use 3 icons: idle, walking and running. The
idea is to drive the virtual character by the cube faces. How
to do this is addressed below. Moreover, we have texture the
background with a chip pattern. In this manner, we improve
the proper detection of the marker. In Figure 6 it is illustrated
the graphic design of the marker.
Figure 6. Graphic design of the target cube
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Motion control interface
As we have mentioned, there are two motion control parame-
ters in our animation controller which are ”Speed” and ”An-
gular”. The way we infer ”Speed” value is by computing the
cube orientation respect to the camera orientation, taking into
account the images on the cube faces. So, we compute the an-
gle between the forward vector of the camera and the forward
vector of the cube. Then, we transform this value depending
on the section. If the obtained angle is between 0 and 45,
”Speed” value is directly 0. In other cases, ”Speed” value is
obtained by linearly transforming the range of the value from
0 to 180 to 1.55 to 5.55. As for the ”Angular” motion con-
trol parameter, it is extracted from the difference between the
current direction of the movement and the previous one. This
depends on the interaction scenario.
DISCUSSION AND FUTURE WORK
This work comes up with a proposal to improve the intuitive
control of virtual characters and its inclusion of them in
daily environment. We use a cube as a tangible interface that
permits positioning and to select motion clips for latter drive
a virtual character. The graphic design of the cube and the
interaction model allows to easily understand how it works.
This is because motion control parameters have been taken
into account in the design process.
Although the proposed interaction already fulfill the anima-
tion system requirements, it is limited by the cube rotation.
The cube rotation only allows a degree of freedom, and
therefore manage one motion control parameter. In our
prototype, it is to only support locomotion control, which
in terms of videogames community, it is denoted as a
gameplay. Change the gameplay by performing a gesture
(i.e. shake the cube) and controlling it with rotation could
be a possibility to increment the avatar capabilities, and to
improve the character controller. As a consequence, the
graphic design of the marker should be changed for not con-
fusing the users since the cube faces denote the active motion.
On the other hand, the fact of using augmented reality to
display the character performances produces several benefits.
Firstly, the user can feel and see the digital content at same
time. This way provides more visual and spatial awareness
to the user. Secondly, it allows the scene and the interaction
area to move to different locations This would allow to drive
the virtual characters in different places through using mobile
devices. However, some changes may to be introduced in the
current prototype for computing the appropriate poses of the
virtual characters.
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ABSTRACT
This paper focuses on a new interaction system named Smart
Avatars, which is based on a mixed reality environment con-
taining virtual avatars as a medium for the interaction be-
tween the user and the smart objects of the environment. As a
prototype, we introduce Flexo. With Flexo we investigate the
virtues and obstacles that occur when we use an augmented
reality (AR) avatar to interact with a simple smart object.
Then, we conclude with the advantages and disadvantages of
this kind of interaction in order to create richer interactions in
future prototypes.
Author Keywords
Mixed Reality, Augmented Reality, Internet of things
General Terms
Human Factors; Design.
INTRODUCTION
Internet connection provides us a new way to access and to
interact with real and tangible objects. This technology has
renamed these objects as smart objects. Taking advantage of
this technology we present an application that allows these
smart objects to self-explain their functions. In this paper we
show a way to access smart objects through a new augmented
reality (AR) interface called smart avatar.
When we look for relevant projects that use AR as an in-
terface to control Smart Objects, we have to take a look to
CRISTAL [11], a project that goes a step further in this kind
of interaction. In this project a collaborative interactive table-
top system is presented as a way to control all kinds of digital
devices through a virtually augmented image of the surround-
ing environment. In this project the video stream becomes a
form of interaction between the virtual devices that are con-
nected to the network.
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Another project that is related to the intelligence of the phys-
ical objects is Augmenting Sticky Notes [9]. In this project,
the authors explored the way to enrich the experience of using
the ubiquitous physical sticky-notes by augmenting its infor-
mation and linking this to the digital world.
An improvement in the ubiquitous computing is the introduc-
tion of AR as an interface to interact with digital devices. A
significant contribution is done in [7] where a single con-
troller that uses an augmented reality (AR) interface is ex-
plored as a way to interact with several different smart ob-
jects connected to the home network. Further work would be
evaluating the benefits of having real-time feedback on AR
applications [8].
Finally, parallel to this investigation, Huen has been working
on how to create smarter objects [6]. Through an AR applica-
tion, the user can amplify the interaction of the surrounding
smart objects. Also, using this AR application, the user is able
to connect different smart objects. As an example, a speaker
is shown with a simple interaction: go to previous or next
track, and raise or reduce the volume. When the user points
with the mobile device to the speaker and the AR is displayed,
then an enhanced control layer appears and the user is able to
add the tracks that he wants to listen to. In addition, if the
user drags and drops this speaker in the display to the nearest
speaker, this one will reproduce the same track that the first
speaker is playing. In further steps, Huen has implemented
Reality Editor [5], a system that it is able to edit the behavior
and interfaces of smart objects, using an AR interface over
this.
In this work we introduce an interaction system that could
go further in helping to advance in the connection between
tangible and digital objects. Our goal is to explore how digi-
tal information can modify the real world (and vice versa) in
order to design interfaces that create new narratives between
the user and technology. Here we present a digital interface
which is strongly linked to a real object. The visual represen-
tation of this interface is an avatar and it only appears through
a tablet device when the real object is present. Furthermore,
the avatar is capable of changing the state of the object. Ob-
viously this object must be a smart object and it needs to be
connected to the tablet. This avatar is the essential part of
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Figure 1. Sequence where a smart avatar comes close to the lamp and turns it on.
a new interface between users and real objects called Smart
Avatars.
INTERACTION SYSTEM
Smart Avatars is a concept based on a mixed reality environ-
ment created using augmented reality. From the emergence
of augmented reality as a new interface to interact with our
environment, experts have been made great efforts to find
new ways of introducing virtual data into the real world as
a way of increasing the available information of tangible ele-
ments. Smart Avatars use augmented reality to create a new
way of intuitive communication between the user and these
tangible elements. With the mixed reality virtual objects are
merged with physical objects generating a transversal envi-
ronment where the virtual and the real coexist in the same
layer. With this new type of interface, the advantages of the
two worlds can be exploited to design improved interactions.
This interface allows the user to interact with the smart object
through an augmented reality dynamic interface and can con-
figure the functionalities of the object at each moment based
on his own needs. The aim of Smart Avatars is to redefine the
interfaces for these new smart objects that can be considered
as robotic entities with a new approach which aims to bring
down the barriers between people and complex technology.
There is no longer the need to have hundreds of input devices
to interact with them because every augmented reality inter-
face will appear when needed.
Figure 2. Flexo prototype.
The interface contains human-like avatars that create a closer
relation between the user and the smart object. Different re-
search [2, 1] has shown that humans can solve problems eas-
ily when they are driven by emotions. Moreover, other re-
searches have shown the positive value of the use of emo-
tionally expressive avatars in virtual environments [3]. With
Smart Avatars, this new narrative included in the interaction
increases the implication of the user with the system, as it is
generating a direct influence into user emotions.
In addition, the use of a mobile device to display this aug-
mented reality becomes another key aspect for the hardware
performance. All the operations are computed in the mobile
device; hence there is no need for a high computational cost
hardware. This is the fact that makes Smart Avatars a wholly
multiplatform concept. Besides, being connected to the cloud
at any time allows the smart object to send data and receive
data whenever it is needed.
As a first example, we have developed a prototype named
Flexo. Flexo applies the concept of Smart Avatars to a ba-
sic smart object, a lamp (Figure 2). Using a tablet, the user
can turn on and off the lamp through the augmented reality
displayed on the device. When the user performs an action
(Figure 1), a virtual avatar appears next to the lamp and acts
as the medium to execute that action. In this case, the avatar
approaches the lamp and turns it on. The avatar becomes the
interface between the user and the smart object. The user gets
more involved in the interaction as the expressive avatar used
to turn on the light creates this new narrative that captures the
users attention. Flexo uses an extremely basic smart object
with only two states. However, the idea is to use this con-
cept into more complex smart objects where the interaction
will be more intuitive and more natural than using a simple
graphic layout using buttons. Moreover an interactive control
of the avatar [4] could be implemented in order to interact
with different smart objects.
IMPLEMENTATION
The Flexo prototype has passed through three different devel-
opment stages. The first stage was to hack the lamp so that it
would be recognized by a smartphone since the device would
display augmented reality content. To do so, we designed
a squared lampshade that had an image target in each face
(Figure 3). To recognize and track the features of the image
targets we used Vuforia [10].
The second stage was to give a special character to the aug-
mented reality content. To do so, we created a 3D ani-
mated avatar. To animate the avatar in the most real way, we
recorded the movement of a person using Motion Capture.
We mapped the animation to the 3D model so the model per-
forms the same actions as the actor. Throughout Unity [12]
we unified the power of the rendering of a game engine for
3D content with Vuforia augmented reality.
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The third stage was to make the lamp smart enough to com-
municate with the smartphone or the tablet device. One of
our goals was to provide an easy wireless connectivity to our
object. After evaluating different technologies, we decided
that the Wi-Fi was the best solution - we can have a direct
connection to Internet without using an intermediate device
such a Bluetooth or Zigbee. Wi-fi is a versatile technology
because it allows the object to connect to different devices. In
order to have the wireless control of turning on/off the light,
we designed an electronic circuit that is connected to a mi-
crocontroller. Through the microcontroller we can deactivate
a 220 V relay that cutts off the power supply, and as a con-
sequence, the light turns off. To achieve the control of that
system and provide reliable transmission, we have created a
TCP/IP communication socket to the mobile device in charge
to send the state of the light. In this way, we are displaying
augmented reality content according to the information we
are receiving.
DISCUSSION AND FUTURE WORK
Sometimes the connection between smart objects and users
must be enhanced in order to achieve a reliable experience.
In this work we have developed a new digital interface that
permits the interaction of smart objects through an avatar. Al-
though part of this interaction is displayed on a mobile device
a deep spatially awareness is perceived. Linking Internet of
things and AR Smart Avatars go beyond the mobile display
and the graphical layout of buttons.
With this new approach, the connection between the user and
the smart object becomes deeper and more affective. The user
gets emotionally involved in the interaction, as the medium
for it is a human-like avatar. As a result, a better user experi-
ence is achieved.
This case study focuses on a lamp as the smart object to in-
teract with. This one has been chosen as a simple object to
make the concept more understandable. However, this idea
has been thought out to be applied to more complex objects,
where the user needs some kind of help to understand their
functionalities.
Figure 3. 3D marker used as lampshade.
Some aspects about tangibility could be improved in this kind
of interface. Custom-made prototypes including some sen-
sors within them can provide to Smart Avatars a tangible com-
ponent. In this way users get more involved with smart ob-
jects.
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ABSTRACT 
Interactive games to support cognitive training are 
increasingly becoming an indispensable resource in 
cognitive therapies. At the same time, technological 
advances are definitely causing the appearance of new 
paradigms and different styles of interaction. In this paper, 
we take advantage of real physical objects and the benefits 
that new technologies offer us, in order to design a new way 
to interact with interactive games in cognitive therapies.  
The system is based on physical objects that integrate NFC 
technology and allow the final user to interact with 
Distributed User Interfaces. We analyze the effects of 
interacting with smart objects in Multi-Device 
Environments developed for people with intellectual 
disabilities. 
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Tangible interaction, NFC technology, Distributed User 
Interfaces, Collaboration 
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INTRODUCTION 
Nowadays three per cent of the world's population has some 
type of intellectual disability [29]. This disability limits 
their life and the life of those around them. Recent research 
on brain plasticity emphasizes that conducting a 
systematized practice and repetition makes the brain 
favourably modify its structure and operation, offering the 
possibility to optimize the performance and cognitive 
abilities [23]. 
Technology is a crucial tool in cognitive therapies, as it 
offers an interactive way to improve, stimulate and develop 
the user´s cognitive abilities [24]. People with special needs 
experience difficulty using traditional computers. For this 
reason engaging and enjoyable software is necessary to 
encourage them to use it. In this way videogames are 
elements with a high level of motivation. They can have a 
positive effect on people by helping them focus their 
attention and enhance their interest in the tasks they are 
performing [28]. 
Nowadays a number of games for people with special needs 
or intellectual disability have been developed. These games 
offer many advantages, nevertheless interaction based on 
using mouse and keyboard and virtual reality devices can 
be an obstacle for people with limitations. 
This paper presents a system, called TraInAb, based on a 
set of interactive games that uses Tangible and Distributed 
User Interfaces to offer an amusing environment so as to 
improve and stimulate cognitive capabilities of people with 
special needs. The main goal is to create an amusing 
scenario especially designed for people with special needs 
overcoming the technological barrier between people and 
technology.  
Tangible User Interfaces (TUI) refers to user interfaces 
which give physical form to digital information, making the 
parts directly malleable and perceptible [8]. Tangible User 
Interfaces are based on smart objects, and provide a natural 
and easy style of interaction that proves intuitive and 
motivating for non-experts in technology and people with 
special needs [10, 15] 
According to Niklas Elmqvist in [6], Distributed User 
Interfaces (DUI) can be defined as a user interface which 
components can be distributed through one or more 
dimensions. These dimensions are: input, output, platform 
space and time. Although some definitions of the term have 
been proposed, at present there is no formal definition. 
Some approaches to a definition of this term can be found 
in [20].  
The rest of the paper is organized as follows: Section 2 
describes some related works, introducing types of games 
for intellectual disabilities and styles of interaction in the 
new scenarios. In section 3 we present the system we have 
developed. Section 4 shows the experimental data obtained 
after evaluating the system with real users. Finally, section 
5 presents conclusions and final remarks. 
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RELATED WORKS 
This section includes some important concepts with respect 
to the proposal we present in this paper and a brief 
overview of several related works to highlight the 
differences with respect to the system proposed.  
A video game is a software program created for 
entertainment and learning purposes in general. It is based 
on the interaction between one or more persons and an 
electronic device that executes the game. 
"Serious Games" are games that simulate real situations for 
people with disabilities, such as shopping in the 
supermarket. The main objective is to develop the skills that 
can help them in their daily activities [16]. 
It is not easy to determine which game is more adequate for 
intellectually disabled players. The barriers that people with 
cognitive disabilities may find during the activities are 
complex and varied as described in [4] and [9].  These 
studies highlight that the key element in the games must be 
simplicity. 
On the other hand, in Virtual Reality applications using 
helmets, gloves and other simulators, the user may feel 
more immersed in the game, and it is very engaging and 
motivating, but the problem is the high cost of devices, and 
the difficulty of using certain devices. In addition, an expert 
is required to control the players and devices [17, 18]. 
The advantages offered by computer games in general are 
numerous. They enhance positive attitudes in users while 
being appealing and encouraging. However these systems 
present the following disadvantages: 
-The user needs a minimum knowledge about computer 
use. Not everybody can use a computer and some devices, 
like the mouse or the keyboard are not intuitive for people 
with cognitive disabilities. They need someone to help 
them. 
-These systems sometimes require highly specialized 
hardware/software which can be expensive (simulators, 
virtual reality). 
- In some games, impaired users may have difficulty 
finding specific information. 
The rapid evolution of technology has changed the way in 
which we can interact with interactive systems. New 
scenarios have appeared such as Multi-Device 
Environments (MDE). These scenarios implicitly support 
Distributed User Interfaces. However people with 
disabilities have significant limitations with new 
technologies; for this reason it is necessary to provide an 
intuitive and simple style of interaction so that this is not an 
obstacle to use the system. 
Among the existing interaction techniques in the new 
scenarios next we highlight those that are more adequate for 
people with cognitive limitations. 
-Touching. This technique involves touching an object, 
either with a finger or with a mobile device, to perform a 
task.  Some examples of projects using this technique can 
be found in [1] [7] [21].  
-Scanning. The mobile device or any other device is 
capable of scanning information and interact with the 
system to provide a service to the user [22]. 
- Approach&Remove [14]. It is a style of interaction that 
allows the user to interact with distributed user interfaces 
by approaching a mobile device to digitized objects.  
The system we present in this paper is based on this last 
style of interaction. Some of the projects that use this type 
of interaction are the following:  Interactive EcoPanel [19] 
is a system that uses RFID technology to support interactive 
panels to provide a collaborative application where users 
can share their opinions and ideas about an environmental 
issue just by using natural and intuitive gestures.  
A map has been digitized in [14], with the aim of allowing 
users to find and watch on their mobile devices some 
information related to a specific area. These systems enable 
users to interact with the digitalized objects, which are used 
as physical interface.  
The main difference with respect to our proposal is that all 
of them use mobile devices to interact with objects, whether 
posters, walls, or in the case of the "Touching" technique, 
touch devices. However, in our proposal not all players 
need a mobile device. Just one device is required to allow 
that multiple-users can interact with the system. Thanks to 
digitized objects, interacting with the system is simple and 
intuitive for all users. This new style of interaction helps 
users overcome their fear to interact with new technologies. 
In this way, people with special needs feel motivated and 
self-confident when they use the system 
TRAINAB SYSTEM 
TraInAb (Training Intellectual Abilities) is an interactive 
and collaborative set of games designed to stimulate people 
with intellectual disabilities. 
The system integrates a new style of interaction. The user 
can interact with the system through everyday objects such 
as cards, toys, coins, etc.  
The collaborative system is based on the distribution of 
interfaces and device mobility; it offers the possibility to be 
used individually or by multiple users. 
The functionality of the system is as follows. The game 
interface is projected onto the wall. Users interact with the 
game through digitized tangible objects integrating NFC 
tags inside.  The user has to bring these objects closer to the 
mobile device that incorporates an NFC reader so that the 
mobile device can identify the object. For example, when 
the game is waiting for the user to select a concrete object, 
the user only has to bring the corresponding object closer to 
the mobile device, and then the system recognizes it and 
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displays the outcome of the game showing whether it was 
the correct one or not. 
 Design guidelines 
The system has been designed according to some key 
guidelines described next. 
The game interface is executed on a computer and projected 
onto a wall, what does not require the use of other 
peripherals like joystick or mouse. This requisite ensures 
that the game can be set in any environment, provided the 
existence of the following devices, correctly configured: a 
projector, the smart objects (tangibles user interfaces) and a 
mobile device with NFC reader. Smart objects are the main 
elements to interact with the games. 
According to Brundy in [2], there is a need to engage and 
involve the user in the game. To ensure this requisite, the 
game sends out ludic cues, as invitations to play. This ludic 
cues corresponds to animated images and sounds. Ludic 
cues include verbal messages to facilitate the use of the 
game and get the attention, generate enthusiasm, and 
maintain the concentration of users, who are guided by the 
game interfaces. 
Another important requirement is avoiding frustration due 
to failure. Our system shows positive and encouraging 
messages when the user fails. When the user gives a right 
answer, the system shows immediate reinforcement based 
on encouraging messages and points, motivating the 
progress toward goals and skills development. 
Besides, the Distributed User Interfaces have been designed 
taken into account visual impairments. In our system, the 
game interface is executed on large-print displays, 
alternative colours on the screen, and voice output to 
compensate for some reading and attention problems.  
Finally, flexibility of performance and continuous 
gratification is another requirement included in the system. 
The game automatically adapts to the skill of the user while 
in performance. This allows a greater control over the 
challenge proposed on the different skill levels of the end 
users. 
Distributed User Interfaces 
The interface is the means by which the user interacts with 
the system, therefore it is very important that they are easy 
to understand, simple and intuitive. TraInAb is 
implemented in a distributed user interface setting 
composed of t three types of interfaces: 
-MainUI (Main User Interface). It is the main interface of 
the system. It graphically displays the game information, 
including animations, texts and sounds. At all times, it 
shows the progress and course of the gameplay (See 
Figures 3, 4, 5). 
-MobileUI (Mobile User Interface). It corresponds to the 
graphical interface of the mobile device that incorporates 
the NFC reader. Its function is to recognise the object 
chosen by the user when they bring it close to the mobile 
device (approach & remove). It also shows the instructions 
of the game at the beginning (See Figure 1). 
-TangibleUI (Tangible User Interfaces). These are common 
physical objects used as interaction resources (IR) to 
interact with the game. In this case we have three different 
types of objects: cards with pictures of the different games, 
coins and notes (See Figure 1.b-c-d). These objects have an 
NFC tag integrated inside what allows that the system can 
identify them through the mobile device (See Figure 2). 
 
 
Figure 1. (a) Mobile device interface. (b,c,d) Tangible user 
interfaces for Game 1(b), Game 2 (d) and Game 3 (c) 
Interaction Style 
The style of interaction of the user with the system 
simulates the usual style of the user in their environment. 
Therefore no prior knowledge is necessary, as using the 
system is easy and intuitive (see Figure 3). The user only 
has to bring the chosen object closer to the mobile device. 
The actions that result from this are transparent for the user. 
The game interface displayed onto the wall shows the game 
executed in that moment. Depending on the game, it may 
show different objects and the user will have to interact 
with the system by choosing the correct object and bringing 
it closer to the mobile device. From that moment all 
processes are run implicitly. The game interface will 
display the pictures, texts and sounds according to the final 
result of the user action. In case of failure, the game will 
keep the game at the same skill level and in case of success, 
it will move on to the next level of difficulty. 
Next we describe the interaction components and their 
function in the system: 
IR (Interaction Resources). The digitised physical objects. 
These resources support the interaction with the system. In 
this case study, we have used everyday objects such as 
coins or cards to interact with the system. ID (Interaction 
Devices). The interaction devices correspond to mobile 
devices. They allow the communication between the 
digitized objects and the system through NFC and wireless 
technology. 
(a) 
(b) (c) 
(d) 
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 Figure 2. Style of Interaction. The user brings the digitized 
object (Tangible User Interface) closer to the mobile device 
(interaction resource) that incorporates the NFC Reader.  
Games 
TraInAb integrates a set of games focused on improving 
abilities for the integration of the user in a city. The system 
has two modules: The first one corresponds to the 
Management and Administration by the therapists and the 
second one corresponds to the gameplay management.  
 
Management and Administration Module 
This part is responsible for controlling the games and users’ 
statistics. This module has been designed to be used by the 
therapist, teacher, mentor or psychologist. This person is in 
charge of administering the system. This module allows the 
user to choose the game they want to run, as well as to 
change and save it.   
Gameplay Management  
The system consists of three different types of game, 
each aimed at stimulating a different cognitive ability such 
as memory and attention, calculation, and auditory 
discrimination. 
All the games have been designed with three different 
levels of difficulty to adapt to the user’s skills.. If the user 
fails, they lose a life and if the user wins they move on to 
the next level. The feedback messages are motivating for 
the user to feel encouraged to continue playing. Besides, the 
system shows this feedback information in a different way 
depending on the level of difficulty.  
In addition, the game shows the status and game results 
at any moment. 
 
Game 1: Memory 
The first game is aimed at memory training. It trains the 
ability to temporarily retain in memory some information 
which is later used to produce a specific result. This is a 
special component of other higher order cognitive processes 
and includes other cognitive skills such as attention, 
concentration, mental control and reasoning. 
The game presents three cards that the user has to 
memorise. After a few seconds, the cards disappear and 
only two of the initial three cards appear again. The goal is 
that the user remembers the missing card. Then, the user 
selects the correct tangible objects corresponding to the 
missing card and brings it closer to the mobile device. The 
result is displayed on the game interface with positive and 
encouraging messages regardless of the outcome of the 
game. The sequence of this gameplay is depicted in Figure 
3. 
 
Figure 3. Game 1 Sequence. (a) Main interface of the game. 
Firstly, users have to memorize the cards (b) One card 
disappears (c ) Bringing the selected tangible interface closer to 
the mobile device (d) Game results 
Game 2: Counting Euros  
This game has been designed to improve cognitive 
abilities related to calculation and logic. The game shows 
the price of different items such as food, clothes, drinks, 
and so on. The user has to calculate the price using the 
coins and notes available as tangible objects.  The main 
goal is to improve concentration as well as the ability to 
make calculations and handle money (See Figure 4). 
 
Figure 4. Main interface of the game designed to stimulate 
calculation skills (Game 2) 
Game 3. Auditory discrimination 
To train hearing skills and increase the user 
concentration, this game reproduces common sounds in the 
city such as cars, phones, etc. and the user has to 
Page 38
concentrate in order to associate the sound with the 
corresponding card (See Figure 5). 
 
Figure 5. Main interface of the game designed to improve 
listening skills, attention and concentration (Game 3). 
System Advantages 
The main advantages of the system can be summarized 
as follows: 
Reduction of cognitive load. The system has been 
designed with simple and easily understandable graphics 
and tangible objects are easily recognized. 
Flexibility. It refers to the multiple ways in which the 
user and the system can exchange information. The 
information exchanged is displayed as text, voice, cheerful 
sounds or using graphics. The goal is to adapt the system to 
any user, regardless of the disability or limitation they may 
have. Besides, it refers also to the flexibility in the number 
of users. This is a multi-player game. It allows sharing and 
exchanging experiences with other users. The situation of 
each user may be complex and variable and, for this reason, 
the game can also be used by only one player.  Flexibility in 
terms of space. Players can be moving around while 
playing, the only requirement is that the mobile device is 
connected to the server.  
Cheap to deploy. Passive NFC tags are quite 
inexpensive. Besides, only one mobile device with NFC 
reader is required.  
Expandable. It offers the possibility to extend the 
games. The topics can be easily changed. The only 
requirement is that the NFC tags must be integrated inside 
the tangible objects.  
Interaction with the system is simple and intuitive. 
Common items are familiar and can be easily assimilated 
by users, making it more predictable to use. They do not 
need prior knowledge of the system or device to use it. 
Cognitive stimulation may enhance mental abilities such 
as perception, attention, reasoning, abstraction, memory, 
language, orientation processes, while optimizing the users’ 
performance. These games can be an objective therapy for 
cognitive deficit. 
 
Figure 6.  Digitized objects with NFC tags that communicate 
with the game interface when users bring them closer to the 
mobile device. 
System Architecture 
The TraInAb system is a client-server system designed as 
follows. The client system runs in the mobile device. It is 
connected to the server application through a wireless 
network and it is communicated with objects via NFC when 
the user brings the object closer to the mobile device. A tag 
(or more) is integrated inside the object or card depending 
on the size of the object; each tag describes a unique 
identifier. When the tangible object is brought closer to the 
NFC reader in the mobile device, the NFC tag inside the 
object is excited by electromagnetic waves sent by the NFC 
reader, and then the component controller sends the 
identifier to the server. The server maps this information in 
the database and executes the steps necessary to return the 
information to the mobile device. The games which are 
running in the PC are displayed onto the wall through the 
projector (See Figure 6).   
EXPERIMENTAL STUDY 
This section describes an evaluation of the interactive 
system performed by people with intellectual disability. The 
main goals of carrying out the experimental study were: 
 To test the strengths and weaknesses of the 
system. 
 To investigate if people´s cognitive abilities 
improved and whether they enjoyed playing with 
the games. 
 To test the effect of new user interaction based on 
tangible objects. 
Participants 
Twelve people with intellectual disability participated in the 
evaluation (3 female and 9 male). They were recruited from 
the Center for Assistance to Disabled Persons and Families 
in Albacete, Spain. Participants ranged from 7 to 62 years 
(mean=34,83; sd=2,86). Participants had no prior 
experience with the system. 
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The hardware used in the evaluation consisted of a 
Smartphone Samsung Google Nexus S, (16 GB de memory, 
512 MG de RAM, processor ARM Cortex A8 1GHZ which 
incorporates a NFC reader and a private wireless ad-hoc 
network. A laptop (Processor Intel Core2 CPU t7500 2.20 
Ghz with 2,0 GB de RAM) was used to execute the games. 
It was connected to a projector that showed the game 
interface onto the wall. The two devices (Smartphone and 
PC) were communicated through a wireless network. The 
projector was connected to the PC with a VGA wire. The 
host application and device application were both 
developed using C#. The server application and game 
application are hosted on the same computer. The server 
application received incoming connections from the mobile 
device and computer. 
Procedure  
In order to perform the experiments, we conducted three 
sessions with the same participants. The first session was 
divided into three phases: pre-test, test and post-test. 
The pre-test phase aimed to obtain information about 
the participants' profile. In order to find out who had 
previous experience with technology and stimulation 
activities we asked the following questions: (1) Have you 
ever played a video game? (2) How many times a week do 
you play? (3) Do you like video games (4) What kind of 
devices have you used to perform the games?: computer, 
board games or other devices. 
The second phase consisted in playing with the 
interactive system "TraInAb". Firstly, we explained the 
games and the new way to interact with the system. Then 
we introduced them the game focused on memory skills 
(games 1), the game focused on improving calculations and 
logic abilities (game 2) and the game focused on improving 
auditory discrimination (game 3). 
In the third phase, called post-test, we distributed 
Smileyometer tests and then we asked them some questions 
such as: (1) Have you enjoyed playing?, (2) Would you 
play again? (3) What did you like most about the game?. 
While performing the tasks, a video camera was recording 
the complete session, two evaluators wrote down the 
playing time and the number of errors occurred, while a 
psychologist was responsible for assessing the nonverbal 
messages of users. 
The second evaluation session was conducted a week 
after the first session and the third one two weeks after the 
first session. In these session, the participants played games 
1, 2 and 3. The goal was to analyze whether the participants 
improved their performance after using the system. 
Methods 
During the evaluation sessions, we followed the steps 
defined in [11].  We also used the Smileyometer test that is 
a method which allows the user to choose from among five 
pictorial representations, ranging from awful to brilliant, to 
express their opinion [13] (See Figure 7). 
Another method used was Direct Observation [12]. The 
purpose of this kind of evaluation is to enable designers to 
better understand how the users make use of the systems in 
their natural environments. Data is collected in informal 
and natural ways, with the aim of causing as little 
disturbance as possible to users. In order to obtain data on 
the emotions and feelings about the game (playability), we 
analysed nonverbal messages, gestures [5] and facial 
expressions [3] shown by the participants. 
 
Figure 7. The Smileyometer test: awful, not very good, good, 
really good, brilliant 
Results 
The results of the first evaluation session were as 
follows: 80% of the participants had played a video game 
before and they often played for an average of 3.8 times a 
week, and 72,3% of them liked these games. 31% of the 
participants used board games compared to the 69% who 
used computers. None of them had used another 
technological device such as Kinect or Nintendo Wii. We 
obtained the following results from non-verbal messages. 
The first users’ reaction was as follows: 44,7 % of the 
participants were disappointed, 21,3% were unmotivated 
and only 31,5% were happy and calm. When they 
interacted with the game, we found that 12,5% of the 
participants were surprised by the way they interacted with 
the system. The remaining 20% were still disappointed, and 
they couldn´t begin to relax until they began to play and 
win. While they were playing the game, 90% expressed 
motivation and interest, but 10% expressed indifference to 
the tasks. 11,1 % of the participants were disappointed, 7.63 
% were unmotivated and 65.1 % were happy and calm. 
Figure 8 shows how the participants felt while playing with 
the games. The mood of the participants changed, 
increasing the feeling of calm and relax. That is, the users 
stated enjoying while playing, decreased fear and users who 
were unmotivated while playing was just 6.2%. 
 
 
 
 
 
 
 
Figure 8. Participants' emotions while using the TraInAb 
system 
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In the post-test phase, the following data was collected. 
In response to the questions stated before, 87% of the 
participants replied that they perceived the game as 
innovative and exciting, as opposed to the 13% who were 
not impressed. 90% would like to play again because they 
had a good time and were quite entertained. What 70% of 
the participant liked most was interacting with the system 
through physical objects, because they were engaged and 
felt curiosity and interest in the functionality of the system.   
The Smileyometer test results were as follows: 7 out of 
12 participant thought that the games was "Brilliant," versus 
3 out of 12 participant who thought it was "Really good", 1 
out of 12 thought it was "good ”  and 1 out of 12 thought it 
was "not very good.”  None of them thought that the games 
were awful. 
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Figure 9. Mean time obtained from the three evaluation sessions 
performed 
 
To check if the participants had improved their 
cognitive capabilities, we studied the average execution 
time of certain tasks. Then, we analysed the data obtained. 
The average execution time was the dependent variable of 
the experiment and the independent variable was the 
session (session 1, session 2, session 3). To analyse if the 
independent variable influenced the dependent variable we 
proposed the following hypothesis: the average execution 
time of the games would be the same from one session to 
the other. We repeatedly performed the procedure ANOVA 
on the mean error rate data and found a significant main 
effect with target width (F (9, 87) = 27.9, p <0.001). 
Contrary to our hypothesis, we found that the averages 
were not equal, since the time decreased in each session 
(See Figure 9). Therefore, the repetition of the game affects 
the performance and improved cognitive abilities such as 
memory, calculations and attention.  
 
 
3. CONCLUSIONS 
TraInAb (Traning Intellectual Abilities) is an interactive 
and collaborative set of games based on distributed and 
tangible user interfaces developed with emerging 
technologies such as NFC. The main objective is to 
stimulate and improve cognitive abilities of people with 
intellectual disabilities. In order to interact with the system 
users have to bring tangible objects integrating NFC tags 
inside closer to the mobile device that incorporates the NFC 
reader, and then the results and other relevant information is 
projected onto the wall. This style of interaction is simple 
and intuitive; its purpose is to eliminate the technological 
barrier for people with intellectual disabilities.  In order to 
evaluate the beneficial effects of the games and the new 
style of interaction in the user, we have performed an 
evaluation based on "Direct Observation". The results have 
been very positive. Users with Intellectual disabilities were 
highly motivated and interested in the system. They found it 
easy to use and enjoyed it. The evaluation was performed in 
different sessions some weeks apart, in order to check 
whether cognitive capabilities like memory, calculation and 
attention improved after playing the game. The results were 
very optimistic, each session was better than the previous 
one and the users needed less time to play and concentrated 
more easily. 
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ABSTRACT
In this paper we propose an adjustable structure for flexible
screens, based on electroluminescent phenomenon. The final
product is thin, flat, flexible, long-lasting, easy to modify, re-
produce and install. When combined with pressure matrix, it
could become a touchscreen. Changeable pixel number and
pixel size, plus the flatness and flexibility, make this struc-
ture ideal for interaction interface prototype for smart objects,
where the surface size, shape and flatness are the main re-
quirements. As demonstration we show this flexible screen
on a window, on a bottle and on a gymnastics mat.
Author Keywords
Flexible screen, electroluminescent, interaction with smart
objects.
ACM Classification Keywords
B.1.1 Hardware: Control structures and microprogramming
Control Design Styles: Hardwired Control
General Terms
Design, Verification.
INTRODUCTION
Visual interface demonstrates a very important role in human-
machine and human-environment interactions. Nowadays,
most of the screens however, are square-shaped and rigid,
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Copyright is held by the author/owner(s)
which limits their applicability in wearable and ubiquitous
screen applications. When a soft surface with irregular con-
tours, shapes and even thickness are the case (e.g. a pant
or a spherical surface), then current commercially available
screens are not able to fulfill the requirements. In this paper
we focus on providing an easy prototyping method to equip
unusually shaped surfaces with the flexible screen which fits
perfectly in such applications. Although either used hardware
structure (column and row scanning, details in section ”Sys-
tem Structure”) and the material (electroluminescent or light
emitting capacitor) are not completely new, the combination
of them makes the following contributions:
1. Easy prototyping: the screen is made by cutting the raw
material and sticking uncoated electrodes along the rows.
The control circuit design was implemented on a bread-
board for ease of prototyping and design is ready to be
implemented on a printed circuit board(PCB). Both pixel
number and pixel size also the shape can manually be
picked and chosen, while no special equipment other than
soldering iron is required.
2. More natural surface, foldable and easy to install: the
screen is flat and flexible in 2 dimensions. It can be rolled
up before installing (e.g. for the wall out side of a building,
the whole screen can be dropped from ceiling or window
and spread out naturally through gravity, without any exter-
nal scaffolding as when installing rigid display) or rolled
up and carried easily before/after usage (e.g. gymnastic
mat). The material is durable enough to withstand severe
weather conditions.
3. Possible to become a touch-screen: combined with another
layer of flexible resistive matrix [9], as a further implemen-
tation, we are planning to make a single layer of flexible
touch screen.
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We would like to emphasize that, neither we plan to com-
pete with commercial devices, nor we want to develop new
electroluminescent material from scratch. The novelty of
this work lies in combination, that we provide a method for
quick prototyping a flexible screen in laboratory. The surface
size can be either small or big with small or big pixel sizes,
can be set to any shape, thus making it useful for human-
environment and human-smart object interaction (e.g. a room
where walls, cabinets, windows, tables and chairs, cups and
etc. are all covered seamlessly with this screen. Examples are
shown in Fig. 2, 3 and 4 ).
Related work
Looking into flexible screen solutions in the market, the most
anticipated invention could be Youm: a rollable display for
Samsung mobile [8], which will be released shortly. Such
screen counts back to 2006, when Philips showed an OLED
prototype. The application of these screens varies from small
area as wrist display for smart watch, curved smartphone
screen to big area as TV. We probably can expect buying such
OEM screens with selectable size in the near future. How-
ever, having it in user-designed shapes (e.g. a spherical) and
sizes are still infeasible. The other solution is LED displays,
both as commercial available device for out-door advertise-
ment or as small grids on chest [6] or as wrist worn display
[4]. The benefit of LED display lies in its low cost and scala-
bility. However, for large area, the amount of LEDs must be
increased or an external layer has to be laid above to spread
light from on a single LED into a bigger area. For small area,
the pixel number is then limited by the smallest LED size (∼
mm level). The height of single LED also makes a flat surface
not straightforward (still possible, when embedded in a layer
of transparent plastic). Additional work has been done on
developing new material for flexible, elastic display [3], [1].
There are enough work on driving matrix structured displays,
e.g. [5], [7], just to name a few.
SYSTEM STRUCTURE
The hardware structure of our system is given in Fig. 1. The
whole display is composed of n×m electroluminescent plates
plus n vertical drive lines and m horizontal drive lines. When
one vertical line and one horizontal line are enabled and the
rest are disabled, the electroluminescent plate at the cross-
ing point is selected and lit up. By scanning trough all the
vertical and horizontal lines at a speed quick enough (in this
case, higher than 10Hz for human eyes), we form up an image
on the screen. The whole circuit decoupled into two parts:
high voltage AC part (current flow that provides energy for
lighting up pixels) and low voltage DC part (driving circuitry
with microcontroller). With a DC-AC inverter the required
high AC voltage to drive the flexible display can come from
a low-voltage battery pack, which means the whole system is
portable (no need for getting energy from commercial power
line).
The Electroluminescent (a.k.a. a Light-Emitting Capacitor,
or LEC) panels are widely used in the industry to make back-
ground lights for LCD displays and as night lights. The panel
is a capacitor where phosphor plays a role as dielectric and its
sandwiched between the conductive plates. The light emis-
sion occurs only when high frequency(∼ 1KHz) alternating
Figure 1. System structure: (a) blog diagramwhere pixel(2,3) is selected,
(b) unlighted raw material, (c) lighted raw material
current is applied. The material we are currently using is de-
signed by SEFAR AG, which should be driven by AC voltage
of 100 ∼ 110 V, 400 ∼ 1500 Hz. Overall lifetime of the
material varies between 10.000 − 15.000 hours. Depending
on the brightness level and operating frequency. Moreover, it
features very low power consumption (0.1W for 1cm2 area),
and can be easily bent and twisted without any damage. The
brightness of the material can be adjusted either by changing
the scan time or by adjusting input voltage of the inverter.
The structure we currently deployed is scalable, the control
circuit grows with n+m while the pixel number grows with
n ×m. Pixel size for the complete matrix can vary depend-
ing on the required resolution. Practically, driving circuit can
provide up to 150mA current for each pixel. In our case, the
smallest pixel size that is manually possible to implement is
1×1mm, and it can be increased up to 30×20cm depending
on the resolution requirements.
In this paper we just demonstrate the idea with prototyping
and we set the pixel number to be 8 × 8, which is already
efficient to display a single letter, a digit or simple signs and
the pixel size to 9 × 9 mm. The limit on pixel number lies
more in the electroluminescent material, which is lighted up
only under certain voltage and frequency range. Also there
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exists ”light leakage” from lighted pixel to the adjacent pix-
els. The current screens are all made manually, that is to say,
the pixels are cut out by hand and the connected and wired by
hand. Manufacturing the screen by machine lies in the capa-
bility of SEFAR AG and is our next research step. This could
enable higher pixel numbers and better performance. Trying
out other materials, e.g. FLATLITE from E-Lite Technolo-
gies [2], is also included in our future plans.
APPLICATION SCENARIOS
To demonstrate variety of possible applications of the flexible
screen, below we show 3 basic scenarios:
1. On a bottle, where the surface is curved.
2. On a window, where weather information is provided while
keeping see-through function still.
3. On sport mat, which can be used to give support trainees
during an exercise and later easily be rolled up together
with the mat without and damage.
On a curved surface
In Fig. 2 we display digits on a curved surface. For simplic-
ity, natural digits (0 − 9) are chosen. The purpose of this
experiment was to print temperature of liquid inside of the
bottle directly on its surface. To better demonstrate the pos-
sibility of equipping irregular surface, we light up the first
roll at bottle neck, too. Further interesting information can
include: liquid’s chemical composition, brand name, impor-
tant information on how to use the bottle’s content etc. All
the enumerated options are extra and can easily be done by
upgrading the circuitry and adding special sensors. A video
is available at http://youtu.be/SVHoxsPJVKo where we dis-
play digits. This scenario can be expanded to other containers
with complex shapes (e.g. cup, bowl, kettle, flowerpot), com-
plex surface (sofa chair, pillar, vacuum cleaner) and of course
regular surfaces (e.g. desktop, cabinet, washing machine).
Weather on a window
In Fig. 3 we attach the screen to a glass window facing to
street. We print symbols for two different weather informa-
tion on it: cloudy or clear weather. Pixels are a bit shifted,
so that user can read the screen plus have a transparent par-
tial view of the outside. Some basic background information
(e.g. outside temperature, ambient light level, humidity) can
also be added easily.
Sport signs on a mat
With this application we want to support people when they are
training on a sport mat, both the newbies who need technical
direction on training routine or guideline on how to perform
the activity correctly, and by continuously monitoring the
trainees, training counts, goals and burned calories etc. data
can be printed on the mat directly. Since the display is flat
and foldable, it can be integrated into normal sport mat and
later just be folded or rolled up. As a simple demo (Fig. 4) we
print the signs of a person seated with arm raised up, stand-
ing straight and doing push-ups. A Further step would be to
combine resistive pressure matrix and our flexible screen to
Figure 3. Weather information on a window: cloudy (cloud is displayed)
and clear night (a crescent), and the streetlight visible between pixels
Figure 4. A sport mat with 3 posture signs: sitting, standing, doing push-
ups
make a smart training mat which recognizes the sport activi-
ties and gives feedback to the user at the same time without
any external disturbance.
Other possible scenarios
The advantage of our screen against others are the combina-
tion of flatness, flexibility, the area it can cover and cost of
the material. Possible applications can be more:
1) Outside of the buildings: at night the wall of most of the
buildings are dark or just partly lit up by some big screens. To
display a big picture, which is visible from far-away, requires
big area while the pixel resolution doesn’t have to be very
high. To give an example, all buildings around a square where
a outdoor new year party is held, can be quickly covered up
with such screens and uncover the next day. The rolled up
screens can then be transported to somewhere else and re-
used again.
2) As a window blind: thickness of the EL material allows to
make window blinds which can print some information, such
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Figure 2. Digits 0− 9 are displayed on a bottle (plus off-state)
as clock, room temperature, humidity, etc. in forms of text
and symbols.
3) For fans: nowadays fans of football or music stars carry
with them glow stick, scarf, or portable LED displays to show
their love and share their feelings. Our screen can be folded,
carried in the pocket and later spread out, providing fans the
possibility to express more. Similar application can be fore-
seen by parade, police evacuating people or demonstrations
and so on.
CONCLUSION
We propose a combination of matrix driving circuit and elec-
troluminescent material based screen, which enables easy
prototyping of scalable and flexible display for interaction
with smart environment and objects. We describe the hard-
ware structure and discuss working principle of the screen
comprehensibly. Three basic application scenarios are car-
ried out to prove the idea of flexibility and to demonstrate the
possibility of covering different areas of human surroundings
with it, which hopefully will raise new interaction methods.
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ABSTRACT 
The inclusion of persons with handicaps in working life is 
of increasing importance as equality for both disabled and 
non-disabled persons is a long-term goal in modern 
societies. Regardless of physical disabilities, the pursuit of a 
career suited to personal aptitude is an important concern of 
every individual.   The demand for inclusive design and 
accessible workplaces is thus great, especially in 
consideration of the aging European society. In this work-
in-progress paper, we investigate the use of smart objects 
for workplaces of visually handicapped persons. Based on 
our observations with a commissioning system in 
production use, we developed a concept for an accessible 
warehouse by integrating wireless sensor nodes into 
compartments, boxes and objects. We intend to equip these 
smart objects with various sensory and actuating 
technologies, which leverage a time-efficient and easily 
accessible commissioning process in a warehouse. 
Author Keywords 
Smart objects, Low-Energy Wireless Communications, 
Capacitive Sensing 
ACM Classification Keywords 
H.5.2 User Interfaces: User-centered design 
General Terms 
Human Factors; Design;  
INTRODUCTION 
With a total of five percent of the German population being 
visually handicapped or blind [1], we face the challenge of 
enabling them to be part of the workforce without greater 
impact on their efficiency in their respective fields of work. 
While most modern workplaces are equipped with helpful 
electronic devices, people with low vision are faced with 
using drawers, file cabinets and paperwork.  
Nowadays, pervasive technology helps and enables the 
visually handicapped to use office equipment just as 
efficiently as people without disabilities. These components 
have to support different target groups, ranging from kids to 
elderly people.  One has to keep in mind the variety of 
causes for visual impairment as well - reaching from 
genetic defects or infection in utero to external influences 
like injuries. Moreover, in consideration to the age structure 
of our society, intuitive access and ergonomic design 
should be key guidelines in designing the workplace of the 
future. Therefore, the design of such accessible 
technologies is a crucial and highly demanding task. 
In this work, we investigate the use of smart objects in a 
workplace of a visually impaired person. In particular, we 
present a concept to equip a warehouse with smart 
compartments, which provide acoustic feedback for easy 
and time-efficient localization. In the following, sensing 
and actuating techniques within the compartments provide 
naturally accessible functionality for managing object 
quantities and inserting new items into the warehouse.  
BACKGROUND & RELATED WORK 
Due to recent advancements in wireless communications, 
many smart objects and devices pervaded our everyday life. 
For example, the item finder “Chipolo” uses Bluetooth 
technology to locate items reliably without requiring a lot 
of space or high-level hardware [2]. The project employs 
low-energy Bluetooth receivers to locate items based on 
their signal strength, using a mobile phone. In consideration 
to our target group of vision-impaired persons, tangible 
objects provide an easy and intuitive way of symbolically 
accessing computer functions [3], [4]. In order to 
communicate the state of a system, acoustic [5] and haptic 
[6], [7] feedback techniques are applied. These use two 
other human senses with both high information density and 
low reaction time with easy implementation on a technical 
level. 
Permission to make digital or hard copies of all or part of this work for  
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 Figure 1. In this commissioning system, each compartment is 
equipped with an RFID tag. A text-to-speech program provides 
hints on finding the right compartment with the scanner.  
CURRENT RFID-BASED IMPLEMENTATION 
The idea for a new commissioning system based on smart 
objects was developed during a brainstorming session with 
a company developing accessible workplaces for the 
visually handicapped. The company employs two experts in 
interaction design, both having a low vision. In this section, 
we will outline the company’s current experiences with a 
warehouse system based on RFID and a scanner. Figure 1 
shows an example of the current commissioning system. 
Each compartment and object within the compartments is 
equipped with a small RFID tag. An accessible user 
interface runs on the PC which connects the Tags to a 
database, containing information on the current 
compartment contents, the position of the compartment, and 
the quantity of items inside one. When the user wants to 
locate an item within the warehouse, the person is able to 
search the computer for the desired item. Once the item is 
found, an iterative finding process is initiated.  
The finding process is depicted in Figure 2. After a 
successful request, a cabled or wireless RFID reader is used 
to locate the right compartment. The starting point is an 
arbitrary compartment, which is scanned. Subsequently, the 
PC outputs voice commands for a refined search (e.g. 
“move down four compartments”). The search is continued 
until the desired compartment is located, as depicted in step 
4 of Figure 2. The user is able to remove the desired objects 
from the compartment and feed the PC with the updated 
object quantity.  
ENVISIONED CONCEPT 
Requirements 
Based on experiences with the RFID system in production 
use, we aim at achieving a number of enhancements. 
Specifically, our goal is to make the commissioning process 
less time-consuming for the user. Moreover, it is desirable 
to simplify the process, with peripheral devices like an 
RFID reader no longer required. The sources of error are to 
be minimized as well.  
 
Figure 2. Locating the right compartment is an iterative process. 
First, the user starts with an arbitrary compartment, then the 
search is refined by voice commands from the user’s PC. 
Moreover, the following factors were taken into account 
when designing the system based on smart objects [8]: 
 Natural Mappings: As far as possible, interaction itself 
shall be initiated by the objects that are naturally 
involved in the commissioning process. In this case, 
these objects are the compartments and objects located 
within.  
 Design for Error: Errors are likely to occur, therefore, it 
is always important to acknowledge the fact that users 
will make mistakes. Therefore, it might occur that a 
user selects the wrong compartment or the wrong 
object. Moreover, he or she might not update the 
quantity of objects added or removed to the 
compartment.  
 Providing Feedback with Multiple Senses: In order to 
help users finding the corresponding object, we can 
rely on other human senses such as touch (for haptic 
feedback) and hearing. For example, it makes sense for 
smart objects to send acoustic feedback.  
Workflow Design 
In order to allow for an efficient commissioning process, 
we designed a number of different workflows for (1) 
finding an item and updating its quantity, (2) inserting new 
items into a compartment, (3) maintenance and changing 
the batteries.  
1. Finding an Item: One of the most obvious use-cases is 
the search for items within compartments and updating 
object quantities in the stock database. This begins with a 
user search for an item within the database. Once the user 
has found the desired item, the compartment containing the 
object sends out an acoustic signal which will guide the 
user towards its location. When the user is within reach of 
the compartment (approximately 15 cm), it becomes 
difficult to differentiate the compartment’s exact location. 
Therefore, the compartment will change its acoustic output 
frequency according to hand distance: With acoustic 
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feedback, selection of the right item is effortless. When an 
item is removed, it is necessary to update the changed 
number of items in the database. There are two possible 
options: (1) When the box is empty, the user may signal this 
by turning it over or (2) if there are still items left in the 
box, the user would lightly tap on the box’s surface and 
thus indicate how many items were removed. This 
workflow uses acoustic feedback extensively during 
selection, but can also alert the user if a wrong item is 
selected.  
2. Inserting New Items: Here, a user may add new items 
into arbitrary compartments. In this case, the person first 
uses the PC and manually enters the name of the item. 
After, the user selects an arbitrary compartment and taps on 
it multiple times, depending on the number of items added. 
Again, acoustic feedback is used to signal how many items 
are added and if the process was successful.  
3. Energy Management: Even though we are not delving 
into the technical implementation yet, it is obvious that the 
compartments need a source of energy, e.g. batteries. 
Depending on how frequently it is used, the power 
consumption will vary strongly. However, it is also 
necessary to alert the user when battery power is low. 
Therefore, the compartments will send heartbeat messages 
in regular long intervals about their current energy status. 
When a low battery status is detected, the user will be 
informed of it. Consequently, the user may locate the 
corresponding compartment through acoustic clues, similar 
to the first workflow presented.   
Technical Realization 
The technical realization depends on a number of key 
constraints presented in the following. Figure 3 shows an 
overview of the technical components transforming the 
compartment into a smart object which can identify usage 
and is able to communicate with a PC. An essential factor 
for the successful implementation of the system is the 
battery runtime of the smart objects. An average battery 
runtime of one year for normal usage is an important 
milestone for the project. 
A requirement is wireless communication between smart 
compartments and the PC. Different technologies were 
evaluated, each with its own advantages and drawbacks. 
Energy consumption needed for wireless communications 
represents a substantial amount of the total power 
consumption. The power consumption also depends on the 
communication distance to be achieved. In our scenario, 
this communication distance is between 5-20m within a 
building. However, this distance depends on the size of the 
warehouse and if more than one room is involved. We took 
into account many technologies, such as Bluetooth Low-
Energy, ZigBee and proprietary communication methods in 
the Sub-GHz-domain.  
 
Figure 3. The smart compartment will be equipped with a 
wireless node which is connected to an accelerometer and a 
capacitive proximity sensing electrode. It may also use an 
acoustic output unit to generate polyphone sounds.  
We came to the conclusion that a single-chip solution, 
combining microcontroller and RF-functionality is most 
feasible for our use-case. For this, we selected an ultra-low 
power micro-controller with RF functionality by Texas 
Instruments
1
 (CC430F5137). The RF functionality also 
supports sophisticated Wake-on-Request handling which 
will be an important feature for energy saving. Therefore, 
when a compartment communicates with the PC, it is 
woken up by a request message from it. The compartment 
itself will only be listening to the incoming message for a 
few milliseconds and then go back to hibernation. These 
stand-by times will be adjusted to the frequency of usage of 
the system and can range from 5 seconds to a few minutes. 
However, this feature will decrease the reaction time, and a 
suitable trade-off must be found in the upcoming user 
studies.  
In order to detect object manipulations, such as taps on the 
compartment’s surface and the proximity to a user’s hand, 
two different sensors will be integrated. An acceleration 
sensor (ADXL345)
2
 will measure the compartment’s 
accelerations in three axes. Moreover, it can automatically 
detect taps and double taps. The micro-controller can also 
be woken up by the accelerometer when activity is detected.  
Furthermore, we integrated a capacitive proximity sensor 
from the OpenCapSense project [9]. The proximity sensor 
conducts a self-capacitance measurement by loading and 
unloading the capacitance between the environment and the 
                                                          
1
 http://www.ti.com/product/cc430f5137  
  (date accessed: 13-Dec-2013) 
2
 http://www.analog.com/static/imported- 
files/data_sheets/ADXL345.pdf  
  (date accessed: 13-Dec-2013) 
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sensing electrode. Depending on the sensing electrode’s 
size, the sensor may recognize the proximity to a human 
hand for distances up to 35 cm. Currently, we are aiming at 
recognition distances of approximately 15-20 cm, which 
will be a more reasonable goal to achieve.  
We have not yet made a decision on the acoustic output 
unit, aiming at maximum energy-efficiency and easy 
controls. Therefore, different frequencies have to be 
supported – e.g. by providing a pulse-width-modulated 
output signal on the microcontroller.  
Current Work-in-Progress 
As described in the sections above, the workflows have 
been specified working closely with future system users. 
Moreover, suitable components were already selected, 
which are required for realization of the smart 
compartments.  
In the technical development process we use CC430 
evaluation boards to develop a communication and 
broadcasting mechanism. Simultaneously, we implemented 
bindings for the capacitive sensor and the accelerometer. 
We plan on conducting the first experiments on energy 
savings once the wireless communication concept has been 
successfully implemented. Hereafter, we will move to the 
final PCB design. The size of the final node and the housing 
will also greatly depend on the battery required for the 
desired runtime of one year.  
The next steps will include creating interfaces for the 
warehouse’s database with an accessible front-end. Due to 
this, we plan to integrate an additional component into the 
current RFID-based commissioning system.  
CONCLUSION 
In this paper, we presented an approach for the realization 
of an accessible warehouse for vision-impaired persons 
using smart objects. Specifically, we presented the concept 
of smart compartments, aware of physical manipulation and 
with wireless communication abilities. We introduced a 
concept which applies various means of natural interaction 
to make the commissioning process easier and more time-
efficient.  
Currently, we are at a vital stage of the process. It is not yet 
resolved if the implementation of the desired features with 
the specified requirements will comply with our goals, 
among them are low energy consumption and low 
maintenance effort. Therefore, it might be necessary to 
change certain components or revise the concept. 
Moreover, it is also necessary to find a suitable trade-off 
between the system’s reaction time whilst locating a 
compartment. Thus, we plan on developing a predictive 
algorithm which schedules the microcontroller’s sleep times 
intelligently.  
After completion of the system, extensive user studies will 
reveal if our ambitious goals on simplifying the 
commissioning process can be met. However, our solution 
may also be transferred onto other use-cases with which 
smart objects can support handicapped persons in their 
personal or work life.  
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ABSTRACT
In this work we introduce and examine the possibility of aid-
ing in the oversight of mobile groups by assisting the supervi-
sor in his or her awareness of the physical presence of mem-
bers. The subject matter of this paper is to find out whether
or not that is viable, and why. Our approach is thus: we have
lead interviews with users representative of the target audi-
ence in order to gather information on group supervision and
define requirements. Secondly we have assessed five wireless
technologies for use in an actual implementation. As a third
step we have engineered an actual prototype based on the in-
formation gathered thus far. Lastly, this device was evalu-
ated both under laboratory conditions and in the field. We
find high acceptance and demand among prospect users and
conclude from evaluation that there are strong indications to
the viability of reducing the workload of supervising mobile
groups by assisting the person in charge with awareness of
physical presence of members.
Author Keywords
Assistance; group; supervision; mobile; presence awareness;
assisted supervision
ACM Classification Keywords
H.5.2 user interfaces: user-centered design
General Terms
Experimentation; human factors; verification
INTRODUCTION
It is easily observable that managing a group of people is dif-
ficult, especially in the mobile context. The person in charge
has to ensure that all members transfer safely to the destina-
tion, without anyone getting lost or being hurt. Instantiations
of this scenario are, for example, a school class on a field
trip or a tourist group on its way through a foreign city. The
supervisor of such a group usually has to do some heavy mul-
titasking to assure that all of his or her charges stay out of
harms way while navigating, e.g., an urban area. That being
established, the idea is that we may aid a group supervisor
by providing electronic assistance to the task of checking for
absentees, thus reducing the number of things he or she has
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to keep in mind simultaneously. We seek to investigate this
possibility of improving both working conditions and safety.
The challenges, as far as human-computer-interaction is con-
cerned, of providing such electronic assistance are to design
a mobile device that provides an interface that is usable even
in highly stressful situations. It also provides exactly the in-
formation needed to assist with group supervision. The high
cognitive load and fragmented nature of the user’s attention
span in such demanding environments is discussed in e.g. [8].
In order to evaluate the prospect of assisted group supervi-
sion, we work together with a group of people deemed rep-
resentative of the target audience: primary school teachers.
They provide know-how on best-practices as well as known
problems and serve as test users for the prototype’s evalua-
tion.
The goal of this paper is to investigate the viability of assist-
ing group supervisors by aiding their awareness of physical
presence. “Viability” in this context refers to both technolog-
ical feasibility (meaning whether it is possible to implement
at all) as well as usefulness in the intended setting (meaning
whether it indeed has potential to support the user). Herein,
we provide some primary research on this. To the best of
our knowledge, we are first to explore this avenue of assisting
group supervisors; at this point we know of no prior publica-
tions in academia on that topic.
Our approach to examining the subject matter involved four
steps: Leading interviews with users experienced in supervis-
ing groups, doing an assessment of available wireless tech-
nologies, implementing a prototype, and finally the evalua-
tion thereof. Each of these steps and its results will be de-
scribed in turn before we discuss the conclusions drawn from
the collected data at the end of this paper. In the conclusion,
we will focus on drawing up design guidelines for systems
such as the one proposed in this article.
PRELIMINARY INTERVIEWS
“The first step in the usability process is to study the intended
users and use of the product” [7, p. 73]. Therefore, prior to
designing and implementing a prototype, we went out and
talked to users who have previous experience with supervis-
ing groups of people on the move: primary school teachers.
As wresting control over large groups of sometimes unruly in-
dividuals is their source of daily income we expected them to
provide valuable feedback based on experience. There were
several goals to these interviews: firstly we wanted to gauge
reactions to the idea of electronic assistance to group super-
vision; we considered outright rejection to be possible and
wanted to know the reasons why, if this was indeed the case.
Secondly, we wanted to learn about typical problems encoun-
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tered when supervising groups, which situations aggravate
those and what best practices currently are employed to mit-
igate this. Thirdly, we tried to find out which features our
electronic assistance would have to provide to make it useful.
In total there were six participants ranging in age from their
early twenties to fifties, the average being in the mid-thirties.
The interviews were done at the participants’ work spaces,
i.e., the rooms of their respective classes, to provide a famil-
iar setting and relaxed atmosphere. The talks were held in a
semi-structured manner: a small number of key points with
relation to the topics mentioned above was always addressed,
but free talking was encouraged at all times.
Initial reception of the idea was very favourable with remark-
ably little reservation against an “intrusion” by electronic as-
sistance. We identified a core set of requirements, which were
mentioned by all participants. These are rather basic and con-
sist of: detecting complete absence of any group member,
displaying names of absentees and providing an easily recog-
nisable, auditive alarm signal. Desired features mentioned by
at least three of the participants were: setting up and manag-
ing a list of members currently with the group prior to ven-
turing out, being able to chose the maximum distance, which
the group member are allowed to venture from their super-
visor, and sounding an alarm not only if a group member is
completely separated from the group but also if they leave a
certain “safe zone” (meaning, effectively, an early warning
system). Furthermore, exact positioning of all group mem-
bers was called for, put not considered vital.
We were able to classify three different types of situations
during which group supervision is difficult, with an example
of each of these being mentioned by at least three of the par-
ticipants. Firstly, there are such scenarios as require moving
past a certain point under time constraints; named examples
include boarding or exiting a public transport vehicle or cross-
ing a street. Secondly, there are situations where the group re-
mains in an area with wide boundaries for a prolonged period,
such that the supervisor may lose visual contact with mem-
bers; an example for this is staying on a playground. Lastly,
there was mention of crossing highly frequented areas, where
the flow of people may disrupt the group’s structure; think of,
e.g., moving through a subway station.
ASSESSMENT OF TECHNOLOGIES
To find a wireless technology that fits the needs of a proto-
type systemwe have compared five wireless technologies cur-
rently available: Wi-Fi, Bluetooth, GPS, ZigBee, and Ultra-
Wideband. The criteria for this assessment were maximum
range of communication, reliability (resilience to interfer-
ence), energy consumption as well as availability (accessibil-
ity on the consumer market). With these in mind, ZigBee was
chosen for use in the prototype. It is a standard that builds
additional layers on top of the IEEE 802.15.4 specifications
and is concerned with the setup and routing of multi-hop net-
works [2]. ZigBee defines three different device types, which
enable the formation of various topologies; most importantly
and relevant for this work it is able to form mesh networks.
Put simply, every node of a certain type is in theory able to
expand the network. As an in-depth description of ZigBee is
Figure 1. Supervisor’s prototype (top-down view).
beyond this paper, please refer to other literature like e.g. [2,
3]. Mesh networking is one of the reasons why we chose to
use ZigBee. It allows to mitigate range restrictions imposed
by a star topology and provides robustness due to multiple
available paths [1, 4]. Also working in favor of this tech-
nology is its low energy consumption as compared to other
wireless technologies [5, 6].
It should be noted that Ultra-Wideband does, on paper at
least, provide better transmission characteristics than ZigBee
for our purposes, featuring good range and robustness paired
with low energy consumption. Our reason for not using it
was the lack of availability in prototyping platforms or other
commercial products rather than any obvious technological
shortcomings. Bluetooth and Wi-Fi on the other hand dif-
fer too much in their intended application profile (high data
throughput vs. energy consumption and mobility) to recom-
mend themselves for this use case. GPS was discarded due to
its also high energy consumption in combination with outages
when indoors or even in urban canyons [9].
PROTOTYPE
To evaluate the prospect of assisting with group supervision
we have constructed a prototype based on the information
gathered during the preliminary interviews. It consists of one
main device intended for the group supervisor (Figure 1) as
well as five different wearable devices for group members.
The latter include high visibility vests, a pendant, and two
kinds of headwear. The more successful designs (refer to next
Section) may be seen in Figures 2 and 3.
Figure 2. Pendant item for group members.
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Figure 3. High visibility vest for group members.
The prototype is based on the Arduino platform, with its Lily-
Pad variant being used for the wearable group member de-
vices. They communicate with each other using Arduino’s
XBee wireless modules, which provide an implementation of
the ZigBee standard, including mesh networking capabilities.
The way it works is that the main device does periodic checks
on the difference between the current time and the last time a
device has reported in. If this delta crosses a certain thresh-
old the supervisor is alarmed of that specific group member
being missing. This is enough to implement the core func-
tionality as identified during the preliminary interviews. Fur-
ther discussion of the exact workings and configuration of the
prototype are beyond this paper.
The prototype’s interface is kept rather simple on purpose.
The main screen is visible in Figure 1. It shows a green back-
ground and a text saying that everyone is present (if this is
indeed the case). Should contact be lost with one of the other
devices, the screen turns red and displays the name of the
person in question. In addition, an audible alarm is sounded
which may be silenced by the press of a button. No other
interaction is required during regular operations. There is a
menu structure, accessible from the main screen, which al-
lows adding and removing of group members and provides a
few settings (e.g., for switching off sound); this menu struc-
ture does not necessarily have to be accessed while the group
is moving. Care has been taken to always display important
information on the main screen, where it is quickly accessi-
ble. All interactions are carried out via three hardware but-
tons located under the display. The left and right button are
used when navigating menus to move the current selection up
and down, respectively. The center button (red) is used for
confirmations such as acknowledging an alarm or entering a
menu.
Due to the highly stressful environment that the user will be
operating in frequently, we recommend to keep a focus on
prominently and concisely displaying important information
where the user may access it easily; assume that he or she
will not have more than a few moments time to interact with
the device. We have deliberately decided to forgo the use of
touch-based input in favor of hardware buttons. The decision
was in part due to remarks from participants during the pre-
liminary interviews, where they stated to prefer hardware but-
ton for their robustness and resilience to dirt and water; this
is a view that we agree with. Independently of these opin-
ions we have preferred hardware buttons because they pro-
vide tactile feedback and do not require visual contact to be
maintained with the screen during interaction, both of which
are desirable characteristics for situations with many distrac-
tions. Ultimately, omitting touch-based input has served us
well in this specific use case and was received positively.
EVALUATION
During the last phase of our work, the prototype was evalu-
ated both under laboratory conditions and in the field. For
test users we remained with the primary school teachers that
we had already talked to during the preliminary interviews.
We hoped that the users being familiar with our work would
make them feel more tied into the endeavor and thus improve
the quality of feedback.
Before venturing out into the field, the prototype carried by
the group supervisor was first evaluated in a controlled en-
vironment. The “controlled environment” in this case was
again the class rooms of the participating teachers, same as
during the preliminary interviews. Four of the six teachers
already involved through the earlier interviews were chosen
as test users. Their age was deliberately kept diverse with the
youngest participant being in her early twenties and the old-
est just turning fifty. These tests revealed only minor flaws in
the structure of the device’s menus, but indicated its readiness
for field testing otherwise. We would like to concentrate on
the latter in this paper, as it is more relevant to answering the
question of viability for practical use.
Field Testing
Having assured that the device intended for the supervisor
is ready for field testing as far as functionality and usability
are concerned, we conducted evaluation in a realistic envi-
ronment. To this end we have accompanied a teacher and
her class during field trips on two occasions. They would
use the public transport system to get to a nearby park and
playground for a stay of two to three hours before return-
ing to school. We considered this a good context for eval-
uation, as it would include all three of the problematic sit-
uations we identified earlier (see section “Preliminary Inter-
views”). The whole class consisted of 25 children, five of
which had equipped wearable prototypes during the trip; you
can see them being worn on Figure 4. Having only five items
available, we were not able outfit all of the class with pro-
totypes (refer to “Caveat” at the end of this article); instead
they were rotated between different pupils on a regular basis
so we could observe a good number of wearers. The teacher
served as test user for the main device; she was the oldest
person of the demographic participating in evaluation (being
51 years of age) and already familiar with the project, having
taken part in the earlier interviews and usability tests.
The field tests have provided additional insights into the chal-
lenges of supervising groups in the mobile context as well
as useful observations regarding the prototype and its usage.
Specific to the use case of school classes (or groups of chil-
dren in general) is the insight that there was a remarkably
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high acceptance among them as far as the prototypes were
concerned. Even after the novelty factor had worn off, the be-
havior of the children wearing one of the items ranged from
unconcerned to being proud of their adornments. Their usual
behavior on the playgrounds and in transit did not seem to
be affected at all, an observation that was confirmed by the
teachers; we consider the minimal impact of our devices to
be a positive characteristic. Also mostly (yet not exclusively)
applicable to the context of younger target audiences is the
finding that of the different types of items being tested, the
high visibility vests proved to be the most practical. They
were preferred by the majority of children and also liked by
the teachers due to their high visibility. They may also be
worn as the top layer of clothing independent of other gar-
ments and outside temperatures, which makes them the most
versatile.
Observing the teacher using the prototype showed how im-
portant the use of concise presentation of information is. Be-
tween being riddled with questions by some of the children,
keeping an eye on the others and making sure the group
catches the next bus or train, she barely had time to glance
at the display once an alarm went off before having her at-
tention drawn elsewhere again; this short attention span is in
accordance with the findings of [8]. For this reason, our pro-
totype displays the current group status prominently and eas-
ily accessible on the starting screen. In the concluding talks
the teacher stated using the device did not encumber her in
the usual routines and activities related to group supervision.
This is as much a positive indication for the device’s usability
as we can hope for with regards to the current state of the pro-
totype – please refer to section “Caveat” for further remarks
on this.
As for the technological aspects of the prototype, the perfor-
mance of Arduino’s own implementation of ZigBee was ac-
ceptable. Due to the rather low-power transmissions usually
employed by ZigBee radios, some false alarms were triggered
in environments that were rich with interferences, such as
crowded trains and buses. Such problems were encountered
in three out of four rides with public transports. These issues
were not encountered in outside areas; the system worked re-
liable both while the group was mobile or staying within a
designated area (e.g. a playground). However, false alarms
are a serious problem as they undermine the user’s trust in the
Figure 4. Children wearing the prototypes: cap, high visibility vest
(twice), cap, and pendant, left to right.
system and lead to unnecessary commotion within the group
as the teacher tries to determine where the “lost” members
are. We suspect the number of devices may have been too low
or the routing too inflexible to achieve positive effects from
mesh networking in such environments and with regards to a
rapidly shifting network topology. An implementation on a
larger scale with more devices should be able to handle such
situations better through the availability of additional routes
to the main device. Further investigation on this topic is re-
quired to draw significant conclusions.
CONCLUSIONS
In this paper we have presented our approach to assisted
group management in the mobile context by aiding the su-
pervisor in his or her awareness of absentees. We attempted
this by providing a prototype that informs of the absence of
group members. Acceptance among users representative of
the target audience (teachers) was high and the idea was re-
ceived favorably by all participants. Evaluation of a prototype
has provided us with strong indications of the viability of this
approach. Technologically the device has held up to expec-
tations under most circumstances, providing a stable network
where interferences are not too prominent; it is our opinion
that a more stable performance can be achieved in the fu-
ture. As far as the usefulness of the device is concerned, we
have received positive feedback from our target audience af-
ter evaluation. We feel, thus, that strong indications are given
for the viability of the avenue presented in this paper.
We have found the following guidelines to designing a mobile
assistance system for assisting in group management: first
and foremost, the system should be kept simple both in its
user interface and functionality. In case of the interface, sim-
plicity is necessitated by the environment the user operates
in. People in charge of mobile groups are bound to be under
stress and accordingly will have little time to spare for inter-
actions. It is therefore important to always display relevant
information prominently, concisely and easily accessible on
the screen; furthermore interactions should be kept to a min-
imum and, if unavoidable, short in duration while the group
is mobile. For these reasons, the prototype always displays
the group status on the home screen and demands only a sin-
gle interaction after setup (which is acknowledging an alarm
by pressing any button). As was mentioned earlier, hardware
buttons should be preferred for user input as they provide tac-
tile cues and do not require visual contact to be maintained
with the screen, as do touch-based input variants. Apart from
the user interface, functionality should also be kept to a man-
ageable extent in order for an assistance system to remain
useful. The following functionality, provided by the proto-
type, was shown to be sufficient: group setup (i.e. declaring
who is in the group) prior to moving out, sounding an alarm in
case of missing group members and displaying their names.
We urge to weigh the addition of more functionality against
the risk of unnecessarily bloating the system, thereby making
it more cumbersome to use.
Lastly we would like to point out the importance of keeping
the presence awareness aid local. What we mean by that is to
not utilize technologies which facilitate positioning of indi-
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vidual group members on a global scale, such as geolocation
through GPS or GSM cells. Apart from the technological
shortcoming of not being able to operate without certain in-
frastructure being present, these technologies are also likely
to diminish acceptance of the system. Our society currently
experiences a sensitization towards the issues of surveillance
and tracking. The children themselves did not seem to mind
the prospect, but their parents are likely to [10]. Likewise,
we suspect skepticism towards these technologies from adult
group members in other use cases. Indeed, multiple partici-
pants have also issued concerns on this topic during prelim-
inary interviews and evaluation. Their fears were alleviated
once we assured them that the prototype only tracks within a
certain range around the supervisor, not globally. We are well
aware of the added possibility that the usage of, e.g., GPS
would bring, yet we urge to refrain from global tracking for
the sake of acceptance among the prototype’s target audience.
Caveat
There is currently no full-scale implementation of the proto-
type – meaning that there are only five child devices and one
for the supervisor. Consequentially, evaluation in the field
could not be done to an optimal extent. The test user did not
have the option to rely on it as they were intended to with a
more complete system. A complete system would feature at
least thirty devices to be of use in the context of school out-
ings. But with only a subset of pupils under assisted supervi-
sion, the teachers had to do their regular routines of counting
heads and checking for absentees in addition to operating the
prototype. It was thus hardly feasible to conduct measure-
ments of cognitive load and stress or the reduction thereof.
Ultimately this means that, while we feel strong indications
are given for the usefulness of the prototype by the favorable
responses of our test users, we cannot prove it with further
data points yet.
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ABSTRACT
In this paper we explore new ways of interacting to config-
ure and personalize music selection in ambient environments.
We propose a prototype for a context aware music player and
a novel interaction concept to deal with it. Context informa-
tion refers in this work both to the user, especially the mood
situation, and the environment. The interaction concept lets
the user express information about the mood and the current
activity in a subtle way and customize the system to music
preferences. This is achieved by using sensors to capture the
environment data and a tangible user interface to enter and
modify the context information related to the user. In usabil-
ity tests of the prototype and in analysis of the interviews we
conducted with test users we found out that customization op-
tions and making autonomous decisions transparent are two
key factors to enhance user experience in context aware music
systems.
Author Keywords
Context awareness; user-centred design; tangible user
interface; sensor-based; mood.
ACM Classification Keywords
H.5.2 User Interfaces: Input devices and strategies,
prototyping, user-centered design.
INTRODUCTION
Music is often consumed in the background, especially in am-
bient environments. People listen to music, while they read,
workout, or while they are having dinner. Choosing the right
music can be time consuming and distract users from what
they wanted to do in the first place. Context aware music sys-
tems aim to free the user from choosing music and creating
playlists. This is achieved by sensing the environment and
gathering information about the user. Based on this infor-
mation, music that fits the current situation is selected. The
findings and figures in this paper are based on the master’s
thesis of the first author [12].
In the past, some research had the focus on specific parts of
context aware music systems, such as music categorization
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[5] or reasoning [7, 9]. Most of the resulting prototypes are
rather systems evaluated in lab environments and not ready
to be applied by real users outside the research environment.
They neglect design questions about the actual use of such
systems.
In this paper we explore new ways of interacting to config-
ure and personalize music selection in ambient environments.
First we discuss the role of context information to capture cer-
tain data about the use environment. Then we briefly present
mood models we used in our work before we introduce our
approach and the resulting prototype. After the description of
the tangible front end interaction interface of the system, we
explain how we implemented the configuration and the auto-
matic rating used in music selection. We conclude our paper
and point out some future work.
CONTEXT AWARENESS
In real settings context information is very valuable to cap-
ture the current situation and circumstances of use. Context
information can be gathered implicitly, by using sensors or
explicitly by simply asking users. While implicitly captured
information seems to work well for context information about
the environment including light, temperature, and noise in the
room, sensing the users’ mood implicitly is a difficult task.
Some of the existing research projects try to avoid user in-
put at all cost. This leads to constructs where they even try
to determine mood based on information like a users’ stock
portfolio [4].
The problem every context aware music system faces is mu-
sic selection. This can be done based on audio-analysis and
classification of songs. One problem that comes with auto-
matic classification is that it neglects personal preferences.
For example, one would think that uptempo music is the ob-
vious choice for people while they workout. According to a
2012 survey [2] college students in the US prefer Hip Hop
music, which typically has a rather low number of beats per
minute, while they exercise. This shows that personal prefer-
ences play an essential role for music selection, and we there-
fore suggest that users need configuration options, which let
them customize the system to their preferences.
Unlike Cunningham et al. [3], we believe that the users’
mood cannot be determined based only on the information
about the environment. It should also be seen as an additional
contextual factor for music selection. Even if we try to sense
a user’s mood by making them wear a cumbersome brain-
wave detection sensor [8], we would still only have informa-
tion about the current mood. Since people use music also for
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mood transition, we would still need to know the users’ de-
sired mood.
MOOD
We believe that mood models for context aware music sys-
tems should be based on models and insights from the field of
psychology. There are many different approaches and mod-
els, when it comes to moods and emotions. Some of them
are even complex 3-dimensional models [10]. For our con-
text aware music player we needed a model with moods that
makes sense for music selection. Most people would find
it hard to think about music that fits to the feeling of sur-
prise or disgust. Han et. al [5] used a 2-dimensional mood
model based on Thayer’s insight about human emotion [13].
Since we wanted that users are able to easily make a connec-
tion between music mood descriptions, we decided to further
simplify the model for our system, by keeping only extreme
moods (see Figure1).
sad
happyangry
calm
energetic
tired
high energy
low energy
positivenegative
Figure 1. Simplified 2-dimensional mood model based on the work of
Han et. al and Thayer.
APPROACH
We approached this research project with a user centered de-
sign process. After initial literature review, we started cre-
ating ad-hoc personas [1]. We then developed a first low-
fidelity version of the prototype and evaluated it in a usability
test with three participants, who resembled our identified per-
sonas. This version of the prototype featured the look and
feel of the final product, and then we used the Wizard of Oz
technique to mock its functionality.
Using the information we gathered from the evaluation, we
implemented a second prototype. This second version is a
fully functional integration prototype. We invited the three
participants from the first test and three new participants for a
second more detailed usability test. In this test users got spe-
cific tasks to solve, covering all features (including configura-
tion). There was also a more realistic second part of the test,
where users had to perform activities like cooking or read-
ing a book while using the system. After the test we asked
them some questions about the prototype in a semi-structured
interview.
The usability test and the interview were video-recorded, in
order to analyze them later in detail. The aim of these tests
was to get detailed information about how participants use
such a system, and how their thought process looks like while
they use the system. This is why we used the thinking aloud
technique during the tasks.
PROTOTYPE
The resulting prototype is a system that consists of a USB-
device that functions as a tangible user interface, has a light
sensor and a physical next-button attached to it, 9 single-sided
activity cubes, 6 double-sided mood cubes, and a software ap-
plication that runs on a Mac, gets weather information via
a web-service, does all the reasoning, and plays back the
selected music (see Figure 2). We used two Arduino Uno
micro-controllers, equipped with two NFC-shields for identi-
fying cubes and handling sensor input.
Figure 2. Setup of the system on a table.
Users can also access a graphical user interface via the com-
puter, where they can customize the system. The idea is that
once the system has been configured, there is no need to touch
the computer again, unless the user wants to reconfigure it.
As a source for music we used genre specific Internet radio
channels, since they provide a wide variety of music, ranging
from ambient music to death metal. The source for music can
be easily substituted by local or online playlists, as long as
the tracks featured in it have similar characteristics.
When the application gets launched, music starts playing im-
mediately. When there is no user input, music gets selected
purely based on environmental information. Users may then
place up to two cubes on the tangible user interface.
There are two types of cubes. Activity cubes, which represent
an activity, and show a symbol on just one side (white cubes
in Figure 3). Mood cubes are double sided. They have a
white side, which represents the current mood, and a black
side, which represents the desired mood. Figure 3 shows both
sides of mood cubes in the bottom right section.
The tangible user interface is a token and constraint interface
[14]. The two cavities on the box are not only a constraint, but
also cover exactly half of a cube. Thus, mood-cubes placed
in one of the cavities appear as either black or white. Dou-
ble sided mood cubes enable users to express mood transi-
tions. For example, a transition from angry to calm may be
expressed by placing the angry cube with the white side on
top and the calm cube with the black side on top. When a new
cube is placed on the device (cf., Figure 4) or an environment
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Figure 3. Cubes used for expressing moods and activities.
factor (e.g., weather) changes, new ratings are calculated and
usually new music starts playing.
We also implemented audio feedback for user input. When
a cube is placed on the device a text-to-speech voice reads
the input out loud. For the above given example this would
mean that the system says “I am angry and I want to be calm”.
By repeating the user input, a dialogue between the system
and the user is created. Users can thereby verify if what they
wanted to express, was understood by the system. This fea-
ture has been added after the first usability test. It did not only
help users prevent input errors, but also let new users iden-
tify symbols and learn how to use the system without even
reading about the concept of current and desired mood on the
provided info-graphic.
Figure 4. Expressing mood by interacting with double-sided cubes.
Users can always skip music they don’t like, by either press-
ing the skip-button, which is the only physical button on the
device, or by clapping twice. We experimented with clap de-
tection software [6], because we wanted to give users the op-
portunity to skip music remotely in situations where they are
not standing near the device, such as cooking or exercising.
Users generally liked this feature, but the clap-detection did
not always work properly. The clap detection software needs
to be configured specifically for every user and one may also
need to reconfigure it when using it in a different environ-
ment, since the acoustics change when the device is relocated.
CONFIGURATION
People describe their music preferences in sentences like “on
a rainy evening, I like to read a book while listening to clas-
sical music” or “when I’m tired, house music gives me the
energy to continue my workout”. Our configuration approach
tries to enable users to express it in a similar way by using
tags. We translated sensor information into pre-defined tags,
which users can assign to radio stations by simply clicking a
button. Figure 5 shows a section of this user interface with
activated context-tags for a lounge radio station.
Figure 5. Screenshot of a part of the configuration interface
Users can further customize the system by adding new activ-
ity cubes, new radio stations, and by changing the weighting
of categories.
MUSIC SELECTION
In our prototype system music gets selected using a priority
list based on a simple rating function (1). Basically ratings
for radio stations (ratingx) score points for every context-tag
that matches the current situation (NMCx,n). In order to pre-
vent music with a higher number of assigned tags from be-
ing ranked high in almost every situation, we subtract points
for every non-matching context tag that is assigned to it
(−(TNCx,n −NMCx,n). The complete rating is calculated
by multiplying the score of each category with a weighting
factor for that category and summing up all category scores.
The weighting factors of the seven categories: activity, cur-
rent mood, desired mood, weather, temperature, time, and
light can also be changed by users using the configuration-
GUI. This decision has proved to be right during the inter-
views, since every user stated that moods and activities are
more important than other categories for their music selec-
tion.
ratingx =
∑7
n=1WFn · (NMCx,n · rf − (TNCx,n −NMCx,n) · pf) (1)
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Symbol Name Default-Value
rf reward factor 5
pf penalty factor 1
WFn weighting factor of category n
Table 1. Constants
Sym. Explanation
NMCx,n number of category-n matches with radio station x
TNCx,n total number of characteristics in category n assigned to x
Table 2. Variables
SOME FINDINGS
The prototype as well as the interaction concept proposed in
this paper were accepted very well by the users. During the
usability tests, we found out that when there is a lack of feed-
back, users tend use the system in a way it was not intended
to by the designer. This is due to mismatching mental models
of how the system works. When there was no audio feed-
back (as described above), people used mood cubes not to
express their mood, but as a feedback mechanism, when they
did not like the music that was playing (e.g., with a sad cube).
One of the users stated that he wants an option to mute the
audio-feedback, because he does not want everybody else in
the room know, when he is in a bad mood.
One other interesting finding was that users who said that they
felt in control of the system, also stated that they had a great
experience using the system. Some users said that the tangi-
ble user interface gave them back some of the haptic experi-
ence they liked about CDs, but lost since they started listening
to MP3s at home.
We tried to tackle the problem of awareness mismatch de-
scribed by Schmidt [11] by making the music selection pro-
cess transparent, by highlighting context tags of the presently
playing radio station (on the computer screen) that are match-
ing the current situation’s context. Unfortunately users
had problems recognizing changing highlighted tags, since
changes usually happened while they interacted with the ex-
ternal USB-device, and therefore did not look at the screen.
CONCLUSION
In this paper we briefly presented a novel tangible user in-
terface for context aware music player that integrates a cus-
tomizable configuration interface for automatic music selec-
tion. Based on our observations, we conclude that for context
aware music players, two key factors that influence user ex-
perience are customization options and making autonomous
decisions transparent.
In the future we aim to further improve the visualization of
the decision making. We also want to include the computer
as well as some speakers into the box that is currently an ex-
ternal USB-device. We want to create a single device, which
can be easily carried between rooms. The configuration GUI
could then potentially be accessed via a web-interface from
any device with a browser.
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