Zariski decomposition plays an important role in the theory of algebraic surfaces due to many applications. Boucksom showed that it also holds for irreducible symplectic manifolds. Different variants of singular holomorphic symplectic varieties have been extensively studied in recent years. In this note we first show that the Boucksom-Zariski decomposition holds in the largest possible framework of varieties with symplectic singularities. On the other hand in the case of surfaces, it was recently shown that there is a strict relation between the boundedness of coefficients of Zariski decompositions of pseudoeffective integral divisors and the bounded negativity conjecture. In the present note, we show that an analogous phenomenon can be observed in the case of irreducible symplectic manifolds. We furthermore prove an effective analog of the bounded negativity conjecture in the smooth case. Combining these results we obtain information on the denominators of Boucksom-Zariski decompositions for holomorphic symplectic manifolds.
Introduction
Zariski decomposition is a fundamental tool in the theory of linear series on algebraic surfaces. When X is an irreducible symplectic manifold, by replacing the intersection form with the Beauville-Bogomolov-Fujiki quadratic form q X on H 2 (X, C), Boucksom [8] showed the existence of a q X -Zariski decomposition (see Definition 3.3) .
Several notions of singular irreducible symplectic varieties have received much attention in recent years, for several reasons. Let us simply mention here that the minimal model program naturally leads to singular minimal models. "Singular" irreducible symplectic varieties are studied in the theory of orbifolds or V-manifolds. They are also studied as moduli spaces of sheaves on K3 or abelian surfaces (see [25] and references to prior works therein). The period map and the moduli theory of "singular" irreducible symplectic varieties are extensively studied in [1, 2] . Finally "singular" irreducible symplectic varieties appear as building blocks of mildly singular projective varieties with trivial canonical class (see [15, 11, 12] ). See the recent survey [26] for all the different definitions and results. As the Boucksom-Zariski decomposition proved to be a very useful tool in the theory of smooth irreducible symplectic varieties it is natural to ask whether it holds for some classes of singular irreducible symplectic varieties. In this note we show that the Zariski decomposition actually holds in the largest possible framework, namely it holds on any variety X with symplectic singularities (see Definition 2.1). To state our result recall that, following Kirchner [17] , one can define a quadratic form q X,σ on H 2 (X, C), where σ is a reflexive 2-form on X which is symplectic on X reg . When X is an irreducible symplectic variety (in the sense of Definition 2.2) and σ is a normalized symplectic form (see Definition 2.5) one shows that q X,σ is independent of σ and is called the Beauville-Bogomolov-Fujiki quadratic form. Theorem 1.1. If X is a compact Kähler space with symplectic singularities and σ ∈ H 0 (Ω [2] X ) a reflexive 2-form which is symplectic on X reg , then all Q-effective divisors on X have a q X,σ -Zariski decomposition. In particular, if X is an irreducible symplectic variety, any Q-effective divisor has a Zariski decomposition with respect to the Beauville-Bogomolov-Fujiki quadratic form.
Our proof consists of two steps. First, along the lines of Bauer's approach [3] to the Zariski decomposition for surfaces, we show in Theorem 3.4 that in order to have a Zariski-type decomposition on a compact Kähler space we need to have a quadratic form on the second cohomology group that behaves like an intersection product, i.e., the intersection of two distinct prime divisors is always non-negative. Let us mention that, after the completion of our proof, we discovered that this had already been observed in [4] . Then we prove that on any Kähler variety X with symplectic singularities the quadratic form q X,σ introduced above behaves like an intersection product, see Theorem 3.8.
In the case of algebraic surfaces, as well as in the case irreducible symplectic manifolds, the geometric significance of Zariski decompositions lies in the fact that, given a pseudo-effective integral divisor D with Zariski decomposition D = P + N, one has for every sufficiently divisible integer m > 1 the equality
i. e. all sections in H 0 (X, O X (mD)) come from global sections of the nef line bundle O X (mP ). The term "sufficiently divisible" here means that one needs to pass to a multiple mD that clears denominators in P for the statement to hold. In general, we do not know how to find numbers m for a given surface X and any integral pseudoeffective divisors. In [5] , the main result tells us that the question about possible values of m is strictly related to the bounded negativity conjecture, which is another open problem in the theory of linear series conjecturing a boundedness of negative self-intersections of irreducible divisors on any surface. Let us illustrate this phenomenon using a well-known case of smooth projective K3 surfaces. Using the adjunction formula, one can show that for any irreducible and reduced curve C one has that C 2 ≥ −2, and in order to clear denominators in the Zariski decomposition for any pseudoeffective divisors D one can take m = 2 ρ−1 !, where ρ denotes the Picard number.
It is natural to ask whether we can generalize the above considerations to the case of higher dimensional projective varieties. First of all, we have several variations on the classical Zariski decomposition, for instance the Cutkosky-Kawamata-Moriwaki-Zariski decomposition, but this decomposition, as it was shown by Cutkosky [9] , cannot exists in general. On the other hand, there is no natural and meaningful generalization of the bounded negativity conjecture in general. In [19] , the authors constructed an example of a sequence of divisors D k on smooth projective 3-fold Y such that D 3 k → −∞. However, in the case of smooth irreducible symplectic manifolds, similarly to the case of K3 surfaces, thanks to the presence and properties of the Beauville-Bogomolov quadratic form we are able to prove an effective version bounded negativity conjecture. More precisely in Proposition 4.5 we prove that for a smooth irreducible symplectic manifold X the Beauville-Bogomolov self-intersection of any irreducible divisor is bounded from below by 4 Card(A X ), where Card(A X ) is the cardinality of the (finite) discriminant group of the intersection lattice
The proof relies on two known results of Druel and Markman that we recall in Propositions 4.2, 4.3. These results will potentially also hold and give an analogous consequence in the singular case. For boundedness of denominators in the Boucksom-Zariski decomposition we follow the lines of [5] to conclude with an effective bound on denominators: Theorem 1.2. Let X be a smooth projective irreducible symplectic variety. Then the denominators of coefficients a i , both in the negative and the positive part of the Boucksom-Zariski decompositions are globally bounded by (4 Card(A X )) ρ(X)−1 !, where ρ(X) is the Picard number of X.
For the proof see Corollary 4.12. Note that ρ ≤ h 1,1 (X) hence (4 Card(A X )) h 1,1 (X)−1 ! gives a bound that is uniform for the whole family of deformations of X.
At the moment it is not yet clear the bounded negativity conjecture may be true in the most general setting of singular irreducible symplectic varieties. However, having now established Zariski decomposition in this setting in Theorem 1.1 we can follow the lines of [5] to prove in Theorem 4.6 that the bounded negativity conjecture is equivalent to the boundedness of Zariski denominators also for (smooth or singular) irreducible symplectic varieties. Indeed, we observe that the arguments of [5] are, up to slight adaptations, also valid in this context.
Preliminaries on irreducible symplectic varieties
We will use the word "manifold" to stress the smoothness, while we use the words "variety" or "space" when smoothness is not required.
2.1. The smooth case. An irreducible symplectic manifold is a compact Kähler manifold X which is simply connected and carries a holomorphic symplectic form σ such that H 0 (X, Ω 2 X ) = C · σ. Let X be a projective irreducible symplectic manifold of dimension n ≥ 2. Denote by q X the quadratic form defined on H 1,1 (X, R) -choose a symplectic holomorphic form σ and then q X (α) = X α(σσ) m−1 is the standard Beauville-Bogomolov-Fujiki form, where dim X = n = 2m. If we take σ normalized, then we get
The pair (H 1,1 (X, R), q) is Lorentzian, i.e., it has signature (1, h 1,1 (X) − 1).
2.2.
The singular case. Let X be a normal complex variety. Recall that, for any p ≥ 1, the sheaf Ω
[p]
X of reflexive holomorphic p-forms on X is ι * Ω p Xreg , where ι : X reg ֒→ X is the inclusion of the regular locus of X. It can be alternatively (and equivalently) defined by the double dual Ω i) A symplectic form on X is a closed reflexive 2-form σ on X which is nondegenerate at each point of X reg . ii) If σ is a symplectic form on X, the variety X is said to have symplectic singularities if for one (hence for every) resolution f : X → X of the singularities of X, the holomorphic symplectic form σ reg := σ |Xreg extends to a holomorphic 2-form on X.
Definition 2.
2. An irreducible symplectic variety is a normal compact Kähler variety X with symplectic singularities and such that h 1 (O X ) = 0 and h 0 (X, Ω [2] X ) = 1. For the definition and basic properties of Kähler forms on possibly singular complex spaces we refer the reader to e.g. [2, Section 2].
One can show that a smooth irreducible symplectic variety X is simply connected (see e.g. [27, Lemma 15] ), hence such X is an irreducible symplectic manifold. In order to put Definition 2.2 into perspective, recall first the following. Definition 2.3. A primitive symplectic variety is a normal compact Kähler variety X with symplectic singularities and such that for all quasi-étale morphisms f : X ′ → X the reflexive pull-back f * σ of the symplectic form σ on X generates the exterior algebra of reflexive forms on X ′ .
Primitive symplectic varieties appear in the Beauville-Bogomolov decomposition for (projective) minimal models with trivial canonical class, obtained as a combination of [15, 11, 12] . In the smooth case being primitive symplectic or irreducible symplectic is equivalent by [6, Proposition 3] , while in the singular case a primitive symplectic variety is irreducible symplectic, by [14, Proposition 6.9], but it is a more restrictive notion. Indeed, the Kummer singular surface A /±1 is irreducible symplectic but has a quasi-étale cover by A, hence it is not primitive symplectic.
We now recall the work of Namikawa, Kirchner, Schwald and Bakker-Lehn on the Beauville-Bogomolov-Fujiki form in the singular setting. We start by recalling the following. . Let X be a 2n dimensional, complex compact variety and w ∈ H 2 (X, C) a class. Then, for all a ∈ H 2 (X, C) we define a quadratic form on X as follows
In what follows whenever X has symplectic singularities, in Kirchner definition, we will take w equal to the symplectic form σ on X. When X is an irreducible symplectic variety, Namikawa also defines a quadratic form on X by pulling everything back to the resolution of singularities of X. Then Schwald [27] checked that the Kirchner's and Namikawa's approaches are equivalent. As noted in [2, Section 5.1] the hypothesis of the projectivity of X that appears in [27] is unnecessary.
To obtain a uniquely determined quadratic form q X on an irreducibly symplectic variety X, it is convenient to normalize the symplectic class σ. Let I(σ) := X (σσ) n and consider s := I(σ) −1/2n · σ. Then I(s) = 1 and one verifies that, once the normalization is performed, the resulting quadratic form q X,s does not depend on the choice of the symplectic form (see [27, Lemma 22] and [2, Lemma 5.3]).
Definition 2.5. Let X be an irreducible symplectic variety. The Beauville-Bogomolov-Fujiki form of X is defined as q X := q X,σ for any σ ∈ H 0 (X, Ω
We finally collect in a single statement several observations and results due to Schwald and Bakker-Lehn which we will use. Theorem 2.6.
(
(2) ([27, Theorem 2, item (1)] and [2, Proposition 5.15]) Let X be an irreducible symplectic variety of dimension 2n. There exists a positive number c X ∈ R >0 such that for all a ∈ H 2 (X, C) the following holds
(3) ([27, Theorem 2, item (2)] and [2, Lemma 5.3]) Let X be an irreducible symplectic variety. The restriction of q X to H 2 (X, R) is a non-degenerate real quadratic form of signature (3, b 2 (X) − 3).
We define the positive cone by P = {α ∈ H 1,1 (X, R) : q(α) > 0}, and the movable cone M(X) is defined as the closure of the cone generated by classes of effective Cartier divisors L such that the base locus of the linear series |L| has codimension at least 2. Moreover, we denote by E the pseudoeffective cone (which is closed and convex). In the case of irreducible symplectic manifolds, one can show that the dual of the pseudoeffective cone E * coincides with the movable cone M(X).
Boucksom-Zariski decompositions on singular irreducible symplectic varieties
In this section we will follow Bauer's ideas [3] to show that in order to have a Zariski-type decomposition on a compact Kähler space we need to have a quadratic form on the second cohomology group that behaves like an intersection product, i.e., the intersection of two distinct prime divisors is always non-negative. As mentioned in the Introduction, after the completion of our work we discovered that the same path had already been explored and taken in [4] . Our argument below provides an alternative version of the result that is provided in [4] , and the proof turns out to be a modification of the one provided therein.
Then we prove that the generalization of the Beauville-Bogomolov-Fujiki form to irreducible symplectic varieties satisfies this condition and therefore it allows to define a Zariski decomposition. We start by recalling some definitions.
Definition 3.1. Let X be a compact complex space endowed with a quadratic form q X,w on the H 2 (X, C) as in Definition 2.4. A reduced and irreducible effective divisor
Let X be a compact Kähler space endowed with a quadratic form q X,w on the H 2 (X, C) as in Definition 2.4. Let C X be the positive cone, i.e., the connected component of {α ∈ H 1,1 (X, R) : q X,w (α) > 0} containing the Kähler cone. Then we define the fundamental exceptional chamber as follows:
where P (D) and N(D) are Q-effective divisors satisfying the following:
3) q X,w (P (D), N(D))=0; 4) for all integer k ≥ 0 such that kP (D) and kD are integral, then we have a surjection H 0 (X, kP (D)) ։ H 0 (X, kD).
Theorem 3.4. Let X be a compact Kähler space endowed with a quadratic form q X,w on the H 2 (X, C) as in Definition 2.4. Suppose that for all distinct prime divisors D and D ′ on X we have
Then all Q-effective divisors on X have a q X,w -Zariski decomposition.
The theorem follows from [4, Thm 3.3 ] by taking V to be the (infinite dimensional) Q vector space generated by codimension 1 irreducible reduced subvarieties. We provide below another proof.
Notice that by [8, Proposition 4.2, item (ii)] condition (1) holds on smooth irreducible symplectic varieties.
Proof of Theorem 3.4. To render the notation less heavy in what follows we will drop the dependence on w and simply write q X = q X,w .
Let
By definition M D is closed and non-empty (as it contains the origin). Consider the natural (partial) order on [0, a 1 ] × · · · × [0, a m ]:
Let P (D) be any maximal element in M D and set
Then we claim that D = P (D) + N(D) is a q X -Zariski decomposition of D in the sense of Definition 3.3. We first check that items 1), 2) and 3) imply item 4). For this, let k be a positive integer such that kD and kP (D) are integral and consider M ∈ |kD|.
where the equality is due to item 3) and the inequality follows from item 2). Therefore for all i
By repeating the above argument for each component N i as many times as it appears in kN(D) we obtain the desidered surjection H 0 (X, kP (D)) ։ H 0 (X, kD).
We now prove item 1). By definition of P (D) we have q X (P (D), D i ) ≥ 0, ∀i = 1, . . . , m.
Also, again by definition, Supp(P (D)) ⊂ Supp(D). Now take any prime exceptional divisor E on X. If E = D i for all i, then q X (P (D), E) ≥ 0 by (1). If instead there exists an i such that E = D i , then q X (P (D), E) ≥ 0 as P (D) ∈ M D . Notice in passing that we have shown that
In other words, the positive part P (D) is "q-nef".
We now show item 3). We will show that for all i q X (P (D), N i ) = 0.
If this were not the case for a certain i, then, as P (D) ∈ M D , we must have
Now notice that for all rational ǫ > 0 we have
which is certainly > 0 for all rational 0 < ǫ ≪ 1 thanks to (2) . Therefore, by (1), the divisor P (D) + ǫN i lies in M D and contradicts the maximality of P (D). We now show item 2). To prove that the Gram matrix (q X (N i , N j )) i,j of the components of N is negative definite we apply the following lemma Lemma 3.5. Consider a quadratic form q X satisfying (1) and a finite set of divisors {D i }. If there exist coefficients a i not all 0, such that
then there exist coefficients c i ≥ 0 not all zero and such that
for all indices j.
Proof. We prove the lemma by contraposition. We shall prove that: if for every choice of c i ≥ 0 not all zero there exists an index j such that q
for all choice of coefficients a i which are not all 0. Note that in that case by (1) we have q X (D i ) < 0 for all i.
The proof consists of two steps: (a) First prove that there exist 
containing the vertex of C corresponding to the coordinate j (i.e. point with coordinates c j = 1 and c i = 0 for i = j) and no other vertex of C. Indeed q X (D j , D j ) < 0 so j-th vertex is in the open halfplane whereas q X (D i , D j ) ≥ 0 for i = j which means that the other vertices are not in the open halfspace. Let us denote the intersection of each such halfspace with C by C j , i.e.,
We need to prove that
We proceed by induction with respect to the dimension (or number of vertices) of C. If C is an interval than clearly two open sets covering C have non-empty intersection. Let us pass to the induction step: If C has r + 1 vertices and is covered by C j consider C ′ the smaller dimensional simplex being the face of C not containing the vertex corresponding to coordinate r + 1 and define C ′ j := C j ∩ C ′ for j = 1 . . . n. Then n j=1 C ′ j = ∅ and in particular S := n j=1 C j = ∅ is an r + 1-dimensional partially closed simplex contained in C. Indeed it is non-empty and defined by r + 1 inequalities, r-corresponding to C j for j = 1 . . . n and one given by c r+1 ≥ 0. Note that the other inequalities c j ≥ 0 follow from the inequalities defining C j . This implies that S is a simplex open in C. Consider now the vertex A of S that does not lie on the hyperplane c r+1 = 0. Note that A / ∈ n j=1 C j hence A ∈ C r+1 but since C r+1 is open in C and A lies on the boundary of S then C r+1 ∩ S = ∅ which conludes the induction step and proves step (a).
For step (b) take d i from step (a) and consider any choice of coefficients a i not all zero. Then by bilinearity
Note now that by construction for all k we have d k > 0 and
and the last inequality is strict whenever a k = 0. Summing the above over k we get
We conclude by the inequalities
and yield
by assumption (1). This finally leads to
The latter finishes the proof Lemma 3.5.
Applying Lemma 3.5 to divisors N i we obtain that if the Gram matrix (q X (N i , N j )) i,j were not negative definite, we would obtain the existence of coefficients c i ≥ 0 not all zero and such that q X ( c i N i , N j ) ≥ 0 for all indices j. Then, by adding ǫ c i N i to P and arguing as in the proof of item 2) we would contradict the maximality of P .
Notice that our proof of Theorem 3.4 above leads to a slightly stronger statement on Zariski decomposition. X ) a reflexive 2-form which is symplectic on X reg . Then condition (1) holds for q X,σ .
Proof. Let π : X → X be a resolution of singularities and σ the holomorphic 2-form on X extending σ. By [13, Theorem 1.4] we have that σ = π * σ. We first show that condition (1) holds for q X, σ on X and then deduce from this that it also holds on X.
To prove that (1) holds for q X, σ we argue as in [8] . First we notice that if D and D ′ are two distinct effective divisors on X then the (numerical equivalence) class {D · D ′ } contains the closed positive (2, 2)-current given by the integration along the effective intersection cycle D ∩ D ′ .
Moreover the form ( σ σ) n−1 is a smooth positive form (of bidimension (2, 2)).
Then from Definition 2.4 we immediately deduce that
and the latter is ≥ 0 by the above.
Since condition (1) holds for q X, σ on X the q X, σ -Zariski decomposition holds on X by Theorem 3.4.
To deduce that condition (1) holds for q X,σ on X we argue as follows. Let D and D ′ be two distinct prime and effective Q-Cartier divisors on X. By the q X, σ -Zariski decomposition on X we can write π * D ′ = P (π * D ′ ) + N(π * D ′ ) with P ′ := P (π * D ′ ) and N ′ := N(π * D ′ ) = c i N ′ i satisfying all the items of Definition 3.3. Then q X,σ (D, D ′ ) = q X, σ (π * D, π * D ′ ) = q X, σ (π * D, P ′ ) + c i q X, σ (π * D, N ′ i ), where the first equality follows form Theorem 2.6, item (1) . Notice that q X, σ (π * D, P ′ ) ≥ 0 because π * D is effective and, as observed in the proof of Theorem 3.4, the positive part P ′ is q X, σ -nef.
For a component N ′ i which is not a π-exceptional divisor we have that q X, σ (π * D, N ′ i ) ≥ 0, because D and D ′ are distinct and we have already proved that (1) holds on X. Now if a component N ′ i is a π-exceptional divisor, then q X, σ (π * D, N ′ i ) = 0 by the push-pull formula
and we are done.
Proof of Theorem 1.1. It follows immediatly from the combination of Theorems 3.4 and 3.8.
Bounding denominators and bounded negativity
Now we would like to present an effective way to bound coefficients in Zariski decompositions for pseudoeffective divisors on any irreducible symplectic variety X. By Theorem 1.1 any integral effective divisor D on X can be uniquely presented as
with P ′ and the N ′ i 's as in Definition 3.3. Notice that we have k ≤ ρ(X)
It is natural to ask whether there exists an integer d(X) > 1 such that for every effective integral divisor D the denominators in the Zariski decomposition of D are bounded from above by d(X) If such a bound d(X) exists, then we say that X has bounded Zariski denominators.
From now on, to lighten the notation, we set q = q X . Consider the following system of linear equations which is given by taking q(D, N j ) for each j ∈ {1, ..., k}, namely
Rewriting the above line in a compact way, we obtain (q(D, N 1 ), ..., q(D, N k )) T = q(N i , N j ) i,j=1,...,k · (a 1 , ..., a k ) T .
(3)
Lemma 4.1. Notation as above.
(1) We have
where S is the (k × k) matrix obtained from q(N i , N j ) k×k by replacing its i-th column with the vector (q (D, N 1 ) , ..., q(D, N k )) T . (2) a i > 0 for all i.
Proof. Item (1) follows from (3) using Cramer's rule. For item (2) , notice that the a i 's are positive since q(D, N i ) < 0 for each i ∈ {1, ..., k} -otherwise N i would not be in the negative part of D, for instance by [8, Lemma 4.9 ].
By the above considerations, we obtained an upper bound on the denominators of the coefficients a i by the value | det[q(N i , N j )] k×k |. This gives a relation between boundedness of denominators and bounded negativity conjecture. A similar phenomenon was observed in the case of algebraic surfaces in [5] . This observation might not be very surprising, mostly due to the fact that one expects that irreducible symplectic manifolds behave like surfaces for what concerns linear series once one replaces the intersection form with the Beauville-Bogomolov-Fujiki quadratic form.
In order to find a global bound for denominators we shall observe that bounded negativity holds in the context of irreducible symplectic manifolds. We first need to recall results devoted to the divisibility of exceptional prime divisors and their geometry by Druel and Markman. . Let X be a projective irreducible symplectic manifold and let E be a prime exceptional divisor on it.
(i) Then there exists another irreducible symplectic manifold X ′ birational to X and a contraction X ′ → Y ′ to a normal variety whose exceptional locus is the strict transform of E. (ii) If l is a very general primitive exceptional curve, then l is either a smooth P 1 or the union of two such P 1 meeting in a point and moreover E · l = −2. 6 part 1 and 3) . Let X, E and l be as above. Let us identify H 2 (X, Q) ∨ with H 2 (X, Q) and let E ∨ be the map given by q(E, ·) with the Beauville-Bogomolov-Fujiki form. Then the class of l is −2E ∨ q(E,E) . Moreover, E is either primitive or E/2 is.
Remark 4.4. The two propositions above have been proved for irreducible symplectic varieties possessing a resolution by a projective irreducible symplectic manifold by Lehn-Mongardi-Pacienza. The proof will appear in [18] .
From these two results, we deduce the following. Proposition 4.5. Let X be a projective irreducible symplectic variety and let E be a prime exceptional divisor on X. Assume that the conclusions of Propositions 4.2 and 4.3 hold. Then |q(E)| ≤ 4 Card(A X ), where A X is the finite discriminant group H 2 (X, Z) ∨ /H 2 (X, Z).
Proof. By the conclusion of Proposition 4.3, either E or E/2 is primitive. Let D be this primitive class. Let d be the divisibility of D, that is the positive generator of the ideal q(D, H 2 (X, Z)) ⊂ Z. Notice that d divides q(E). From the conclusion of Proposition 4.2, we have that −2q(E,·)
is an integer class, which means that q(E) divides 2q(E, ·). This last term generates the ideal 2dZ ⊂ Z if E is primitive and 4dZ ⊂ Z otherwise. Therefore, we have one of the following:
• D = E and q(E) = 2d.
• 2D = E and q(E) = 4d. Hence, we only need to bound d. Let us consider the lattice L := H 2 (X, Z) (which is a topological invariant) and the natural inclusion L ֒→ L ∨ given by sending an element t ∈ L to q(t, ·). This inclusion has finite index and L ∨ /L = A X is a finite group. The element q(D,·) d lies in L ∨ and it gives a class in A X of order d, as D is primitive. Therefore, d divides Card(A X ) and our claim holds.
Notice that the bound 4 Card(A X ) is sharp, as it is obtained in the case of the Hilbert-Chow exceptional divisor on the Hilbert scheme of points on a K3 surface. We can say the same about generalized Kummer varieties. However, when A X is not cyclic, its order can be replaced by the highest order of its elements. In the following table we summarize in the four known deformation classes what is A X , the order d of its highest order element and the highest absolute value of the square of a prime exceptional divisor:
Deformation type A X Order d Highest negative divisor square
The above values can be found in [21, Section 9] for K3 [n] -type manifolds, in [28] for Kummer n type, in [24] for O'Grady's sixfolds and [20] for O'Grady's tenfolds.
Having bounded negativity we can bound Zariski denominators using the following theorem. Note that it is valid also for singular irreducible symplectic varieties providing an equivalence between two conjectures. Theorem 4.6. Let X be an irreducible symplectic variety of dimension 2n ≥ 2. Then the following two conditions are equivalent:
1) the self-intersection numbers with respect to Bogomolov-Beauville form q of integral prime divisors are bounded from below; 2) the denominators of coefficients a i of the negative parts in the Boucksom-Zariski decompositions are globally bounded.
Remark 4.7. Let us come back to the introduction, if X is a K3 surface, then using the adjunction formula the self-intersection numbers of prime curves are bounded by −2, and the denominators of coefficients in Zariski decompositions are bounded from above by 2 ρ−1 !, where ρ is equal to the Picard number, so from now on we assume that n > 1.
Proof of Theorem 4.6. Our proof is along the same lines as in [5] , we provide it here for completeness. First of all, we show that if the self-intersection numbers with respect to q are bounded from below, then denominators of the coefficients are bounded from below by b h 1,1 (X)−1 !, and this is a standard linear algebra consideration.
1) ⇒ 2). Let D be any integral effective divisor on X, with negative part N = a i N i , a i > 0, and denote by M be the q X -intersection matrix of the prime exceptional components N 1 , . . . , N k . We know that the denominators of the a i can be at most |det M|.
Since M is negative definite, there exists an invertible matrix A ∈ GL(k, R) and real numbers λ 1 , . . . , λ k such that A −1 MA = diag(λ 1 , . . . , λ k ) and λ i < 0 for each i ∈ {1, . . . , k}. Then
The same holds for the determinant, thus
Using the inequality of arithmetic and geometric means we obtain
By hypothesis, the self-intersection N 2 i is at least −b for each i ∈ {1, . . . , k}, hence
Since, by Theorem 2.6, item 3, (H 1,1 (X, R), q) is Lorentzian, then k can be at most h 1,1 (X) − 1, thus a i ≤ b h 1,1 (X)−1 is a (local) bound for the Boucksom-Zariski denominators. If we want to obtain a global bound, we need to take b h 1,1 (X)−1 !, which completes the proof.
2) ⇒ 1). We argue as in the case of surfaces [5] . Nevertheless, we need to replace the intersection on the surface with the Beauville-Bogomolov quadratic form and the construction of an ample line bundle with that of a movable one -in fact we need to take a divisor A which sits in the interior of the movable cone. We prove the following claim. For that we need two Lemmas: Lemma 4.9. Let X be an irreducible symplectic variety with all the denominators appearing in the Zariski decompositions of its prime effective divisors bounded by d(X). If C is a prime exceptional divisor and t an integer that divides q(A, C) for all line bundles A from the interior of the movable cone on X, then t is a divisor of d(X)! · Card A N S(X) .
Proof. Let F be the minimal integral divisor class in the ray in H 2 (X, R) spanned by C. Then C = kF for some integer k ≥ 1, and F is effective with Boucksom-Zariski decomposition F = 1 k C. By the boundedness assumption of Zariski denominators we have k ≤ d(X) (Notice that when X is smooth we have k ≤ 2). Note moreover that t divides q(D, C) for all (integral) divisors D on X. In fact, if D is any (integral) divisor, then mA + D is movable for sufficiently large integers m, and hence t divides both q(mA, C) and q((mA + D), C), so that it also divides q(D, C). Choosing now a lattice basis of NS(X) the intersection form is a lattice of rank ρ(X) represented by an integral matrix M of determinant (−1) ρ(X)−1 Card(A N S(X) ). Then the divisors C, D are represented by vectors c, d in Z ρ(X) , with q(C, D) = c t Md. In these terms, the hypothesis on t implies that every entry in the vector c t M is divisible by t. Using now the adjugate matrix M adj of M, we infer that the vector c t MM adj = c t det(M) = c t (−1) ρ(x)−1 Card(A N S(X) ). Representing F as an integral vector f , we obtain that t divides f t k Card(A N S(X) ). Now this implies that in fact k Card(A N S(X) ) is divisible by t, since otherwise every entry in the vector f would be divisible by t, which in turn would mean that the class of F is not primitive. Since k ≤ d(X), in particular t divides d(X)! · Card(A N S(X) ).
Lemma 4.10. Let X be an irreducible symplectic variety with Zariski denominators bounded by d(X). Then, for every negative divisor C, there exists on X a line bundle A on X lying in the interior of the movable cone such that gcd{q(C, C), q(A, C)}| d(X)! · Card(A N S(X) ).
Proof. Let C be any negative divisor on X. We argue by contradiction and assume that the conclusion of the Lemma is false. By the factorization theorem, then the following holds: for every movable divisor A on X there exists a prime power p r such that p r |q(C, C), p r |q(A, C), and p r does not divide d(X)! · Card(A N S(X) ).
Note that there are only finitely many possibilities for such prime powers. Let p 1 , . . . p s be the prime factors of q(C, C) such that there exists a power which divides q(C, C) but not d(X)! · Card(A N S(X) ). For each i denote by n i the smallest number such that p n i i divides q(C, C) but not d(X)! · Card(A N S(X) ). We claim that there exists an integer i ∈ {1, ..., s} such that for all movable line bundles A, the intersection number q(A, C) is divisible by p n i i . Indeed if this did not hold, then, for every i, there would be a movable divisor A i such that p n i i does not divide q(A i , C).
Consider now the line bundle
A := p n 2 2 . . . p ns s A 1 + p n 1 1 p n 3 3 . . . p ns s A 2 + · · · + p n 1 1 . . . p n s−1 s−1 A s . By the above, both q(C, C) and q(A, C) are divisible by some p r i that does not divide d(X)! · Card(A N S(X) ). Therefore, by the minimality of the n i we have r ≥ n i , and q(A, C) is also divisible by p n i i . We can assume i to be 1. Now, p n 1 1 divides all terms in the sum corresponding to q(A, C) except for possibly the first one, and it divides q(A, C). It must therefore also divide the first one, and hence it divides q(A 1 , C), which is a contradiction with the choice of A 1 . So the number p n i i that we have found divides q(A, C) for all movable line bundles A, thus by Lemma 4.9 it divides d(X)! · Card(A N S(X) ). Now, this is a contradiction with the choice of n i and the lemma follows.
Proof of Claim 4.8. Let C be a prime divisor on X. By Lemma 4.10, there exists a divisor A from the interior of the movable cone such that gcd(q(C, C), q(A, C))|d(X)! · Card(A N S(X) ).
Then, for a sufficiently large integer k, the line bundle A + kC has Zariski decomposition A + kC = (A + αC) + (k − α)C where the divisor in parentheses is the positive part and α = q(A,C) q(C,C) . Now, the denominator of α is exactly q(C,C) gcd(q(C,C),q(A,C)) . In particular, by the boundedness of the denominators that we are assuming, we obtain d(X) ≥ q(C, C) gcd(q(C, C), q(A, C)) ≥ q(C, C) d(X)! · Card(A N S(X) ) .
Therefore, the self-intersection of any prime divisor C is bounded from below by −d(X) · d(X)! · Card(A N S(X) ).
Remark 4.11. From the proof it follows that we have an effective way to find a bound in any of the two items of Theorem 4.6 knowing the bound in the other. More precisely, if the self-intersections are bounded by b then the denominators are bounded by |b| ρ(X)−1 !. Conversely if the denominators are bounded by d then the self-intersections are bounded by d! · d · Card(A N S(X) ) where Card(A N S(X) ) is the discriminant of the Neron-Severi Lattice of X. Corollary 4.12. Let X be a projective irreducible symplectic variety of dimension > 2. Assume that the conclusions of Propositions 4.2 and 4.3 hold for X. Then the denominators of coefficients a i of the negative parts in the Boucksom-Zariski decompositions are globally bounded by (4 Card(A X )) ρ(X)−1 !. In particular, on every Y deformation equivalent to X the negative parts in the Boucksom-Zariski decompositions are globally bounded by (4 Card(A X )) h 1,1 (X)−1 ! Proof. The first part follows immediately from the proof of Theorem 4.6 and Proposition 4.5. For the second statement we use the fact that the lattices (H 2 (X, Z), q) and (H 2 (Y, Z), q) are isometric to each other.
