Abstract-This paper presents a novel, generic, and automatic method for data-driven site selection. Site selection is one of the most crucial and important decisions made by any company. Such a decision depends on various factors of sites, including socioeconomic, geographical, ecological, as well as specific requirements of companies. The existing approaches for site selection (commonly used by economists) are manual, subjective, and not scalable, especially to Big Data. The presented method for site selection is robust, efficient, scalable, and is capable of handling challenges emerging in Big Data. To assess the effectiveness of the presented method, it is evaluated on real data (collected from Federal Statistical Office of Germany) of around 200 influencing factors which are considered by economists for site selection of Supermarkets in Germany (Lidl, EDEKA, and NP). Evaluation results show that there is a big overlap (86.4 %) between the sites of existing supermarkets and the sites recommended by the presented method. In addition, the method also recommends many sites (328) for supermarket where a store should be opened.
I. INTRODUCTION
Selecting a facility location is a constitutive investment decision of critical importance for every company that wants to operate a successful business [1] , [2] . Every company faces it at least once in its lifetime. Negative influences of a sites' location can hardly be compromised by other factors or actions [3] , [4] . Numerous geographical, social, economic, or socioeconomic factors for each site are usually be taken into account and compared against the specific requirements of a company [5] . In the modern era of rapid data collection and Big Data, countless information sources about locations are easily available. They cover not only detailed maps like Google Maps or OpenStreetMap, but also data about demographical and social attributes of inhabitants, which is, for instance, offered by the Federal Statistical Office of Germany as open data. In addition to open data, there exist many companies focusing on the creation of complex datasets, ranging from regional purchasing power distribution to consumer behavior of citizens. As a consequence, rich and heterogeneous datasets are available, containing spatial and temporal information that is of high relevance to decide where to locate a site. In the area of site selection, research work traces back nearly a century [6] - [8] . However, due to globalization and digitization, geographical search space as well as amount of data has enormously increased. This exponential growth of decisive data makes it increasingly difficult for decision-makers and experts to analyze all relevant information manually. This is one way why locations are selected from top (i.e. state) to bottom (i.e. region) in practice. As a consequence, other regions are excluded and the selection is commonly based on subjective criteria [7] , [9] , [10] . The remaining sites are weighted with respect to their descriptive attributes and the "best" site wins this election. However, weighting and selecting are highly subjective and often based on the individual experience and assessment of the involved experts [11] - [14] . The aim of this paper is to impartially find a suitable site based on analyzing decisive data of all influencing factors. Based on the assumption that site selection can be modeled quantitatively, all locations as well as the companies' requirements are treated respectively. Thus, sites are described by its attributes, e.g. purchasing power, number of inhabitant or proximity to suppliers, which are called location factors (LF) in economics. A companies' requirements are expressed by a combination of these LF and appropriate weights. Based on this idea, a suitable site is a location where its corresponding LF fulfill the requirements of a specific company. This leads to the research questions a) how to build the required data model and b) how to extract these patterns from the datasets? The utilization of knowledge-based decision-making and Big Data for supporting companies in their site selection process is new in the area of location analysis. This paper presents a novel approach for data-driven site selection. It combines a data model for aggregating LF with an enhanced recommendation system. The data model captures LF by incorporating spatio-temporal data from different sources and structuring it in a geographical, temporal, and hierarchical way. These sites and their data, representing items in the context of recommender systems, face user requirements that are made up of constraints, preferences and weights. They are matched by using a means-end relation between the corresponding data and companies' requirements. Thereby, its flexibility allows the system to be used in many different industries with diverse requirements. The contribution of this paper is an approach for data-driven site selection, which analyzes location factors and company requirements (Section III). It is built upon a hierarchical data model and combines knowledge about site selection with extensions to recommender systems. A case study about arXiv:1608.01212v1 [cs.AI] 3 Aug 2016 supermarkets is also conducted in order to demonstrate the viability of the presented approach (Section IV). Therefore, the actual locations of all supermarkets in Germany were compared with the suggestions for suitable places made by this system. The recommender system was configured with the requirements for supermarket, which were taken from economic literature (V). Finally, the results show that this approach is not only able to suggest sites to companies, but also helps to identify unknown pattern behind locations and its characteristics.
II. STATE-OF-THE-ART IN LOCATIONAL DATASETS, ECONOMICS, & RECOMMENDER SYSTEMS
The existing system commonly used for recommending movies, books, or music [15] - [17] cannot be used for site selection. This is because, this method cannot be configured to incorporate application context with a complexity similar to location analysis. The existing methods used by economists [10] , [18] , [19] are very complex and time extensive (as they require a lot of manual configuration and analysis), which limit their applicability in practice.
Investigations of sites have been only made on base of small datasets, e.g. population density, skill level of human capital, and infrastructure of 720 municipalities as studied by Arauzo Carod [20] .
A. Site Selection
Analyzing locations is done by comparing the LF of different places. Location factors are the properties that are influential towards a companies goal achievement [21] . The important LF are usually chosen by a company based on their own demands and each company might posses different requirement. Table I shows the most commonly LF grouped into 10 major categories [22] . Based on these LF, there are many ways how site selection can be done as there is no fixed procedure. However, there are few guidelines and operating procedures how a site should be selected.
In literature and practice, the site selection process is often divided into multiple phases where the regional focus is reduced in each phase. Zelenovic split it up into a macro and micro selection [10] . The first phase addresses the issue of finding the right state while the second one looks for a specific site within the previously chosen state. Bankhofer divided the whole process into four phases of selecting continent, country, municipality and then final location in that order [23] . However, this division "top-down" is impartial and inefficient as it requires manual analysis and selection. The exploration and selection of all decisive LF by hand is not feasible since the amount of data is increasing exponentially.
Models like Discrete Choice Models or Count Data Model for weighting and selection have become increasingly complex over the years [19] . They include not only numerous, but also constantly changing LF based on the varying contexts of each model. There is no similar study which reveals identical findings, but suggests different subsets of LF [5] . Even though these models are theoretically helpful, they are too complex and therefore, time and cost intensive in a real scenario. This leads managers to base their decisions not only on given facts, but rather on their personal and emotional judgment [11] - [14] .
Woratschek and Pastowski studied different methods in economic used for location selection [18] . Checklist Methods are a very basic way to assist the selection process. Relevant LF for a company get listed and weighted by experts for different locations. These weights are the degree how good a location fulfill a given requirement. Extensions are Selection by Elimination, which immediately removes location which do not fulfill a requirement, and Scoring Models, which rates the weighted LF by a given user-defined scale. The result of these methods are only qualitative nature and do not depend on quantitative findings. Furthermore, these ranked lists do not provide any in-depths analysis.
B. Recommender Systems
Traditionally, items are defined by their attributes, which contain keywords or numbers. Users are described by their preferences which basically express their interest in certain items. A detailed introduction to recommender systems can be found in [24] . However, this basic model for recommendation is not suitable for site selection, because:
• For suggesting suitable sites to companies, different forms of knowledge have to be utilized which exceeds the basic modeling of users and items. This data covers preferences, constraints, context, and domain knowledge about the users' needs, others users, the locations themselves and past recommendations [25] .
• Most of the current recommender systems for books [17] , movies [16] or music [15] deals with single-criterion ratings, such as ratings of movies. However, in site selection, it is essential to integrate multi-criteria ratings, e.g., a company can have different constraints, which must be fulfilled, as well as multiple preferences, which should be satisfied [24] .
III. THE PROPOSED APPROACH FOR SITE SELECTION
The proposed approach compares companies' requirements with locations based on their LF and simultaneously, utilizes the available knowledge concerning locations and companies' requirements. It turns the manual exploration of possible sites by decision-makers and experts into a definition of requirements by decision-makers & getting recommendations by the expert system. Figure 1 shows the comparison between traditional and data-driven site selection.. The most important problem in site selection is that decisions should be made based on qualitative measurement and evaluation. However, data available is mostly quantitative. Inspired by the recommendation methods used by economists, in the presented automatic recommendation method all requirements are first prioritized and scored based on their relevance and importance for the company. Figure 2 illustrates the requirements are then used to rank different locations. The User Requirements Profile (URP) is a composition of the Decision Criteria (DC) and Qualitative Ratings (QR). DC represents a company's requirements for a new location. QR is the evaluation of a criteria based on the quantitative data and thus, used to make qualitative suggestions. In this sense, a content-based-filtering is utilized. Figure 3 displays the URP model. It incorporates ideas and concepts from Felfernig and Burke in which, among others, constraints, preferences and means-ends are applied in a recommender system [25] . DC is the top-level components of URP, representing abstract requirements like good infrastructure or weak competitors. DC also utilize the concept of scoring and weighting of LF originally introduced by scoring models (see Sec. II-A). Additionally, the concept of 'Selection by Elimination"' were adopted where locations get eliminated if they do not fulfill all of the requirements. Each DC can either be classified as 'MustHave' and thus, representing an elimination condition if this criteria is not fulfilled, or as constraint in form of 'Preferences' or respectively 'Nice-To-Haves'. Each QR delivers an evaluation for the corresponding DC based on the LF stored in the data model. Companies' needs cannot always be directly translated to LF. This is the reason why fuzzification has been applied [26] . A LF might satisfy different quality needs and in return a qualitative need encompasses multiple attributes. The proposed approach utilizes means-end relations as introduced in the work Felfernig and Burke [25] , which allows reasoning about "how particular items (the means) satisfy particular needs or requirements of the user (the ends)". Ultimately, they defined the recommendation task as a constraint satisfaction problem, which has been adopted to site selection. Given a set of the company's requirements, the recommendation can be calculated by using a constraint-based recommender R constr which computes solutions {site i ∈ AllSites} for a given site recommendation task. Definition 1. Based on [25] , a site recommendation task is defined as Constraint Satisfaction Problem (C, S, CR ∪ COM P ∪F ILT ∪SIT ES) where C is a finite set of variables representing potential requirements of the company and S is a set of variables defining the basic properties of the sites. Furthermore, CR is a set of company's requirements, COM P represents a set of (incompatibility) constraints, F ILT is a set of filter constraints, and P ROD specifies the set of offered sites.
A solution to a given site recommendation task (C, S, CR∪ COM P ∪ F ILT ∪ SIT ES) is a complete assignment to the variables of (C, S) such that this assignment is consistent with the constraints in (CR ∪ COM P ∪ F ILT ∪ SIT ES).
A weighting can be defined on those relations to fine tune the relevance of every LF according the companies' requirements.
IV. EVALUATION
For the evaluation, more than 200 datasets have been collected and imported into the data model. The conducted experiments focus on supermarkets in Germany as one possible application context for which the relevant LF has been provided by experts [13] . However, the presented approach is generic and can be applied to datasets collected from any country as well as to a wide range of problems, e.g., gas stations, cinemas, gold or oil mines.
A. Hierarchical Data Model
In this paper, the recommendation system in evaluated on data collected in Germany. The administration hierarchy contains Germany with its 16 states, 402 countries, 4,520 districts, and 11,162 municipalities as well as information about the hierarchy. As for now, municipalities are the lowest level of territorial division. This information is provided by the Federal Statistical Office of Germany and can be used without any restrictions and free of charge.
Data Most of the LF are available for districts and some have been created on the granularity level of municipalities (see 4). Each LF exit (e.g. net income) for all sites within the specific hierarchy level it has been created for (e.g. districts). LF are inherent up-and downwards: the inhabitants of a district (blue) is the sum of inhabitants of all municipalities whereas the average net income (red) for a district is also assigned to all of its municipalities and cities. In case of the LF net income, there exit 402 values for all countries in the data model. 
B. Application Focus
Greiner, in charge of location selection in the REWE Group analyzed in depth how this decision is performed and which LF are of interest for REWE supermarkets [13] . REWE mainly uses the LF number of inhabitants in the macro selection phase for selection municipalities in Germany. Beside this factor, the availability of parking places as well as real estate of certain size is another requirement which is, however, beyond the scope of this paper 2 . In the second step, experts directly visit and assess the suitability of the pre-selected places. According to their expansion strategies, Edeka, Lidl, and NP supermarket chains assert to apply the same criteria 3 .
C. Comparison of Recommendations with Actual Locations
86.4 % of all locations can be explained by only taking these LF into account (Tab. III). The requirements for suitable locations for supermarkets as described in the economic literature have been used to configure the recommender system and its URP. This profile contains the number of inhabitants and the regional focus. NP is looking for sites where more than 2,500 inhabitants are living, whereas Edeka and Lidl are searching for locations where at least 5,000 inhabitants are living. E-Center, which are stores times larger than the ones mentioned beforehand, are seeking for places with more than 10,000 inhabitants. Finally, the regional focus has been set to the states Saxony-Anhalt, Brandenburg, and Lower Saxony as the chain NP operates in these states only. Within this regional focus, there exist 1,704 municipalities respectively cities with currently 481 Edeka, 90 E-Center, 256 NP, and 453 Lidl stores (sum 1,280). Additionally, 328 suitable sites were found where currently no supermarket of competitors is located and which can be recommended (51 to Lidl, 88 to Edeka, 140 to NP, and 49 to E-Center). Table V shows the distribution of supermarket stores. 94.5 % of the Lidl, 74.8 % of Edeka, 87.5 % of NP and 88.8 % of E-Center stores are located at municipalities which fulfill the LF number of inhabitants. Only in 25 (5.5 %) cases, Lidl opened a store at a site with less than 5,000 inhabitants. 23.3 % and 11.1 % of Edeka respectively E-Center stores can be found at sites which has less inhabitants than actually required. NP has selected in 32 cases (12.5 %) a municipality with less than 2,500 inhabitants.
D. Attribute Selection
Since these LF, as described by experts and supermarket companies themselves, are precise to a high degree, the followup question is: Are there any more decisive LF, irrespective of whether or not they are consciously used by the companies? By means of a correlation analysis, all remaining LF (more than 200) have been reviewed regarding their impact on the availability of supermarkets. The LF with the highest correlation scores are presented in Table VI . It can be seen that, beside the dependency on the number of inhabitants, the purchasing power has an impact on the existence of An example case in detail is given in Figure 5 where the district Gütersloh is visualized together with the number of inhabitants per municipality respective city and their purchasing power index. The municipality Herzebrock-Clarholz has 15,969 inhabitants and an purchasing power index of 100. This location is among the recommended sites for a new supermarket as it fulfills the requirements. Additionally, there are no supermarkets in the close surrounding available.
E. Store Distribution in Depth
Finally, the question is: Why have the supermarket chains chosen these sites among the places which also suit their requirements? In order to investigate the point, the decisive LF as outputted by the correlation analysis were used to examine the companies strategies in detail. The average purchasing power 4 was investigated in Figure 6 . 4 The purchasing power index describes the purchasing power of a certain region per inhabitant in comparison to the national average which itself gets the standard value of 1. The visualization indicates that NP focuses their stores on smaller municipalities with lower purchasing power, whereas Lidl concentrates on bigger cities. The strategy of Edeka is most likely to be available everywhere with medium purchasing power. The huge E-Center stores are mainly located in cities above 10,000 inhabitants.
Population Range < 5,000 5,000 -10,000 10,000 -25,000 25,000 -50,000 50,000 -100,000 Figure 7 shows the average purchasing power index and the average unemployment rate for all municipalities where at least one supermarket of the given chain is located. Thus, the average is presented for NP (light blue), Lidl (green), Edeka (yellow), and E-Center (red). As regards the comparison of all possible sites, locations with (purple) and without (pink) supermarket of any chain as well as the all locations together (blue) are also presented. It can be observed that Lidl, Edeka, and E-Center are focusing locations with higher than average purchasing power and lower than average unemployment rate. In contrast, NP opens stores at sites with lower than average purchasing power and higher than average unemployment rate. The Wilcoxon rank sum test (with continuity correction) confirmed that these findings are statistical significant. The population mean for the purchasing power index ranks differ for the different supermarket chains and the population ranges as presented in Figure 6 ). This can be explained with the two different categories of stores in food retailing: supermarkets and discount stores. Discount stores (like NP and to certain extend Lidl) aim to sell products at prices lower than normal supermarkets (Edeka and E-Center) with a focus on price rather than service, display, or wide choice. Thus, supermarkets have to chose sites with higher purchasing power as they are selling more expansive products than discount stores, which can occupy the market segment of places with lower available money as their products are less expansive. V. CONCLUSION AND FUTURE WORK In this paper, a novel approach for data-driven site selection is proposed integrating Big Data into the decision making process of companies. It combines a data model with an enhanced recommendation, system which utilizes the existing knowledge in this context. In contrast to economic methods, the system does not need manual analysis or expert knowledge and additionally, it is capable of handling all available information about sites. More than 200 different attributes for all 11,162 municipalities in Germany have been aggregated and analyzed. The evaluation of supermarkets in Germany shows that there is a big overlap (86.4 %) between existing stores and sites recommended by the proposed methods. In addition, the method also recommends many sites (328) for supermarket where a store should be opened. Furthermore, decisive locational factors like purchasing power were revealed, which have an impact on the existence of supermarkets. In the future, information about the quality of existing sites will be investigated in order to learn good and poor locations as well as further studies together with economist.
