Activator-inhibitor systems of reaction-diffusion equations have been used to describe pattern formation in numerous applications in biology, chemistry, and physics. The rate of diffusion in these applications is manifest in the single parameter of the diffusion constant, and stationary Turing patterns occur above a critical value of d representing the ratio of the diffusion constants of the inhibitor to the activator. Here we consider activatorinhibitor systems in which the diffusion is anomalous subdiffusion; the diffusion rates are manifest in both a diffusion constant and a diffusion exponent. A consideration of this problem in terms of continuous-time random walks with sources and sinks leads to a reaction-diffusion system with fractional order temporal derivatives operating on the spatial Laplacian. We have carried out an algebraic stability analysis of the homogeneous steady-state solution in fractional activator-inhibitor systems, with Gierer-Meinhardt reaction kinetics and with Brusselator reaction kinetics. For each class of reaction kinetics we identify a Turing instability bifurcation curve in the two-dimensional diffusion parameter space. The critical value of d, for Turing instabilities, decreases monotonically with the anomalous diffusion exponent between unity ͑standard diffusion͒ and zero ͑extreme subdiffusion͒. We have also carried out numerical simulations of the governing fractional activator-inhibitor equations and we show that the Turing instability precipitates the formation of complex spatiotemporal patterns. If the diffusion of the activator and inhibitor have the same anomalous scaling properties, then the surface profiles of these patterns for values of d slightly above the critical value varies from smooth stationary patterns to increasingly rough and nonstationary patterns as the anomalous diffusion exponent varies from unity towards zero. If the diffusion of the activator is anomalous subdiffusion but the diffusion of the inhibitor is standard diffusion, we find stable stationary Turing patterns for values of d well below the threshold values for pattern formation in standard activator-inhibitor systems.
I. INTRODUCTION
One of the best understood theoretical mechanisms for pattern formation is the Turing instability ͓1͔ of a homogeneous steady state in a two-species reaction-diffusion system. On its own, diffusion tends to smooth out irregularites; however, the differential diffusion of two distinct species coupled by nonlinear reaction terms may result in certain wavelengths becoming unstable so that patterns are produced. This model for pattern formation has recently found support in numerous applications in biology ͓2,3͔, chemistry ͓3,4͔, neuroscience ͓5͔, physics ͓6͔, and optics ͓7,8͔. As an example, Turing pattern formation in activator-inhibitor systems provides a credible theoretical explanation of animal coat patterns ͓9͔ that can also explain the occurrence of different coat patterns on clones ͓10͔.
The general form of the two-species reaction-diffusion model is ͓9͔ ‫ץ‬n 1 ͑x,t͒ ‫ץ‬t = f 1 ͑n 1 ,n 2 ͒ + ٌ 2 n 1 ͑x,t͒, ͑1͒
‫ץ‬n 2 ͑x,t͒ ‫ץ‬t = f 2 ͑n 1 ,n 2 ͒ + dٌ 2 n 2 ͑x,t͒. ͑2͒
In these equations, n 1 ͑x , t͒ and n 2 ͑x , t͒ are the number densities for the two species, f 1 and f 2 are ͑generally nonlinear͒ functions describing the reaction kinetics, d is the ratio of the diffusion coefficients of species 2 to species 1, and Ͼ0 is a scaling variable which can be interpreted as the characteristic size of the spatial domain or as the relative strength of the reaction terms. The standard reaction-diffusion model is a diffusionlimited process in which the time for reactions to occur within a given reaction zone is considered to be much less than the time for reactants to diffuse between reaction zones. The reaction-diffusion model is also a mean-field model in which it is assumed that the reactions do not themselves introduce correlations between the diffusing species but are dependent only on local average concentrations; thus microscopic fluctuations in n͑x , t͒ at the atomic level are ignored ͓11͔. If the concentration of species is spatially homogeneous, then the reaction-diffusion model reduces to the classical macroscopic rate equations from the law of mass action ͑see, e.g., ͓12͔͒.
The canonical model for Turing instability induced pattern formation is a reaction-diffusion equation with activatorinhibitor reaction kinetics-i.e., Eqs. ͑1͒ and ͑2͒ with *Electronic address: B.Henry@unsw.edu.au ‫ץ‬f 2 / ‫ץ‬n 1 Ͼ 0 and ‫ץ‬f 1 / ‫ץ‬n 2 Ͻ 0. In this case species 1 is an activator for production of species 2, and species 2 is an inhibitor for production of species 1. A simple linear stability analysis about the homogeneous steady-state solution, n 1 Ã , n 2 Ã , reveals that necessary conditions for Turing instability induced pattern formation are ͓9͔ a 11 + a 22 Ͻ 0, ͑3͒ which will become excited and thus produce patterns. A necessary requirement for pattern formation consistent with the conditions, Eqs. ͑3͒-͑5͒, is that the inhibitor diffuse faster than the activator ͑d Ͼ 1͒ in all activator-inhibitor systems. Indeed in many modeling applications the required diffusion ratio from Eq. ͑5͒ is more than an order of magnitude whereas most chemical species in aqueous solutions have diffusion ratios within a factor of 2. The first experimental evidence for Turing pattern formation in an activatorinhibitor system ͓4͔ was subsequently revealed to be influenced by spatial inhomogeneities ͑arising from the colour indicator in the reactor gel͒ that effectively lowered the diffusion constant of the activator ͓13͔ so that very large diffusion ratios were realized. However, the general theoretical requirement of large diffusion ratios is still an impediment for accepting the Turing pattern formation paradigm in many applications.
In recent years numerous physical and biological systems have been reported in which the diffusion rates of species cannot be characterized by the single parameter of the diffusion constant. Instead, the ͑anomalous͒ diffusion is characterized by a scaling parameter ␣ as well as a diffusion constant D, and the mean-square displacement of diffusing species ͗r 2 ͑t͒͘ scales as a nonlinear power law in time-i.e., ͗r 2 ͑t͒͘ ϳ t ␣ . As examples, single-particle tracking experiments and photobleaching recovery experiments have revealed subdiffusion ͑0 Ͻ ␣ Ͻ 1͒ of proteins and lipids in a variety of cell membranes ͓14-18͔. Moreover, anomalous subdiffusion ͑the case with 0 Ͻ ␣ Ͻ 1͒ is generic in media with obstacles ͓19͔ or binding sites ͓20͔.
In this paper we investigate the effects of subdiffusion on Turing pattern formation in model activator-inhibitor systems in the diffusion-limited regime with fast reactions. To simplify the theoretical analysis we have restricted our attention to systems in which the concentrations vary in only one spatial direction. This limits the direct application of our results to a particular model system with known reaction kinetics since in one-dimensional space the diffusion is not an effective mechanism for mixing and this in turn produces anomalous kinetics ͓21͔. However, from the point of view of direct applications we could consider a higher-dimensional spatial system in which concentration variations are primarily in one spatial direction or a one-dimensional spatial system in which the prescribed reaction kinetics incorporates the anomalous kinetics behavior.
A consideration of the problem of anomalous subdiffusion with reactions in terms of continuous-time random walks ͑CTRWs͒ with sources and sinks leads to a fractional activator-inhibitor model with a fractional order temporal derivative operating on the spatial Laplacian ͓22-28͔. A similar type of system has also been proposed for diffusion with reactions on a fractal ͓29͔. The problem of anomalous superdiffusion with reactions has also been considered and in this case a fractional reaction-diffusion model has been proposed with the spatial Laplacian replaced by a spatial fractional differential operator ͓30͔.
If the reaction time is not short compared with the diffusion time in subdiffusive systems with reactions ͑for example, if many encounters between reactants are required before reactions proceed͒, then an alternate model has been proposed where the fractional order temporal derivative operates on both the spatial Laplacian and the reaction term ͓31-33͔. An important distinction between the two anomalous reaction-diffusion models becomes apparent when the concentration of species is spatially homogeneous; this latter model does not reduce to the classical macroscopic rate equations except when the diffusion is also nonanomalous.
The dynamics of reaction fronts between initially separated species in reaction-diffusion systems with anomalous diffusion has been studied extensively ͓25,26,31-33͔. In this paper we investigate Turing pattern formation in reactiondiffusion models with anomalous subdiffusion incorporated through the fractional order temporal derivative operating on the Laplacian. In the initial state for this problem the species are distributed almost homogeneously in space. We have investigated the effects of both Gierer-Meinhardt reaction kinetics ͓34͔ and Brusselator reaction kinetics ͓35͔. Some preliminary results from this study were reported recently in a conference report ͓27͔. In recent work, Varea and Barrio ͓36͔ have examined Turing pattern formation in reaction-diffusion models with anomalous diffusion incorporated through fractional order spatial derivatives operating on the Laplacian. An important finding of their work is that nonstationary Turing patterns occur with the velocity of the moving patterns dependent on the exponent of the fractional differential operator.
The summary findings from the present study are as follows: ͑i͒ Turing instabilities occur in fractional activatorinhibitor systems for all values of the anomalous diffusion scaling exponent ␣. The critical value of the ratio of diffusion coefficients ͑inhibitor to activator͒ for Turing instabilities decreases monotonically as the diffusion becomes more subdiffusive. ͑ii͒ Turing instabilities precipitate spatiotemporal patterning in fractional activator-inhibitor systems. The surface profiles for the patterns vary from smooth to rough as the diffusion scaling exponent ␣ decreases from unity ͑stan-dard diffusion͒ towards zero ͑extreme subdiffusion͒. ͑iii͒ If there is standard diffusion for the inhibitor but anomalous subdiffusion for the activator, then stationary Turing patterns can occur for diffusion constant ratios ͑inhibitor to activator͒ much less than those required by linear stability analysis with standard diffusion in both the activator and the inhibitor. This important result has also recently been reported in a related study by Weiss ͓37͔ using Monte Carlo simulations of subdiffusive random walks with reactions.
The remainder of this paper is organized as follows: In Sec. II we introduce the fractional activator-inhibitor system from the continuous-time random walk formalism with sources and sinks. In Sec. III we carry out linear stability analysis of the homogeneous steady-state solutions and we obtain algebraic results for the critical value of the ratio of diffusion coefficients ͑inhibitor to activator͒ for Turing instabilities over a range of ␣ in fractional activator-inhibitor systems. Turing instability bifurcation curves are derived from this analysis for both Gierer-Meinhardt reaction kinetics and Brusselator reaction kinetics. We also identify the dominant excited modes from the linear stability analysis. In Sec. IV we describe the results of our numerical simulations of pattern formation in fractional activator-inhibitor equations. We conclude with a discussion and summary in Sec. V.
II. FRACTIONAL ACTIVATOR-INHIBITOR MODEL
The asymptotic properties that characterize anomalous subdiffusion can be modeled at the mesoscopic level using continuous-time random walks ͓38͔ with the spatial and temporal probability density functions decoupled and with temporal memory represented through a power-law waiting time distribution ͓39͔
The power-law waiting time distribution is an example of a so-called long-tailed distribution characterizing sporadic behavior with short bursts of events occurring frequently but also with very long pauses between events occurring occasionally. The CTRW model with a power-law waiting time distribution can be reformulated as a fractional diffusion equation ͓40-43͔. In a similar fashion, anomalous subdiffusion in an external field has been modeled using a fractional Fokker-Planck equation ͓43,44͔ and anomalous subdiffusion with sinks and sources has been modeled using fractional reaction-diffusion equations ͓22-25,27,28͔. The evolution equation for the number density of walkers, n͑x , t͒, in the CTRW formulation of this problem is ͓22,25͔
where ⌽͑t͒ is the survival probability that walkers remain at their starting locations after time t; the second term on the right-hand side represents the number density of walkers that
arrive at x at time t after a random walk from locations xЈ at times tЈ. The function ⌿͑x , t͒ denotes the transition probablity distribution for a step of length x in the time interval t , t + dt. The final term on the right-hand side is the source ͑sink͒ term to account for increases ͑decreases͒ in the number density at x and t due to reactions. The evolution equation simplifies under the assumption that the waiting time between random walks and the step lengths of the random walks are independent. In this case we can write ⌿͑x − xЈ , t − tЈ͒ = ͑x − xЈ͒͑t − tЈ͒ and ⌽͑t͒ =1−͐ 0 t ͑tЈ͒dtЈ. If it is also assumed that the waiting time distribution ͑t͒ is governed by a power law as in Eq. ͑7͒ ͑for anomalous subdiffusion͒ but the step length distribution ͑x͒ has finite moments, then the evolution equation that describes the long-time behavior can be written as ͓22͔
where n denotes the temporal Laplace transform of n and u Ͻ 1 is the transform variable. A fractional reaction-diffusion equation then results after inverting the Laplace transform and noting that ͑see, e.g., Sec. 2.8 of ͓45͔͒
where
is the Riemann-Liouville fractional derivative with 0 Ͻ ␣ Ͻ 1 and L denotes the temporal Laplace transform. Alternate formulations in terms of the Grünwald-Letnikov fractional derivative
are also possible using the relations ͑see, e.g., Sec. 2.8 of ͓45͔͒
respectively. A special case of the fractional reaction-diffusion equation is the fractional activator-inhibitor system ͓23͔
where n 1 ͑x , t͒ and n 2 ͑x , t͒ denote the concentrations of the activator and inhibitor, respectively; 0 Ͻ ␥ 1 ഛ 1 is the anomalous diffusion exponent of the activator, and 0 Ͻ ␥ 2 ഛ 1 is the anomalous diffusion exponent of the inhibitor. The reaction kinetics is defined by the functions f 1 ͑n 1 , n 2 ͒ and f 2 ͑n 1 , n 2 ͒. The fractional differential operator is given by
denotes the Riemann-Liouville fractional integral and
is the Riemann-Liouville fractional derivative defined in Eq. ͑11͒. The fractional differential operator D 1−␥ is also related to the Caputo fractional differential operator via
In the remainder of this paper we consider Turing pattern formation in the fractional activator-inhibitor model system described by Eqs. ͑16͒ and ͑17͒ with zero-flux boundary conditions at both ends of the spatial domain of length L-i.e.,
III. LINEAR STABILITY ANALYSIS
In standard activator-inhibitor systems a Turing instability occurs if the homogeneous steady-state solution is linearly stable in the absence of diffusion but linearly unstable in the presence of diffusion. In the fractional activator-inhibitor system, Eqs. ͑16͒ and ͑17͒, the steady-state solution and the diffusion-free linear stability conditions are the same as in the standard ͑␥ =1͒ activator-inhibitor system with the same reaction kinetics. Linear stability analysis in the fractional activator-inhibitor system can be facilitated by applying a temporal Laplace transform and a spatial Fourier transform. The transformed linearized perturbations are then given by ͓23͔ 
In this general case the canonical form for the FourierLaplace transforms of perturbations about the homogeneous steady state can be expressed as
where ␣͑q͒, ␤͑q͒, and ␥͑q͒ are real-valued functions of q and z i are zeros of the polynomial
͑27͒
The conditions for Turing instabilities can be found by investigating large-t asymptotic behavior from the inverse Laplace transform
In Eq. ͑28͒, c denotes a real-valued constant to the right of all singularities in the complex plane. This integral can be evaluated by considering a modified Bromwich contour ⌫ ͑see Fig. 1͒ It is clear from the Cauchy residue theorem that exponentially unstable Fourier modes ͑wave numbers͒ will arise from the poles in Eq. ͑26͒-i.e., from the zeros of the polynomial, Eq. ͑27͒. In particular if z k ͑q͒ is a zero of this polynomial and Re͓z k m ͑q͔͒ Ͼ 0 for some wave numbers q 0, then these wave numbers will be linearly unstable. The homogeneous steady state is linearly stable in the absence of diffusion if Re͓z k ͑q͔͒ = 0. It is not possible to obtain algebraic expressions for the zeros of Eq. ͑27͒; however, for prescribed values of the system parameters m, n, a i,j , d, and , these zeros can be found numerically over a range of q and a minimum value of d can be determined for which there exists a zero z k ͑q͒ such that Re͓z k m ͑q͔͒ ജ 0. In the linear theory a spatial pattern might be expected to emerge from the Turing instability if only a finite set of wave numbers is unstable or if one excited mode is dominant. The range of wave numbers that are unstable and the most unstable wave number in the linear theory can be found by fixing the parameters m, n, a i,j , d, and and finding the zeros, z k ͑q͒, of Eq. ͑27͒ numerically over a range of q. At each q value we can determine the maximum value of Re͓z k m ͑q͔͒ from this set of zeros. Then we plot this maximum value as a function of q. The range is identified as the set of q values over which the maximum is greater than zero and the most unstable wave number ͑maxi-mally excited mode͒ is the q value where this curve has a maximum.
The results of the linear stability analysis of the homogeneous steady-state solution for the fractional activatorinhibitor systems with Gierer-Meinhardt reaction kinetics and with Brusselator reaction kinetics are presented in the next two sections.
A. Gierer-Meinhardt reaction kinetics
The Gierer-Meinhardt reaction kinetics is defined by ͓34͔
The fractional activator-inhibitor system defined by Eqs. ͑16͒, ͑17͒, and ͑22͒ and the above reaction kinetics has a homogeneous steady state of n 1 * = 4 and n 2 * = 16. Standard linear stability analysis ͓9,23͔ reveals that in the case of standard diffusion ͑␥ 1 = ␥ 2 =1͒ nonhomogeneous steady states can occur if the value of d exceeds the critical value d Ã = 10 + 4 ͱ 6 Ӎ 19.79.
͑32͒

For d Ͼ d
Ã the range of excited Fourier modes q is given by ͓see Eq. ͑6͔͒
4d .
͑33͒
For d Ͻ d Ã initial perturbations about the steady state decay to zero for all wave numbers and no pattern results.
In Table I we have listed the critical value of d Ã over a range of ␥ based on the linear stability analysis of the fractional activator-inhibitor system with Gierer-Meinhardt reaction kinetics. We have also identified the maximally excited mode and the range of excited modes based on the linear stability analysis over a range of ␥ values for a given value of d Ͼ d * for each ␥. The following pattern of behavior is consistent with the results in this table: ͑i͒ The critical value of d * decreases monotonically with increasing 1 − ␥-i.e., as the diffusion becomes more subdiffusive. ͑ii͒ The maximally excitedmode wave number increases as the fractional derivative exponent 1 − ␥ increases; i.e., the wavelength of the maximally excited mode decreases as the subdiffusion becomes more anomalous. ͑iii͒ The minimum wave number cutoff for the range of excited modes also increases as the fractional derivative exponent 1 − ␥ increases. ͑iv͒ There is no upper wave number cutoff for excited modes for 0 Ͻ 1−␥ Ͻ 1.
B. Brusselator reaction kinetics
The Brusselator reaction kinetics considered in this paper is defined by ͓35͔ f 1 ͑n 1 ,n 2 ͒ = 2 − 3n 1 + n 1 2 n 2 , ͑34͒ f 2 ͑n 1 ,n 2 ͒ = 2n 1 − n 1 2 n 2 . ͑35͒
The homogeneous steady-state solution is given by n 1 * = 2 and n 2 * = 1. The critical value of d for a Turing instability, which follows from Eq. ͑5͒, is thus given by 
͑37͒
In Table II we have listed the critical value of d * over a range of ␥ based on the linear stability analysis of the fractional activator-inhibitor system with Brusselator reaction kinetics. We have also identified the maximally excited mode and the range of excited modes based on the linear stability analysis over a range of ␥ values with d Ͼ d * for each ␥. The overall pattern of behavior is similar to that found for the fractional Gierer-Meinhardt model.
The results of the linear stability analysis in this section for fractional activator-inhibitor systems with the same subdiffusion exponent ␥ can be summarized as follows: The critical value of the diffusion coefficient ratio d * for the onset of a Turing instability decreases monotonically as the subdiffusion becomes more anomalous ͑the scaling exponent ␥ is further from unity͒. Modes of arbitrarily small wavelength become excited for d Ͼ d * . The wavelength of the maximally excited mode becomes shorter as the subdiffusion becomes more anomalous and the upper threshold wavelength of excited modes decreases as the subdiffusion becomes more anomalous.
IV. NUMERICAL SIMULATIONS
We have carried out extensive numerical simulations of the fractional activator-inhibitor system for both GiererMeinhardt and Brusselator reaction kinetics and for a range of system parameters. The purpose of these numerical simulations is to test the linear stability analysis as a predictor of Turing pattern formation in nonlinear fractional activatorinhibitor systems as well as to investigate the nature of patterns formed in these systems. The numerical scheme that we have employed is an implicit finite-difference scheme, and we have reported on the accuracy and stability of this method elsewhere ͓46͔. Further details of the implementation of our scheme are provided in the Appendix.
We have carried out numerical simulations of the fractional activator-inhibitor model with both Gierer-Meinhardt reaction kinetics and with Brusselator reaction kinetics over a range of system parameters and with initial conditions perturbed about the homogeneous steady-state solution-i.e., n j ͑x ,0͒ = n j * + ␦n j ͑x ,0͒. Three different types of perturbation have been considered: ͑i͒ random, ␦n j ͑x ,0͒ = ⑀r j ͑x͒ where r j ͑x͒ is a uniform random function on the interval ͓−1,1͔; ͑ii͒ long-wavelength sinusoidal, ␦n j ͑x ,0͒ = ⑀ sin͑qx͒, with q = 0.4 ͑Gierer-Meinhardt͒ or q = 0.5 ͑Brusselator͒; ͑iii͒ shortwavelength sinusoidal, ␦n j ͑x ,0͒ = ⑀ sin͑qx͒, with q =5 ͑both Gierer-Meinhardt and Brusselator͒. In each case we have set ⑀ =10 −2 .
A. Turing instabilities
In the first instance we have used our simulations to test whether or not the Turing instability bifurcation curves from linear stability analysis delimit stable and unstable regions in the anomalous diffusion parameter space in the nonlinear fractional activator-inhibitor systems.
To determine the temporal growth of the initial perturbation we ran the simulation for 1000 units of time with a time step ⌬t = 0.1. The length of the region was taken to be L = 100 with N = 128 grid points in the simulation. Thus the spatial grid size is ⌬x = L / N = 0.78. The numerical simulations are used to find the concentrations n j ͑x , t͒ at each spatial grid point x = i⌬x and at each discrete time step t = ͑k −1͒⌬t. In the following we use the notation n j,i k = n j "i⌬x,͑k − 1͒⌬t…. ͑38͒
At each time step k ͓1 , 1000͔, the maximum absolute deviation from the homogeneous steady state was calculated for both n 1 and n 2 ;
The resultant spatial patterns appeared to be stationary or quasistationary after a typical transient time of about 500 model time units. A crude numerical estimate of the critical value of d separating stable and unstable behavior was found by using randomly perturbed initial conditions and measuring Ã . The anomalous diffusion exponent is taken to be the same for both the activator and inhibitor in these simulations-i.e., ␥ 1 = ␥ 2 = ␥. The results are based on simulations over 1500 units of time with a step size of ⌬t = 0.1 and a spatial grid of 256 points with L = 100. We have carried out simulations for a range of ␥ = 0.1, 0.2, 0.3, . . . , 0.9, 1.0 and for the random perturbations, short-wavelength perturbations, and long-wavelength perturbations of the steady state.
The dominant excited Fourier modes q = ͑2 / L͒k were determined from the positions k of the peaks in the spatial power spectrum for n 1 and n 2 at the end of the simulation, t = 1500. Explicitly the power spectrum is defined by
Estimates of the critical value of d Ã from the linear stability analysis ͑᭺͒ compared with estimates from the growth of modes in numerical simulations ͑ϩ͒ for the fractional activatorinhibitor system with Gierer-Meinhardt reaction kinetics and the same value ␥ for the activator and inhibitor diffusion exponents. The quantities plotted are dimensionless.
FIG. 3. Estimates of the critical value of d
Ã from the linear stability analysis ͑᭺͒ compared with estimates from the growth of modes in numerical simulations ͑ϩ͒ for the fractional activatorinhibitor system with Brusselator reaction kinetics and the same value ␥ for the activator and inhibitor diffusion exponents. The quantities plotted are dimensionless.
was computed using a fast Fourier transform. The spatial grid size limits the resolution of Fourier modes to ±2 / 100Ϸ ± 0.062. Partial results from our simulations are summarized in Tables III and IV for Gierer-Meinhardt reaction kinetics and Brusselator reaction kinetics, respectively, using random perturbations about the homogeneous steady state as initial conditions. In these tables we have listed ͑i͒ the d Ͼ d Ã values used in the numerical simulations, ͑ii͒ the values of the nearest maximally excited wave numbers k corresponding to the maximally excited Fourier modes q in the linear stability analysis ͑see Tables I and II͒ , and ͑iii͒ the values of the wave numbers k corresponding to peaks in the power spectra ͑for both n 1 and n 2 ͒, the largest of these peaks is highlighted using an asterisk.
The position of the largest peak in the power spectrum does not always match the maximally excited mode as determined by the linear stability analysis but there is generally a peak in the power spectra at a k value close to that of the maximally excited mode. This provides evidence that linear stability analysis is not only a reliable predictor of the onset of Turing instabilities ͑critical d values͒ but it also provides a useful description ͑dominant modes͒ of the nature of the Turing patterns in nonlinear fractional activator-inhibitor systems. The linear stability analysis is a better indicator of the dominant excited mode when ␥ is closer to unity ͑standard diffusion͒ but this may be because the numerical simulations take longer to reach the quasistationary regime for smaller ␥ values. The results with sinusoidally perturbed initial conditions show the same overall pattern of behavior as those with randomly perturbed initial conditions and so the details have not been tabulated in this paper ͓47͔.
Further results from our numerical simulations are shown in Figs. 4 and 5. These figures show full surface profiles and surface density plots for the concentrations of the activator with randomly perturbed initial conditions. The behavior of the inhibitor ͑not shown here ͓47͔͒ is similar to that of the activator. In the surface density plots n 1 ͑x , t͒ ജ n 1 Ã is shown as black and n 1 ͑x , t͒ Ͻ n 1 Ã as white. Figure 4 shows results for the fractional Gierer-Meinhardt model, and Fig. 5 shows results for the fractional Brusselator model.
The following observations summarize the principal features in our simulations of perturbed fractional activatorinhibitor systems with equal anomalous diffusion in both the activator and the inhibitor: ͑i͒ The concentrations of the activator and inhibitor both fluctuate ͑more or less to the same degree͒ about the homogeneous steady-state values. ͑ii͒ A spatiotemporal pattern develops on or before about 500 model time units. ͑iii͒ The surface profiles become more spatially rough as ␥ decreases. ͑iv͒ The surface profiles become less stationary in time as ␥ decreases. ͓The alternating bands of black and white along the time axis in Fig. 4͑b͒ are characteristic of standing wave patterns.͔ In order to further explore the robustness of the above results we have carried out additional simulations using different ͑sinusoidally perturbed͒ initial conditions. Surface 
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Ã density plots are shown in Fig. 6 for the fractional Brusselator model using long-wavelength sinusoidal perturbations ͑left͒ and short-wavelength sinusoidal perturbations ͑right͒. The persistence of the memory effect is greater for lower values of ␥ but in all cases there appears to be no memory of the initial conditions after 500 model time units. The patterns after this time are essentially the same for long-wavelength, short-wavelength, and random initial pertubations. An interesting question is whether the surfaces that we have described here as rough possess self-affine scaling properties characteristic of fractional Brownian functions ͓48-51͔. Preliminary measurements of surface roughness that we have carried out ͓27͔ are consistent with self-affine scaling with a Hurst exponent H that decreases essentially monotonically in the range between H =1 ͑smooth curve͒ and H =1/2 ͑ordinary Brownian function ͒ as ␥ varies from unity ͑normal diffusion͒ to zero. However, these results, which typically are based on log-log plots spanning less than an order of magnitude in the spatial grid size ⌬x, will require confirmation from simulations with greater spatial resolution. In a previous paper ͓23͔ we carried out linear stability analysis of the homogeneous steady state for fractional activator-inhibitor systems with standard diffusion in the inhibitor ͑␥ 2 = 1.0͒ but anomalous subdiffusion in the activator ͑␥ 1 = 0.5͒. On the basis of this analysis we speculated that Turing-instability-induced pattern formation might occur in such systems for any nonzero d. In order to test this speculation we have carried out numerical simulations of the fractional activator-inhibitor model with standard diffusion in the inhibitor and anomalous subdiffusion in the activator over a range of parameters with both Gierer-Meinhardt and with Brusselator reaction kinetics. Sample results are shown in the plots in Figs. 7-9. Figures 7 and 8 show surface profiles and density plots for the activator in the fractional GiererMeinhardt system and the fractional Brusselator system, respectively. Figure 9 shows example surface profiles for the inhibitor in fractional activator-inhibitor systems with fractional diffusion in the activator but standard diffusion in the inhibitor. Standard density plots corresponding to these profiles are either all white or all black. In Fig. 10 we have plotted the characteristic wavelength of the stationary pattern ͑defined as the length of the domain divided by the number of peaks in the stationary pattern͒ as a function of the diffusion ratio d.
The following features are common to the simulations that we carried out with anomalous subdiffusion in the activator but standard diffusion in the inhibitor: ͑i͒ The activator and inhibitor do not exhibit similar fluctuations about the homogeneous steady-state solution. ͑ii͒ Pattern formation occurs for values of d below the critical d Ã for pattern formation in the same model systems but with standard diffusion ͑␥ =1͒ or fractional diffusion ͑␥ =1/2͒ in both the activator and the inhibitor. ͑iii͒ The patterns are stationary. ͑iv͒ The patterns are not rough. ͑v͒ The wavelength of the patterns increases as d increases. In this paper we have carried out algebraic and numerical analysis of fractional activator-inhibitor systems with GiererMeinhardt and with Brusselator reaction kinetics. We have considered cases with equal anomalous ͑sub͒diffusion in both activator and inhibitor variables as well as cases with anomalous ͑sub͒diffusion in the activator but standard diffusion in the inhibitor. The anomalous subdiffusion is characterized by the two variables d ͑a diffusion constant͒ and ␥ ͑a diffusion scaling exponent͒ through the relation ͓52͔
where ͗r 2 ͑t͒͘ is the mean-square distance traveled by a diffusing particle in time t. In the case of standard diffusion, ␥ = 1, and as ␥ is reduced from 1 to 0, the ͑sub͒diffusion becomes more anomalous.
Our results provide clear evidence for the following: ͑i͒ Linear stability analysis of homogeneous steady-state solutions provides a reliable predictor of the onset and nature of pattern formation in fractional activator-inhibitor systems. ͑ii͒ Turing instabilities occur for successively lower values of the critical diffusion constant d Ã as the ͑sub͒diffusion becomes more anomalous. ͑iii͒ Spatiotemporal patterning occurs in fractional activator-inhibitor systems when the diffusion is equally anomalous in both the activator and inhibitor. The patterning is similar in both the activator and inhibitor in these systems. The surface profiles are increasingly rough as the ͑sub͒diffusion becomes more anomalous. ͑iv͒ Stationary Turing patterns occur in fractional activator-inhibitor systems when the diffusion is anomalous subdiffusion in the activator but standard diffusion in the inhibitor. The patterning is different in the activator and inhibitor in these systems and it is not rough.
In standard activator-inhibitor systems it is well known that a necessary condition for pattern formation is that the inhibitor concentration diffuses faster than the activator concentration ͑see, e.g., ͓9͔͒. Thus in time t we would expect the mean-square displacement of the inhibitor ͗r 2 2 ͑t͒͘ to be greater than that of the activator ͗r 1 2 ͑t͒͘. Allowing for anomalous diffusion as in Eq. ͑42͒ this yields the result that
so that if ␥ 1 Ͻ ␥ 2 , then after a sufficiently long time this condition will always be satisfied. The results of our studies are consistent with this general principle. The results of this paper provide theoretical support for fractional activator-inhibitor systems as viable models for Turing pattern formation in activator-inhibitor systems with anomalous subdiffusion in one or both of the chemically reacting species. In experimental studies of Turing pattern formation in activator-inhibitor systems it has been argued that the diffusion rate of the activator is effectively reduced by the reaction medium ͑a gel containing a colour indicator͒. It would be useful to have experiments that directly test for anomalous subdiffusion of the activator in the reaction medium in the absence of the inhibitor. Some practical considerations on how this might be done are described in ͓52͔.
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We greatfully acknowledge discussions with Prof. Dr. Igor M. Sokolov. The work was supported by an ARC Discovery Grant funded by the Australian Commonwealth Government. The "constant" terms of the sum are now given on the right of these equations. The above system of 2N nonlinear equations was solved using the Newton-Raphson method ͓54͔ and at each iteration the system of linear equations
was solved to find the correction. A modified Crout algorithm was used to solve this system of equations. The Crout algorithm was made more efficient by taking into account the block structure of the Jacobi matrix
where T j and D j are N ϫ N tridiagonal and diagonal matrices, respectively. The decomposed Jacobi matrix can be shown to take the form
where L, U, and S are N ϫ N lower triangular, upper triangular, and square matrices, respectively. A significant amount of computation can be saved by only computing elements we know to be nonzero. Some idea of the savings achieved can be obtained by noting that 4N 2 elements are evaluated in the full method whereas only 2N 2 +2N − 1 elements need to be evaluated in the modified method ͑the elements on the upper diagonal of T 1 and on the diagonal of D 1 remain unchanged and hence do not need to be evaluated͒. In terms of computation, the full Crout method requires N͑8N 2 +30N −11͒ /3 operations while the modified method requires only ͑4N 3 +21N
2 +17N −6͒ / 3 operations, a saving of about 50% for N = 128.
