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1. Introduction
In this paper we consider the rational quantized Knizhnik-Zamolodchikov (qKZ) equation associated
with the Lie algebra sl2 and solve it. The rational qKZ equation associated with sl2 is a system
of difference equations for a function Ψ(z1, . . . , zn) with values in a tensor product V1 ⊗ . . . ⊗ Vn of
sl2-modules. The system of equations has the form
Ψ(z1, . . . , zm+ p, . . . , zn) = Rm,m−1(zm − zm−1 + p) . . . Rm,1(zm − z1 + p)κ−Hm ×
× Rm,n(zm − zn) . . . Rm,m+1(zm − zm+1)Ψ(z1, . . . , zn) ,
m = 1, . . . , n , where p and κ are parameters of the qKZ equation, H is a generator of the Cartan
subalgebra of sl2 , Hm is H acting in the m-th factor, Rl,m(x) is the rational R-matrix RVlVm(x) ∈
End(Vl ⊗ Vm) acting in the l-th and m-th factors of the tensor product of sl2-modules. In this paper
we consider only the negative steps p . The case of other values of the step can be treated by analytic
continuation.
The qKZ equation is an important system of difference equations. The qKZ equations had been
introduced in [FR] as equations for matrix elements of vertex operators of the quantum affine algebra.
An important special case of the qKZ equation had been introduced earlier in [S] as equations for form
factors in integrable quantum field theory; relevant solutions for these equations had been given therein.
Later, the qKZ equations were derived as equations for correlation functions in lattice integrable models,
cf. [JM] and references therein.
In the quasiclassical limit the qKZ equation turns into the differential Knizhnik-Zamolodchikov equa-
tion for conformal blocks of the Wess-Zumino-Witten model of conformal field theory on the sphere.
Asymptotic solutions to the qKZ equation as p tends to zero are closely related to diagonalization of
the transfer-matrix of the corresponding lattice integrable model by the algebraic Bethe ansatz method
[TV2].
We describe the space of solutions to the qKZ equation in terms of representation theory. Namely, we
consider the quantum group Uq(sl2) with q = e
πi/p and the Uq(sl2)-modules V
q
1 , . . . , V
q
n where V
q
m is
the deformation of the sl2-module Vm . For every permutation τ ∈ Sn we consider the tensor product
V qτ1 ⊗ . . . ⊗ V qτn and establish a natural isomorphism of the space S of solutions to the qKZ equation
with values in V1 ⊗ . . .⊗Vn and the space V qτ1 ⊗ . . .⊗V qτn ⊗F , where F is the space of functions of z1,
. . . , zn which are p -periodic with respect to each of the variables,
Cτ : V
q
τ1 ⊗ . . .⊗ V qτn ⊗ F → S.
Notice that if Ψ(z) is a solution to the qKZ equation and F (z) is a p -periodic function, then also
F (z)Ψ(z) is a solution to the qKZ equation.
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We call the isomorphisms Cτ the tensor coordinates on the space of solutions. The compositions of
the isomorphisms are linear maps
Cτ,τ ′(z1, . . . , zn) : V
q
τ ′1
⊗ . . .⊗ V qτ ′n → V
q
τ1 ⊗ . . .⊗ V qτn
depending on z1, . . . , zn and p -periodic with respect to all variables. We call these compositions the
transition functions. It turns out that the transition functions are defined in terms of the trigonometric
R-matrices RqVlVm(ζ) ∈ End(V
q
l ⊗ V qm) acting in tensor products of Uq(sl2)-modules. Namely, for any
permutation τ and for any transposition (m,m+ 1) the transition function
Cτ,τ ·(m,m+1)(z1, . . . , zn) : V
q
τ1 ⊗ . . .⊗ V qτm+1 ⊗ V qτm ⊗ . . .⊗ V qτn → V qτ1 ⊗ . . .⊗ V qτn
equals the operator P
V qτm+1V
q
τm
Rq
V qτm+1V
q
τm
(
exp
(
2πi(zτm+1 − zτm)/p
))
acting in the m-th and (m+ 1)-th
factors, here PVlVm is the transposition of the tensor factors; cf. Theorem 4.22.
We consider asymptotic zones Re zτ1 ≪ . . . ≪ Re zτn labelled by permutations τ ∈ Sn . For every
asymptotic zone we define a basis of asymptotic solutions to the qKZ equation. We show that for
every permutation τ the basis of the corresponding asymptotic solutions is the image of the standard
monomial basis in V q1 ⊗ . . .⊗ V qn under the map
V qτ1 ⊗ . . .⊗ V qτn → V qτ1 ⊗ . . .⊗ V qτn ⊗ 1 →֒ V qτ1 ⊗ . . .⊗ V qτn ⊗ F
Cτ−→ S ,
cf. Theorem 6.4. The last two statements express the transition functions between the asymptotic
solutions via the trigonometric R-matrices.
The rational R-matrix RVlVm(x) ∈ End(Vl ⊗ Vm) is defined in terms of the action of the Yangian
Y (gl2) in the tensor product of sl2-modules. The Yangian Y (gl2) is a Hopf algebra which contains
the universal enveloping algebra U(sl2) as a Hopf subalgebra and has a family of homomorphisms
Y (gl2) → U(sl2) depending on a parameter. Therefore, each sl2-module Vm carries a Y (gl2)-module
structure Vm(x) depending on a parameter. For irreducible sl2-modules Vl, Vm the Yangian modules
Vl(x)⊗ Vm(y) and Vm(y)⊗ Vl(x) are irreducible and isomorphic for generic x, y . The map
PVlVmRVlVm(x− y) : Vl(x) ⊗ Vm(y) → Vm(y)⊗ Vl(x)
is the unique suitably normalized intertwiner [T], [D1].
Similarly, the trigonometric R-matrix RqVlVm(ζ) ∈ End(V
q
l ⊗ V qm) is defined in terms of the action of
the quantum loop algebra U ′q(g˜l2) in the tensor product of Uq(sl2)-modules. The quantum loop algebra
U ′q(g˜l2) contains Uq(sl2) as a Hopf subalgebra and has a family of homomorphisms U
′
q(g˜l2) → Uq(sl2)
depending on a parameter. Therefore, each Uq(sl2)-module V
q
m has a U
′
q(g˜l2)-module structure V
q
m(ζ)
depending on a parameter. For irreducible Uq(sl2)-modules Vl, Vm the U
′
q(g˜l2)-modules V
q
l (ξ)⊗V qm(ζ)
and V qm(ζ) ⊗ V ql (ξ) are irreducible and isomorphic for generic ξ, ζ . The map
PVlVmR
q
VlVm
(ξ/ζ) : V ql (ξ)⊗ V qm(ζ) → V qm(ζ)⊗ V ql (ξ)
is the unique suitably normalized intertwiner [T], [CP].
Our result on the transition functions between asymptotic solutions together with the indicated con-
struction of R-matrices shows that the qKZ equation establishes a connection between representation
theories of the Yangian Y (gl2) and the quantum loop algebra U
′
q(g˜l2) . Our result is analogous to the
Kohno-Drinfeld theorem on the monodromy group of the differential Knizhnik-Zamolodchikov equation
[K], [D2].
The differential Knizhnik-Zamolodchikov equation (KZ equation) with values in a tensor product of
sl2-modules V = V1 ⊗ . . . ⊗ Vn is a system of differential equations for a V -valued function Ψ(z1, . . . ,
zn) and has the form
dΨ =
1
p
∑
l 6=m
Ωlm
zl − zm Ψ d(zl − zm)
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where p is a parameter of the equation, Ωlm ∈ End(Vl ⊗ Vm) is the Casimir operator. The KZ equation
defines an integrable connection over the complement in Cn to the union of the diagonal hyperplanes.
The fundamental group of the complement is the pure braid group Pn . The monodromy group of the
equation is the representation Pn → End(V ) defined by analytic continuation of solutions over loops.
The Kohno-Drinfeld theorem says that this representation is isomorphic to the R-matrix representation
of Pn in the tensor product of Uq(sl2)-modules V
q = V q1 ⊗ . . . ⊗ V qn , q = eπi/p , where the R-matrix
representation is defined as follows. Let RqVlVm ∈ End(V
q
l ⊗V qm) be the action of the universalR-matrix of
the quantum group Uq(sl2) in the tensor product of Uq(sl2)-modules. Then the R-matrix representation
of Pn in V
q is defined by elementary transformations
V qτ1 ⊗ . . .⊗ V qτn
PVτmVτm+1
RqVτmVτm+1−−−−−−−−−−−−−−−−→ V qτ1 ⊗ . . .⊗ V qτm+1 ⊗ V qτm ⊗ . . .⊗ V qτn .
The Kohno-Drinfeld theorem establishes a connection between representation theories of a Lie algebra
and the corresponding quantum group, see [D2]. Using the ideas of the Kohno-Drinfeld result it was
proved in [KL] that the category of representations of a quantum group is equivalent to a suitably defined
fusion category of representations of the corresponding affine Lie algebra. Similarly to the Kazhdan-
Lusztig theorem one could expect that our result for the difference qKZ equation could be a base for a
Kazhdan-Lusztig type result connecting certain categories of representations of Yangians and quantum
affine algebras, cf. [KS].
In this paper we consider the rational qKZ equation. There are other types of the qKZ equation: the
trigonometric qKZ equation [FR] and the elliptic qKZB equation [F]. Here KZB stands for Knizhnik-
Zamolodchikov-Bernard, and the difference qKZB equation is a discretization of the differential KZB
equation for conformal blocks on the torus.
The trigonometric qKZ equation with values in a tensor product of Uq(sl2)-modules V
q = V q1 ⊗ . . .⊗
V qn is a system of difference equations for a V
q-valued function Ψ(z1, . . . , zn) and has the form
Ψ(z1, . . . , pzm, . . . , zn) = R
q
m,m−1(pzm/zm−1) . . . R
q
m,1(pzm/z1)κ
−Hm ×
×Rqm,n(zm/zn) . . . Rqm,m+1(zm/zm+1)Ψ(z1, . . . , zn) ,
m = 1, . . . , n , where p and κ are parameters of the qKZ equation, qH is a generator of the Cartan
subalgebra of Uq(sl2) , Hm is H acting in the m-th factor, Rl,m(x) is the trigonometric R-matrix
Rq
V q
l
V qm
(x) ∈ End(V ql ⊗V qm) acting in the l-th and m-th factors of the tensor product of Uq(sl2)-modules.
In the next paper [TV3] we will describe for the trigonometric qKZ equation the analogues of the above
results for the rational qKZ equation. Namely, we will describe the space of solutions to the trigonometric
qKZ equation in terms of modules of the elliptic quantum group associated with the Lie algebra sl2 [F],
[FV] and will get the transition functions between asymptotic solutions in the same way as we did for the
rational case. This result for the trigonometric qKZ equation gives a connection between representation
theories of the quantum loop algebra U ′q(g˜l2) and the elliptic quantum group associated with sl2 .
In the papers [FTV1], [FTV2] we will describe solutions to the elliptic difference qKZB equation. The
construction of solutions for the elliptic qKZB equation is similar to the construction of solutions to the
rational qKZ equation described in this paper and to the solutions of the trigonometric qKZ in [M], [R],
[V3], [TV1]. Nevertheless, we do not know yet how to define asymptotic solutions for the elliptic qKZB
equation and what could be an elliptic analogue of our result on transition functions.
There are three different proofs for the Kohno-Drinfeld theorem. Roughly speaking, they are analytic
[K], algebraic [D2], and geometric [SV2], [V2]. In the initial proof [K], Kohno expands a monodromy
operator as a series of iterated integrals and studies such expansions. Drinfeld in [D2] formalizes algebraic
properties of transition functions between asymptotic solutions and proves that the monodromy group
could be nothing else but the R-matrix representation.
The leading idea of the geometric proof [SV2], [V2], [V4] was the principle that the monodromy of
a differential equation could be computed only if the differential equation is the equation of the Gauss-
Manin connection. The Gauss-Manin connection is a connection associated with a locally trivial bundle
of algebraic manifolds with a local system on the space of the bundle. One considers the associated
holomorphic vector bundle which fiber is the homology group of the fiber of the initial locally trivial
bundle. Then the vector bundle has a canonical connection called the Gauss-Manin connection. Having
a trivialization of the vector bundle one realises the connection as a system of differential equations.
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Its solutions are parametrized by elements of the homology group of the fiber. The monodromy group
of that differential equation is the monodromy group of cycles of the fiber of the initial locally trivial
bundle under continuous deformations over loops in the base. The description of the monodromy group
of cycles is a geometric problem which is easier than studying analytic continuation of solutions of an
abstract differential equation. In order to apply this idea to the proof of the Kohno-Drinfeld theorem the
differential KZ equation was solved explicitly in terms of multidimentional hypergeometric integrals and
solutions were represented as integrals of closed differential forms over cycles depending on parameters,
then the space of cycles was identified with a tensor product of Uq(sl2)-modules and the monodromy of
cycles was computed in term of R-matrices.
In this paper, in order to establish a connection between representation theories of Yangians and
quantum loop algebras we quantize the geometric picture for the KZ equation. First we solve the qKZ
equation in terms of suitable multidimensional hypergeometric integrals of Mellin-Barnes type. We define
a discrete analogue of a locally trivial bundle and a local system on the space of bundle. We define a
discrete analogue of the Gauss-Manin connection for the discrete locally trivial bundle with a discrete
local system and consider the corresponding difference equation. We identify that difference equation
with the difference qKZ equation. To realize this idea we introduce a suitable discrete de Rham complex
and its cohomology group in the spirit of [A], then we define the homology group as the dual space
to the cohomology group and construct a family of discrete cycles, elements of the discrete homology
group, using ideas of [S]. We construct the space of discrete cycles as a certain space of functions.
Having a representative of a discrete cohomology class (a function) and a discrete cycle (a function
again) we define the pairing (the hypergeometric pairing) between the cohomology class and the cycle
as an integral of their product with a certain fixed “hypergeometric phase function” over a certain fixed
contour of the middle dimension. We show that there are enough discrete cycles and they form the space
dual to the quotient space of the space of our discrete closed forms modulo discrete coboundaries. To
prove this we compute the determinant of the period matrix and surprisingly get an explicit formula
(5.14) for the determinant analogous to the determinant formulae for the “continuous” hypergeometric
functions [V1], cf. the Loeser determinant formula for the Frobenius transformation [L]. The form of our
discrete cycles suggests a natural identification of the space of our discrete cycles with a tensor product
of Uq(sl2)-modules and this identification allows us to prove the result on transition functions between
asymptotic solutions.
As we know the qKZ equation turns into the differential KZ equation under the quasiclassical limit.
We show that our discretization of geometry under the quasiclassical limit turns into the geometry of the
differential KZ equation: representatives of our discrete cohomology classes turn into closed differential
forms, our discrete cycles turn into “honest” topological cycles.
Note in conclusion, that our solutions to the qKZ equation in the special case considered in [S] are
close to the solutions constructed therein, but different. It is also worth mentioning that our description
of transition functions indicates quantum loop algebra symmetries in the model of quantum field theory
considered in [S].
The paper is organized as follows. Sections 2 – 7 contain constructions and statements. In Section 8
we consider the special case of one-dimensional hypergeometric functions of the Mellin-Barnes type to
illustrate ideas and proofs. Section 9 contains proofs in the multidimensional case.
Parts of this work had been written when the authors visited the University of Tokyo, the Kyoto
University, the University Paris VI, E´cole Normale Supe´rieure de Lyon, the MSRI at Berkeley. The
authors thank those institutions for hospitality. The authors thank G.Felder, P.Etingof and E.Mukhin
for valuable discussions.
2. Discrete flat connections and local systems
Discrete flat connections
Consider a complex vector space Cn called the base space. Fix a nonzero complex number p called
the step. The lattice Zn acts on the base space by translations z 7→ z + pl where l ∈ Zn ⊂ Cn . Let B
be an invariant subset of the base space. Say that there is a bundle with a discrete connection over B if
for any z ∈ B there are a vector space V (z) and linear isomorphisms
Am(z1, . . . , zn) : V (z1, . . . , zm+ p, . . . , zn) → V (z1, . . . , zn) , m = 1, . . . , n .
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The connection is called flat (or integrable) if the isomorphisms A1, . . . , An commute:
(2.1) Al(z1, . . . , zn)Am(z1, . . . , zl+ p, . . . , zn) = Am(z1, . . . , zn)Al(z1, . . . , zm+ p, . . . , zn) .
Say that a discrete subbundle in B is given if a subspace in every fiber is distinguished and the family
of subspaces is invariant with respect to the connection.
A section s : z 7→ s(z) is called periodic (or horizontal) if its values are invariant with respect to the
connection:
(2.2) Am(z1, . . . , zn)s(z1, . . . , zm+ p, . . . , zn) = s(z1, . . . , zn) , m = 1, . . . , n .
A function f(z1, . . . , zn) on the base space is called a quasiconstant if
f(z1, . . . , zm+ p, . . . , zn) = f(z1, . . . , zn) , m = 1, . . . , n .
Periodic sections form a module over the ring of quasiconstants.
The dual bundle with the dual connection has fiber V ∗(z) and isomorphisms
A∗m(z1, . . . , zn) : V
∗(z1, . . . , zn) → V ∗(z1, . . . , zm+ p, . . . , zn) .
Let s1, . . . , sN be a basis of sections of the initial bundle. Then the isomorphisms Am of the connection
are given by matrices A(m) :
Am(z1, . . . , zn)sk(z1, . . . , zm+ p, . . . , zn) =
N∑
l=1
A
(m)
kl (z1, . . . , zn)sl(z1, . . . , zn) .
For any section ψ : z 7→ ψ(z) of the dual bundle, denote by Ψ : z 7→ Ψ(z) its coordinate vector, Ψk(z) =
〈ψ(z), sk(z)〉 .
The section ψ is periodic if and only if its coordinate vector satisfies the system of difference equations
Ψ(z1, . . . , zm+ p, . . . , zn) = A
(m)(z1, . . . , zn)Ψ(z1, . . . , zn) , m = 1, . . . , n .
Moreover, all solutions to the system have this form. This system of difference equations is called the
periodic section equation.
Say that functions ϕ1, . . . , ϕn in variables z1, . . . , zn form a system of connection coefficients if
ϕl(z1, . . . , zm+ p, . . . , zn)ϕm(z1, . . . , zn) = ϕm(z1, . . . , zl+ p, . . . , zn)ϕl(z1, . . . , zn)
for all l,m . These functions define a connection on the trivial complex one-dimensional vector bundle.
There is a simple construction of connection coefficients. Fix arbitrary functions φlm , l < m , in one
variable and nonzero complex numbers κm . Set
ϕm(z1, . . . , zn) = κm
[ ∏
16l<m
φlm(zl − zm − p)
]−1 ∏
m<l6n
φml(zm − zl) .
The system of connection coefficients of this form is called decomposable, the functions φlm are called
primitive factors and κm are called scaling parameters .
A function Φ(z1, . . . , zn) is called a phase function of a system of connection coefficients if
Φ(z1, . . . , zm+ p, . . . , zn) = ϕm(z1, . . . , zn)Φ(z1, . . . , zn) , m = 1, . . . , n .
Similarly, a function Φ(x) is called a phase function of a function φ(x) in one variable if Φ(x + p) =
φ(x)Φ(x) . Note that the phase functions are not unique.
If the connection coefficients are decomposable, if Φlm are phase functions of primitive factors, and
if Km are phase functions of scaling parameters, then
Φ(z1, . . . , zn) =
n∏
m=1
Km(zm)
∏
l<m
Φlm(zl − zm)
5
is a phase function of the system of connection coefficients.
For any function f(z1, . . . , zn) define new functions Q1f, . . . , Qnf and D1f, . . . , Dnf by
(Qmf)(z1, . . . , zn) = ϕm(z1, . . . , zn)f(z1, . . . , zm+ p, . . . , zn) ,
and
Dmf = Qmf − f .
The functions D1f, . . . , Dnf are the discrete partial derivatives of the function f . We have DlDmf =
DmDlf .
Let F be a vector space of functions of z1, . . . , zn such that the operators Q1, . . . , Qn induce linear
isomorphisms of F :
Qm : F → F .
Say that the space F and the connection coefficients ϕ1, . . . , ϕn form a one-dimensional discrete local
system on Cn. F is called the functional space of the local system.
Define the de Rham complex
(
Ω•(F), D
)
of the local system in a standard way. Namely, set
Ωa =
{
ω =
∑
k1,...,ka
fk1,...,kaDzk1 ∧ . . . ∧Dzka
}
where Dz1, . . . , Dzn are formal symbols and the coefficients fk1,...,ka belong to F . Define the differential
of a function by Df =
n∑
m=1
Dmf Dzm , and the differential of a form by
Dω =
∑
k1,...,ka
Dfk1,...,ka ∧Dzk1 ∧ . . . ∧Dzka .
The cohomology groups H1, . . . , Hn of this complex are called the cohomology groups of Cn with
coefficients in the discrete local system. In particular, the top cohomology group is Hn = F/DF where
DF =
n∑
m=1
DmF . The dual spaces Ha = (H
a)∗ are called the homology groups .
There is a geometric construction of bundles with discrete flat connections. This is a discrete version
of the Gauss-Manin connection construction.
Let π : C ℓ+n → Cn be an affine projection onto the base with fiber C ℓ. C ℓ+n will be called the total
space. Let z1, . . . , zn be coordinates on the base, t1, . . . , tℓ coordinates on the fiber, so that t1, . . . , tℓ ,
z1, . . . , zn are coordinates on the total space. When it is convenient, we will denote the coordinates z1,
. . . , zn by tℓ+1, . . . , tℓ+n .
Let F , ϕ1, . . . , ϕℓ+n be a local system on C
ℓ+n. For a point z ∈ Cn define a local system F(z) ,
ϕa(·; z) , a = 1, . . . , ℓ , on the fiber over z . Set
F(z) = {f ∣∣
π−1(z)
| f ∈ F} and ϕa(·; z) = ϕa∣∣
π−1(z)
.
The de Rham complex, cohomology and homology groups of the fiber are denoted by
(
Ω•(z), D(z)
)
,
Ha(z) and Ha(z) , respectively.
There is a natural homomorphism of the de Rham complexes
(Ω
•
(C ℓ+n,F), D) → (Ω•(z), D(z)) , ω 7→ ω|π−1(z) ,
where the restriction of a form is defined in a standard way: all symbols Dz1, . . . , Dzn are replaced by
zero and all coefficients of the remaining monomials Dtk1 ∧ . . . ∧Dtka are restricted to the fiber.
For a fixed a the vector spaces Ha(z) form a bundle with a discrete flat connection. The linear maps
Am(z1, . . . , zn) : H
a(z1, . . . , zm+ p, . . . , zn) → Ha(z1, . . . , zn)
are defined as follows. Define Qm : Ω
a(C ℓ+n,F)→ Ωa(C ℓ+n,F) by
ω 7→ ∑
k1,...,ka
Qmfk1,...,kaDzk1 ∧ . . . ∧Dzka .
6
Then Qm induces a homomorphism of the de Rham complexes(
Ω
•
(z1, . . . , zm+ p, . . . , zn), D(z1, . . . , zm+ p, . . . , zn)
) → (Ω•(z1, . . . , zn), D(z1, . . . , zn)) .
We set Am(z1, . . . , zn) to be equal to the induced map of the cohomology spaces. This connection is
called the discrete Gauss-Manin connection.
The Gauss-Manin connection on the cohomological bundle induces the dual flat connection on the
homological bundle:
A∗m(z1, . . . , zn) : Ha(z1, . . . , zn) → Ha(z1, . . . , zm+ p, . . . , zn) .
In this paper we study the Gauss-Manin connection for a class of discrete local systems.
Connection coefficients of local systems
There are three important classes of local systems: rational, trigonometric and elliptic.
Consider a local system with decomposable connection coefficients and primitive factors of the form
φab(x) =
τ(x + αab)
τ(x + βab)
where τ(x) is a function of one variable and αab, βab are suitable complex numbers. A local system is
called rational , trigonometric or elliptic if
τ(x) = x , τ(x) = sin(γx) , τ(x) = θ(γx) ,
respectively. Here θ(x) is a theta-function and γ is a nonzero complex number. Note that τ(x) = γx
for all γ 6= 0 gives the same primitive factors.
Say that a decomposable system of connection coefficients on the total space is of the sl2-type if the
constants αab, βab , and the scaling parameters κ1, . . . , κℓ+n have the following form:
αab = −βab = −h for a < b 6 ℓ ,(2.3)
αab = −βab = Λb−ℓ for a 6 ℓ < b ,
αab = −βab = 0 for ℓ < a < b ,
κa = κ for a 6 ℓ ,
κa = 1 for ℓ < a .
Such a system of connection coefficients depends on n+ 2 complex numbers Λ1, . . . ,Λn , κ, h .
In this paper we study rational systems of the sl2-type, for the trigonometric case see [TV3] and for
the elliptic case see [FTV1], [FTV2].
The primitive factors of a rational sl2-type local system have the form
φab(x) =
x− h
x+ h
for a < b 6 ℓ ,
φab(x) =
x+ Λb−ℓ
x− Λb−ℓ for a 6 ℓ < b ,
φab(x) = 1 for ℓ < a < b .
Rescaling Λ1, . . . ,Λn and x we can set h = 1 , so we assume that the primitive factors of a rational
sl2-type local system have the form
φab(x) =
x− 1
x+ 1
for a < b 6 ℓ ,
φab(x) =
x+ Λb−ℓ
x− Λb−ℓ for a 6 ℓ < b ,
φab(x) = 1 for ℓ < a < b .
7
The connection coefficients of a rational sl2-type local system have the form
ϕa(t, z) = κ
n∏
m=1
ta − zm + Λm
ta − zm − Λm
∏
a<b6ℓ
ta − tb − 1
ta − tb + 1
∏
16b<a
ta − tb − 1 + p
ta − tb + 1 + p , a = 1, . . . , ℓ ,
ϕℓ+m(t, z) =
ℓ∏
a=1
ta − zm − Λm − p
ta − zm + Λm − p , m = 1, . . . , n .
A phase function of a primitive factor (x + α)/(x− α) has the form
(2.4) Φ(x;α) =
Γ
(
(x+ α)/p
)
Γ
(
(x− α)/p)
and, therefore, a phase function of the system of connection coefficients is given by
(2.5) Φ(t1, . . . , tℓ, z1, . . . , zn) = exp
(
µ
ℓ∑
a=1
ta/p
) n∏
m=1
ℓ∏
a=1
Φ(ta − zm; Λm)
∏
16a<b6ℓ
Φ(ta − tb;−1)
where parameters κ and µ are connected by the equation κ = eµ .
The Stirling formula gives the following asymptotics for the phase function (2.4) of the primitive
factor as x→∞ :
(2.6) Φ(x;α) = (x/p)2α/p
(
1 + o(1)
)
, | arg(x/p)| < π .
This formula defines asymptotics at infinity of the phase function of the system of connection coefficients.
The phase function (2.4) of the primitive factor has a symmetry property
Φ(−x;α) = Φ(x;α) (x + α) sin
(
π(x + α)/p
)
(x − α) sin(π(x − α)/p)
which leads to a symmetry property
Φ(t1, . . . , ta+1, ta, . . . , tℓ, z1, . . . , zn) =(2.7)
= Φ(t1, . . . , tℓ, z1, . . . , zn)
(ta − ta+1 − 1) sin
(
π(ta − ta+1 − 1)/p
)
(ta − ta+1 + 1) sin
(
π(ta − ta+1 + 1)/p
)
of the phase function of the system of connection coefficients. This property later motivates definitions
(2.9) and (2.25) of certain actions of the symmetric group.
The functional space of a rational sl2-type local system
Define the functional space F̂ of a rational sl2-type local system as the space of rational functions
on the total space with at most simple poles at the following hyperplanes:
ta = zm − Λm + (s+ 1)p , ta = zm + Λm − sp ,(2.8)
ta = tb − 1− (s+ 1)p , ta = tb + 1 + sp ,
1 6 b < a 6 ℓ , m = 1, . . . , n , s ∈ Z>0 . It is easy to check that the functional space is invariant with
respect to all operators Q±11 , . . . , Q
±1
n .
Define an action of the symmetric group Sℓ on the functional space:
(2.9) σ : F̂ → F̂ , f 7→ [f ]σ , σ ∈ Sℓ,
by the following action of simple transpositions:
[f ](a,a+1)(t1, . . . , tℓ, z1, . . . , zn) = f(t1, . . . , ta+1, ta, . . . , tℓ, z1, . . . , zn)
ta − ta+1 − 1
ta − ta+1 + 1 ,
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a = 1, . . . , ℓ − 1 . The operators Q1, . . . , Qℓ+n and D1, . . . , Dℓ+n commute with the action of the
symmetric group.
We extend the Sℓ-action to the de Rham complex assuming that it respects the exterior product and
σ : Dta 7→ Dtσa , σ : Dzm 7→ Dzm , σ ∈ Sℓ.
The same formulae define an action of the symmetric group on the de Rham complex of a fiber. The
homomorphism of the restriction of the de Rham complex of the total space to the de Rham complex of
a fiber commutes with the action of the symmetric group. The action of the symmetric group induces an
action of the symmetric group on the homology and cohomology groups. The Gauss-Manin connection
commutes with this action.
If a symmetric group acts on a vector space V , we denote by VΣ the subspace of invariant vectors
and by VA the subspace of skew-invariant vectors.
In this paper we are interested in the skew-invariant part Hℓ
A
(z) of the top cohomology group of a
fiber. This subspace is generated by forms fDt1 ∧ . . . ∧Dtℓ where f runs through the space F̂Σ(z) of
invariant functions.
Introduce an important rational hypergeometric space F ⊂ F̂Σ as the subspace of functions of the
form
P (t1, . . . , tℓ, z1, . . . , zn)
n∏
m=1
ℓ∏
a=1
1
ta − zm − Λm
∏
16a<b6ℓ
ta − tb
ta − tb + 1
where P is a polynomial with complex coefficients which is symmetric in variables t1, . . . , tℓ and has
degree less than n in each of the variables t1, . . . , tℓ . The restriction of the rational hypergeometric space
to a fiber defines the rational hypergeometric space F(z) ⊂ F̂Σ(z) of the fiber which is a complex finite-
dimensional vector space. A form fDt1 ∧ . . . ∧Dtℓ with the coefficient in the rational hypergeometric
space of a fiber is called a hypergeometric form.
The subspace H(z) ⊂ Hℓ
A
(z) of the top cohomology group of a fiber generated by the hypergeometric
forms is called the hypergeometric cohomology group.
The union of the hyperplanes
(2.10) zl + Λl − zm + Λm = r + ps , r = 0, . . . , ℓ− 1 , s ∈ Z ,
l,m = 1, . . . , n , l 6= m , in the base space Cn is called the discriminant . The complement to the
discriminant will be denoted by B .
(2.11) Theorem. [V3], [TV1] The family of subspaces {H(z)}z∈B is invariant with respect to the
Gauss-Manin connection and, therefore, defines a discrete subbundle.
This subbundle will be called the hypergeometric subbundle.
Later on we often make the following assumptions. We assume that the step p is real negative and
such that
(2.12) {1, . . . , ℓ} ∩ pZ = ∅ ,
the weights Λ1, . . . ,Λn are such that
(2.13) 2Λm − s 6∈ pZ , m = 1, . . . , n , s = 1− ℓ, . . . , ℓ− 1 ,
and the coordinates z1, . . . , zn obey the condition
(2.14) zl ± Λl − zm ± Λm − s 6∈ pZ , l,m = 1, . . . , n , l 6= m,
for any s = 1− ℓ, . . . , ℓ− 1 and for an arbitrary combination of signs.
(2.15) Theorem. Let κ 6= 1 . Let p < 0 . Let (2.12) – (2.14) hold. Then
dimH(z) = dimF(z) =
(
n+ ℓ− 1
n− 1
)
.
This means that
(2.16) H(z) ≃ F(z) .
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(2.17) Theorem. Let κ = 1 . Let p < 0 . Let (2.12) – (2.14) hold. If 2
n∑
m=1
Λm − s 6∈ pZ<0 for all
s = ℓ− 1, . . . , 2ℓ− 2 , then dimH(z) =
(
n+ ℓ− 2
n− 2
)
.
Theorems 2.15 and 2.17 are proved in Section 9.
Theorem 2.15 means that if the scaling parameter κ is not equal to 1 , then every nonzero hyper-
geometric form defines a nonzero cohomology class. On the contrary, if κ = 1 , then by Theorem 2.17
there are exact hypergeometric forms. We describe them in Lemma 2.21.
Bases in the rational hypergeometric space of a fiber
The finite-dimensional rational hypergeometric space F(z) of a fiber has n! remarkable bases. These
bases will allow us to identify geometry of an sl2-type local system with representation theory. The
bases are labelled by elements of the symmetric group Sn. First we define the basis corresponding to
the unit element of the symmetric group.
Let
Znℓ = { l ∈ Zn>0 |
n∑
m=1
lm = ℓ} .(2.18)
Set lm =
m∑
k=1
lk . In particular, l
0 = 0 , ln = ℓ . For any l ∈ Znℓ define a rational function wl ∈ F as
follows:
(2.19) wl(t1, . . . , tℓ, z1, . . . , zn) =
∑
σ∈Sℓ
[ n∏
m=1
1
lm!
∏
a∈Γm
( 1
ta − zm − Λm
∏
16l<m
ta − zl + Λl
ta − zl − Λl
)]
σ
where Γm = {1 + lm−1 , . . . , lm} , m = 1, . . . , n . The functions wl are called the rational weight
functions .
Example. For ℓ = 1 the rational weight functions have the form
we(m)(t1, z1, . . . , zn) =
1
t1 − zm − Λm
∏
16l<m
t1 − zl + Λl
t1 − zl − Λl
where e(m) = (0, . . . , 1
m-th
, . . . , 0) , m = 1, . . . , n .
Example. For n = 1 the function w(ℓ) has the form
w(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
1
ta − z1 − Λ1
∏
16a<b6ℓ
ta − tb
ta − tb + 1 .
Example. For ℓ = 2 and n = 2 the functions wl have the form
w(2,0)(t1, t2, z1, z2) =
1
(t1 − z1 − Λ1)(t2 − z1 − Λ1)
t1 − t2
t1 − t2 + 1 ,
w(1,1)(t1, t2, z1, z2) =
1
(t1 − z1 − Λ1)(t2 − z2 − Λ2)
t2 − z1 + Λ1
t2 − z1 − Λ1 +
+
1
(t2 − z1 − Λ1)(t1 − z2 − Λ2)
t1 − z1 + Λ1
t1 − z1 − Λ1
t1 − t2 − 1
t1 − t2 + 1 ,
w(0,2)(t1, t2, z1, z2) =
1
(t1 − z2 − Λ2)(t2 − z2 − Λ2)
(t1 − z1 + Λ1)(t2 − z1 + Λ1)
(t1 − z1 − Λ1)(t2 − z1 − Λ1)
t1 − t2
t1 − t2 + 1 .
(2.20) Lemma. The functions wl , l ∈ Znℓ , restricted to a fiber over z form a basis in the rational
hypergeometric space F(z) of the fiber provided that for any s = 0, . . . , ℓ− 1 ,
zl − Λl − zm − Λm + s 6= 0 , 1 6 l < m 6 n .
Lemma 2.20 is proved in Section 9.
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(2.21) Lemma. Let κ = 1 . Then for any l ∈ Znℓ−1 the following relation holds:
n∑
m=1
(lm + 1)(2Λm − lm)wl+e(m) =
ℓ∑
a=1
Da
[
wl(t2, . . . , tℓ)
]
(1,a)
,
where (1, a) ∈ Sℓ are transpositions. Moreover, if R(z) is the subspace in F(z) generated by the
elements in the left hand side of the relations, then
dimF(z)/R(z) =
(
n+ ℓ− 2
n− 2
)
provided that zl − Λl − zm − Λm + s 6= 0 , 1 6 l 6 m 6 n , for any s = 0, . . . , ℓ− 1 .
The subspace R(z) ⊂ F(z) is called the coboundary subspace.
The relations (2.21) induce relations
n∑
m=1
⌊(lm + 1)(2Λm − lm)wl+e(m)Dt1 ∧ . . . ∧Dtℓ⌋ = 0 , l ∈ Znℓ−1 ,
in the cohomology group Hℓ(z) , where ⌊α⌋ denotes the cohomological class of a form α . For κ = 1
under assumptions of Theorem 2.17 we have
(2.22) H(z) ≃ F(z)/R(z) .
For any permutation τ ∈ Sn we define a basis {wτl }l∈Zn
ℓ
in the rational hypergeometric space of a
fiber by formulae similar to (2.19). Namely, set
(2.23) wτl (t1, . . . , tℓ, z1, . . . , zn; Λ1, . . . ,Λn) = wτl(t1, . . . , tℓ, zτ1, . . . , zτn ; Λτ1 , . . . ,Λτn)
where τl = (lτ1 , . . . , lτn) .
Example. For ℓ = 1 and a permutation τ = (n, n− 1, . . . , 1) the functions have the form
wτe(m)(t1, z1, . . . , zn) =
1
t1 − zm − Λm
∏
m<l6n
t1 − zl + Λl
t1 − zl − Λl .
The trigonometric hypergeometric space
In our study of the Gauss-Manin connection an important role is played by the following trigonometric
hypergeometric space. The trigonometric hypergeometric space is a trigonometric counterpart of the
rational hypergeometric space introduced above.
The trigonometric hypergeometric space Fq is the space of functions of variables t1, . . . , tℓ, z1, . . . , zn
which have the form
P (ξ1, . . . , ξℓ, ζ1, . . . , ζn)
n∏
m=1
ℓ∏
a=1
exp
(
πi(zm − ta)/p
)
sin
(
π(ta − zm − Λm)/p
) ∏
16a<b6ℓ
sin
(
π(ta − tb)/p
)
sin
(
π(ta − tb + 1)/p
)(2.24)
where
ξa = exp(2πita/p) , ζm = exp(2πizm/p) ,
and P is a polynomial with complex coefficients which is symmetric in variables ξ1, . . . , ξℓ and has
degree less than n in each of the variables ξ1, . . . , ξℓ .
Introduce the singular trigonometric hypergeometric space Fsingq ⊂ Fq as the space of functions of
the form (2.24) such that the polynomial P is divisible by the product ξ1 . . . ξℓ .
The restriction of the trigonometric hypergeometric spaces to a fiber defines the trigonometric hyper-
geometric spaces Fsingq (z) ⊂ Fq(z) of the fiber. The trigonometric hypergeometric space Fq(z) is a
complex finite-dimensional vector space of the same dimension as the rational hypergeometric space of
the fiber.
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The trigonometric hypergeometric spaces of fibers over z and z′ are naturally identified if the points
z and z′ lie in the same orbit of the Zn-action on the base space, since all elements of the trigonometric
hypergeometric space are p -periodic functions.
Introduce a new action of the symmetric group Sℓ on functions,
(2.25) f 7→ [[f ]]
σ
, σ ∈ Sℓ,
by the following action of simple transpositions:
[[f ]](a,a+1)(t1, . . . , tℓ, z1, . . . , zn) = f(t1, . . . , ta+1, ta, . . . , tℓ, z1, . . . , zn)
sin
(
π(ta − ta+1 − 1)/p
)
sin
(
π(ta − ta+1 + 1)/p
) ,
a = 1, . . . , ℓ − 1 . The trigonometric hypergeometric space is invariant with respect to this action. The
action commutes with the restriction of functions to a fiber.
The trigonometric hypergeometric space of a fiber has n! remarkable bases. The bases are labelled
by elements of the symmetric group Sn. First we define the basis corresponding to the unit element of
the symmetric group. For any l ∈ Znℓ define a function Wl ∈ Fq as follows:
Wl(t1, . . . , tℓ, z1, . . . , zn) =
n∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p)
×(2.26)
×
∑
σ∈Sℓ
[[ n∏
m=1
∏
a∈Γm
( exp(πi(zm − ta)/p)
sin
(
π(ta − zm − Λm)/p
) ∏
16l<m
sin
(
π(ta − zl + Λl)/p
)
sin
(
π(ta − zl − Λl)/p
) )]]
σ
where Γm = {1+ lm−1 , . . . , lm} , m = 1, . . . , n . Also for any l ∈ Zn−1ℓ define a function
◦
Wl ∈ Fsingq as
follows:
◦
Wl(t1, . . . , tℓ, z1, . . . , zn) =
n−1∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p)
sin
(
π(zm − Λm − zm+1 − Λm+1 + s− 1)/p
) ×(2.27)
×
∑
σ∈Sℓ
[[ n−1∏
m=1
∏
a∈Γm
( 1
sin
(
π(ta − zm − Λm)/p
)
sin
(
π(ta − zm+1 − Λm+1)/p
) ×
×
∏
16l<m
sin
(
π(ta − zl + Λl)/p
)
sin
(
π(ta − zl − Λl)/p
) )]]
σ
.
The functions Wl and
◦
Wl are called the trigonometric weight functions .
(2.28) Lemma. The functions Wl , l ∈ Znℓ , restricted to a fiber over z form a basis in the trigonometric
hypergeometric space Fq(z) of the fiber, provided that for any s = 0, . . . , ℓ− 1 ,
zl − Λl − zm − Λm + s 6∈ pZ , 1 6 l < m 6 n .
(2.29) Lemma. The functions
◦
Wm , m ∈ Zn−1ℓ , restricted to a fiber over z form a basis in the singular
trigonometric hypergeometric space Fsingq (z) of the fiber, provided that for any s = 0, . . . , ℓ− 1 ,
zl − Λl − zm − Λm + s 6∈ pZ , 1 6 l < m 6 n .
Lemmas 2.28, 2.29 are proved in Section 9.
Example. For ℓ = 1 the trigonometric weight functions have the form
We(m)(t1, z1, . . . , zn) =
exp
(
πi(zm − t1)/p
)
sin
(
π(t1 − zm − Λm)/p
) ∏
16l<m
sin
(
π(t1 − zl + Λl)/p
)
sin
(
π(t1 − zl − Λl)/p
) .
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The singular trigonometric hypergeometric space Fsingq (z) ⊂ Fq(z) has dimension (n− 1) and is gen-
erated by the functions
◦
We(m) = We(m) exp(−πiΛm/p)−We(m+1) exp(πiΛm+1/p) , m = 1, . . . , n− 1 .
Example. For n = 1 the function W(ℓ) has the form
W(ℓ)(t1, . . . , tℓ, z1) =
ℓ∏
a=1
exp
(
πi(z1 − ta)/p
)
sin
(
π(ta − z1 − Λ1)/p
) ∏
16a<b6ℓ
sin
(
π(ta − tb)/p
)
sin
(
π(ta − tb + 1)/p
) .
Example. For ℓ = 2 and n = 2 the functions Wl have the form
W(2,0)(t1, t2, z1, z2) =
exp
(
πi(2z1 − t1 − t2)/p
)
sin
(
π(t1 − z1 − Λ1)/p
)
sin
(
π(t2 − z1 − Λ1)/p
) sin(π(t1 − t2)/p)
sin
(
π(t1 − t2 + 1)/p
) ,
W(1,1)(t1, t2, z1, z2) =
exp
(
πi(z1 + z2 − t1 − t2)/p
)
sin
(
π(t1 − z1 − Λ1)/p
)
sin
(
π(t2 − z2 − Λ2)/p
) sin(π(t2 − z1 + Λ1)/p)
sin
(
π(t2 − z1 − Λ1)/p
) +
+
exp
(
πi(z1 + z2 − t1 − t2)/p
)
sin
(
π(t2 − z1 − Λ1)/p
)
sin
(
π(t1 − z2 − Λ2)/p
) sin(π(t1 − z1 + Λ1)/p)
sin
(
π(t1 − z1 − Λ1)/p
) ×
× sin
(
π(t1 − t2 − 1)/p
)
sin
(
π(t1 − t2 + 1)/p
) ,
W(0,2)(t1, t2, z1, z2) =
exp
(
πi(2z2 − t1 − t2)/p
)
sin
(
π(t1 − z2 − Λ2)/p
)
sin
(
π(t2 − z2 − Λ2)/p
) ×
× sin
(
π(t1 − z1 + Λ1)/p
)
sin
(
π(t2 − z1 + Λ1)/p
)
sin
(
π(t1 − z1 − Λ1)/p
)
sin
(
π(t2 − z1 − Λ1)/p
) sin(π(t1 − t2)/p)
sin
(
π(t1 − t2 + 1)/p
) ,
The singular trigonometric hypergeometric space Fsingq (z) ⊂ Fq(z) is one-dimensional and is generated
by the function
◦
W(2) = W(2,0) exp
(
πi(1− 2Λ1)/p
)−W(1,1) exp(πi(Λ2 − Λ1)/p)+W(0,2) exp(πi(2Λ2 − 1)/p) .
For any permutation τ ∈ Sn we define a basis {W τl }l∈Zn
ℓ
in the trigonometric hypergeometric space
of a fiber by formulae similar to (2.26). Namely, set
(2.30) W τl (t1, . . . , tℓ, z1, . . . , zn; Λ1, . . . ,Λn) = Wτl(t1, . . . , tℓ, zτ1 , . . . , zτn ; Λτ1, . . . ,Λτn)
where τl = (lτ1 , . . . , lτn) .
Example. For ℓ = 1 and a permutation τ = (n, n− 1, . . . , 1) the functions have the form
W τe(m)(t1, z1, . . . , zn) =
exp
(
πi(zm − t1)/p
)
sin
(
π(t1 − zm − Λm)/p
) ∏
m<l6n
sin
(
π(t1 − zl + Λl)/p
)
sin
(
π(t1 − zl − Λl)/p
) .
3. R-matrices and the qKZ connection
Highest weight sl2-modules
Let E,F,H be generators of the Lie algebra sl2 , [H,E] = E , [H,F ] = −F , [E,F ] = 2H .
For an sl2-module V let V =
⊕
λ
Vλ be its weight decomposition. Let V
∗ =
⊕
λ
V ∗λ be its restricted
dual. Define a structure of an sl2-module on V
∗ by
〈Eϕ, x〉 = 〈ϕ, Fx〉 , 〈Fϕ, x〉 = 〈ϕ,Ex〉 , 〈Hϕ, x〉 = 〈ϕ,Hx〉 .
This sl2-module structure on V
∗ will be called the dual module structure.
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Let V1, . . . , Vn be sl2-modules with highest weights Λ1, . . . ,Λn , respectively. We have the weight
decompositions
V1 ⊗ . . .⊗ Vn =
∞⊕
ℓ=0
(V1 ⊗ . . .⊗ Vn)ℓ and (V1 ⊗ . . .⊗ Vn)∗ =
∞⊕
ℓ=0
(V1 ⊗ . . .⊗ Vn)∗ℓ
where ()ℓ denotes the eigenspace of H with eigenvalue
n∑
m=1
Λm − ℓ .
Let F (V1 ⊗ . . . ⊗ Vn)∗ℓ−1 ⊂ (V1 ⊗ . . . ⊗ Vn)∗ℓ be the image of the operator F . Let (V1 ⊗ . . . ⊗
Vn)
sing
ℓ ⊂ V1 ⊗ . . .⊗ Vn be the kernel of the operator E . There is a natural pairing
(3.1) (V1 ⊗ . . .⊗ Vn)singℓ ⊗ (V1 ⊗ . . .⊗ Vn)∗ℓ
/
F (V1 ⊗ . . .⊗ Vn)∗ℓ−1 → C .
Let V1, . . . , Vn be Verma modules, then this pairing is nondegenerate provided
n∏
m=1
ℓ−1∏
s=0
(2Λm − s) 6= 0 .
The rational R-matrix
Let V1, V2 be Verma modules for sl2 with highest weights Λ1,Λ2 and generating vectors v1, v2 ,
respectively. Consider an End(V1 ⊗ V2)-valued meromorphic function RV1V2(x) with the following prop-
erties:
[RV1V2(x), F ⊗ id + id⊗ F ] = 0 ,(3.2)
RV1V2(x)(H ⊗ F − F ⊗H + xF ⊗ id) = (F ⊗H −H ⊗ F + xF ⊗ id)RV1V2(x) ,
in End(V1 ⊗ V2) and
(3.3) RV1V2(x)v1 ⊗ v2 = v1 ⊗ v2 .
Such a function RV1V2(x) exists and is uniquely determined. RV1V2(x) is called the sl2 rational R-matrix
for the tensor product V1 ⊗ V2 .
It turns out that RV1V2(x) commutes with the standard diagonal action of sl2 in V1 ⊗ V2 :
(3.4) [RV1V2(x), X ⊗ id + id⊗X ] = 0 , X ∈ sl2 .
In particular, RV1V2(x) respects the weight decomposition of V1 ⊗ V2 . RV1V2(x) also satisfies the
following relation
RV1V2(x)(E ⊗H −H ⊗ E + xE ⊗ id) = (H ⊗ E − E ⊗H + xE ⊗ id)RV1V2(x) .
The rational R-matrix RV1V2(x) satisfies the symmetry relation
PV1V2 RV1V2(x) = RV2V1(x)PV1V2
where PV1V2 : V1 ⊗ V2 → V2 ⊗ V1 is the permutation map: PV1V2(v ⊗ v′) = v′ ⊗ v , and the inversion
relation
RV1V2(x) = R
−1
V1V2
(−x) .
The following asymptotics holds as x→∞ :
RV1V2(x) = id⊗ id + x−1(2Λ1Λ2 id⊗ id− 2H ⊗H − E ⊗ F − F ⊗ E) +O(x−2) .
Let V1 ⊗ V2 =
∞⊕
l=0
V (l) be the decomposition of the sl2-module V1 ⊗ V2 into the direct sum of
irreducibles, where the irreducible module V (l) is generated by a singular vector of weight Λ1 +Λ2 − l .
14
Let Π(l) be the projector onto V (l) along the other summands. Then we have
(3.5) RV1V2(x) =
∞∑
l=0
Π(l) ·
l−1∏
s=0
x+ Λ1 + Λ2 − s
x− Λ1 − Λ2 + s .
Let V1, V2, V3 be Verma modules. The corresponding R-matrices satisfy the Yang-Baxter equation:
(3.6) RV1V2(x− y)RV1V3(x)RV2V3(y) = RV2V3(y)RV1V3(x)RV1V2(x− y) .
All of the properties of RV1V2(x) given above are well known (cf. [KRS], [FTT], [T]).
The Yangian Y (gl2)
The rational R-matrix is connected with an action of the Yangian Y (gl2) in a tensor product of
sl2-modules. The Yangian Y (gl2) is a remarkable Hopf algebra which contains U(sl2) as a Hopf
subalgebra. We recall the necessary facts about Y (gl2) in this section.
The Yangian Y (gl2) is a unital associative algebra with an infinite set of generators T
(s)
ij , i, j = 1, 2 ,
s = 1, 2, . . . , subject to the relations
(3.7) [T
(r)
ij , T
(s+1)
kl ] − [T (r+1)ij , T (s)kl ] = T (r)kj T (s)il − T (s)kj T (r)il ,
i, j, k, l = 1, 2 , r, s = 1, 2 . . . . Here T
(0)
ij = δij and δij is the Kronecker symbol.
The Yangian Y (gl2) is a Hopf algebra with a coproduct ∆ : Y (gl2)→ Y (gl2)⊗ Y (gl2) :
∆ : T
(s)
ij 7→
2∑
k=1
s∑
r=0
T
(r)
ik ⊗ T (s−r)kj .
There is an important one-parametric family of automorphisms ρx : Y (gl2)→ Y (gl2) :
ρx : T
(s)
ij 7→
s∑
r=1
(
s− 1
r − 1
)
xs−r T
(r)
ij .
The Yangian Y (gl2) contains U(sl2) as a Hopf subalgebra; the embedding is given by
E 7→ T (1)21 , F 7→ T (1)12 , H 7→
(
T
(1)
11 − T (1)22
)
/2 .
There is also an evaluation homomorphism ǫ : Y (gl2)→ U(sl2) :
ǫ : T
(s)
11 7→ Hδ1s , ǫ : T (s)12 7→ Fδ1s ,
ǫ : T
(s)
21 7→ Eδ1s , ǫ : T (s)22 7→ −Hδ1s ,
s = 1, 2, . . . . Both the automorphisms ρx and ǫ restricted to the subalgebra U(sl2) are the identity
maps.
Introduce the generating series Tij(u) = δij +
∞∑
s=1
T
(s)
ij u
−s. In terms of these series the coproduct, the
automorphisms ρx and the evaluation homomorphism look like
∆ : Tij(u) 7→
∑
k
Tik(u)⊗ Tkj(u) ,
ρx : T (u) 7→ T (u− x) ,
ǫ : T11(u) 7→ Hu−1, ǫ : T12(u) 7→ Fu−1,
ǫ : T21(u) 7→ Eu−1, ǫ : T22(u) 7→ −Hu−1.
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Let eij , i, j = 1, 2 , be the 2×2 matrix with the only nonzero entry 1 at the intersection of the i -th
row and j -th column. Set
R(x) =
2∑
i,j=1
(xeii ⊗ ejj + eij ⊗ eji) .
Then relations (3.7) in the Yangian Y (gl2) have the form
R(x− y)T(1)(x)T(2)(y) = T(2)(y)T(1)(x)R(x − y) ,
where T(1)(u) =
∑
ij
eij ⊗ 1⊗ Tij(u) and T(2)(u) =
∑
ij
1⊗ eij ⊗ Tij(u) .
For any sl2-module V denote by V (x) the Y (gl2)-module which is obtained from the module V via
the homomorphism ǫ ◦ ρx . The module V (x) is called the evaluation module.
Let V1, V2 be Verma modules for sl2 with generating vectors v1, v2 , respectively. For generic complex
numbers x, y the Y (gl2)-modules V1(x) ⊗ V2(y) and V2(y) ⊗ V1(x) are isomorphic and the rational
R-matrix PV1V2RV1V2(x− y) intertwines them [T], [D1]. The vectors v1⊗ v2 and v2⊗ v1 are respective
generating vectors of the Y (gl2)-modules V1(x) ⊗ V2(y) and V2(y) ⊗ V1(x) . The rational R-matrix
RV1V2(x− y) can be defined as the unique element of End(V1 ⊗ V2) with property (3.3) and such that
(3.8) PV1V2RV1V2(x− y) : V1(x) ⊗ V2(y) → V2(y)⊗ V1(x)
is an isomorphism of the Y (gl2)-modules.
For a Y (gl2)-module V let V =
⊕
λ
Vλ be its weight decomposition as an sl2-module. Let V
∗ =
⊕
λ
V ∗λ
be its restricted dual. Define a structure of a Y (gl2)-module on V
∗ by
〈T11(u)ϕ, x〉 = 〈ϕ, T11(u)x〉 , 〈T12(u)ϕ, x〉 = 〈ϕ, T21(u)x〉 ,
〈T21(u)ϕ, x〉 = 〈ϕ, T12(u)x〉 , 〈T22(u)ϕ, x〉 = 〈ϕ, T22(u)x〉 .
This Y (gl2)-module structure on V
∗ will be called the dual module structure.
The rational qKZ connection associated with sl2
Let V1, . . . , Vn be sl2-modules. The qKZ connection is a discrete connection on the trivial bundle
over Cn with fiber V1 ⊗ . . .⊗ Vn . We define it below.
Let V1, . . . , Vn be Verma modules with highest weights Λ1, . . . ,Λn , respectively. Let RViVj (x) be
the rational R-matrices. Let Rij(x) ∈ End(V1 ⊗ . . .⊗ Vn) be defined in a standard way:
(3.9) Rij(x) =
∑
id⊗ . . .⊗ r(x)
i-th
⊗ . . .⊗ r′(x)
j-th
⊗ . . .⊗ id
provided that RViVj (x) =
∑
r(x) ⊗ r′(x) ∈ End(Vi ⊗ Vj) . For any X ∈ sl2 set
Xm = id⊗ . . .⊗ X
m-th
⊗ . . .⊗ id .
Let p, κ be complex numbers. For any m = 1, . . . , n set
Km(z1, . . . , zn) = Rm,m−1(zm − zm−1 + p) . . . Rm,1(zm − z1 + p)κΛm−Hm ×(3.10)
×Rm,n(zm − zn) . . . Rm,m+1(zm − zm+1) .
(3.11) Theorem. [FR] The linear maps Km(z) obey the flatness conditions
Kl(z1, . . . , zm+ p, . . . , zn)Km(z1, . . . , zn) = Km(z1, . . . , zl+ p, . . . , zn)Kl(z1, . . . , zn) ,
l,m = 1, . . . , n .
The maps K1(z), . . . ,Kn(z) define a flat connection on the trivial bundle over C
n with fiber V1 ⊗
. . .⊗ Vn . This connection is called the qKZ connection.
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By (3.4) the operators Km(z) commute with the diagonal action of H in V1 ⊗ . . .⊗ Vn :
[Km(z1, . . . , zn) , H ] = 0 , m = 1, . . . , n ,
and, therefore, preserve the weight decomposition of V1 ⊗ . . .⊗ Vn . Hence, the qKZ connection induces
the dual flat connection on the trivial bundle over Cn with fiber (V1⊗ . . .⊗Vn)∗ . This connection will
be called the dual qKZ connection.
Let B ⊂ Cn be the complement to the discriminant (2.10).
(3.12) Lemma. For any z ∈ B the linear maps K∗1 (z), . . . ,K∗n(z) define isomorphisms of (V1 ⊗ . . .⊗
Vn)
∗
ℓ .
This statement follows from formulae (3.5) and (3.10).
If κ = 1 , then the dual qKZ connection commutes with the diagonal action of sl2 in (V1 ⊗ . . . ⊗
Vn)
∗ :
[K∗m(z1, . . . , zn) , X ] = 0 , X ∈ sl2 , m = 1, . . . , n ,
and, therefore, admits a trivial discrete subbundle with fiber F (V1 ⊗ . . .⊗ Vn)∗ℓ−1 , moreover, it induces
a flat connection on the trivial bundle with fiber (V1 ⊗ . . .⊗ Vn)∗ℓ
/
F (V1 ⊗ . . .⊗ Vn)∗ℓ−1 .
Let V1, . . . , Vn be sl2-modules. The qKZ equation for a V1 ⊗ . . .⊗ Vn-valued function Ψ(z1, . . . , zn)
is the following system of equations
Ψ(z1, . . . , zm+ p, . . . , zn) = Km(z1, . . . , zn)Ψ(z1, . . . , zn) , m = 1, . . . , n .
The qKZ equation is a remarkable difference equation, see [S], [FR], [JM], [Lu].
The trigonometric R-matrix
Let q be a nonzero complex number which is not a root of unity. Let Eq, Fq, q
±H be generators of
Uq(sl2) :
qHq−H = q−HqH = 1 ,
qHEq = qEq q
H , qHFq = q
−1Fq q
H ,
[Eq, Fq] =
q2H − q−2H
q − q−1 .
A coproduct ∆
q
: Uq(sl2) → Uq(sl2)⊗ Uq(sl2) is given by
∆
q
(qH) = qH ⊗ qH , ∆q(q−H) = q−H ⊗ q−H ,
∆
q
(Eq) = Eq ⊗ qH + q−H ⊗ Eq , ∆q(Fq) = Fq ⊗ qH + q−H ⊗ Fq .
The coproduct defines a Uq(sl2)-module structure on a tensor product of Uq(sl2)-modules.
Let V1, V2 be Verma modules for Uq(sl2) with highest weights q
Λ1, qΛ2 and generating vectors v1, v2 ,
respectively. Consider an End(V1 ⊗ V2)-valued meromorphic function RqV1V2(ζ) with the following prop-
erties:
RqV1V2(ζ)(Fq ⊗ qH + q−H ⊗ Fq) = (Fq ⊗ q−H + qH ⊗ Fq)R
q
V1V2
(ζ) ,(3.13)
RqV1V2(ζ)(Fq ⊗ q−H + ζqH ⊗ Fq) = (Fq ⊗ qH + ζq−H ⊗ Fq)R
q
V1V2
(ζ)
in End(V1 ⊗ V2) and
(3.14) RqV1V2(ζ)v1 ⊗ v2 = v1 ⊗ v2 .
Such a function RqV1V2(ζ) exists and is uniquely determined. R
q
V1V2
(ζ) is called the sl2 trigonometric
R-matrix for the tensor product V1 ⊗ V2 .
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The trigonometric R-matrix RqV1V2(ζ) also satifies the following relations
RqV1V2(ζ)(Eq ⊗ qH + q−H ⊗ Eq) = (Eq ⊗ q−H + qH ⊗ Eq)R
q
V1V2
(ζ)(3.15)
RqV1V2(ζ)(ζEq ⊗ q−H + qH ⊗ Eq) = (ζEq ⊗ qH + q−H ⊗ Eq)R
q
V1V2
(ζ) ,
RqV1V2(ζ) q
H ⊗ qH = qH ⊗ qHRqV1V2(ζ) .
In particular, RqV1V2(ζ) respects the weight decomposition of V1 ⊗ V2 .
RqV1V2(ζ) satisfies the inversion relation
PV1V2 R
q
V1V2
(ζ) =
(
RqV2V1(ζ
−1)
)−1
PV1V2
where PV1V2 : V1 ⊗ V2 → V2 ⊗ V1 is the permutation map.
Let V1 ⊗ V2 =
∞⊕
l=0
V (l) be the decomposition of the Uq(sl2)-module V1 ⊗ V2 into the direct sum of
irreducibles, where the irreducible module V (l) is generated by a singular vector of weight qΛ1+Λ2−l.
Let Π(l) be the projector onto V (l) along the other summands. Then we have
RqV1V2(ζ) = R
q
V1V2
(0)
∞∑
l=0
Π(l) ·
l−1∏
s=0
1− ζq2s−2Λ1−2Λ2
1 − ζq2Λ1+2Λ2−2s .(3.16)
where
RqV1V2(0) = q
2Λ1Λ2−2H⊗H
∞∑
k=0
(q2 − 1)2k
k∏
s=1
(1− q2s)−1 (qHFq ⊗ q−HEq)k .
Let V1, V2, V3 be Verma modules. The corresponding R-matrices satisfy the Yang-Baxter equation:
(3.17) RqV1V2(ξ/ζ)R
q
V1V3
(ξ)RqV2V3(ζ) = R
q
V2V3
(ζ)RqV1V3(ξ)R
q
V1V2
(ξ/ζ) .
All of the properties of RqV1V2(ζ) given above are well known (cf. [T], [D1], [J], [CP]).
Similar to the rational case one can define the qKZ connection associated with the trigonometric
R-matrix (cf. [FR]). We study this trigonometric qKZ connection in [TV3].
The quantum loop algebra U ′q(g˜l2)
The trigonometric R-matrix is connected with an action of the quantum loop algebra U ′q(g˜l2) in a
tensor product of Uq(sl2)-modules. The quantum loop algebra U
′
q(g˜l2) is a Hopf algebra which contains
Uq(sl2) as a Hopf subalgebra. We give the necessary facts about U
′
q(g˜l2) in this section.
Let q be a complex number, q 6= ±1 . The quantum loop algebra Uq(g˜l2) is a unital associative
algebra with generators L
(+0)
ij , L
(−0)
ji , 1 6 j 6 i 6 2 , and L
(s)
ij , i, j = 1, 2 , s = ±1,±2, . . . , subject to
relations (3.18) [RS], [DF].
Let eij , i, j = 1, 2 , be the 2×2 matrix with the only nonzero entry 1 at the intersection of the i -th
row and j -th column. Set
R(ξ) = (ξq − q−1)(e11 ⊗ e11 + e22 ⊗ e22) +
+ (ξ − 1)(e11 ⊗ e22 + e22 ⊗ e11) + ξ(q − q−1)e12 ⊗ e21 + (q − q−1)e21 ⊗ e12 .
Introduce the generating series L±ij(u) = L
(±0)
ij +
∞∑
s=1
L
(±s)
ij u
±s. The relations in Uq(g˜l2) have the form
L
(+0)
ii L
(−0)
ii = 1 , L
(−0)
ii L
(+0)
ii = 1 , i = 1, 2 ,(3.18)
R(ξ/ζ)L+(1)(ξ)L
+
(2)(ζ) = L
+
(2)(ζ)L
+
(1)(ξ)R(ξ/ζ) ,
R(ξ/ζ)L+(1)(ξ)L
−
(2)(ζ) = L
−
(2)(ζ)L
+
(1)(ξ)R(ξ/ζ) ,
R(ξ/ζ)L−(1)(ξ)L
−
(2)(ζ) = L
−
(2)(ζ)L
−
(1)(ξ)R(ξ/ζ) ,
where Lν(1)(ξ) =
∑
ij
eij ⊗ 1⊗ Lνij(ξ) and Lν(2)(ξ) =
∑
ij
1⊗ eij ⊗ Lνij(ξ) , ν = ± .
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Elements L
(+0)
11 L
(+0)
22 , L
(+0)
22 L
(+0)
11 , L
(−0)
11 L
(−0)
22 , L
(−0)
22 L
(−0)
11 are central in Uq(g˜l2) . Impose the
following relations:
L
(+0)
11 L
(+0)
22 = 1 , L
(+0)
22 L
(+0)
11 = 1 , L
(−0)
11 L
(−0)
22 = 1 , L
(−0)
22 L
(−0)
11 = 1 ,
in addition to relations (3.18). Denote the corresponding quotient algebra by U ′q(g˜l2) .
The quantum loop algebra U ′q(g˜l2) is a Hopf algebra with a coproduct ∆
q
: U ′q(g˜l2) → U ′q(g˜l2) ⊗
U ′q(g˜l2) :
∆
q
: Lνij(ξ) 7→
∑
k
Lνkj(ξ)⊗ Lνik(ξ) , ν = ± .
Remark. Notice that we take the coproduct ∆
q
for the quantum loop algebra U ′q(g˜l2) which is in a
sense opposite to the coproduct ∆ taken for the Yangian Y (gl2) (cf. Theorems 4.25, 4.26).
There is an important one-parametric family of automorphisms ρqζ : U
′
q(g˜l2)→ U ′q(g˜l2) :
ρqζ : L
ν
ij(ξ) 7→ Lνij(ξ/ζ) , ν = ± ,
that is
ρqζ : L
(±0)
ij 7→ L(±0)ij and ρqζ : L(s)ij 7→ ζ−sL(s)ij , s ∈ Z6=0 .
The quantum loop algebra U ′q(g˜l2) contains Uq(sl2) as a Hopf subalgebra; the embedding is given by
Eq 7→ − L(+0)21
/
(q − q−1) , Fq 7→ L(−0)12
/
(q − q−1) , qH 7→ L(−0)11 .
There is also an evaluation homomorphism ǫq : U ′q(g˜l2)→ Uq(sl2) :
ǫq : L+11(ξ) 7→ q−H − qHξ , ǫq : L+12(ξ) 7→ −Fq (q − q−1)ξ ,
ǫq : L+21(ξ) 7→ −Eq (q − q−1) , ǫq : L+22(ξ) 7→ qH − q−Hξ ,
ǫq : L−11(ξ) 7→ qH − q−Hξ−1 , ǫq : L−12(ξ) 7→ Fq (q − q−1),
ǫq : L−21(ξ) 7→ Eq (q − q−1)ξ−1 , ǫq : L−22(ξ) 7→ q−H − qHξ−1,
that is
ǫq : L
(+0)
11 7→ q−H , ǫq : L(1)11 7→ −qH , ǫq : L(1)12 7→ −Fq (q − q−1) ,
ǫq : L
(+0)
21 7→ −Eq (q − q−1) , ǫq : L(+0)22 7→ qH , ǫq : L(1)22 7→ −q−H ,
ǫq : L
(−0)
11 7→ qH , ǫq : L(−1)11 7→ −q−H , ǫq : L(−0)12 7→ Fq (q − q−1) ,
ǫq : L
(−1)
21 7→ Eq (q − q−1) , ǫq : L(−0)22 7→ q−H , ǫq : L(+1)22 7→ −qH
and ǫq : L
(s)
ij 7→ 0 for all other generators L(s)ij .
Both the automorphisms ρqξ and ǫ
q restricted to the subalgebra Uq(sl2) are the identity maps.
For any Uq(sl2)-module V denote by V (ξ) the U
′
q(g˜l2)-module which is obtained from the module
V via the homomorphism ǫq ◦ ρqξ . The module V (ξ) is called the evaluation module.
Let V1, V2 be Verma modules for Uq(sl2) with generating vectors v1, v2 , respectively. For generic
complex numbers ξ, ζ the U ′q(g˜l2)-modules V1(ξ) ⊗ V2(ζ) and V2(ζ) ⊗ V1(ξ) are isomorphic and the
trigonometric R-matrix PV1V2R
q
V1V2
(ξ/ζ) intertwines them [T], [CP]. The vectors v1⊗v2 and v2⊗v1 are
respective generating vectors of the U ′q(g˜l2)-modules V1(ξ)⊗V2(ζ) and V2(ζ)⊗V1(ξ) . The trigonometric
R-matrix RqV1V2(ξ/ζ) can be defined as the unique element of End(V1 ⊗ V2) with property (3.14) and
such that
(3.19) PV1V2R
q
V1V2
(ξ/ζ) : V1(ξ) ⊗ V2(ζ) → V2(ζ)⊗ V1(ξ)
is an isomorphism of the U ′q(g˜l2)-modules.
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4. Tensor coordinates and module structures on the hypergeometric spaces
In this section we identify the Gauss-Manin connection and the qKZ connection. In addition we
also describe a structure of a Y (gl2)-module on the rational hypergeometric space and a structure of a
U ′q(g˜l2)-module on the trigonometric hypergeometric space, respectively.
The rational hypergeometric module
Let F [l ] be the rational hypergeometric space defined for the projection C l+n→ Cn. In particular,
F [0] = C and, in our previous notations, we have F [ℓ ] = F . Consider the direct sum
F =
⊕
l>0
F [l ]
which will be called the rational hypergeometric Fock space.
Let Tij(u) , i, j = 1, 2 , be the generating series for the Yangian Y (gl2) introduced in Section 3. Set
T˜ij(u) = Tij(u)
n∏
m=1
u− zm
u− zm − Λm , i, j = 1, 2 ,
where the rational function in the right hand side is understood as its Laurent series expansion at
u =∞ . It is clear that the coefficients of the series T˜ij(u) generate Y (gl2) . Introduce an action of the
coefficients of the series T˜ij(u) in the space F . Namely, for any f ∈ F [l ] set:
(T˜11(u)f)(t1, . . . , tl) = f(t1, . . . , tl)
n∏
m=1
u− zm + Λm
u− zm − Λm
l∏
a=1
u− ta − 1
u− ta +(4.1)
+
l∏
a=1
u− ta − 1
u− ta
l∑
a=1
[ f(t1, . . . , tl−1, u)
u− tl − 1
n∏
m=1
tl − zm + Λm
tl − zm − Λm
]
(a,l)
,
(T˜22(u)f)(t1, . . . , tl) = f(t1, . . . , tl)
l∏
a=1
u− ta + 1
u− ta −
l∏
a=1
u− ta + 1
u− ta
l∑
a=1
[ f(u, t2, . . . , tl)
u− t1 + 1
]
(1,a)
,
(T˜12(u)f)(t1, . . . , tl+1) =
l+1∑
a=1
[ f(t2, . . . , tl+1)
u− t1 ×
×
( n∏
m=1
t1 − zm + Λm
t1 − zm − Λm
l+1∏
b=2
u− tb + 1
u− tb
t1 − tb − 1
t1 − tb + 1 −
−
n∏
m=1
u− zm + Λm
u− zm − Λm
l+1∏
b=2
u− tb − 1
u− tb
)]
(1,a)
−
−
l+1∏
a=1
u− ta + 1
u− ta
l+1∑
a,b=1
a 6=b
[ f(u, t2, . . . , tl)
(u− t1 + 1)(u− tl+1 + 1)
n∏
m=1
tl+1 − zm + Λm
tl+1 − zm − Λm
]
σab
,
(T˜21(u)f)(t1, . . . , tl−1) = f(t1, . . . , tl−1, u)
l−1∏
a=1
u− ta − 1
u− ta , l > 0 ,
and T˜21(u)f = 0 for f ∈ F [0] . Here (1, a) , (a, l) are transpositions and σab ∈ Sl+1 is the following
permutation
σab : i 7→ i for i = 2, . . . , l , σab : 1 7→ a , σab : l+ 1 7→ b .
The right hand sides of formulae (4.1) are rational functions in u , and the precise meaning of each of
the formulae is that the left hand side equals the Laurent series expansion of the respective right hand
side at u =∞ .
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(4.2) Lemma. Formulae (4.1) define a Y (gl2)-module structure in the rational hypergeometric Fock
space F .
The proof is given by direct verification.
Let F(z) =
⊕
l>0
F [l ](z) be the rational hypergeometric Fock space of a fiber. The Y (gl2)-module
structure in F clearly induces a Y (gl2)-module structure in F(z) . This module will be called the
rational hypergeometric module.
For the action of the generators of the subalgebra U(sl2) formulae (4.1) simplify and for f ∈ F [l ]
look as follows:
(Hf)(t1, . . . , tl) =
( n∑
m=1
Λm − l
)
f(t1, . . . , tl) ,(4.3)
(Ff)(t1, . . . , tl+1) =
l+1∑
a=1
[
f(t2, . . . , tl+1)
( n∏
m=1
t1 − zm + Λm
t1 − zm − Λm
l+1∏
b=2
t1 − tb − 1
t1 − tb + 1 − 1
) ]
(1,a)
,
(Ef)(t1, . . . , tl−1) =
(
tl f(t1, . . . , tl)
)∣∣
tl=∞
, l > 0 ,
and Ef = 0 for f ∈ F [0] . Here (1, a) ∈ Sl+1 are transpositions.
Remark. It is worth to mention that for any function wl we have
Fwl =
n∑
m=1
(lm + 1)(2Λm − lm)wl+e(m) .
cf. (2.21). Hence, R[l ](z) ⊂ F (F [l − 1](z)) , where R[l ](z) is the coboundary subspace.
Remark. Let κ = 1 . Then for any function f ∈ F [ℓ− 1] we have
(4.4) (Ff)(t1, . . . , tℓ) =
ℓ∑
a=1
Da
[
f(t2, . . . , tℓ)
]
(1,a)
.
Tensor coordinates on the rational hypergeometric spaces of fibers
Let V1, . . . , Vn be sl2 Verma modules with highest weights Λ1, . . . ,Λn and generating vectors v1,
. . . , vn , respectively. Consider the weight subspace (V1 ⊗ . . . ⊗ Vn)ℓ with a basis given by monomials
F l1v1 ⊗ . . .⊗ F lnvn , l ∈ Znℓ . The dual space (V1 ⊗ . . .⊗ Vn)∗ℓ has the dual basis denoted by (F l1v1 ⊗
. . .⊗ F lnvn)∗, l ∈ Znℓ .
For any z ∈ Cn and for any τ ∈ Sn denote by Bτ (z) the following homomorphism:
Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ → F(z) ,
Bτ (z) : (F
lτ1 vτ1 ⊗ . . .⊗ F lτn vτn)∗ 7→ wτl (t, z) ,
where F(z) is the rational hypergeometric space of the fiber (cf. (2.19), (2.23)). The homomorphisms
Bτ (z) are called the tensor coordinates on the rational hypergeometric space of a fiber. The composition
maps
Bτ,τ ′(z) : (Vτ ′1 ⊗ . . .⊗ Vτ ′n)∗ℓ → (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ , Bτ,τ ′(z) = B−1τ (z) ◦Bτ ′(z) ,
are called the transition functions , cf. [V3].
(4.5) Lemma. Let zl + Λl − zm + Λm 6∈ {0, . . . , ℓ − 1} for any l 6= m , l,m = 1, . . . , n . Then for any
permutation τ the linear map Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ → F(z) is nondegenerate.
The statement follows from Lemma 2.20.
Consider a tensor product Vτ1(zτ1) ⊗ . . . ⊗ Vτn(zτn) of evaluation modules over Y (gl2) coinciding
with Vτ1 ⊗ . . .⊗ Vτn as an sl2-module.
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(4.6) Lemma. For any ϕ ∈ (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ we have
〈ϕ, T12(t1) . . . T12(tℓ)vτ1 ⊗ . . .⊗ vτn〉 =
(
Bτ (z)ϕ
)
(t1, . . . , tℓ)
ℓ∏
a=1
n∏
m=1
ta − zm − Λm
ta − zm
∏
16a<b6ℓ
ta − tb + 1
ta − tb .
The rational function in the right hand side above is understood as its power series expansion in t−11 ,
. . . , t−1ℓ . It is easy to see that the rational function is regular at the hyperplanes ta = tb , 1 6 a < b 6 ℓ ,
so the power series is well defined without additional prescriptions.
(4.7) Theorem. For any permutation τ ∈ Sn the map
Bτ (z) :
(
Vτ1(zτ1)⊗ . . .⊗ Vτn(zτn)
)∗ → F(z)
is an intertwiner of Y (gl2)-modules.
(4.8) Corollary. Let zl+Λl−zm+Λm 6∈ Z for any l 6= m , l,m = 1, . . . , n . Then for any permutation
τ ∈ Sn the map Bτ (z) :
(
Vτ1(zτ1)⊗ . . .⊗ Vτn(zτn)
)∗ → F(z) is an isomorphism of Y (gl2)-modules.
The statement follows from Theorem 4.7 and Lemma 4.5.
(4.9) Theorem. [V3] For any τ ∈ Sn and any transposition (m,m+1) , m = 1, . . . , n−1 , the transition
function
Bτ,τ ·(m,m+1)(z) : (Vτ1 ⊗ . . .⊗ Vτm+1 ⊗ Vτm ⊗ . . .⊗ Vτn)∗ℓ → (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ
equals the operator
(
PVτmVτm+1
RVτmVτm+1
(zτm− zτm+1)
)∗
acting in the m-th and (m+ 1)-th factors.
The theorem follows from Lemma 4.6 and formula (3.8).
Each Bτ (z) induces a linear map (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ → H(z) which also will be denoted by Bτ (z) .
(4.10) Theorem. Let κ 6= 1 . Let p < 0 . Let (2.12) – (2.14) hold. Then for any τ ∈ Sn the map
Bτ (z) : (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ → H(z) is an isomorphism.
This statement follows from Theorem 2.15 and Lemma 4.5.
It is easy to see that for any τ ∈ Sn the image of F (Vτ1 ⊗ . . . ⊗ Vτn)∗ℓ−1 under the map Bτ (z)
coincides with the coboundary subspace R(z) ⊂ F(z) .
(4.11) Theorem. Let κ = 1 . Let p < 0 . Let (2.12) – (2.14) hold. If 2
n∑
m=1
Λm − s 6∈ pZ<0 for all
s = ℓ− 1, . . . , 2ℓ− 2 , then for any τ ∈ Sn the map Bτ (z) induces an isomorphism
(Vτ1 ⊗ . . .⊗ Vτn)∗ℓ
/
F (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ−1 → H(z) .
The statement follows from Theorem 2.17 and Lemmas 2.20, 2.21.
Taking into account formula (3.1) we get an isomorphism
(
(Vτ1 ⊗ . . .⊗ Vτn)singℓ
)∗ → H(z) .
(4.12) Theorem. [V3], [TV1] For any m = 1, . . . , n , the following diagram is commutative:
(Vτ1 ⊗ . . .⊗ Vτn)∗ℓ
K∗m(z1, . . . , zn)−−−−−−−−−−−−−→ (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ
Bτ (z1, . . . , zm+ p, . . . , zn)
y y Bτ (z1, . . . , zn)
H(z1, . . . , zm+ p, . . . , zn) −−−−−−−−−−−−−→
Am(z1, . . . , zn)
H(z1, . . . , zn)
Here Am(z) are the operators of the Gauss-Manin connection, K
∗
m(z) are the operators dual to Km(z) ,
and Km(z) are the operators of the qKZ connection in (Vτ1 ⊗ . . .⊗ Vτn)ℓ defined by (3.10).
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(4.13) Corollary. The construction above identifies the qKZ connection and the Gauss-Manin con-
nection restricted to the hypergeometric subbundle.
The trigonometric hypergeometric module
Let Fq[l ] be the trigonometric hypergeometric space defined for the projection C l+n→ Cn. In
particular, Fq[0] = C and, in our previous notations, we have Fq[ℓ ] = Fq . Consider the direct sum
Fq =
⊕
l>0
Fq[l ]
which will be called the trigonometric hypergeometric Fock space.
Let q = exp(πi/p) . Let L±jk(u) , j, k = 1, 2 , be the generating series for the quantum loop algebra
U ′q(g˜l2) introduced in Section 3. Set
L˜±jk(ξ) = L
±
jk(ξ)
n∏
m=1
±i exp(±πi(zm − u)/p)
2 sin
(
π(u− zm − Λm)/p
) , j, k = 1, 2 ,
where ξ = exp(2πiu/p) . The products in the right hand side are rational functions in ξ . The precise
meaning is that L˜−jk(ξ) equals the Laurent series expansion of the corresponding right hand side at
ξ =∞ , and L˜+jk(ξ) equals the Taylor series expansion of the corresponding right hand side at ξ = 0 . It
is clear that the coefficients of the series L˜±jk(ξ) generate U
′
q(g˜l2) . Introduce an action of the coefficients
of the series L˜±jk(ξ) in the space Fq . Namely, for any f ∈ Fq[l ] set:
(L˜±11(ξ)f)(t1, . . . , tl) = f(t1, . . . , tl)
n∏
m=1
sin
(
π(u− zm + Λm)/p
)
sin
(
π(u− zm − Λm)/p
) l∏
a=1
sin
(
π(u − ta − 1)/p
)
sin
(
π(u − ta)/p
) +(4.14)
+ sin(π/p)
l∏
a=1
sin
(
π(u − ta − 1)/p
)
sin
(
π(u− ta)/p
) ×
×
l∑
a=1
[[
f(t1, . . . , tl−1, u)
exp
(
πi(u− tl)/p
)
sin
(
π(u − tl − 1)/p
) n∏
m=1
sin
(
π(tl − zm + Λm)/p
)
sin
(
π(tl − zm − Λm)/p
) ]]
(a,l)
,
(L˜±22(ξ)f)(t1, . . . , tl) = f(t1, . . . , tl)
l∏
a=1
sin
(
π(u− ta + 1)/p
)
sin
(
π(u − ta)/p
) −
− sin(π/p)
l∏
a=1
sin
(
π(u − ta + 1)/p
)
sin
(
π(u− ta)/p
) l∑
a=1
[[
f(u, t2, . . . , tl)
exp
(
πi(u− t1)/p
)
sin
(
π(u − t1 + 1)/p
) ]]
(1,a)
,
(L˜±12(ξ)f)(t1, . . . , tl+1) = sin(π/p)
l+1∑
a=1
[[
f(t2, . . . , tl+1)
exp
(
πi(u− t1)/p
)
sin
(
π(u − t1)/p
) ×
×
( n∏
m=1
sin
(
π(t1 − zm + Λm)/p
)
sin
(
π(t1 − zm − Λm)/p
) l+1∏
b=2
sin
(
π(u − tb + 1)/p
)
sin
(
π(u− tb)/p
) sin(π(t1 − tb − 1)/p)
sin
(
π(t1 − tb + 1)/p
) −
−
n∏
m=1
sin
(
π(u − zm + Λm)/p
)
sin
(
π(u − zm − Λm)/p
) l+1∏
b=2
sin
(
π(u− tb − 1)/p
)
sin
(
π(u − tb)/p
) )]]
(1,a)
−
− sin2(π/p)
l+1∏
a=1
sin
(
π(u − ta + 1)/p
)
sin
(
π(u − ta)/p
) ×
×
l+1∑
a,b=1
a 6=b
[[
f(u, t2, . . . , tl)
exp
(
πi(2u− t1 − tl+1)/p
)
sin
(
π(u− t1 + 1)/p
)
sin
(
π(u − tl+1 + 1)/p
) n∏
m=1
sin
(
π(tl+1 − zm + Λm)/p
)
sin
(
π(tl+1 − zm − Λm)/p
) ]]
σab
,
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(L˜±21(ξ)f)(t1, . . . , tl−1) = f(t1, . . . , tl−1, u)
l−1∏
a=1
sin
(
π(u − ta − 1)/p
)
sin
(
π(u− ta)/p
) , l > 0 ,
and L˜±21(u)f = 0 for f ∈ Fq[0] . Here ξ = exp(2πiu/p) , (1, a) , (a, l) are transpositions and σab ∈ Sl+1
is the following permutation
σab : i 7→ i for i = 2, . . . , l , σab : 1 7→ a , σab : l+ 1 7→ b .
The right hand sides of formulae (4.14) are rational functions in ξ , and the precise meaning of each of
the formulae is that L˜−jk(ξ) equals the Laurent series expansion of the corresponding right hand side at
ξ =∞ , and L˜+jk(ξ) equals the Taylor series expansion of the corresponding right hand side at ξ = 0 .
(4.15) Lemma. Formulae (4.14) define a U ′q(g˜l2)-module structure in the trigonometric hypergeometric
Fock space Fq .
The proof is given by direct verification.
Let Fq(z) =
⊕
l>0
Fq[l ](z) be the trigonometric hypergeometric Fock space of a fiber. The U ′q(g˜l2)-module
structure in Fq clearly induces a U
′
q(g˜l2)-module structure in Fq(z) . This module will be called the
trigonometric hypergeometric module.
For the action of the generators of the subalgebra Uq(sl2) formulae (4.14) simplify and for f ∈ Fq[l ]
look as follows:
(q±Hf)(t1, . . . , tl) = q
±(
n∑
m=1
Λm−l)
f(t1, . . . , tl) ,(4.16)
(Fqf)(t1, . . . , tl+1) = exp
(−πi(l + n∑
m=1
Λm
)
/p
) l+1∑
a=1
[
f(t2, . . . , tl+1) ×
×
(
exp(2πi l/p)
n∏
m=1
sin
(
π(t1 − zm + Λm)/p
)
sin
(
π(t1 − zm − Λm)/p
) l+1∏
b=2
sin
(
π(t1 − tb − 1)/p
)
sin
(
π(t1 − tb + 1)/p
) − exp(2πi n∑
m=1
Λm/p
)) ]
(1,a)
,
(Eqf)(t1, . . . , tl−1) = −
(
2i sin(π/p)
)−1
exp
(
πi
(
l − 1 +
n∑
m=1
Λm
/
p
)
f(t1, . . . , tℓ)
∣∣
exp(2πitℓ/p)=0
, l > 0 ,
and Eqf = 0 for f ∈ Fq[0] . Here (1, a) ∈ Sl+1 are transpositions.
Tensor coordinates on the trigonometric hypergeometric spaces of fibers
Let q = exp(πi/p) . Let V q1 , . . . , V
q
n be Uq(sl2) Verma modules with highest weights q
Λ1 , . . . , qΛn
and generating vectors vq1 , . . . , v
q
n , respectively. Consider a weight subspace (V
q
1 ⊗ . . . ⊗ V qn )ℓ with a
basis given by monomials Fq
l1vq1 ⊗ . . .⊗ Fqlnvqn , l ∈ Znℓ . For any z ∈ B and for any τ ∈ Sn denote by
Cτ (z) the following homomorphism:
Cτ (z) : (V
q
τ1 ⊗ . . .⊗ V qτn)ℓ → Fq(z) ,
Cτ (z) : Fq
lτ1 vqτ1 ⊗ . . .⊗ Fqlτn vqτn 7→ clW τl (t, z) ,
where Fq(z) is the trigonometric hypergeometric space of the fiber and
cl =
n∏
m=1
lm−1∏
s=0
sin
(
π(s+ 1)/p
)
sin
(
π(2Λm − s)/p
)
sin(π/p)
,
(cf. (2.19), (2.23)). The homomorphisms Cτ (z) are called the tensor coordinates on the trigonometric
hypergeometric space of a fiber. The composition maps
Cτ,τ ′(z) : (V
q
τ ′1
⊗ . . .⊗ V qτ ′n)ℓ → (V
q
τ1 ⊗ . . .⊗ V qτn)ℓ , Cτ,τ ′(z) = C−1τ (z) ◦ Cτ ′(z) ,
are called the transition functions , cf. [V3].
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(4.17) Lemma. Let zl + Λl − zm + Λm − s 6∈ pZ for any s = 0, . . . , ℓ − 1 , and for any l,m = 1, . . . ,
n . Then for any permutation τ the linear map Cτ (z) : (V
q
τ1 ⊗ . . .⊗ V qτn)ℓ → Fq(z) is nondegenerate.
The statement follows from Lemma 2.28.
Let ζm = exp(2πizm/p) . Consider a tensor product V
q
τ1(ζτ1)⊗ . . .⊗ V qτn(ζτn) of evaluation modules
over U ′q(g˜l2) coinciding with V
q
τ1 ⊗ . . .⊗ V qτn as a Uq(sl2)-module.
(4.18) Lemma. For any v ∈ (V qτ1 ⊗ . . .⊗ V qτn)ℓ we have
L±21(ξ1) . . . L
±
21(ξℓ)v =
(
Cτ (z)v
)
(t1, . . . , tℓ) ×
×
ℓ∏
a=1
n∏
m=1
2 sin
(
π(u − zm − Λm)/p
)
±i exp(±πi(zm − u)/p)
∏
16a<b6ℓ
sin
(
π(ta − tb + 1)/p
)
sin
(
π(ta − tb)/p
) vqτ1 ⊗ . . .⊗ vqτn ,
where ξa = exp(2πita/p) , a = 1, . . . , ℓ .
It is easy to see that the right hand side above is a polynomial in ξ1, . . . , ξℓ for the case of the upper
signs, and is a polynomial in ξ−11 , . . . , ξ
−1
ℓ for the case of the lower signs, so the formula makes sense
without additional prescriptions.
(4.19) Theorem. For any permutation τ ∈ Sn the map
Cτ (z) : V
q
τ1(ζτ1)⊗ . . .⊗ V qτn(ζτn) → Fq(z)
is an intertwiner of U ′q(g˜l2)-modules.
(4.20) Corollary. Let zl + Λl − zm + Λm − s 6∈ pZ for any s ∈ Z>0 , and for any l,m = 1, . . . , n .
Then for any permutation τ ∈ Sn the map Cτ (z) : V qτ1(ζτ1)⊗ . . .⊗ V qτn(ζτn) → Fq(z) is an isomorphism
of U ′q(g˜l2)-modules.
The statement follows from Theorem 4.19 and Lemma 4.17.
(4.21) Corollary. For any τ ∈ Sn the homomorphism Cτ (z) maps (V qτ1 ⊗ . . . ⊗ V qτn)singℓ into the
singular trigonometric hypergeometric space Fsingq (z) of a fiber. The map
Cτ (z) : (V
q
τ1 ⊗ . . .⊗ V qτn)
sing
ℓ → Fsingq (z)
is an isomorphism provided that zl + Λl − zm + Λm − s 6∈ pZ for any s = 0, . . . , ℓ − 1 , and for any
l,m = 1, . . . , n .
The statement follows the last formula in (4.16).
(4.22) Theorem. [V3] For any τ ∈ Sn and any transposition (m,m + 1) , m = 1, . . . , n − 1 , the
transition function
Cτ,τ ·(m,m+1)(z) : V
q
τ1 ⊗ . . .⊗ V qτm+1 ⊗ V qτm ⊗ . . .⊗ V qτn → V qτ1 ⊗ . . .⊗ V qτn
equals the operator P
V qτm+1V
q
τm
Rq
V qτm+1V
q
τm
(
exp
(
2πi(zτm+1 − zτm)/p
))
acting in the m-th and (m+ 1)-th
factors.
The theorem follows from Lemma 4.18 and formula (3.19).
Tensor products of the hypergeometric modules
Let F [z1, . . . , zm; Λ1, . . . ,Λm; l ] and Fq[z1, . . . , zm; Λ1, . . . ,Λm; l ] be respectively the rational and
the trigonometric hypergeometric spaces defined for the projection C l+m→ Cm. In particular, in our
previous notations we have
F = F [z1, . . . , zn; Λ1, . . . ,Λn; ℓ ] and Fq = Fq[z1, . . . , zn; Λ1, . . . ,Λn; ℓ ] .
There are maps
χ : F [z1, . . . , zk; Λ1, . . . ,Λk; j ]⊗F [zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m; l ] →
→ F [z1, . . . , zk+m; Λ1, . . . ,Λk+m; j + l ]
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and
χq : Fq[z1, . . . , zk; Λ1, . . . ,Λk; j ]⊗Fq[zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m; l ] →
→ Fq[z1, . . . , zk+m; Λ1, . . . ,Λk+m; j + l ]
which are respectively defined by χ : f ⊗ g 7→ f ⋆ g and χq : f ⊗ g 7→ f ∗ g where
(f ⋆ g)(t1, . . . , tj+l) =
1
j! l!
∑
σ∈Sj+l
[
f(t1, . . . , tj)g(tj+1, . . . , tj+l)
k∏
i=1
l∏
a=1
ta+j − zi + Λi
ta+j − zi − Λi
]
σ
,
and
(f ∗ g)(t1, . . . , tj+l) = 1
j! l!
∑
σ∈Sj+l
[[
f(t1, . . . , tj)g(tj+1, . . . , tj+l)
k∏
i=1
l∏
a=1
sin
(
π(ta+j − zi + Λi)/p
)
sin
(
π(ta+j − zi − Λi)/p
) ]]
σ
.
We have the next lemmas.
(4.23) Lemma. Assume that (zi − Λi − zk+j − Λk+j + s) 6= 0 for any i = 1, . . . , k , j = 1, . . . ,m ,
s = 0, . . . , l− 1 . Then the map
χ :
⊕
i+j=l
F [z1, . . . , zk; Λ1, . . . ,Λk; i]
(
(z1, . . . , zk)
)⊗
⊗ F [zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m; j ]
(
(zk+1, . . . , zk+m)
) →
→ F [z1, . . . , zk+m; Λ1, . . . ,Λk+m; l ]
(
(z1, . . . , zk+m)
)
defined by linearity is an isomorphism of the rational hypergeometric spaces of fibers.
(4.24) Lemma. Assume that (zi − Λi − zk+j − Λk+j + s) 6∈ pZ for any i = 1, . . . , k , j = 1, . . . ,m ,
s = 0, . . . , l− 1 . Then the map
χq :
⊕
i+j=l
Fq[z1, . . . , zk; Λ1, . . . ,Λk; i]
(
(z1, . . . , zk)
)⊗
⊗Fq[zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m; j ]
(
(zk+1, . . . , zk+m)
) →
→ Fq[z1, . . . , zk+m; Λ1, . . . ,Λk+m; l ]
(
(z1, . . . , zk+m)
)
defined by linearity is an isomorphism of the trigonometric hypergeometric spaces of fibers.
Let
F[z1, . . . , zm; Λ1, . . . ,Λm] =
∞⊕
l=0
F [z1, . . . , zm; Λ1, . . . ,Λm; l ]
and
Fq[z1, . . . , zm; Λ1, . . . ,Λm] =
∞⊕
l=0
Fq[z1, . . . , zm; Λ1, . . . ,Λm; l ]
be the rational and the trigonometric hypergeometric Fock spaces, respectively. Extend the maps χ, χq
to the respectively maps
χ : F[z1, . . . , zk; Λ1, . . . ,Λk]
(
(z1, . . . , zk)
) ⊗
⊗ F[zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m]
(
(zk+1, . . . , zk+m)
) →
→ F[z1, . . . , zk+m; Λ1, . . . ,Λk+m]
(
(z1, . . . , zk+m)
)
,
χq : Fq[z1, . . . , zk; Λ1, . . . ,Λk]
(
(z1, . . . , zk)
) ⊗
⊗ Fq[zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m]
(
(zk+1, . . . , zk+m)
) →
→ Fq[z1, . . . , zk+m; Λ1, . . . ,Λk+m]
(
(z1, . . . , zk+m)
)
.
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(4.25) Theorem. The map
χ ◦P : F[zk+1, . . . , zk+m;Λk+1, . . . ,Λk+m]
(
(zk+1, . . . , zk+m)
) ⊗
⊗ F[z1, . . . , zk; Λ1, . . . ,Λk]
(
(z1, . . . , zk)
) →
→ F[z1, . . . , zk+m; Λ1, . . . ,Λk+m]
(
(z1, . . . , zk+m)
)
is an intertwiner of Y (gl2)-modules. Here P is the permutation map. The map χ ◦ P is an isomorphism
provided that (zi − Λi − zk+j − Λk+j) 6∈ Z60 for any i = 1, . . . , k , j = 1, . . . ,m .
(4.26) Theorem. The map
χq : Fq[z1, . . . , zk; Λ1, . . . ,Λk]
(
(z1, . . . , zk)
) ⊗
⊗ Fq[zk+1, . . . , zk+m; Λk+1, . . . ,Λk+m]
(
(zk+1, . . . , zk+m)
) →
→ Fq[z1, . . . , zk+m; Λ1, . . . ,Λk+m]
(
(z1, . . . , zk+m)
)
.
is an intertwiner of U ′q(g˜l2)-modules. The map χq is an isomorphism provided that
(zi − Λi − zk+j − Λk+j + s) 6∈ pZ for any i = 1, . . . , k , j = 1, . . . ,m , s ∈ Z>0 .
It is clear that for any functions f, g, h we have (f ⋆ g) ⋆ h = f ⋆ (g ⋆ h) and for any functions f, g, h
we have (f ∗ g) ∗h = f ∗ (g ∗h) . Lemmas 4.23, 4.24 and Theorems 4.25, 4.26 can be extended naturally
to an arbitrary number of factors.
5. The hypergeometric pairing
In this section we define the main object of this paper, the hypergeometric pairing. We define a
pairing between the rational and the trigonometric hypergeometric spaces of a fiber. For any functions
w ∈ F(z) and W ∈ Fq(z) we define the hypergeometric integral by
(5.1) I(W,w) =
∫
I˜ℓ
Φ(t)w(t)W (t) dℓt
where Φ is the phase function (2.5) and I˜ℓ is a suitable deformation of the imaginary subspace
I
ℓ = {t ∈ C ℓ | Re t1 = 0 , . . . , Re tℓ = 0} .
We always assume that the step p is real and negative. The case of arbitrary step can be treated by
analytic continuation.
The phase function Φ has a factor exp
(
µ
ℓ∑
a=1
ta/p
)
where the parameter µ is connected with the
parameter κ in the definition of the connection coefficients by κ = eµ . We choose the parameter µ so
that it satifies
(5.2) 0 6 Im µ < 2π .
We define the hypergeometric integral as follows. First we assume that the real parts of the weights
Λ1, . . . ,Λn are large negative and set
(5.3) I(W,w) =
∫
Iℓ
Φ(t)w(t)W (t) dℓt .
(5.4) Lemma. Let 0 < Im µ < 2π . Let the real parts of the weights Λ1, . . . ,Λn be large negative.
Then the hypergeometric integral I(W,w) is well defined for any functions w ∈ F(z) and W ∈ Fq(z) .
Proof. It follows from (2.5), (2.6) and (2.24) that the integrand of the hypergeometric integral decays
exponentially as t goes to infinity. 
Let Fsingq (z) ⊂ Fq(z) be the singular trigonometric hypergeometric space.
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(5.5) Lemma. Let Im µ = 0 . Let the real parts of the weights Λ1, . . . ,Λn be large negative. Then
the hypergeometric integral I(W,w) is well defined for any functions w ∈ F(z) and W ∈ Fsingq (z) .
The proof is similar to the previous lemma.
The hypergeometric integral for generic Λ1, . . . ,Λn , z1, . . . , zn and arbitrary negative p is defined by
analytic continuation with respect to Λ1, . . . ,Λn , z1, . . . , zn and p . This analytic continuation makes
sense since the integrand is analytic in Λ1, . . . ,Λn , z1, . . . , zn and p , cf. (2.5), (2.19), (2.26). More
precisely, first we define the hypergeometric integral for basic functions wl , Wm and then extend the
definition by linearity to arbitrary functions w ∈ F(z) , W ∈ Fq(z) . The result of analytic continuation
can be represented as an integral of the integrand over a suitably deformed imaginary subspace. Namely,
the poles of the integrand of the hypergeometric integral I(Wl, wm) are located at the hyperplanes
(5.6) ta = zm ± (Λm + sp) , ta = tb ± (1− sp) ,
1 6 b < a 6 ℓ , m = 1, . . . , n , s ∈ Z>0 . We deform Λ1, . . . ,Λn , z1, . . . , zn and p in such a way that
the topology of the complement in C ℓ to the union of hyperplanes (5.6) does not change. We deform
accordingly the imaginary subspace Iℓ so that it does not intersect the hyperplanes (5.6) at every
moment of the deformation. The deformed imaginary subspace is denoted by I˜ℓ . Then the analytic
continuation of the integral (5.3) is given by formula (5.1).
(5.7) Theorem. Let 0 < Im µ < 2π . Then for any l,m ∈ Znℓ the hypergeometric integral I(Wl, wm)
can be analytically continued as a holomorphic univalued function of complex variables p , Λ1, . . . ,Λn ,
z1, . . . , zn to the region:
p < 0 , {1, . . . , ℓ} ∩ pZ = ∅ ,
2Λm − s 6∈ pZ , m = 1, . . . , n , s = 1− ℓ, . . . , ℓ− 1 ,
zl ± Λl − zm ± Λm − s 6∈ pZ , l,m = 1, . . . , n , l 6= m,
for an arbitrary combination of signs (cf. (2.14)).
(5.8) Theorem. Let Im µ = 0 . Then for any l ∈ Zn−1ℓ , m ∈ Znℓ the hypergeometric integral
I(
◦
Wl, wm) can be analytically continued as a holomorphic univalued function of complex variables p ,
Λ1, . . . ,Λn , z1, . . . , zn to the region:
p < 0 , {1, . . . , ℓ} ∩ pZ = ∅ ,
2Λm − s 6∈ pZ , m = 1, . . . , n , s = 1− ℓ, . . . , ℓ− 1 ,
zl ± Λl − zm ± Λm − s 6∈ pZ , l,m = 1, . . . , n , l 6= m,
for an arbitrary combination of signs (cf. (2.14)).
The theorems are proved in Section 9.
Let R(z) ⊂ F(z) be the coboundary subspace.
(5.9) Lemma. Let µ = 0 . Let p < 0 . Let (2.12) – (2.14) hold. Then the hypergeometric integral
I(W,w) equals zero for any w ∈ R(z) and W ∈ Fsingq (z) .
The lemma is proved in Section 9.
The hypergeometric integral defines the hypergeometric pairing
I : Fq(z)⊗F(z) → C(5.10)
for 0 < Im µ < 2π, and
I
◦
: Fsingq (z)⊗F(z)/R(z) → C(5.11)
for µ = 0 . According to (2.16) and (2.22) this can be written as
I : Fq(z)⊗H(z) → C(5.12)
and
I
◦
: Fsingq (z)⊗H(z) → C ,(5.13)
respectively.
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(5.14) Theorem. Let 0 < Im µ < 2π . Let p < 0 . Let (2.12) – (2.14) hold. Then the hypergeometric
pairing I : Fq(z)⊗F(z)→ C is nondegenerate. Moreover
det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
= (2i)
ℓ
(
n+ℓ−1
n−1
)
ℓ!
(
n+ℓ−1
n−1
)
(eµ − 1)−2
n∑
m=1
Λm/p·
(
n+ℓ−1
n
)
+2n/p·
(
n+ℓ−1
n+1
)
×
× exp
(
µ
n∑
m=1
zm/p ·
(
n+ ℓ− 1
n
))
×
× exp
(
(µ+ πi)
( n∑
m=1
Λm/p ·
(
n+ ℓ− 1
n
)
− n/p ·
(
n+ ℓ− 1
n+ 1
)))
×
×
ℓ−1∏
s=0
[
Γ
(−(s+ 1)/p)nΓ(−1/p)−n n∏
m=1
Γ
(
(2Λm − s)/p
) ×
×
∏
16l<m6n
Γ
(
(zl + Λl − zm + Λm − s)/p
)
Γ
(
(zl − Λl − zm − Λm + s)/p
) ]
(
n+ℓ−s−2
n−1
)
.
Here 0 6 arg(eµ − 1) < 2π .
(5.15) Theorem. Let µ = 0 . Let p < 0 . Let (2.12) – (2.14) hold. If 2
n∑
m=1
Λm − s 6∈ pZ<0 for all
s = ℓ− 1, . . . , 2ℓ− 2 , then the hypergeometric pairing I◦ : Fsingq (z)⊗F(z)/R(z)→ C is nondegenerate.
Moreover
det
[
I(
◦
Wl, wm)
]
l,m∈Zn−1
ℓ
= (2i)
ℓ
(
n+ℓ−2
n−2
)
ℓ!
(
n+ℓ−2
n−2
)
×
×
ℓ−1∏
s=0
[
Γ
(−(s+ 1)/p)n−1Γ(−1/p)1−n Γ(1 + 2 n∑
m=1
Λm/p+ (s+ 2− 2ℓ)/p
)−1
Γ
(
1 + (2Λn − s)/p
) ×
×
n−1∏
m=1
Γ
(
(2Λm − s)/p
) ∏
16l<m6n
Γ
(
(zl + Λl − zm + Λm − s)/p
)
Γ
(
(zl − Λl − zm − Λm + s)/p
) ]
(
n+ℓ−s−3
n−2
)
.
Here we identify m ∈ Zn−1ℓ with (m, 0) ∈ Znℓ .
Theorems 5.14 and 5.15 are proved in section 9.
Example. Theorem 5.14 for n = 1 , ℓ = 1 and Theorem 5.15 for n = 2 , ℓ = 1 give
i∞∫
−i∞
Γ(a+ s)Γ(a− s)u2s ds = 2πiΓ(2a)(u+ u−1)−2a ,(5.16)
i∞∫
−i∞
Γ(a+ s)Γ(b + s)Γ(c− s)Γ(d− s)ds = 2πi Γ(a+ c)Γ(a+ d)Γ(b + c)Γ(b + d)
Γ(a+ b+ c+ d)
,
which are formulae for the Barnes integrals [WW].
For arbitrary ℓ , Theorem 5.14 for n = 1 and Theorem 5.15 for n = 2 give the following Mellin-Barnes
integrals, which are generalizations of the famous Selberg integral:
i∞∫
−i∞
· · ·
i∞∫
−i∞
ℓ∏
k=1
(
u2sk Γ(a+ sk)Γ(a− sk)
k−1∏
j=1
Γ(sj − sk + x)Γ(sk − sj + x)
Γ(sj − sk)Γ(sk − sj)
)
dℓs =(5.17)
= (2πi)ℓ (u+ u−1)−ℓ(2a+(ℓ−1)x)
ℓ∏
k=1
Γ(1 + kx)
Γ(1 + x)
Γ
(
2a+ (k − 1)x) ,
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i∞∫
−i∞
· · ·
i∞∫
−i∞
ℓ∏
k=1
(
Γ(a+ sk)Γ(b + sk)Γ(c− sk)Γ(d− sk)
k−1∏
j=1
Γ(sj − sk + x)Γ(sk − sj + x)
Γ(sj − sk)Γ(sk − sj)
)
dℓs =
= (2πi)ℓ
ℓ∏
k=1
(Γ(1 + kx)
Γ(1 + x)
×
× Γ
(
a+ c+ (k − 1)x)Γ(a+ d+ (k − 1)x)Γ(b+ c+ (k − 1)x)Γ(b+ d+ (k − 1)x)
Γ
(
a+ b+ c+ d+ (2ℓ− k − 1)x)
)
,
where Re a, b, c, d, u, x > 0 .
Remark. After this paper was written we found out that the second formula in (5.17) had appeared in
[G]. In Section 9 we give a proof of the first formula in (5.17) and use the formula to prove Theorems 5.14,
5.15.
Remark. We also obtain determinant formulae similar to (5.14) and (5.15) for the hypergeometric pairing
in the trigonometric case [TV3]. Under the same specialization as above, those formulae give multidi-
mensional generalizations of the Askey-Roy formula [GR, (4.11.2)], and, on the other hand, can be
viewed as a generalization of the famous q-Selberg integral, cf. [Ka], [AK].
Remark. It is plausible that the assumptions on p , Λ1, . . . ,Λn , z1, . . . , zn of Theorems 5.14 and 5.15
as well as of Theorems 2.15, 2.17, 4.10, 4.11, 5.9, 6.4, 6.6, 6.7 could be replaced by the following weaker
assumptions: the step p is such that {2, . . . , ℓ} ∩ pZ>0 = ∅ , the weights Λ1, . . . ,Λn are such that
2Λm − s 6∈ pZ , m = 1, . . . , n , s = 0, . . . , ℓ− 1 .
and the coordinates z1, . . . , zn obey the condition
zl + Λl − zm + Λm − s 6∈ pZ , l,m = 1, . . . , n , l 6= m,
for any s = 0, . . . , ℓ− 1 , so that z ∈ B .
Let W be any element of the trigonometric hypergeometric space Fq . The restriction of the function
W to a fiber defines an element W |z ∈ Fq(z) of the trigonometric hypergeometric space of the fiber.
The hypergeometric pairing allows us to consider the element W |z ∈ Fq(z) as an element sW (z) of the
space H∗(z) dual to the hypergeometric cohomology group H(z) . This construction defines a section
of the bundle over Cn with fiber H∗(z) .
There is a simple but important statement.
(5.18) Theorem. Let either 0 < Im µ < 2π and W ∈ Fq or µ = 0 and W ∈ Fsingq . Let p < 0 . Let
Λ1, . . . ,Λn obey (2.13). Then the section sW is a periodic section with respect to the Gauss-Manin
connection.
The theorem is proved in Section 9.
The section sW and the tensor coordinates Bτ induce a section
(5.19) ΨW : z 7→ B∗τ ·W |z ∈ (Vτ1 ⊗ . . .⊗ Vτn)ℓ
of the trivial bundle with fiber (Vτ1 ⊗ . . .⊗ Vτn)ℓ . Theorems 5.18 and 4.12 imply
(5.20) Corollary. The section ΨW is a solution to the qKZ equation.
The tensor coordinates Bτ (z) , Cτ ′(z) induce the hypergeometric pairing
Iτ,τ ′(z) : (V
q
τ ′1
⊗ . . .⊗ V qτ ′n)ℓ ⊗ (Vτ1 ⊗ . . .⊗ Vτn)
∗
ℓ → C(5.21)
if 0 < Im µ < 2π and
I
◦
τ,τ ′(z) : (V
q
τ ′1
⊗ . . .⊗ V qτ ′n)
sing
ℓ ⊗ (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ
/
F (Vτ1 ⊗ . . .⊗ Vτn)∗ℓ−1 → C(5.22)
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if µ = 0 , which also can be considered as maps
Iˇτ,τ ′(z) : (V
q
τ ′1
⊗ . . .⊗ V qτ ′n)ℓ → (Vτ1 ⊗ . . .⊗ Vτn)ℓ(5.23)
and
Iˇ
◦
τ,τ ′(z) : (V
q
τ ′1
⊗ . . .⊗ V qτ ′n)
sing
ℓ → (Vτ1 ⊗ . . .⊗ Vτn)singℓ .(5.24)
If v ∈ (V qτ ′1 ⊗ . . .⊗ V
q
τ ′n
)ℓ , then the hypergeometric pairing defines a section
Ψv : z 7→ Iˇτ,τ ′(z) · v ∈ (Vτ1 ⊗ . . .⊗ Vτn)ℓ
and, if v ∈ (V qτ ′1 ⊗ . . .⊗ V
q
τ ′n
)singℓ , then the hypergeometric pairing defines a section
Ψv : z 7→ Iˇ◦τ,τ ′(z) · v ∈ (Vτ1 ⊗ . . .⊗ Vτn)singℓ
(5.25) Corollary. Let 0 < Im µ < 2π and, therefore, κ 6= 1 . Then for any v ∈ (V qτ ′1 ⊗ . . .⊗ V
q
τ ′n
)ℓ the
section Ψv is a solution to the qKZ equation with values in (Vτ1 ⊗ . . . ⊗ Vτn)ℓ . Under conditions of
Theorem 5.14 all solutions are constructed in this way.
Therefore, for κ 6= 1 we constructed the hypergeometric maps
Iˇτ,τ ′(z) : V
q
τ ′1
(ζτ ′1)⊗ . . .⊗ V
q
τ ′n
(ζτ ′n) → Vτ1(zτ1)⊗ . . .⊗ Vτn(zτn)
from quantum loop algebra modules to Yangian modules. Here ζm = exp(2πizm/p) , m = 1, . . . , n .
The maps have the following properties:
Iˇτ ·(m,m+1),τ ′(z) = PVτmVτm+1
RVτmVτm+1
(zτm− zτm+1)
)
Iˇτ,τ ′(z) ,
Iˇτ,τ ′·(m,m+1)(z) = Iˇτ,τ ′(z)PV qτm+1V
q
τm
Rq
V qτm+1V
q
τm
(
exp
(
2πi(zτm+1 − zτm)/p
))
,
and as functions of z they satisfy the qKZ equations:
Iˇτ,τ ′(z1, . . . , zτm+ p, . . . , zn) = Km(zτ1 , . . . , zτn) Iˇτ,τ ′(z1, . . . , zn) .
(5.26) Corollary. Let µ = 0 and, therefore, κ = 1 . Then for any v ∈ (V qτ ′1 ⊗ . . . ⊗ V
q
τ ′n
)
sing
ℓ the
section Ψv is a solution to the qKZ equation with values in (Vτ1 ⊗ . . .⊗ Vτn)singℓ . Under conditions of
Theorem 5.15 all solutions are constructed in this way.
Remark. Let V1⊗ . . .⊗Vn be a tensor product of sl2 Verma modules, V˜ 1⊗ . . .⊗ V˜ n the tensor product
of the corresponding irreducible sl2-modules, and S : V1 ⊗ . . .⊗ Vn → V˜ 1 ⊗ . . .⊗ V˜ n the natural pro-
jection. If Ψ(z) is a solution to the qKZ equation with values in V1⊗ . . .⊗Vn then SΨ(z) is a solution
to the qKZ equation with values in V˜ 1 ⊗ . . .⊗ V˜ n .
This observation shows that the previous constructions give all solution to the qKZ equation with
values in (V˜ 1 ⊗ . . . ⊗ V˜ n)ℓ if ℓ 6 dim V˜m for all m = 1, . . . , n . Moreover, the space of solutions to
the qKZ equation with values in (V˜ 1 ⊗ . . .⊗ V˜ n)ℓ in this case is identified with the space (V˜ q1 ⊗ . . .⊗
V˜ qn)ℓ ⊗ F where V˜ q1 ⊗ . . .⊗ V˜ qn is the tensor product of the corresponding irreducible Uq(sl2)-modules,
and F is the space of functions of z1, . . . , zn which are p -periodic with respect to each of the variables.
In a separate paper we shall explain how the construction of this paper gives all solutions to the qKZ
equation with values in a tensor product of irreducible sl2-modules.
6. Asymptotic solutions to the qKZ equation
One of the most important characteristics of a differential equation is the monodromy group of its
solutions. For the differential KZ equation with values in a tensor product of representations of a simple
Lie algebra its monodromy group is described in terms of the corresponding quantum group. This fact
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establishes a remarkable connection between representation theories of simple Lie algebras and their
quantum groups, see [K], [D2], [KL], [SV2], [V2], [V4].
The substitution of the monodromy group for difference equations is the set of transition functions
between asymptotic solutions. For a difference equation one defines suitable asymptotic zones in the
domain of the definition of the equation and then an asymptotic solution for every zone. Thus, for every
pair of asymptotic zones one gets a transition function between the corresponding asymptotic solutions.
In this section we describe asymptotic zones, asymptotic solutions, and their transition functions for
the qKZ equation with values in a tensor product of sl2-modules when the parameter κ is different
from 1 . A remarkable fact is that the transition functions are described in terms of the trigonometric
R-matrices acting in the tensor product of the corresponding Uq(sl2)-modules. This fact establishes a
correspondence between representation theories of Yangians and quantum loop algebras, since the qKZ
equation is defined in terms of the rational R-matrix action in the tensor product of sl2-modules (and,
therefore, in terms of the Yangian action), and the trigonometric R-matrix action in the tensor product
of Uq(sl2)-modules is defined in terms of the action of the quantum loop algebra.
Let V be a vector space of dimension N for some N . Consider an integrable system of difference
equations for a V -valued function Ψ(z1, . . . , zn) :
(6.1) Ψ(z1, . . . , zm+ p, . . . , zn) = Am(z1, . . . , zn)Ψ(z1, . . . , zn) , m = 1, . . . , n .
Let A be a domain in Cn. Say that a basis Ψ1, . . . ,ΨN of solutions to system (6.1) form an asymptotic
solution in the domain if
(6.2) Ψj(z) = exp
( n∑
m=1
ajmzm/p
) ∏
16m<l6n
(zl − zm)bjlm
(
vj + o(1)
)
,
where ajm and bjlm are suitable numbers, v1, . . . , vN are vectors which form a basis in V , and o(1)
tends to 0 as z tends to infinity in A . We will call the domain an asymptotic zone.
Consider the qKZ equation with parameter κ 6= 1 and values in (V1 ⊗ . . . ⊗ Vn)ℓ . We describe its
asymptotic solutions in suitable asymptotic zones.
For every permutation τ ∈ Sn we consider an asymptotic zone Aτ in Cn given by
(6.3) Aτ = {z ∈ Cn | Re zτ1 ≪ . . .≪ Re zτn } .
Say that z →∞ in Aτ if Re(zτm − zτm+1)→ −∞ for all m = 1, . . . , n− 1 .
Recall that for every permutation τ ∈ Sn we constructed a basis W τl , l ∈ Znℓ , in the trigonometric
hypergeometric space. This basis defines a basis ΨW τ
l
, l ∈ Znℓ , of solutions to the qKZ equation, cf.
(5.19).
(6.4) Theorem. Let p < 0 . Assume that the weights Λ1, . . . ,Λn obey condition (2.13). Let 0 <
Im µ < 2π and, therefore, κ 6= 1 . Then for any permutation τ ∈ Sn the basis ΨW τ
l
, l ∈ Znℓ , is an
asymptotic solution in the asymptotic zone Aτ . Namely,
ΨW τ
l
(z) = Θl exp
(
µ
n∑
m=1
lmzm/p
) ∏
16l<m6n
(
(zτl − zτm)/p
)2(lτlΛτm+lτmΛτl−lτl lτm )/p ×
× (F l1v1 ⊗ . . .⊗ F lnvn + o(1))
as z → ∞ in Aτ such that at any moment assumption (2.14) holds. Here | arg
(
(zτl − zτm)/p
)| < π
and Θl is a constant independent of the permutation τ and given by
Θl = (2i)
ℓ ℓ! Γ(−1/p)−ℓ
n∏
m=1
[
(eµ − 1)(lm(lm−1)−2lmΛm)/p ×
× exp((µ+ πi)(lmΛm − lm(lm − 1)/2)/p) lm−1∏
s=0
Γ
(
(2Λm − s)/p
)
Γ
(−(s+ 1)/p)] ,
where 0 6 arg(eµ − 1) < 2π .
The theorem is proved in Section 9.
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Remark. The qKZ operators Km(z) have the following asymptotics in the asymptotic zone Aτ ,
Km(z) = κ
Λm−Hm
(
1 + o(1)
)
, m = 1, . . . , n .
The vectors F l1v1 ⊗ . . .⊗ F lnvn form an eigenbasis of the operator κΛm−Hm with eigenvalues κlm .
Remark. The qKZ equation and the basis of solutions ΨW τ
l
, l ∈ Znℓ , depend meromorphically on pa-
rameters µ , Λ1, . . . ,Λn . The asymptotics of the basis ΨW τ
l
, l ∈ Znℓ , determine the basis uniquely.
Namely, if a basis of solutions meromorphically depends on the parameters µ , Λ1, . . . ,Λn and has
asymptotics in Aτ described in Theorem 6.4, then such a basis coincides with the basis ΨW τ
l
. In fact,
elements of any such basis are linear combinations of the functions ΨW τ
l
with coefficients meromorphi-
cally depending on µ , Λ1, . . . ,Λn and p -periodic in z1, . . . , zn . To preserve the asymptotics one can
add to an element ΨW τ
l
any other functions ΨW τ
l′
having smaller asymptotics. If µ < 0 , then one can
add only the functions ΨW τ
l′
with l′ lexicographically greater than l , and if µ > 0 , then one can add
only the functions ΨW τ
l′
with l′ lexicographically smaller than l . Since the coefficients of added terms
are meromorphic they have to be zero.
Example. Theorem 6.4 allows us to write a trigonometric R-matrix as an infinite product of rational
R-matrices. Namely, consider the qKZ equation with values in the tensor product of two sl2 Verma
modules V1⊗V2 . Then there are two asymptotic zones Re z1 ≪ Re z2 and Re z1 ≫ Re z2 . Our result
on the transition function from the first asymptotic zone to the second one is the following statement.
For any sl2 Verma module V let V
q be Uq(sl2) Verma module corresponding to V . Let Λ be the
highest weight of module V and let v, vq be the respective generating vectors of modules V, V q. Define
a map G : V → V q :
G : F lv 7→ F lq vq
l−1∏
s=0
Γ
(
1 + (s− 2Λ)/p)Γ(1 + (s+ 1)/p) .
Let p, µ be complex numbers such that p < 0 and 0 < Im µ < 2π . Let q = eπi/p. Set
RV1V2(x;µ, p) = exp
(
µx(id ⊗H)/p)RV1V2(x) exp(−µx(id⊗H)/p) .
and J(s, µ) = (G⊗G)(−is(eµ/2− e−µ/2))2H⊗H/p, where | arg(−i(eµ/2− e−µ/2))| < π/2 . Then
(6.5) lim
s→∞
(
J(s, µ)
( s∏
r=−s
RV1V2(x+ rp;µ, p)
)
J(s, µ)
−1
)
= Rq
V q1 V
q
2
(
exp(−2πix/p)) .
Here the factors of the product are ordered in such a way that r grows from right to left.
Notice that the minus sign in the argument of the R-matrix in the right hand side of formula (6.5)
above reflects the fact that we use the coproducts ∆ and ∆
q
for the Yangian Y (gl2) and the quantum
loop algebra U ′q(g˜l2) which are in a sense opposite to each other.
The restriction of formula (6.5) to the weight subspace (V1 ⊗ V2)1 of weight Λ1 + Λ2 − 1 can be
transformed to the infinite product formula for 2×2 matrices (cf. [RF]), which looks as follows.
Let a, b, c, d, ϑ be complex numbers, Re ϑ > 0 . Set λ =
√
a2 − bc ,
h =
(
1 0
0 −1
)
, A(u) =
1
d+ u
(
a+ u b
c a− u
)
.
and A(u;ϑ) = ϑuhA(u)ϑ−uh. Assume that −bc 6= s(s+ 2a) for any s ∈ Z . Then
lim
s→∞
(
s−ahhs
( s∏
r=−s
A(u + r;ϑ)
)
hssah
)
= Aq(u)
where the factors of the product are ordered in such a way that r grows from right to left and
Aq(u) =
1
sin
(
π(d+ u)
)


sin
(
π(a+ u)
) πb(ϑ+ ϑ−1)2a
Γ(1 + a+ λ)Γ(1 + a− λ)
πc(ϑ+ ϑ−1)−2a
Γ(1 + λ− a)Γ(1 − λ− a) sin
(
π(a− u))

 .
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Theorem 6.4 admits the following generalization. Fix a nonnegative integer k not greater than n .
Let n0, . . . , nk be nonnegative integers such that
0 = n0 < n1 < . . . < nk = n .
Set
F i[l ] = F [zni−1+1, . . . , zni ; Λni−1+1, . . . ,Λni ; l ] and F iq [l ] = Fq[zni−1+1, . . . , zni ; Λni−1+1, . . . ,Λni ; l ] .
Then for any nonnegative integers ℓ1, . . . , ℓk such that
k∑
i=1
ℓi = ℓ we have embeddings
F1[ℓ1 ]⊗ . . .⊗Fk[ℓk ] →֒ F and F1q [ℓ1 ]⊗ . . .⊗Fkq [ℓk ] →֒ Fq
with respect to the tensor products introduced in Section 4. We consider an asymptotic zone in Cn
given by
A
n = {z ∈ Cn | Re zm1 ≪ . . .≪ Re zmk ,
for all m1, . . . ,mk such that ni−1 < mi 6 ni , i = 1, . . . , k} .
We say that z →∞ in An if Re(zl − zm)→ −∞ for all l,m such that ni−1 < l 6 ni < m 6 ni+1 for
some i = 1, . . . , k − 1 , and zl − zm remains bounded for all l,m such that ni−1 < l,m 6 ni for some
i = 1, . . . , k
For any W ∈ F iq [l ] let ΨW (zni−1+1, . . . , zni) be the solution to the qKZ equation with values in
(Vni−1+1 ⊗ . . .⊗ Vni)l corresponding to W (cf. (5.19)).
(6.6) Theorem. Let p < 0 . Assume that the weights Λ1, . . . ,Λn obey condition (2.13). Let 0 <
Im µ < 2π and, therefore, κ 6= 1 . Let ℓ1, . . . , ℓk be nonnegative integers such that ℓ1 + . . . + ℓk = ℓ .
Let Wi ∈ F iq [ℓi ] , i = 1, . . . , k . Let W =W1 ∗ . . . ∗Wk . Then the solution ΨW (z1, . . . , zn) to the qKZ
equation with values in (V1 ⊗ . . .⊗ Vn)ℓ has the following asymptotics as z → ∞ in An such that at
any moment assumption (2.14) holds:
ΨW (z1, . . . , zn) =
ℓ !
ℓ1! . . . ℓk!
∏
16i<j6k
(
(zni − znj )/p
)2(ℓi ∑
m∈Γj
Λm+ ℓj
∑
m∈Γi
Λm− ℓiℓj)/p
×
× (ΨW1(z1, . . . , zn1)⊗ . . .⊗ΨWk(znk−1+1, . . . , zn) + o(1)).
Here Γi = {ni−1 + 1, . . . , ni} and | arg
(
(zl − zm)/p
)| < π .
Theorem 6.4 for τ = id follows from Theorem 6.6 for k = n so that nj = j , j = 0, . . . , n , and
the first formula in (5.17). Theorem 6.4 for a general permutation τ reduces to the same theorem for
τ = id .
Theorem 6.6 follows from the next statement on asymptotics of the hypergeometric pairing.
(6.7) Theorem. Let p < 0 . Assume that the weights Λ1, . . . ,Λn obey condition (2.13). Let 0 <
Im µ < 2π and, therefore, κ 6= 1 . Let ℓ1, . . . , ℓk and ℓ′1, . . . , ℓ′k be nonnegative integers such that ℓ1 +
. . .+ ℓk = ℓ and ℓ
′
1 + . . .+ ℓ
′
k = ℓ . Let wi ∈ F i[ℓi ] and Wi ∈ F iq [ℓ′i ] , i = 1, . . . , k . Let w = w1 ⋆ . . . ⋆
wk and W = W1 ∗ . . . ∗Wk . Then the hypergeometric integral I(W,w) has the following asymptotics
as z →∞ in An so that at any moment assumption (2.14) holds:
I(W,w) =
ℓ !
ℓ1! . . . ℓk!
∏
16i<j6k
(
(zni − znj)/p
)2(ℓi ∑
m∈Γj
Λm+ ℓj
∑
m∈Γi
Λm− ℓiℓj)/p
×
× ( k∏
i=1
δℓiℓ′i I(Wi, wi) + o(1)
)
.
Here Γi = {ni−1 + 1, . . . , ni} , | arg
(
(zl − zm)/p
)| < π and δlm is the Kronecker symbol.
Remark. In a separate paper we will describe asymptotic zones and asymptotic solutions for the qKZ
equation, if the parameter κ of the equation equals 1 . In this case the asymptotic zones are essentially
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the same as the asymptotic zones for the KZ differential equation and the asymptotic solutions are
similar, cf. [V4]. If κ = 1 , then the asymptotic zones of the qKZ equation are labelled by permutations
in Sn and suitable planar trees T . For every permutation τ and a tree T we define an asymptotic zone
and a basis BT,τ in the space of singular vectors (V1⊗. . .⊗Vn)singℓ , a basis of “iterated singular vectors”,
see [V4]. For every permutation τ and a tree T we also define a basis
◦
WT,τ in the singular trigonometric
hypergeometric space. This basis defines a basis of solutions to the qKZ equation with values in (V1 ⊗
. . . ⊗ Vn)singℓ . This basis gives an asymptotic solution to the qKZ equation in the asymptotic zone
corresponding the permutation and the tree. Moreover, the leading terms of asymptotics in this case
are proportional to elements of the basis BT,τ and the coefficients of proportionality are products of
powers of linear functions like in (6.2) with no exponential factors unlike in the case of κ 6= 1 .
If κ = 1 then the qKZ operators Km(z) have the following asymptotics
Km(z) = 1 + o(1)m , m = 1, . . . , n ,
as all differences zi − zj tend to infinity. In every asymptotic zone the leading terms of o(1)m form a
system of commuting operators, see (2.2.3) in [V4]. The vectors of the basis BT,τ form an eigenbasis
of those commuting operators.
As an illustrating example consider the equation f(z + p) = (1 + a/z)f(z) . The equation has a
solution Γ
(
(z + a)/p
)/
Γ
(
z/p
)
with asymptotics (z/p)a/p as z tends to infinity.
7. Quasiclassical asymptotics
Consider a system of difference equations
Ψ(z1, . . . , zm+ p, . . . , zn) = A
(m)(z1, . . . , zn;h)Ψ(z1, . . . , zn) , m = 1, . . . , n ,
depending on a parameter h and assume that
(7.1) A(m)(z1/h, . . . , zn/h;h) = 1 + hB
(m)(z1, . . . , zn) + o(h)
as h→ 0 . Introduce new coordinates ym = hzm , m = 1, . . . , n , and a new function
Ψ˜(y1, . . . , yn) = Ψ(y1/h, . . . , yn/h) .
Then the system of difference equations takes the form
Ψ˜(y1, . . . , ym + hp, . . . , yn) =
(
1 + hB(m)(y1, . . . , yn) + o(h)
)
Ψ˜(y1, . . . , yn) ,
m = 1, . . . , n , and turns into a system of differential equations
p
∂
∂ym
Ψ˜(y1, . . . , yn) = B
(m)(y1, . . . , yn)Ψ˜(y1, . . . , yn) , m = 1, . . . , n ,
as h tends to zero. We call this system of differential equations the quasiclassical asymptotics of the
initial system of difference equations.
Consider the qKZ equation with values in (V1 ⊗ . . . ⊗ Vn)ℓ and parameter κ = ehη where η is a
given number and h is an additional parameter. Then the qKZ equation has property (7.1) and its
quasiclassical asymptotics is the KZ differential equation
p
∂
∂ym
Ψ˜(y1, . . . , yn) = ηHm Ψ˜(y1, . . . , yn) +
n∑
l=1
l 6=m
Ωlm
ym − yl Ψ˜(y1, . . . , yn) ,
m = 1, . . . , n , where Ωlm = 2ΛlΛm − 2HlHm − ElFm − FlEm .
In the previous sections we constructed solutions to the qKZ equation. The solutions were labelled by
elements of a suitable subspace of a tensor product of Uq(sl2)-modules. We show that these solutions have
quasiclassical asymptotics and turn into the hypergeometric solutions to the KZ differential equation
which are described in [SV1]. To show this fact we study quasiclassical asymptotics of the hypergeometric
pairing.
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Let h be a real positive number. Assume that Im η > 0 . We connect the parameter µ in the phase
function (2.5) with the parameter η by an equation µ = hη .
The case Im η < 0 can be treated similarly. The parameters µ and η have to be connected by an
equation µ = 2πi− hη , if Im η < 0 .
The asymptotics (2.6) of the phase function of a primitive factor gives the following asymptotics for
the phase function (2.5) as h→ +0 :
Φ(u/h, y/h) = h
ℓ(ℓ−1−2
n∑
m=1
Λm)/p
Φ˜(u, y)
(
1 + o(1)
)
,(7.2)
where
(7.3) Φ˜(u1, . . . , uℓ, y1, . . . , yn) = exp
(
η
ℓ∑
a=1
ua/p
) n∏
m=1
ℓ∏
a=1
(
(ua − ym)/p
)2Λm/p ∏
16a<b6ℓ
(
(ua − ub)/p
)−2/p
.
Here we fix a branch of the function (x/p)α by | arg(x/p)| < π .
Consider a domain Y given by
(7.4) Y = {y ∈ Cn | Im y1 < . . . < Im yn} .
For every y ∈ Y and each m = 1, . . . , n we consider an imaginary interval
Um = {x ∈ C | Re u = 0 , Im ym−1 6 Im x 6 Im ym} , y0 = −i∞ ,
and a chain
Um =
m∑
l=1
exp
(
4πi
∑
16k<l
Λk/p
)
Ul .
For any l ∈ Znℓ we define a chain Ul in the imaginary subspace in C ℓ by
Ul = U1 × . . .×U1︸ ︷︷ ︸
l1
× . . .×Un × . . .×Un︸ ︷︷ ︸
ln
.
For any l ∈ Znℓ we also define a rational function w˜l(u, y) by
(7.5) w˜l(u1, . . . , uℓ, y1, . . . , yn) =
∑
σ∈Sℓ
n∏
m=1
(lm!)
−1
∏
a∈Γm
(uσa − ym)−1
where Γm = {1 + lm−1 , . . . , lm} , m = 1, . . . , n .
(7.6) Theorem. Let p < 0 . Let Re Λm < 0 and let Re ym = 0 for all m = 1, . . . , n . Let µ = hη ,
Im η > 0 . Then for any l,m ∈ Znℓ the hypergeometric integral I(Wl, wm) has the following asymptotics
as h→ +0 and y ∈ Y :
I(Wl, wm) = (−2i)ℓ ℓ!h
ℓ(ℓ−1−2
n∑
m=1
Λm)/p
n∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p)
×
× exp(πi n∑
m=1
Λm(l
m−1 + lm − 2ℓ)/p) ∫
Ul
Φ˜(u, y)w˜m(u, y)d
ℓu
(
1 + o(1)
)
.
Remark. Recall that the hypergeometric integral I(Wl, wm) is defined by (5.3), the functions Wl and
wm are given by formulae (2.26) and (2.19), respectively, and we replace in these formulae z1, . . . , zn
by y1/h, . . . , yn/h .
For any l ∈ Zn−1ℓ consider a domain Ul in the imaginary subspace in C ℓ defined by
Ul = {u ∈ C ℓ | Re ua = 0 , a = 1, . . . , ℓ ,(7.7)
Im ym 6 Im u1+lm−1 6 . . . 6 Im ulm 6 Im ym+1 , m = 1, . . . , n− 1} .
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(7.8) Theorem. Let p < 0 . Let Re Λm < 0 and let Re ym = 0 for all m = 1, . . . , n . Let µ = hη ,
Im η = 0 . Then for any l ∈ Zn−1ℓ and any m ∈ Znℓ the hypergeometric integral I(
◦
Wl, wm) has the
following asymptotics as h→ +0 and y ∈ Y :
I(
◦
Wl, wm) = (2i)
ℓ ℓ!h
ℓ(ℓ−1−2
n∑
m=1
Λm)/p×
× exp(2πi n∑
m=1
Λm(ℓ− lm−1)/p
) ∫
Ul
Φ˜(u, y)w˜m(u, y)d
ℓu
(
1 + o(1)
)
.
Remark. Recall that the hypergeometric integral I(
◦
Wl, wm) is defined by (5.3), the functions
◦
Wl and
wm are given by formulae (2.27) and (2.19), respectively, and we replace in those formulae z1, . . . , zn
by y1/h, . . . , yn/h .
Theorems 7.6 and 7.8 essentially follow from formulae (2.26), (2.27) and (7.2).
(7.9) Conjecture. The claims of Theorems 7.6 and 7.8 remain valid for any Λ1, . . . ,Λn which obey
condition (2.13) if other assumptions of the theorems hold and the integrals in the right hand sides of
(7.6), (7.8) are defined by analytic continuation.
Remark. If η = 0 , that is κ = 1 , then the limiting phase function (7.3) has no exponential factor and
is a product of powers of linear functions. In particular, if the numbers Λm/p and 2/p are all rational,
then the limiting integral is an integral of an algebraic function. From this point of view our initial
hypergeometric integrals are a deformation of periods of algebraic differential forms, and the subject of
our study is a p -deformation of algebraic geometry.
8. The one-dimensional case
In this section we consider in details the one-dimensional case ℓ = 1 . So we consider the affine
projection π : C1+n → Cn and a discrete rational sl2-type local system on C1+n and study its
de Rham complex. Our main goal of doing this is methodological. Since this case is technically simpler
than the general case, the ideas of the proofs become more clear and visual. The case ℓ = 1 can be
viewed as a p -deformation of the following example.
Let z1, . . . , zn be pairwise distinct points in C . Let F̂ be the space of rational functions in t which
are regular in C \ {z1, . . . , zn} . Consider the holomorphic de Rham complex Ω• on C \ {z1, . . . , zn}
with coefficients in F̂ associated with the differential ∇ = d+ ω ∧ · , ω = ηdt +
n∑
m=1
λmωm , where
ωm = dt/(t− zm) .
(8.1) Theorem. Let η 6= 0 . Then for generic λ1, . . . , λn the forms ω1, . . . , ωn form a basis in
H1(Ω•,∇) .
For η = 0 the differential of 1 gives a relation in H1(Ω•,∇)
(8.2)
n∑
m=1
λmωm ∼ 0 .
(8.3) Theorem. Let η = 0 . Then for generic λ1, . . . , λn the forms ω1, . . . , ωn span H
1(Ω•,∇) .
Moreover, relation (8.2) is the only independent relation between them.
Let z1, . . . , zn ∈ iR , Im z1 < . . . < Im zn , z0 = −i∞ , zn+1 = +i∞ . Consider the following
intervals:
Ik = {t ∈ C | Re t = 0 , Im zk 6 Im t 6 Im zk+1} , k = 0, . . . , n .
Set
Ik(ω) =
∫
Ik
exp(ηt)
n∏
m=1
(t− zm)λm ω
(the integral must be appropriately regularized). Here we assume that 0 6 arg(t−zm) < 2π , thus fixing
a branch of the integrand. The intervals Ik become linear functionals on the space of differential forms.
For a function f we have
Ik(∇f) = 0 , k = 0, . . . , n .
This means that the linear functionals on differential forms defined by intervals Ik can be considered as
elements of the space H1(Ω
•,∇) of linear functionals on H1(Ω•,∇) .
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(8.4) Theorem. Let λ1, . . . , λn be generic. Then
a) For any η , Im η > 0 , the intervals I1, . . . , In form a basis in H1(Ω
•,∇) .
b) For any η , Im η < 0 , the intervals I0, . . . , In−1 form a basis in H1(Ω
•,∇) .
(8.5) Theorem. Let η = 0 . Let λ1, . . . , λn be generic. Then the intervals I1, . . . , In−1 form a basis
in H1(Ω
•,∇) .
Remark. Theorems 8.4 and 8.5 follow from elementary topological considerations. Theorem 8.5 can be
also deduced from the following formula [V1] :
(8.6) det
[ zk+1∫
zk
λl
t− zl
n∏
m=1
(t− zm)λm dt
]n−1
k,l=1
= Γ(1 +
n∑
m=1
λm)
−1
n∏
m=1
Γ(1 + λm)
∏
l 6=m
(zl − zm)λm .
One-dimensional discrete cohomologies
Consider the affine projection π : C1+n → Cn and a discrete rational sl2-type local system on C1+n .
In this case the connection coefficients are equal to
ϕ1(t, z) = κ
n∏
m=1
t− zm + Λm
t− zm − Λm ,
ϕm+1(t, z) =
t− zm − Λm − p
t− zm + Λm − p ,
m = 1, . . . , n , and the phase function takes the form
(8.7) Φ(t) = exp(µt/p)
n∏
m=1
Γ((t− zm + Λm)/p)
Γ((t− zm − Λm)/p) .
The functional space F̂ is the space of rational functions in t and z1, . . . , zn with at most simple poles
at the following hyperplanes
t = zm − Λm + (s+ 1)p , t = zm + Λm − sp ,
m = 1, . . . , n , s ∈ Z>0 . The rational hypergeometric space F ⊂ F̂ is the subspace consisting of
functions of the form
P (t, z1, . . . , zn)
n∏
m=1
1
t− zm − Λm
where P is a polynomial of degree less than n in the variable t . The discriminant B ⊂ Cn is the union
of the hyperplanes
zl − zm + Λl + Λm = ps , s ∈ Z ,
l,m = 1, . . . , n , l 6= m , in the base space Cn .
To simplify notations in this section we write wm(t, z) instead of we(m)(t, z) . Recall that
(8.8) wm(t, z1, . . . , zn) =
1
t− zm − Λm
∏
16l<m
t− zl + Λl
t− zl − Λl , m = 1, . . . , n .
(8.9) Lemma. (cf. (2.20)) For any z ∈ B the functions w1, . . . , wn restricted to a fiber over z form a
basis in the rational hypergeometric space F(z) of the fiber.
Proof. Consider functions
gm(t, z) = t
m−1
n∏
m=1
1
t− zm − Λm , m = 1, . . . , n .
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Their restrictions to a fiber over z form a basis of the space F(z) . Define a matrix M(z) by
wl(t, z) =
n∑
m=1
Mlm(z)gm(t, z) , l = 1, . . . , n .
The lemma follows from the formula
(8.10) detM =
∏
16l<m6n
(zl − Λl − zm − Λm) .
The last formula is similar to the Vandermonde determinant formula. 
The coboundary subspace R(z) is one-dimensional and is spanned by
n∑
m=1
Λmwm . Relation (2.21)
has the form
(8.11) D(z)·1 = 2
n∑
m=1
Λmwm dt ,
where D(z) is the differential of the de Rham complex of a fiber over z . Consider the de Rham complex
of the fiber,
0 → Ω0(z) → Ω1(z) → 0 .
Let H(z) ⊂ H1(z) be the image of the rational hypergeometric space of the fiber.
(8.12) Theorem. Let ℓ = 1 . Let κ 6= 1 . Assume that p < 0 and 2Λm 6∈ pZ for any m = 1, . . . , n .
Let z ∈ B . Then dimH(z) = n , that is H(z) ≃ F(z) .
(8.13) Theorem. Let ℓ = 1 . Let κ = 1 . Assume that p < 0 and 2Λm 6∈ pZ for any m = 1, . . . , n .
Let z ∈ B . If 2
n∑
m=1
Λm 6∈ pZ<0 , then dimH(z) = n− 1 , that is H(z) ≃ F(z)/R(z) .
Theorems 8.12 and 8.13 can be proved by rather straightforward calculations. Nevertheless, we will
give further another proof which can be naturally extended to the general case.
Remark. Assume that the weights Λ1, . . . ,Λn are such that 2Λm 6∈ pZ>0 for any m = 1, . . . , n . Let
z ∈ B . Then it is easy to check the following.
a) If κ 6= 1 , then we have H(z) = H1(z) and dimH(z) = n .
b) If κ = 1 and 2
n∑
m=1
Λm 6∈ pZ<0 , then also H(z) = H1(z) , but dimH(z) = n− 1 .
Otherwise, we have dimH1(z)/H(z) = 1 and dimH(z) can be n− 2 or n− 1 .
One-dimensional discrete homologies
The trigonometric hypergeometric space Fq is the space of functions of the form
P (ξ, ζ1, . . . , ζn)
n∏
m=1
exp
(
πi(zm − t)/p
)
sin
(
π(t− zm − Λm)/p
)
where
ξ = exp(2πit/p) , ζm = exp(2πizm/p) ,
and P is a polynomial of degree less than n in the variable ξ .
We write Wm(t, z) instead of We(m)(t, z) and
◦
Wm(t, z) instead of
◦
We(m)(t, z) . Recall that
Wm(t, z1, . . . , zn) =
exp
(
πi(zm − t)/p
)
sin
(
π(t− zm − Λm)/p
) ∏
16l<m
sin
(
π(t− zm + Λm)/p
)
sin
(
π(t− zm − Λm)/p
) ,(8.14)
m = 1, . . . , n, and
◦
Wm = Wm exp(−πiΛm/p)−Wm+1 exp(πiΛm+1/p) , m = 1, . . . , n− 1 .(8.15)
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(8.16) Lemma. (cf. (2.28)) For any z ∈ B the functions W1, . . . ,Wn restricted to a fiber over z form
a basis in the trigonometric hypergeometric space Fq(z) of the fiber.
Proof. Consider functions
Gm(t, z) = exp
(
2πi(m− 1)t/p) n∏
m=1
2
exp(−πit/p)
sin
(
π(t− zm − Λm)/p
) , m = 1, . . . , n .
The restrictions of these functions to a fiber over z form a basis of the space Fq(z) . Define a matrix
M q(z) by
Wl(t, z) =
n∑
m=1
M qlm(z)Gm(t, z) , l = 1, . . . , n .
The lemma follows from the formula
detM q = (2i)n(1−n)/2 exp
(
πi
n∑
m=1
zm/p
) ∏
16l<m6n
sin
(
π(zl − Λl − zm − Λm)/p
)
,
(cf. (8.10)). 
(8.17) Lemma. (cf. (2.29)) For any z ∈ B the functions ◦W1, . . . ,
◦
Wn−1 restricted to a fiber over z
form a basis in the singular trigonometric hypergeometric space Fsingq (z) of the fiber.
The proof is similar to the proof of Lemma 8.16.
Let I be the imaginary axis in the space C with coordinate t oriented from −i∞ to +i∞ . Recall
that the hypergeometric integral I(W,w) for functions w ∈ F(z) , W ∈ Fq(z) is defined as the analytic
continuation of the integral
(8.18) I(W,w) =
∫
I
Φ(t)w(t)W (t)dt
with respect to Λ1, . . . ,Λn and z1, . . . , zn , starting from large real negative Λ1, . . . ,Λn and imaginary
z1, . . . , zn . The analytic continuation can be written as an integral over a deformed imaginary space
(8.19) I(W,w) =
∫
I˜
Φ(t)w(t)W (t)dt .
The deformation of the imaginary space is not unique. Below we describe an example of the deformed
imaginary axis I˜ which is involved in the integral (8.19).
The deformed imaginary axis I˜ is a sum of three terms:
(8.20) I˜ = I˜ + C
+
+C
−
,
which are defined below. First we assume that all the points
(8.21) zm ± (Λm + sp) , m = 1, . . . , n , s ∈ Z>0 ,
are not imaginary. In this case we set I˜ = I . To define the terms C± consider the following sets:
Z
+
= {zm + Λm + ps | Re(zm + Λm + ps) > 0 , m = 1, . . . , n , s ∈ Z>0} ,
Z
−
= {zm − Λm − ps | Re(zm − Λm − ps) < 0 , m = 1, . . . , n , s ∈ Z>0} ,
Z+ = {zm − Λm − ps | Re(zm − Λm − ps) > 0 , m = 1, . . . , n , s ∈ Z>0} ,
Z− = {zm + Λm + ps | Re(zm + Λm + ps) < 0 , m = 1, . . . , n , s ∈ Z>0} .
We define C+ to be the sum of small circles with centers at the points of Z+ oriented anticlockwise.
Similarly, C− is the union of small circles with centers at the points of Z− oriented clockwise. We
40
assume that the circles are so small that there are no points of the sets Z+ , Z− inside them and they
do not intersect the imaginary axis.
If some of the points (8.21) are imaginary, then we take I˜ to be an appropriate deformation of the
imaginary axis. Namely, if Re(zm + Λm + ps) = 0 , then we replace the small interval Re t = 0 ,
| Im(t− zm −Λm − ps)| 6 ε , by a small semicircle | t− zm −Λm − ps| = ε , Re(t− zm −Λm − ps) > 0 .
Similarly, if Re(zm−Λm−ps) = 0 , then we replace the small interval Re t = 0 , Im(t−zm+Λm+ps)| 6 ε ,
by a small semicircle | t − zm + Λm + ps| = ε , Re(t − zm + Λm + ps) 6 0 . The terms C± remain the
same.
Example. Let n = 1 . In this case the deformed imaginary axis I˜ looks like
∗ ∗ · ∗ · ∗ · ∗
x
· 	∗ · 	∗ · 	∗ · ·
where asterisks and dots stand for points z1 + Λ1 + ps and z1 − Λ1 − ps , s ∈ Z>0 , respectively.
(8.22) Lemma. Let 0 < Im µ < 2π . Then for any l,m = 1, . . . , n the hypergeometric integral
I(Wl, wm) can be analytically continued as a univalued holomorphic function of complex variables p ,
Λ1, . . . ,Λn , z1, . . . , zn to the region
p < 0 , z ∈ B , 2Λm 6∈ pZ60 , m = 1, . . . , n .
Proof. The only thing to be shown is convergence of the integral in the right hand side of formula (5.1)
for functions W =Wl , w = wm . The convergence is clear since
Φ(t) = t
2
n∑
m=1
Λm/p
exp(µt/p)
(
1 + o(1)
)
, t→ ±i∞ ,
and therefore, under the assumptions of the lemma the integrand decays exponentially as t goes to
infinity. 
(8.23) Lemma. Let Im µ = 0 . Then for any l = 1, . . . , n−1 , m = 1, . . . , n the hypergeometric integral
I(
◦
Wl, wm) can be analytically continued as a univalued holomorphic function of complex variables p ,
Λ1, . . . ,Λn , z1, . . . , zn to the region
p < 0 , z ∈ B , 2Λm 6∈ pZ60 , m = 1, . . . , n .
The proof is similar to the proof of the previous lemma.
In what follows we need to consider the hypergeometric integral I(W,w) for functions w from the
functional space F̂(z) of a fiber. The definition is similar to the definition of the hypergeometric integral
for w ∈ F(z) . Below we describe explicitly the analytic continuation of the hypergeometric integral
I(W,w) for any function w ∈ F̂(z) as an integral over a suitable deformation of the imaginary line.
For any integer s let I˜[s] be the deformation of the imaginary axis which is defined similarly to I˜ but
the parameters Λ1, . . . ,Λn are replaced by Λ1 + ps, . . . ,Λn + ps , respectively. In particular, I˜[0] = I˜ .
For a function w ∈ F̂(z) we have
(8.24) I(W,w) =
∫
I˜[s]
Φ(t)w(t)W (t)dt
where the integer s is chosen so that the integrand has no poles at the points zm± (Λm+pr) for r < s ,
r ∈ Z . Under this assumption the right hand side of (8.24) does not depend on s .
Let DF̂(z) = {Dw | w ∈ F̂(z)} .
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(8.25) Lemma. Let either 0 < Im µ < 2π and W ∈ Fq(z) or µ = 0 and W ∈ Fsingq (z) . Assume that
p < 0 and 2Λm 6∈ pZ for any m = 1, . . . , n . Let z ∈ B . Then
a) The hypergeometric integral I(W,w) is well defined for any function w ∈ F̂(z) .
b) The hypergeometric integral I(W,w) equals zero for any function w ∈ DF̂(z) .
Proof. The proof of claim a) is similar to the proof of Lemma 8.22. Claim b) follows from the next
observation. Let I˜p[s] be the contour obtained from I˜[s] by the translation t 7→ t+ p . Then for a given
function w ∈ F̂(z) and a large negative s the contour I˜[s] and I˜p[s] are homologous in the complement
of the set of poles of the function Φ(t)w(t)W (t) . 
(8.26) Lemma. Let µ = 0 . Assume that p < 0 and 2Λm 6∈ pZ60 for any m = 1, . . . , n . Then the
hypergeometric integral I(W,w) equals zero for any w ∈ R(z) and W ∈ Fsingq (z) .
Proof. The lemma follows from formula (8.11) and Lemma 8.25. 
The hypergeometric integral defines linear functionals I(W, ·) on the functional space of a fiber.
Lemma 8.25 means that these linear functions can be considered as elements of the homology group
H1(z) , the dual space to the cohomology group of the de Rham complex of the discrete local system of
the fiber.
Let W be any element of the trigonometric hypergeometric space Fq . Let W |z ∈ Fq(z) be its
restriciton to a fiber. Consider an element sW (z) = I(W |z , ·) of the homology group H1(z) .
(8.27) Theorem. (cf. (5.18)) Let ℓ = 1 . Let either 0 < Im µ < 2π and W ∈ Fq or µ = 0 and
W ∈ Fsingq . Assume that p < 0 and 2Λm 6∈ pZ for any m = 1, . . . , n . Then the section sW is a
periodic section with respect to the Gauss-Manin connection.
Proof. Let the contour I˜m[s] be defined similar to I˜[s] but the parameter zm is replaced by zm − p .
The statement of the theorem means that for any function w ∈ F(z) and each m = 1, . . . , n we have
the equality
I(W,w) =
∫
I˜m[s]
Φ(t)w(t)W (t)dt ,
where s is a sufficiently large negative integer. The last equality holds since the integrand Φ(t)w(t)W (t)
has no poles separating the contours I˜m[s] and I˜[s] . 
Consider a section ΨW of the trivial bundle over C
n with fiber (V1 ⊗ . . .⊗ Vn)ℓ :
ΨW (z) =
n∑
m=1
I(W |z, wm|z) v1 ⊗ . . .⊗ Fvm ⊗ . . .⊗ vn .
(8.28) Corollary. (cf. (5.20)) The section ΨW is a solution to the qKZ equation.
Our further strategy is as follows. First we show that if 0 < Im µ < 2π , then the basis of sections
ΨWm , m = 1, . . . , n , is an asymptotic solution to the qKZ equation, (cf. Theorem 8.29). Using this fact
we prove that the hypergeometric pairing I : Fq(z)⊗F(z)→ C is nondegenerate if 0 < Im µ < 2π (cf.
Theorem 8.33). Studying the asymptotic behaviour of the hypergeometric integral as µ tends to zero we
will show that for µ = 0 the hypergeometric pairing I◦ : Fsingq (z)⊗F(z)/R(z)→ C is nondegenerate
(cf. Theorem 8.34). At the end of the section we will describe the quasiclassical asymptotics of the
hypergeometric integral for ℓ = 1 (cf. Theorems 8.39, 8.40).
For every permutation τ ∈ Sn , consider the asymptotic zone in Cn given by
Aτ = {z ∈ Cn | Re zτ1 ≪ . . .≪ Re zτn } ,
and say that z →∞ in Aτ if Re(zτm − zτm+1)→ −∞ for all m = 1, . . . , n− 1 .
(8.29) Theorem. (cf. (6.4)) Let ℓ = 1 . Let 0 < Im µ < 2π and, therefore, κ 6= 1 . Assume that p < 0
and 2Λm 6∈ pZ for any m = 1, . . . , n . Then for any permutation τ ∈ Sn the basis ΨW τm , m = 1, . . . ,
n , is an asymptotic solution in the asymptotic zone Aτ . Namely,
ΨW τm(z) = Θm exp(µzm/p)
∏
16l<τ−1m
(
(zτl − zm)/p
)2Λτl ∏
τ−1m <l6n
(
(zm − zτl)/p
)2Λτl ×
× (v1 ⊗ . . .⊗ Fvm ⊗ . . .⊗ vn + o(1)) .
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as z → ∞ in Aτ so that z ∈ B at any moment. Here | arg
(
(zk − zl)/p
)| < π and Θm is a constant
independent of the permutation τ and given by
Θm = 2i(e
µ − 1)−2Λm/p exp((µ+ πi)Λm/p)Γ(2Λm/p) ,
where 0 6 arg(eµ − 1) < 2π .
Proof. To simplify notations we will give a proof only for τ = id . A simple but important fact is that
for any W ∈ Fq
(8.30) ΨW (z1 + p, . . . , zn + p) = κΨW (z1, . . . , zn) .
It allows us to fix freely the real part of one of the coordinates z1, . . . , zn .
Consider the hypergeometric integral I(Wm, wm) . The corresponding integrand Φ(t)wm(t)Wm(t)
can be rewritten as follows:
Φ(t)wm(t)Wm(t) = (−πp)−1 exp
(
(µ− πi)t/p+ πizm/p
) ×(8.31)
× Γ((t− zm + Λm)/p)Γ((zm + Λm − t)/p) ×
×
∏
16l<m
Γ
(
(zl + Λl − t)/p
)
Γ
(
(zl − Λl − t)/p
) ∏
m<l6n
Γ
(
(t− zl + Λl)/p
)
Γ
(
(t− zl − Λl)/p
) .
This function has no poles at points zl−Λl−sp , s ∈ Z , for l < m and has no poles at points zl+Λl+sp ,
s ∈ Z , for l > m . Moreover, due to (8.30), without loss of generality, we can assume that z tends to
infinity in A id so that Re zl → −∞ for l < m , Re zm remain finite, and Re zl → +∞ for l > m .
Under this assumption the integrand has no poles at the points zl + Λl + sp , s ∈ Z , for l < m in the
halfplane Re t > 0 and has no poles at the points zl − Λl − sp , s ∈ Z , for l > m in the halfplane
Re t < 0 . Therefore, we can “straighten” the contour and write
(8.32) I(Wm, wm) =
∫
I˜m
Φ(t)wm(t)Wm(t)dt
where the contour I˜m is the contour defined above for analytic continuation of the integral∫
I
exp
(
(µ− πi)t/p)Γ((t− zm + Λm)/p)Γ((zm + Λm − t)/p) dt .
The remaining part of the calculation is a standard exercise. We replace the integrand in the integral
(8.32) by its asymptotics as z →∞ in A id and obtain
I(Wm, wm) = (−πp)−1 exp(µzm/p)
∏
16l<m
(
(zl − zm)/p
)2Λl/p ∏
m<l6n
(
(zm − zl)/p
)2Λl/p ×
×
∫
I˜m
exp
(
(µ− πi)(t− zm)/p
)
Γ
(
(t− zm + Λm)/p
)
Γ
(
(zm − t+ Λm)/p
)
dt
(
1 + o(1)
)
.
The last integral reduces to the Barnes integral (5.16) and is calculated explicitly. Finally, we have
I(Wm, wm) = 2i(e
µ − 1)−2Λm/p exp((µ+ πi)Λm/p)Γ(2Λm/p) exp(µzm/p) ×
×
∏
16l<m
(
(zl − zm)/p
)2Λl/p ∏
m<l6n
(
(zm − zl)/p
)2Λl/p (1 + o(1)) ,
as z →∞ in A id . Here 0 6 arg(eµ − 1) < 2π .
43
The hypergeometric integral I(Wm, wl) for l 6= m can be treated similarly to the hypergeometric
integral I(Wm, wm) considered above. The final answer is
I(Wm, wl) = I(Wm, wm)o(1) ,
which completes the proof of Theorem 8.29. 
(8.33) Theorem. (cf. (5.14)) Let ℓ = 1 . Let 0 < Im µ < 2π . Assume that p < 0 and 2Λm 6∈ pZ60 for
any m = 1, . . . , n . Let z ∈ B . Then the hypergeometric pairing I : Fq(z)⊗F(z)→ C is nondegenerate.
Moreover,
det
[
I(Wl, wm)
]n
l,m=1
= (2i)n (eµ − 1)−2
n∑
m=1
Λm/p
exp
(
(µ+ πi)
n∑
m=1
Λm/p+ µ
n∑
m=1
zm/p
) ×
×
n∏
m=1
Γ(2Λm/p)
∏
16l<m6n
Γ
(
(zl + Λl − zm + Λm)/p
)
Γ
(
(zl − Λl − zm − Λm)/p
) .
Here 0 6 arg(eµ − 1) < 2π .
Proof. Denote by F (z) the determinant det
[
I(Wl, wm)
]n
l,m=1
and by G(z) the right hand side of the
formula above. Since for every l = 1, . . . , n the section ΨWl is a (V1 ⊗ . . .⊗ Vn)1-valued solution to the
qKZ equation, F (z) solves the next system of difference equations
F (z1, . . . , zm+ p, . . . , zn) =
(1)
detKm(z1, . . . , zn)F (z1, . . . , zn) .
Here
(1)
detKm(z) stands for the determinant of the operator Km(z) (3.10) acting in the weight subspace
(V1 ⊗ . . .⊗ Vn)1 . Using formula (3.5) we see that
(1)
detKm(z1, . . . , zn) = κ
∏
16l<m
zm + Λm − zl + Λl + p
zm − Λm − zl − Λl + p
∏
m<l6n
zm + Λm − zl + Λl
zm − Λm − zl − Λl .
Therefore, the ratio F (z)/G(z) is a p -periodic function of each of the variables z1, . . . , zn :
F
G
(z1, . . . , zm+ p, . . . , zn) =
F
G
(z1, . . . , zn) .
Theorem 8.29 implies that the ratio F (z)/G(z) tends to 1 as z tends to infinity in the asymptotic zone
A id . Hence, this ratio equals 1 identically, which completes the proof. 
(8.34) Theorem. Let ℓ = 1 . Let µ = 0 . Assume that p < 0 and 2Λm 6∈ pZ for any m = 1, . . . ,
n . Let z ∈ B . If 2
n∑
m=1
Λm 6∈ pZ<0 , then the hypergeometric pairing I◦ : Fsingq (z)⊗F(z)/R(z)→ C is
nondegenerate. Moreover,
det
[
I(
◦
Wl, wm)
]n−1
l,m=1
= (2i)n−1 Γ
(
1 + 2
n∑
m=1
Λm/p
)−1
Γ(1 + 2Λn/p) ×
×
n−1∏
m=1
Γ(2Λm/p)
∏
16l<m6n
Γ
(
(zl + Λl − zm + Λm)/p
)
Γ
(
(zl − Λl − zm − Λm)/p
) .
Proof. Since both sides of the formula above are analytic functions of Λ1, . . . ,Λn , it suffices to prove
the formula under the assumption
0 < 2
n∑
m=1
Λm/p < 1 .
To prove the theorem we first assume that µ 6= 0 and study the asymptotics of the determinant
det
[
I(Wl, wm)
]n
l,m=1
as µ tends to zero. We will show that
det
[
I(Wl, wm)
]n
l,m=1
= (ip/Λn) exp
(
πi
n∑
m=1
Λm/p
)
µ
−2
n∑
m=1
Λm/p ×(8.35)
× Γ(1 + 2 n∑
m=1
Λm/p
)−1
det
[
I(
◦
Wl, wm)
]n−1
l,m=1
(
1 + o(1)
)
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as µ → 0 , 0 < argµ < π . Due to formula (8.33) the last formula will imply the required formula for
det
[
I(
◦
Wl, wm)
]
.
First we change bases in the rational and trigonometric hypergeometric spaces of a fiber. We set
W ′m =
◦
Wm , m = 1, . . . , n− 1 , W ′n =Wn ,
and
w′m = wm , m = 1, . . . , n− 1 , w′n =
n∑
m=1
Λmwm .
We have
(8.36) det
[
I(W ′l , w
′
m)
]n
l,m=1
= Λn exp
(−πi n−1∑
m=1
Λm) det
[
I(Wl, wm)
]n
l,m=1
.
As µ tends to zero, the entries I(W ′l , w
′
m) , l,m = 1, . . . , n−1 , have finite limits I(
◦
Wl, wm) , respectively.
Similarly, the entries I(W ′l , w
′
n) , l = 1, . . . , n − 1 , tend to zero since D(z)·1 = 2w′ndt at µ = 0 and,
therefore, I(
◦
Wl, wn) = 0 at µ = 0 . More precisely, we have I(W
′
n, w
′
m) = O(µ) as µ → 0 . The
behaviour of the entries I(W ′n, w
′
m) , m = 1, . . . , n , is described in the next lemma.
(8.37) Lemma. Let 0 < 2
n∑
m=1
Λm/p < 1 . Let µ→ 0 , 0 < argµ < π . Then
I(Wn, wm) = 2i exp(πiΛn/p)µ
−2
n∑
m=1
Λm/p
Γ
(
2
n∑
m=1
Λm/p
) (
1 + o(1)
)
.
Proof. As t→ −i∞ , the integrand of the hypergeometric integral I(Wn, wm) has the following asymp-
totics:
Φ(t)wm(t)Wn(t) = (−2i/p) exp
(
µt/p− πiΛn/p− 2πi
n−1∑
m=1
Λm/p
)
(t/p)
−1+2
n∑
m=1
Λm/p(
1 + o(1)
)
.
Denote by F (t) the left hand side of the equality above and by G(t) the right hand side without the
factor 1 + o(1) .
Let s be a positive number such that s > max{|z1| , . . . , |zn|} . Let I˜s be the part of the deformed
imaginary axis I˜ in the halfplane Im t > −s . We have
I(Wn, wm) =
( 0∫
−i∞
−
0∫
−is
)
G(t)dt +
−is∫
−i∞
(
F (t)−G(t))dt+ ∫
I˜s
F (t)dt .
The first integral in the right hand side above can be calculated explicitly since
0∫
−i∞
exp(µt/p)(t/p)
−1+2
n∑
m=1
Λm/p
dt/p = − exp(2πi n∑
m=1
Λm
)
µ
−2
n∑
m=1
Λm/p
Γ
(
2
n∑
m=1
Λm/p
)
,
and the three other integrals have finite limits as µ→ 0 . The lemma is proved. 
(8.38) Corollary. Let 0 < 2
n∑
m=1
Λm/p < 1 . Let µ→ 0 , 0 < argµ < π . Then
I(W ′n, w
′
n) = 2i exp(πiΛn/p)µ
−2
n∑
m=1
Λm/p
Γ
(
1 + 2
n∑
m=1
Λm/p
) (
1 + o(1)
)
.
Finally, we have
det
[
I(W ′l , w
′
m)
]n
l,m=1
= det
[
I(
◦
Wl, wm)
]n−1
l,m=1
I(W ′n, w
′
n)
(
1 + o(1)
)
.
Using formula (8.36) and Corollary 8.38 we get formula (8.35). Theorem 8.34 is proved. 
Proof of Theorems 8.12 and 8.13. Theorem 8.12 and 8.13 follow from Theorem 8.33 and 8.34, respec-
tively, and Lemma 8.25. 
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Quasiclassical asymptotics
Recall that to study the quasiclassical asymptotics of the hypergeometric integral we introduced new
parameters h and η = µ/h , and new coordinates u = ht and ym = hzm , m = 1, . . . , n . The
quasiclassical asymptotics of a hypergeometric integral is the asymptotics of the integral as h→ 0 while
the coordinates y1, . . . , yn and the parameter η remain fixed.
For each m = 1, . . . , n we defined an imaginary interval
Um = {u ∈ C | Re u = 0 , Im ym−1 6 Im u 6 Im ym} , y0 = −i∞ ,
a chain
Um =
m∑
l=1
exp
(
4πi
∑
16k<l
Λk/p
)
Ul .
and a rational function
w˜m(u, y1, . . . , yn) =
1
u− ym .
Set
Φ˜(u, y1, . . . , yn),= exp(ηu/p)
n∏
m=1
(
(u− ym)/p
)2Λm/p
where | arg((u− ym)/p)| < π .
(8.39) Theorem. (cf. (7.6)) Let ℓ = 1 . Let p < 0 . Let Re Λm < 0 and let Re ym = 0 for all m = 1,
. . . , n . Let µ = hη , Im η > 0 . Then for any l,m = 1, . . . , n the hypergeometric integral I(Wl, wm)
has the following asymptotics as h→ +0 and y ∈ Y :
I(Wl, wm) = −2ih
−2
n∑
k=1
Λk/p
exp
(−πiΛl/p− 2πi ∑
16k<l
Λk/p
) ∫
Ul
Φ˜(u, y)w˜m(u, y)du
(
1 + o(1)
)
.
Remark. Recall that the hypergeometric integral I(Wl, wm) is defined by (5.3) where ℓ = 1 , the
functions Wl and wm are given by formulae (8.14) and (8.8), respectively, and we replace in these
formulae z1, . . . , zn by y1/h, . . . , yn/h .
(8.40) Theorem. (cf. (7.8), (7.9)) Let ℓ = 1 . Let p < 0 . Let Re Λm < 0 and let Re ym = 0 for
all m = 1, . . . , n . Let µ = hη , Im η = 0 . Then for any l = 1, . . . , n − 1 and any m = 1, . . . , n the
hypergeometric integral I(
◦
Wl, wm) has the following asymptotics as h→ +0 and y ∈ Y :
I(
◦
Wl, wm) = 2ih
−2
n∑
k=1
Λk/p
exp
(
2πi
∑
16k6l
Λk/p
) ∫
Ul+1
Φ˜(u, y)w˜m(u, y)du
(
1 + o(1)
)
.
Remark. Recall that the hypergeometric integral I(
◦
Wl, wm) is defined by (5.3), the functions
◦
Wl and
wm are given by formulae (8.15) and (8.8), respectively, and we replace in these formulae z1, . . . , zn by
y1/h, . . . , yn/h .
Remark. The claims of Theorems 8.39 and 8.40 remain valid for any Λ1, . . . ,Λn such that Λm 6∈ pZ60
for all m = 1, . . . , n , if the other assumptions of the theorems hold and the integrals in the right hand
sides of (8.39), (8.40) are regularized in the standard way. We omit the proof since it is not essential for
our purpose in this paper.
The idea of the proofs of Theorems 8.39, 8.40 is simple. After a suitable renormalization, the quasi-
classical asymptotics of the function Wl is given by a linear combination of the characteristic functions
of the intervals U1, . . . ,Ul with the coefficients defined by the chain Ul . Similarly, after a suitable
renormalization, the quasiclassical asymptotics of the function
◦
Wl is given by the characteristic func-
tion of the interval Ul+1 . Therefore, modulo renormalization factors the quasiclassical asymptotics of
the hypergeometric integrals I(Wl, wm) , I(
◦
Wl, wm) are given by integrals of products of powers of
linear functions over the chain Ul or over the interval Ul+1 , respectively.
46
Proof of Theorem 8.39. To simplify notations we will give a proof only for l = m . Consider the hyper-
geometric integral I(Wm, wm) . It is given by
(8.41) I(Wm, wm) =
∫
I
Φ(t)wm(t)Wm(t)dt .
Let h be a positive number. The factors of the integrand above have the following quasiclassical
asymptotics as h→ +0 while the parameter η = µ/h , the variable u = ht and the coordinates
ym = hzm , m = 1, . . . , n , remain fixed:
Φ(t, z1, . . . , zn) = exp(µt/p)
n∏
m=1
(
(t− zm)/p
)2Λm/p (
1 + o(1)
)
,
wm(t, z1, . . . , zn) =
1
t− zm
(
1 + o(1)
)
,
Wm(t, z1, . . . , zn) = 2i exp
(
2πi(zm − t)/p+ πiΛm/p+ 2πi
∑
16k<m
Λk/p
)(
1 + o(1)
)
if Im zm < Im t and
Wm(t, z1, . . . , zn) = −2i exp
(−πiΛm/p+ 2πi ∑
16k<l
Λk/p− 2πi
∑
l6k<m
Λk/p
)(
1 + o(1)
)
if Im zl < Im t < Im zl+1 , l = 0, . . . ,m− 1 . Here z0 = −i∞ .
To compute the quasiclassical asymptotics of the hypergeometric integral I(Wm, wm) we replace the
integrand in the right hand side of formula (8.41) by its quasiclassical asymptotics, and after simple
transformations we obtain that
I(Wm, wm) = −2ih
−2
n∑
k=1
Λk/p
exp
(−πiΛm/p− 2πi ∑
16k<m
Λk/p
) ∫
Um
Φ˜(u, y)w˜m(u, y)du
(
1 + o(1)
)
.
This step can be justified in a standard way using the next lemma.
(8.42) Lemma. Let Re α > 0 . Then there is a constant A such that for any real s the following
estimates hold:
|(α2 + s2)1−α exp(−π |s|)Γ(α+ is)Γ(α− is)| < A ,
|(α2 + s2)−αΓ(is+ α)/Γ(is− α)| < A .
Proof. The required formula follows from the next specialization of the Stirling formula
∣∣ log Γ(x)− (x− 1/2) log x+ x− log√2π ∣∣ < K
Re x
, Re x > 0 ,
where K is some constant [WW]. 
Theorem 8.39 is proved. 
The proof of Theorem 8.40 is similar to the proof of Theorem 8.39.
9. The multidimensional case
This section contains proofs of the statements formulated in Sections 2 – 7. We start from the lemmas
which describe bases in the rational and trigonometric hypergeometric spaces of a fiber.
Proof of Lemmas 2.20, 2.28, 2.29. First we have to show that functions wl , Wl and
◦
Wl lie in the
rational, trigonometric and singular trigonometric hypergeometric spaces, respectively. The arguments
in all the cases are similar, so we will consider only the rational case.
It is clear from definiton (2.19) that the function wl(t, z) has the form
Q(t1, . . . , tℓ, z1, . . . , zn)
n∏
m=1
ℓ∏
a=1
1
ta − zm − Λm
∏
16a<b6ℓ
1
ta − tb + 1
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where Q is a polynomial which has degree less than n + ℓ − 1 in each of the variables t1, . . . , tℓ .
Furthermore, by construction the function wl as a function of t1, . . . , tℓ is invariant with respect to the
action (2.9) of the symmetric group Sℓ, which means that the polynomial Q is skewsymmetric with
respect to the variables t1, . . . , tℓ . Hence, the polynomial Q is divisible by
∏
16a<b6ℓ
(ta− tb) and the ratio
is a polynomial which is symmetric in variables t1, . . . , tℓ and has degree less than n in each of the
variables t1, . . . , tℓ ; that is the function wl is in the rational hypergeometric space.
For any l ∈ Znℓ (cf. (2.18)), let Pl(u1, . . . , uℓ) be the following symmetric polynomial
Pl(u1, . . . , uℓ) =
1
l1! . . . ln!
∑
σ∈Sℓ
n∏
m=1
∏
a∈Γm
um−1σa .
Here Γm = {1 + lm−1 , . . . , lm} , m = 1, . . . , n . Consider the following functions
gl(t, z) = Pl(t1, . . . , tℓ)
n∏
m=1
ℓ∏
a=1
1
ta − zm − Λm
∏
16a<b6ℓ
ta − tb
ta − tb + 1 ,
Gl(t, z) = Pl(ξ1, . . . , ξℓ)
n∏
m=1
ℓ∏
a=1
exp(−πita/p)
sin
(
π(ta − zm − Λm)/p
) ∏
16a<b6ℓ
sin
(
π(ta − tb)/p
)
sin
(
π(ta − tb + 1)/p
)
◦
Gl(t, z) = Pl(ξ1, . . . , ξℓ)
n∏
m=1
ℓ∏
a=1
exp(πita/p)
sin
(
π(ta − zm − Λm)/p
) ∏
16a<b6ℓ
sin
(
π(ta − tb)/p
)
sin
(
π(ta − tb + 1)/p
)
where ξa = exp(2πita/p) , a = 1, . . . , ℓ . Restrictions of the functions gl(t, z) , l ∈ Znℓ , to a fiber over
z form a basis of the rational hypergeometric space of the fiber. Restrictions of the functions Gl(t, z) ,
l ∈ Znℓ , (resp.
◦
Gl(t, z) , l ∈ Zn−1ℓ ) to a fiber over z form a basis of the trigonometric (resp. the singular
trigonometric) hypergeometric space of the fiber.
Define matrices M(z) , M q(z) and
◦
M(z) by
wl(t, z) =
∑
m∈Zn
ℓ
Mlm(z)gm(t, z) , l ∈ Znℓ ,
Wl(t, z) =
∑
m∈Zn
ℓ
M qlm(z)Gm(t, z) , l ∈ Znℓ ,
◦
Wl(t, z) =
∑
m∈Z
n−1
ℓ
◦
Mlm(z)
◦
Gm(t, z) , l ∈ Zn−1ℓ ,
(9.1) Lemma.
detM =
ℓ−1∏
s=0
∏
16l<m6n
(
zl − Λl − zm − Λm + s
)(n+ℓ−s−2
n−1
)
,
detM q = (2i)n(1−n)/2·
(
n+ℓ−1
n
)
exp
(
πi
n∑
m=1
zm/p ·
(
n+ ℓ− 1
n
))
×
×
ℓ−1∏
s=0
∏
16l<m6n
sin
(
π(zl − Λl − zm − Λm + s)/p
)(n+ℓ−s−2
n−1
)
,
det
◦
M = (2i)
(1−n)(n−2)/2·
(
n+ℓ−2
n−1
) ℓ−1∏
s=0
∏
16l<m6n
sin
(
π(zl − Λl − zm − Λm + s)/p
)(n+ℓ−s−3
n−2
)
.
Proof. The first and the second formulae are equivalent to Lemmas 5.2 and 2.2 in [T], respectively. The
third formula can be reduced to the second one by a suitable change of variables. 
Lemmas 2.20, 2.28, 2.29 clearly follow from Lemma 9.1. 
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Proof of Lemma 2.21. The right hand side of formula (2.21) can be rewritten as
n∏
m=1
lm−1∏
s=0
(2Λm − s)/p
∑
σ∈Sℓ
[( n∏
m=1
t1 − zm + Λm
t1 − zm − Λm
ℓ∏
a=2
t1 − ta − 1
t1 − ta + 1 − 1
)
×(9.2)
×
∏
a∈Γ′m
( 1
ta − zm − Λm
∏
16l<m
ta − zl + Λl
ta − zl − Λl
)]
σ
where Γ′m = {2 + lm−1 , . . . , lm, 1 + lm} , m = 1, . . . , n . Set
fm(t, z) =
( t1 − zm + Λm
t1 − zm − Λm
∏
a∈Γ′m
t1 − ta − 1
t1 − ta + 1 − 1
) ∏
16l<m
[ t1 − zl + Λl
t1 − zl − Λl
∏
a∈Γ′
l
t1 − ta − 1
t1 − ta + 1
]
,
so that n∑
m=1
fm(t, z) =
n∏
m=1
t1 − zm + Λm
t1 − zm − Λm
ℓ∏
a=2
t1 − ta − 1
t1 − ta + 1 − 1 ,
and expression (9.2) equals
n∑
k=1
{ n∏
m=1
lm−1∏
s=0
(2Λm − s)/p
∑
σ∈Sℓ
[
fk(t, z)
n∏
m=1
∏
a∈Γ′m
( 1
ta − zm − Λm
∏
16l<m
ta − zl + Λl
ta − zl − Λl
)]
σ
}
.
Lemma 2.21 now follows from the formulae
(lk + 1)(2Λk − lk)wl+e(k) =
∑
σ∈Sℓ
[
fk(t, z)
n∏
m=1
1
lm!
∏
a∈Γ′m
( 1
ta − zm − Λm
∏
16l<m
ta − zl + Λl
ta − zl − Λl
)]
σ
(cf. (2.19)). 
Lemmas 4.6, 4.18 follow from formulae (A.3), (A.5) in [IK], respectively, and the definitions of the
evaluation modules, by induction with respect to the number of factors of the tensor products.
Theorems 4.7, 4.19 follow from formulae (A.5) – (A.8) in [Ko] and Lemmas 4.6, 4.18, respectively.
Lemmas 4.23, 4.24 follow from formulae (2.19), (2.26) for the rational and trigonometric weight
functions, respectively, and Lemma 9.1.
The claims of Theorems 4.25, 4.26 that the maps χ ◦ P and χq are intertwiners can be verified
direcly from formulae (4.1) and (4.14), respectively, though the calculations are cumbersome. These
claims also follow from Theorems 4.7, 4.19, respectively. The claims that the maps χ ◦ P and χq are
isomorphisms follow from Lemmas 4.23, 4.24, respectively.
The proofs of Theorems 5.7 and 5.8 are based on the following simple lemma.
(9.3) Lemma. Consider a configuration of hyperplanes in C ℓ
ta = zm ± Λm + sp , ta = tb ± 1 + sp ,
1 6 b < a 6 ℓ , m = 1, . . . , n , s ∈ Z . The dimensions of all edges of the configuration do not depend
on p , Λ1, . . . ,Λn , z1, . . . , zn provided that assumptions (2.12) – (2.14) hold.
Proof. The initial configuration of hyperplanes induces a configuration of hyperplanes in any edge of the
initial configuration. The dimensions of all edges of the initial configuration remain the same if and only
if all the induced configurations do not have nonstandard coinciding hyperplanes. This is obviously true
if assumptions (2.12) – (2.14) hold. 
This lemma implies that the topology of the complement of configuration (9.3) of hyperplanes in C ℓ
remains the same for all p , Λ1, . . . ,Λn and z1, . . . , zn satisfying conditions (2.12) – (2.14).
Proof of Theorem 5.7. The theorem is proved by induction with respect to the number of integration
variables in the hypergeometric integral.
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Recall that the hypergeometric integral I(Wl, wm) is defined by
I(Wl, wm) =
∫
Iℓ
Φ(t)wm(t)Wl(t) d
ℓt ,
if Λ1, . . . ,Λn are large negative. (cf. (5.3)). We can replace the imaginary subspace I
ℓ in the last
formula by any subspace of the form
(9.4) Ix = {t ∈ C ℓ | Re ta = xa , a = 1, . . . , ℓ} ,
where x1, . . . , xℓ are small pairwise distinct real numbers without changing the integral.
For the analytic continuation we move Λ1, . . . ,Λn , z1, . . . , zn and p and preserve the integration
contour Ix as long as it does not touch the hyperplanes of configuration (5.6). If a hyperplane Π of
configuration (5.6) goes through the integration contour Ix , the integration contour should be deformed
to avoid the intersection. Deforming the integration contour we add a tube over the intersection of Ix
and the hyperplane Π . The result of the deformation is the sum Ix + I
′
x × CΠ , where I′x ⊂ Π is a
suitable subspace of real dimension (ℓ − 1) , and CΠ is a small circle around the hyperplane Π . For
example, if Π is given by an equation tℓ − zn − Λn − ps = 0 , then Π has coordinates t1, . . . , tℓ−1 , in
these coordinates
I
′
x = {t ∈ Π | Re ta = xa , a = 1, . . . , ℓ− 1} ,
and the circle CΠ is given by
CΠ = {tℓ ∈ C | | tℓ − zn − Λn − ps| = ρ} ,
ρ is a small positive number. The analytic continuation of the initial hypergeometric integral I(Wl, wm)
equals the sum of two integrals∫
Ix
Φ(t)wm(t)Wl(t) d
ℓt +
∫
I′x
Res
t∈Π
(
Φ(t)wm(t)Wl(t)
)
dℓ−1t ,
and the second integral is of the same type as the first one but of a smaller dimension. Therefore,
under the analytic continuation the passage of a hyperplane of the configuration through the integration
contour results in the appearence of a new hypergeometric integral with a smaller number of integrations.
This reason shows that the hypergeometric integral can be analytically continued to the region described
in Theorem 5.7.
Now we show the univaluedness of the hypergeometric integral by induction on the number of inte-
gration variables. Denote the domain described in Theorem 5.7 by U . Consider its fundamental group
π1(U, z
∗) . The generators of the fundamental group can be chosen in a special form. Namely, for any
hyperplane Π lying at the boundary of the domain U choose a curve αΠ in U from the base point
z⋆ to a generic point zΠ of the hyperplane Π and fix a loop γΠ in U which goes from z
⋆ to Π along
αΠ , then turns around Π along a small circle βΠ and returns back to z
⋆ along the same curve αΠ .
The loops γΠ generate the fundamental group.
Let us show that the hypergeometric integral I(Wl, wm) has the trivial monodromy under the analytic
continuation along the curve γΠ . In fact, under the analytic continuation from the base point z
⋆ to
the hyperplane Π along the curve αΠ we create smaller dimensional integrals each time one of the
hyperplanes of singularities hits the integration contour. Under the analytic continuation of the integral
along the circle βΠ the hyperplanes of singularities do not touch the integration contour if the point zΠ is
generic. Now under the analytic continuation along the curve αΠ from Π to z
⋆ we create again smaller
dimensional integrals each time one of the hyperplanes of singularities hits the integration contour. But
the corresponding integrals created on the way to Π and on the way from Π come with the opposite
signs. Moreover, they are equal according to the induction assumptions. Hence, the monodromy of the
integral along the loop γΠ is trivial. Theorem 5.7 is proved. 
The proof of Theorem 5.8 is similar to the proof of Theorem 5.7.
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As in the case ℓ = 1 we extend the notion of the hypergeometric integral I(W,w) and consider
the hypergeometric integral for any function w in the functional space F̂(z) of a fiber. Namely, let
w(t, z) ∈ F̂(z) be a function of the form
P (t1, . . . , tℓ, z1, . . . , zn,Λ1, . . . ,Λn)
r∏
s=0
[ n∏
m=1
ℓ∏
a=1
1
(ta − zm − Λm + sp)(ta − zm + Λm − (s+ 1)p) ×
×
∏
16a<b6ℓ
1
(ta − tb + 1 + sp)(ta − tb − 1− (s+ 1)p)
]
where P is a polynomial. If the real parts of the weights Λ1, . . . ,Λn are large negative and p is small,
then we define the hypergeometric integral I(W,w) by formula (5.3). The hypergeometric integral is well
defined if either 0 < Im µ < 2π and W ∈ Fq(z) or Im µ = 0 and W ∈ Fsingq (z) , since the integrand
vanishes exponentially at infinity. For generic Λ1, . . . ,Λn , z1, . . . , zn and p we define respectively the
hypergeometric integral I(Wl, w) or the hypergeometric integral I(
◦
Wl, w) by analytic continuation with
respect to Λ1, . . . ,Λn , z1, . . . , zn and p . Similar to the proof of Theorem 5.7 one can show that these
hypergeometric integrals can be analytically continued as holomorphic univalued functions of complex
variables p , Λ1, . . . ,Λn , z1, . . . , zn to the region described in Theorem 5.7. For arbitrary functions
w ∈ F̂(z) , W ∈ Fq(z) we define the hypergeometric integral by linearity.
Let DF̂(z) = {Dw | w ∈ F̂(z)} .
(9.5) Lemma. Let p < 0 . Let (2.12) – (2.14) hold. Let either 0 < Im µ < 2π and W ∈ Fq(z) or
µ = 0 and W ∈ Fsingq (z) . Then
a) The hypergeometric integral I(W,w) is well defined for any function w ∈ F̂(z) .
b) The hypergeometric integral I(W,w) equals zero for any function w ∈ DF̂(z) .
Proof. Claim a) holds by the definition of the hypergeometric integral I(W,w) . Claim b) is clear, if the
real parts of the weights Λ1, . . . ,Λn are large negative and p is small. Then the analytic continuation
of the integral gives claim b) for generic p , Λ1, . . . ,Λn , z1, . . . , zn . 
Lemma 5.9 follows from Lemmas 2.21 and 9.5.
The hypergeometric integral defines linear functionals I(W, ·) on the functional space of a fiber.
Lemma 9.5 means that these linear functionals can be considered as elements of the top homology group
Hℓ(z) , the dual space to the top cohomology group of the de Rham complex of the discrete local system
of the fiber.
Proof of Theorem 5.18. The section sW is defined by
sW (z) = I(W |z , ·)
where W |z denotes the restriction of the function W (t, z) to the fiber over z . The theorem is a direct
corollary of the periodicity of the function W with respect to each of the variables z1, . . . , zn :
W (t, z1, . . . , zm+ p, . . . , zn) = W (t, z1, . . . , zn) , m = 1, . . . , n ,
cf. the case ℓ = 1 in Section 8. 
Our further strategy is the same as in the case ℓ = 1 . First we prove Theorem 6.7 which im-
plies Theorem 6.4. Using Theorem 6.4 we prove that the hypergeometric pairing I : Fq(z)⊗F(z)→ C
is nondegenerate if 0 < Im µ < 2π (cf. Theorem 5.14). Studying the asymptotic behaviour of the
hypergeometric integral as µ tends to zero we show that for µ = 0 the hypergeometric pairing
I◦ : Fsingq (z)⊗F(z)/R(z)→ C is nondegenerate (cf. Theorem 5.15).
Theorems 2.15 and 2.17 will follow from Theorems 5.14 and 5.15, respectively, and Lemma 9.5.
Proof of Theorem 6.7. To simplify notations we will give a proof only for the case k = n , so that
nm = m , m = 1, . . . , n . The general case is similar.
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Let w
(m)
(l) ∈ F [zm; Λm; l ] and W
(m)
(l) ∈ Fq[zm; Λm; l ] be the following functions:
w
(m)
(l) (t1, . . . , tl, zm) =
1
l!
∑
σ∈Sl
[ l∏
a=1
1
ta − zm − Λm
]
σ
,(9.6)
W
(m)
(l) (t1, . . . , tl, zm) =
l∏
s=1
sin(π/p)
sin(πs/p)
∑
σ∈Sl
[[ l∏
a=1
exp
(
πi(zm − ta)/p
)
sin
(
π(ta − zm − Λm)/p
) ]]
σ
,
(cf. (2.19), (2.26)). We have the equalities
wl = w
(1)
(l1)
⋆ . . . ⋆ w
(n)
(ln)
and Wl = W
(1)
(l1)
∗ . . . ∗W (n)(ln)
Therefore, we have to study the asymptotics of the hypergeometric integrals I(Wl, wm) .
Consider the hypergeometric integral I(Wl, wm) . Due to property (2.7) all the terms in the definition
(2.26) of the function Wl give the same contribution to the integral. So we can replace the integrand
Φ(t)wm(t)Wl(t) by the following integrand
F (t) = π−ℓ ℓ!wm(t) exp
(
πi
n∑
m=1
lmzm/p
) ∏
16a<b6ℓ
Γ
(
(ta − tb − 1)/p
)
Γ
(
(ta − tb + 1)/p
) n∏
m=1
[ lm∏
s=1
sin(π/p)
sin(πs/p)
×
×
∏
a∈Γm
exp
(
(µ− πi)ta/p
)
Γ
(
(ta − zm + Λm)/p
)
Γ
(
1− (ta − zm − Λm)/p
) ×
×
∏
16l<m
Γ
(
1− (ta − zl − Λl)/p
)
Γ
(
1− (ta − zl + Λl)/p
) ∏
m<l6n
Γ
(
(ta − zl + Λl)/p
)
Γ
(
(ta − zl − Λl)/p
) ] ,
where Γm = {1 + lm−1 , . . . , lm} , m = 1, . . . , n .
Assume that the real parts of the weights Λ1, . . . ,Λn are negative. If all z1, . . . , zn are imaginary,
then we have
I(Wl, wm) =
∫
Iℓ
F (t) dℓt .
The analytic continuation of I(Wl, wm) to the region Re z1 < . . . < Re zn is given by
I(Wl, wm) =
∫
I
l1
1 ×...×I
ln
n
F (t) dℓt
where
I
lm
m = {(t1+lm−1 , . . . , tlm) ∈ C lm | Re ta = Re zm , lm−1 < a 6 lm}
since the integrand has no poles at the hyperplanes ta = zl − Λl − sp , s ∈ Z , for lm−1 < a 6 lm ,
m > l , has no poles at the hyperplanes ta = zl + Λl + sp , s ∈ Z , for lm−1 < a 6 lm , m < l , and has
no poles at the hyperplanes ta = tb + 1 + sp , s ∈ Z , for a > b .
Let z →∞ in An so that Re(zm−zm+1)→ −∞ for all m = 1, . . . , n−1 . Consider the case l = m .
Transform the hypergeometric integral I(Wl, wl) as above and replace the integrand by its asymptotics
as z →∞ in An . Since
wl(t1, . . . , tℓ) =
n∏
m=1
w
(m)
(lm)
(tlm−1+1, . . . , t
lm) + o(1)
as z →∞ in An and t ∈ Il11 × . . .× Ilnn , we obtain that
I(Wl, wl) = π
−ℓ ℓ! exp
(
πi
n∑
m=1
lmzm
) ∏
16l<m6n
(
(zl − zm)/p
)2(llΛm+lmΛl−ll lm)/p ×
×
n∏
m=1
[ lm∏
s=1
sin(π/p)
sin(πs/p)
∫
I
lm
m
w
(m)
(lm)
(tlm−1+1, . . . , tlm)
∏
a∈Γm
(
exp
(
(µ− πi)ta/p
) ×
× Γ((ta − zm + Λm)/p)Γ(1− (ta − zm − Λm)/p) ∏
b<a
b∈Γm
Γ
(
(tb − ta − 1)/p
)
Γ
(
(tb − ta + 1)/p
) )dlm t] (1 + o(1)) ,
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as z → ∞ in An . Here | arg((zl − zm)/p)| < π . Due to (2.7) the integrals over Ilmm are the hyper-
geometric integrals I(W
(m)
(lm)
, w
(m)
(lm)
) up to simple factors. Hence, we finally obtain that
I(Wl, wl) =
ℓ!
l1! . . . ln!
∏
16l<m6n
(
(zl − zm)/p
)2(llΛm+lmΛl−ll lm)/p ( n∏
m=1
I(W
(m)
(lm)
, w
(m)
(lm)
) + o(1)
)
.
The hypergeometric integral I(Wl, wm) for l 6= m can be treated similarly to the hypergeometric integral
I(Wl, wl) considered above. The final answer is
I(Wl, wm) = I(Wl, wl)o(1) ,
which completes the proof if the real parts of the weights Λ1, . . . ,Λn are negative.
For general Λ1, . . . ,Λn the proof is similar. The analytic continuation of I(Wl, wm) to the region
Re z1 ≪ . . .≪ Re zn is given by
I(Wl, wm) =
∫
I˜
l1
1 ×...×I˜
ln
n
F (t) dℓt
where I˜lmm is the respective deformation of I
lm
m . On every contour I˜
lm
m the quantities Re(ta − zm)
remain bounded as z →∞ in An for all a such that lm−1 < a 6 lm , and the rest of the proof remains
the same as before.
Theorem 6.7 is proved. 
Further in the proofs we will make use of the following identities:
∑
σ∈Sl
∏
16j<k6l
yσk − βyσj
yσk − yσj
=
l∏
s=1
1− βs
1− β ,(9.7)
∑
σ∈Sl
( l∏
k=1
1
yσk − βyσk−1
∏
16j<k6l
yσk − βyσj
yσk − yσj
)
=
l∏
k=1
1
yk − βy0 , σ0 = 0 .(9.8)
Proof of formula (5.17). Consider the integral in the left hand side of (5.17) as a function of u and
denote it by F (u) . We will show that F (u) satisfies a differential equation
(9.9) (u+ u−1)
d
du
F (u) = ℓ
(
2a+ (ℓ− 1)x) (1− u−2)F (u) .
The right hand side of formula (5.17) solves the same differential equation. Therefore both sides are
proportional. The proportionality coefficient equals 1 since, as it is shown below, both sides have the
same asymptotics as u→ +0 .
Denote by f(u; s1, . . . , sℓ) the integrand of integral (5.17):
f(u; s1, . . . , sℓ) =
ℓ∏
k=1
u2sk Γ(a+ sk)Γ(a− sk)
ℓ∏
j,k=1
j 6=k
Γ(sk − sj + x)
Γ(sk − sj)
so that
F (u) =
i∞∫
−i∞
· · ·
i∞∫
−i∞
f(u; s1, . . . , sℓ)d
ℓs .(9.10)
Differentiating the integral with respect to u and using the identity
ℓ
(
a+ (ℓ− 1)x/2) + ℓ∑
k=1
sk =
ℓ∑
k=1
(a+ sk)
ℓ∏
j=1
j 6=k
sk − sj + x
sk − sj
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we obtain that (
ℓ(2a+ (ℓ − 1)x) + u d
du
)
F (u) = 2
ℓ∑
k=1
Fk(u)
where
Fk(u) =
i∞∫
−i∞
· · ·
i∞∫
−i∞
(a+ sk)
ℓ∏
j=1
j 6=k
sk − sj + x
sk − sj f(u; s1, . . . , sℓ)d
ℓs .
The space {(s1, . . . , sℓ) ∈ C ℓ | Re sk = 1 , Re sj = 0 , j 6= k} is homologous to the imaginary space
in the complement of the poles of the integrand for Fk(u) . Therefore, changing the k-th integration
variable sk → sk − 1 and using the functional equation for the gamma-function we obtain that
Fk(u) = u
−2
i∞∫
−i∞
· · ·
i∞∫
−i∞
(a− sk)
ℓ∏
j=1
j 6=k
sj − sk + x
sj − sk f(u; s1, . . . , sℓ)d
ℓs .
Now the identity
ℓ
(
a+ (ℓ− 1)x/2) − ℓ∑
k=1
sk =
ℓ∑
k=1
(a− sk)
ℓ∏
j=1
j 6=k
sj − sk + x
sj − sk
implies that
2
ℓ∑
k=1
Fk(u) = u
−2
(
ℓ(2a+ (ℓ− 1)x)− u d
du
)
F (u) ,
which complete the proof of equality (9.9).
To compute the asymptotics of the integral (5.17) as u→ +0 we first suitably transform the integrand.
Taking identity (9.8) for l = ℓ , β = exp(2πix) and yk = exp(2πisk) , k = 0, . . . , ℓ , we obtain that
1 = exp
(
πiℓ(ℓ− 1)x/2) ℓ∏
k=1
sin
(
π(sk − a)
) ×
×
∑
σ∈Sℓ
( ℓ∏
k=1
exp
(
πi(a− sσk−1 − x)
)
sin
(
π(sσk − sσk−1 − x)
) ∏
16j<k6ℓ
sin
(
π(sσk − sσj − x)
)
sin
(
π(sσk − sσj )
) )
where σ0 = 0 , s0 = a − x . Substitute the right hand side of the identity above into the integral
(9.10). Since f(u; s1, . . . , sℓ) is a symmetric function of the variables s1, . . . , sℓ and the imaginary space
is invariant under permutations of s1, . . . , sℓ , we can keep in the integral only one term of the sum,
multiplying the result by ℓ! . Taking the term corresponding to the identity permutation we obtain that
F (u) =
∫
Iℓ0
g(u; s1, . . . , sℓ)d
ℓs(9.11)
where
g(u; s1, . . . , sℓ) = π
ℓ ℓ! exp
(
πiℓ(ℓ− 1)x/2) ×
×
ℓ∏
k=1
(
u2sk
Γ(a+ sk)
Γ(1 + sk − a)
exp
(
πi(a− sk−1 − x)
)
sin
(
π(sk−1 − sk + x)
) k−1∏
j=1
(sk − sj)Γ(sk − sj + x)
Γ(1 + sk − sj − x)
)
.
Here we use a notation
I
ℓ
y = {(s1, . . . , sℓ) ∈ C ℓ | Re sk = y , k = 1, . . . , ℓ} .
To compute the proportionality coefficient which we are interested in, it suffices to study the asymptotics
of F (u) as u→ +0 only for small real x and real a because both sides of formula (5.17) are analytic
functions of x and a . Moreover, we can assume that u is real. To find the asymptotics of F (u) we
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deform continuously the integration contour in integral (9.11). Namely, we replace Iℓ0 by I
ℓ
y and move
y from zero to the positive direction.
Since Re a > 0 and Re x > 0 , there are no obstacles for the deformation of the integration contour
until y becomes equal to a . At this moment the integration contour touches the singularity hyperplane
of the integrand given by s1 = a . The next intersection of I
ℓ
y with a singularity hyperplane of the
integrand appears at y = a+ 1 with the hyperplane s1 = a+ 1 . Therefore, we have
F (u) = −2πi
∫
I
ℓ−1
a
Res
s1=a
g(u; s1, . . . , sℓ)d
ℓ−1s +
∫
Iℓ
a+δ
g(u; s1, . . . , sℓ)d
ℓs ,
where 0 < δ < 1 and Iℓ−1y = {(s2, . . . , sℓ) ∈ C ℓ−1 | Re sk = y , k = 2, . . . , ℓ} . We can estimate the
second term above as follows,
∣∣∣ ∫
Iℓ
a+δ
g(u; s1, . . . , sℓ)d
ℓs
∣∣∣ 6 ua+δ ∫
Iℓ
a+δ
g(1; s1, . . . , sℓ)d
ℓs .
In the first term we continue the deformation of the integration contour; we replace Iℓ−1a by I
ℓ−1
y and
move y from a to the positive direction. The first obstacle to the deformation appears at y = a+x ; at
this moment Iℓ−1y touches the hyperplane s2 = a+ x . Repeating the consideration ℓ times we finally
obtain the following asymptotics for F (u) as u→ +0 :
F (u) = (−2πi)ℓ Res
a⊳x
g(u; s1, . . . , sℓ)
(
1 + o(1)
)
,
where Res
a⊳x
means the residue at the point sk = a + (k − 1)x , k = 1, . . . , ℓ . Calculating the residue
explicitly we find that
F (u) = (2πi)ℓuℓ(2a+(ℓ−1)x)
ℓ∏
k=1
Γ(1 + kx)
Γ(1 + x)
Γ
(
2a+ (k − 1)x) (1 + o(1)) ,
as u→ +0 , which clearly coincides with the asymptotics of the right hand side of formula (5.17). This
means that the proportionality coefficient between F (u) and the right hand side of formula (5.17) equals
1 . Formula (5.17) is proved. 
Proof of Theorem 5.14. The proof is similar to the proof of Theorem 8.33. Since both sides of formula
(5.14) are analytic functions of Λ1, . . . ,Λn , it suffices to prove the formula only for real negative Λ1,
. . . ,Λn .
Denote by F (z) the determinant det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
and by G(z) the right hand side of formula
(5.14). Since for every l ∈ Znℓ the section ΨWl is a (V1 ⊗ . . .⊗ Vn)ℓ-valued solution to the qKZ equation,
F (z) solves the following system of difference equations,
F (z1, . . . , zm+ p, . . . , zn) =
(ℓ)
detKm(z1, . . . , zn)F (z1, . . . , zn) .
Here
(ℓ)
detKm(z) stands for the determinant of the operator Km(z) (3.10) acting in the weight subspace
(V1 ⊗ . . .⊗ Vn)ℓ . Using formula (3.5) we see that
(ℓ)
detKm(z1, . . . , zn) =
= κ
(n+ℓ−1n )
ℓ−1∏
s=0
[ ∏
16l<m
zm + Λm − zl + Λl − s+ p
zm − Λm − zl − Λl + s+ p
∏
m<l6n
zm + Λm − zl + Λl − s
zm − Λm − zl − Λl + s
](n+ℓ−s−2
n−1
)
.
Therefore, the ratio F (z)/G(z) is a p -periodic function of each of the variables z1, . . . , zn :
F
G
(z1, . . . , zm+ p, . . . , zn) =
F
G
(z1, . . . , zn) .
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Theorem 6.4 implies that the ratio F (z)/G(z) tends to 1 as z tends to infinity in the asymptotic zone
A id . Hence, this ratio equals 1 identically, which completes the proof. 
Proof of Theorem 5.15. The idea of the proof is the same as in the case ℓ = 1 . Since both sides of
formula (5.15) are analytic functions of Λ1, . . . ,Λn and p , it suffices to prove the formula for large
negative Λ1, . . . ,Λn and large negative p . More precisely, we assume that
(9.12) 0 < 2
n∑
m=1
Λm/p − ℓ(ℓ− 1)/p < 1 .
We will construct certain bases in the rational and trigonometric hypergeometric spaces of fibers such
that in these bases the hypergeometric pairing has triangular asymptotics as µ→ 0 . Using this fact we
will show that
det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
= Ξ µ
−2
n∑
m=1
Λm/p·
(
n+ℓ−1
n
)
+2n/p·
(
n+ℓ−1
n+1
)
×(9.13)
×
ℓ∏
k=1
det
[
I(
◦
Wi, wj)
]
i,j∈Zn−1
k
(
1 + o(1)
)
,
where 0 < argµ < π , j ∈ Zn−1k is identified with (j, 0) ∈ Znk , and Ξ is a constant given by
Ξ = (2i)
(
n+ℓ−1
n
)
exp
(
πi
( n∑
m=1
Λm/p ·
(
n+ ℓ− 1
n
)
− n/p ·
(
n+ ℓ− 1
n+ 1
)))
×(9.14)
×
ℓ−1∏
s=0
( [ p(ℓ− s)Γ(−(s+ 1)/p)
(2Λn − s)Γ
(−1/p)
](n+ℓ−s−2
n−1
) ∏
s<r6ℓ
Γ
(
1 + 2
n∑
m=1
Λm/p+ (s+ 2− 2r)/p
)(n+r−s−2n−2 ) )
.
Formulae (9.13) and (9.14) imply Theorem 5.15.
In the proof we use the sl2-module structure in the rational hypergeometric Fock space which was
defined in Section 4. We define functions wl , Wl for an arbitrary vector l ∈ Zn>0 respectively by
formulae (2.19), (2.26), where we replace ℓ in the left hand sides by the sum l1+ . . .+ ln . Similarly, we
define functions
◦
Wl for arbitrary vector l ∈ Zn−1>0 by formula (2.27) replacing there ℓ in the left hand
side by the sum l1 + . . .+ ln−1 .
For any vector l = (l1, . . . , ln) set l
′ = (l1, . . . , ln−1, 0) and l
! = (l1, . . . , ln−1) .
The required bases in the rational and trigonometric hypergeometric spaces of a fiber are given by
functions w′l , l ∈ Znℓ , and W ′l , l ∈ Znℓ , respectively. The functions w′l are defined by the rule:
w′l = F
lnwl′ .
where F is the generator of sl2 acting in the rational hypergeometric Fock space F (cf. (4.3)). The
functions W ′l are given by
W ′l (t1, . . . , tℓ) =
1
(ℓ− ln)!
ln∏
s=1
sin(π/p)
sin(πs/p)
∑
σ∈Sℓ
[[
◦
Wl!(t1, . . . , tℓ−ln) ×(9.15)
×
∏
ℓ−ln<a6ℓ
( exp(πi(zn − ta)/p)
sin
(
π(ta − zn − Λn)/p
) n−1∏
m=1
sin
(
π(ta − zm + Λm)/p
)
sin
(
π(ta − zm − Λm)/p
) )]]
σ
,
By Lemmas 2.20, 2.28, for any z ∈ B there are matrices N(z) , N q(z) such that
w′l(t, z) =
∑
m∈Zn
ℓ
Nlm(z)wm(t, z) , l ∈ Znℓ ,
W ′l (t, z) =
∑
m∈Zn
ℓ
N qlm(z)Wm(t, z) , l ∈ Znℓ .
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(9.16) Lemma.
detN(z) =
ℓ−1∏
s=0
(
(s+ 1)(2Λn − s)
)(n+ℓ−s−2
n−1
)
,
detN q(z) = exp
(
−πi
n−1∑
m=1
Λm/p ·
(
n+ ℓ− 1
n
)
+ πi(n− 1)/p ·
(
n+ ℓ− 1
n+ 1
))
.
Now we study the asymptotics of the hypergeometric pairing as µ → 0 . We will consider the total
family of the hypergeometric pairings I : Fq[l ]⊗F [l ]→ C , l = 0, . . . , ℓ , not indicating explicitly the
dependence on l . Recall that we assumed Λ1, . . . ,Λn to be large negative.
The first observation is that for any w ∈ F [l ] , W ∈ Fsingq [l ] the hypergeometric integral I(W,w)
has a finite limit as µ → 0 , cf. Lemma 5.5. Furthermore, for any w ∈ F [l − 1] and W ∈ Fsingq [l ] we
have
(9.17) I(W,Fw) = O(µ)
as µ→ 0 , because F (F [l− 1](z)) is the coboundary subspace R[l ](z) ⊂ F [l ](z) , cf. (4.4) and Lemma 5.9.
The asymptotic behaviour of the hypergeometric integral I(W,w) for a general function W is described
by the following lemma.
(9.18) Lemma. Let Λ1, . . . ,Λn be large negative. Assume that condition (9.12) holds. Then for any
l ∈ Znℓ and any w ∈ F the hypergeometric integral I(W ′l , w) has the following asymptotics as µ→ 0 ,
0 < argµ < π :
I(W ′l , w) = Ξ
′ µ
ln(2ℓ−ln−1−2
n∑
m=1
Λm)/p
I(
◦
Wl! , E
lnw)
(
1 + o(1)
)
.
Here E is the generator of sl2 acting in the rational hypergeometric Fock space F (cf. (4.3)), and
Ξ′ =
(2i)ln ℓ!
(ℓ − ln)! exp
(
πiln(Λn − (ln − 1)/2)/p
) ln−1∏
s=0
[ Γ(−(s+ 1)/p)
Γ
(−1/p) Γ(2
n∑
m=1
Λm/p+ (2ln − 2ℓ− s)/p
)]
.
To obtain the required formulae (9.13), (9.14), we also need the following lemma.
(9.19) Lemma. Let µ = 0 . Then for any k, l ∈ Z>0 we have
det
[
I(
◦
Wl, E
kF kwm]l,m∈Zn−1
l
=
k−1∏
s=0
(
(s+ 1)
(
2
n∑
m=1
Λm − 2l − s
))(n+l−2
n−2
)
det
[
I(
◦
Wl, wm)]l,m∈Zn−1
l
.
Here we identify m ∈ Zn−1l and (m, 0) ∈ Znl .
Now we will complete the proof of Theorem 5.15 assuming that Lemmas 9.16, 9.18 and 9.19 hold,
and then we will prove the lemmas.
Consider a matrix U with the entries
Ulm = I(W
′
l , wm) , l,m ∈ Znℓ .
Lemmas 4.7, 9.18 and formula (9.17) imply that the asymptotics of the matrix U as µ → 0 has a
block-triangular structure,
Ulm = O(µ
δln ) , for ln > mn ,
and
Ulm = O(µ
1+δln ) , for ln < mn ,
where δl = l(2ℓ− l − 1− 2
n∑
m=1
Λm)/p . Therefore, we see that
detU = O
(
µ
ℓ∑
l=0
dlδl)
, dl =
(
n+ ℓ− l − 2
n− 2
)
,
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as µ → 0 , where d0, . . . , dℓ are the dimensions of the diagonal blocks. Furthermore, the leading term
of the asymptotics of detU is given by the product of the determinants of the diagonal blocks, which
are described by Lemma 9.19. Finally, formula (9.13) follows from the simple relation
det
[
I(Wl, wm)
]
l,m∈Zn
ℓ
=
detU
detN detN q
and straightforward calculations. 
Proof of Lemma 9.16. The formula for detN is a corollary of Lemma 4.7.
To prove the formula for detN q , consider the points y(l) ∈ C ℓ defined below:
y(l)a = zm − Λm + lm − a , lm−1 < a 6 lm , a = 1, . . . , ℓ .
Recall that lm = l1 + . . .+ lm , m = 1, . . . , n . Let L and L
′ be matrices with entries
Llm =Wl(y
(m)) , L′lm =W
′
l (y
(m)) , l,m ∈ Znℓ ,
respectively. The matrices L and L′ are triangular with respect to the following lexicographical order
in Znℓ : l < m if l1 < m1 or l1 = m1 , l2 < m2 etc. Namely, Llm = 0 and L′lm = 0 for l < m . Since
L′ll = exp
(
πi lm
(
(lm − 1)/2− Λm
)
/p
)
Lll and N = L
′L−1 , the formula for detN q is proved. 
Proof of Lemma 9.19. By Theorem 4.7 the rational hypergeometric module is isomorphic to (V1⊗ . . .⊗
Vn)
∗ . We also have I(W,Fw) = 0 for any w ∈ F [l− 1] and W ∈ Fsingq [l ] . Therefore, the coefficient
of proportionality equals the determinant of the operator EkF k acting in the quotient space ((V1 ⊗
. . . ⊗ Vn)∗)l/F ((V1 ⊗ . . . ⊗ Vn)∗)l−1 . This operator is isomorphic to the operator EkF k acting in
the space of singular vectors (V1 ⊗ . . . ⊗ Vn)singl . The last operator is simply the multiplication by
k−1∏
s=0
(
(s+ 1)
(
2
n∑
m=1
Λm − 2l − s
))
in the space of dimension
(
n+ l − 2
n− 2
)
. The lemma is proved. 
Proof of Lemma 9.18. First we will give another expression for the function W ′l which will be more
convenient for our purpose.
Taking identities (9.7), (9.8) for β = exp(−2πi/p) and yk = exp(−2πitk/p) , k = 0, . . . , l , we
transform them respectively to the following form
∑
σ∈Sl
[[1]]
σ
=
l∏
s=1
sin(πs/p)
sin(π/p)
∏
16j<k6l
sin
(
π(tj − tk)/p
)
sin
(
π(tj − tk + 1)/p
) ,
∑
σ∈Sl
[[ l∏
k=1
exp
(
πi(tk−1 − tk + 1)/p
)
sin
(
π(tk−1 − tk + 1)/p
) ]]
σ
=
= exp
(
πi l(l − 1)/(2p)) l∏
k=1
exp
(
πi(zn + Λn − tk)/p
)
sin
(
π(zn + Λn − tk)/p
) ∏
16j<k6l
sin
(
π(tj − tk)/p
)
sin
(
π(tj − tk + 1)/p
) ,
where t0 = zn + Λn − 1 . Subsequently using the identities above we replace expression (9.15) for the
function W ′l by the following expression:
W ′l (t1, . . . , tℓ) =
(−1)ln
(ℓ− ln)! exp
(
πi ln
(
(1 − ln)/2− Λn
)
/p)
) ∑
σ∈Sℓ
[[
◦
Wl!(t1, . . . , tℓ−ln) ×(9.20)
×
∏
ℓ−ln<a6ℓ
( exp(πi(t′a−1 − t′a + 1)/p)
sin
(
π(t′a−1 − t′a + 1)/p
) n−1∏
m=1
sin
(
π(ta − zm + Λm)/p
)
sin
(
π(ta − zm − Λm)/p
) )]]
σ
,
where t′a = ta for ℓ− ln < a 6 ℓ and t′ℓ−ln = zn + Λn − 1 .
Consider the hypergeometric integral I(W ′l , w) ,
I(W ′l , w) =
∫
Iℓ
Φ(t)w(t)W ′l (t) d
ℓt .
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The imaginary space is invariant under permutations of the variables t1, . . . , tℓ . By property (2.7) of
function Φ(t) , we can keep in the integral only the term of the sum in the right hand side of (9.20) that
corresponds to the identity permutation, multiplying the result by ℓ! . Hence,
I(W ′l , w) =
∫
Iℓ
F (t) dℓt ,(9.21)
where
F (t1, . . . , tℓ) =
(−1)ln ℓ!
(ℓ − ln)! exp
(
πi ln
(
(1− ln)/2− Λn
)
/p)
)
Φ(t1, . . . , tℓ)w(t1, . . . , tℓ)
◦
Wl!(t1, . . . , tℓ−ln) ×
×
∏
ℓ−ln<a6ℓ
n−1∏
m=1
sin
(
π(ta − zm + Λm)/p
)
sin
(
π(ta − zm − Λm)/p
) ∏
ℓ−ln<a6ℓ
exp
(
πi(t′a−1 − t′a + 1)/p
)
sin
(
π(t′a−1 − t′a + 1)/p
) dℓt ,
with the same convention for the variables t′ℓ−ln , . . . , t
′
ℓ as in (9.20).
Consider the asymptotics of the integrand F (t) for large t . Namely, assume that
(9.22) ta = i(xa −Aua) , Im ua = 0 Im xa = 0 , a = 1, . . . , ℓ ,
and A→ +∞ . From the Stirling formula we find that F (t) decays exponentially for any u = (u1, . . . ,
uℓ) which does not belong to the cone
{u ∈ Rℓ | 0 = u1 = . . . = uℓ−ln 6 uℓ−ln+1 6 . . . 6 uℓ} .
The decay takes place for any µ including µ = 0 . On the contrary, if u belongs to the cone
(9.23) {u ∈ Rℓ | 0 = u1 = . . . = uℓ−ln < uℓ−ln+1 < . . . < uℓ} ,
then the asymptotics of F (t) depends essentially on whether µ equals zero or not. If µ 6= 0 , then F (t)
decays exponentially due to the factor exp
(
µ
ℓ∑
a=1
ta/p) and integral (9.21) converges. If µ = 0 , then
F (t) grows like a positive power of A and integral (9.21) diverges.
So the leading term of the asymptotics of the hypergeometric integral I(W ′l , w) as µ → 0 is given
by the integral of the asymptotics of the integrand F (t) for large t in the cone (9.23) (the justification
of this fact is given below). Explicitly computing the asymptotics of F (t) for large t , we obtain that
F (t1, . . . , tℓ) =
(−2i/p)ln ℓ!
(ℓ− ln)! exp
(
πi ln
(
(1 − ln)/2 + 2(ℓ− ln) + Λn − 2
n∑
m=1
Λm
)
/p
) ×
× Φ[ℓ−ln](t1, . . . , tℓ−ln)(Elnw)(t1, . . . , tℓ−ln)
◦
Wl!(t1, . . . , tℓ−ln) ×
×
∏
ℓ−ln<a6ℓ
exp(µta/p)(ta/p)
2
n∑
m=1
Λm/p−2(ℓ−ln)/p−1 ∏
ℓ−ln<a,b6ℓ
(
(ta − tb)/p
)−2/p (
1 + o(1)
)
,
as A → +∞ and t1, . . . , tℓ are described by (9.22). Here the function Φ[l ](t1, . . . , tl) is defined by
formula (2.5) where ℓ is replaced by l .
Denote by G(t) the right hand side of the above formula without the factor 1 + o(1) . Thus we have
(9.24) I(W ′l, w) =
∫
I
ℓ−ln× I
ln
⊤
G(t) dℓt
(
1 + o(1)
)
,
as µ → 0 , where Iln
⊤
= {(tℓ−ln+1, . . . , tℓ | Re ta 6 0 , Im ta = 0 , ℓ − ln < a 6 ℓ} . The integral
with respect to the variables t1, . . . , tℓ−ln clearly gives I(
◦
Wl! , E
lnw) . The integral with respect to the
variables tℓ−ln+1, . . . , tℓ can be calculated explicitly via the Selberg integral and we obtain formula
(9.18).
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The asymptotics (9.24) can be justified in a standard way. The main idea is the same as in the
one-dimensional case, cf. Lemma 8.37. We explain the details for the example n = 1 , ℓ = 2 . The
general case is similar.
To make formulae shorter we change notations and consider the following integral
J(α) =
∫
R2
F (s1, s2) exp
(−α(s1 + 2s2)) ds1 ds2 ,
F (s1, s2) =
Γ(a+ is1)
Γ(1− a+ is1)
Γ(b+ is2)
Γ(−b+ is2)
Γ(c+ is1 + is2)
Γ(1− c+ is1 + is2)
exp
(
π(s1 + s2 + ia+ ib)
)
4 sinh
(
π(s1 + ia)
)
sinh
(
π(s2 + ib)
)
Our assumptions mean that parameters a, b, c are small positive numbers such that
0 < a+ b+ c < 1/2 .
For s1 = Au1 , s2 = Au2 and A→ +∞ the function F (s1, s2) has the following asymptotics:
F (s1, s2) = s
2a−1
1 s
2b
2 (s1 + s2)
2c−1
(
1 + o(1)
)
if u1 > 0 and u2 > 0 , and F (s1, s2) decays exponentially if either u1 6 0 or u2 6 0 . We have to show
that
(9.25) J(α) =
∫
R2
>0
s2a−11 s
2b
2 (s1 + s2)
2c−1 exp
(−α(s1 + 2s2)) ds1 ds2 (1 + o(1))
as α→ 0 , Re α > 0 ,
Fix a small positive number ε and decompose R2 into four parts:
Q1(ε) = {(u1, u2) ∈ R2 | u1 > 0 , u2 > 0 , u1 > εu2 , u2 > εu1} ,
Q2(ε) = {(u1, u2) ∈ R2 | u1 > |u2|/ε} ,
Q3(ε) = {(u1, u2) ∈ R2 | u2 > |u1|/ε}
and Q4(ε) is the closure of R
2 \ (Q1(ε) ∪Q2(ε) ∪Q3(ε)) . The respective decomposition of the integral
J(α) is
J(α) =
∫
Q1(ε)
s2a−11 s
2b
2 (s1 + s2)
2c−1 exp
(−α(s1 + 2s2)) ds1ds2 +
+
∫
Q1(ε)
(
F (s1, s2)− s2a−11 s2b2 (s1 + s2)2c−1
)
exp
(−α(s1 + 2s2)) ds1 ds2 +
+
( ∫
Q2(ε)
+
∫
Q3(ε)
+
∫
Q4(ε)
)
F (s1, s2) exp
(−α(s1 + 2s2)) ds1 ds2 .
The first integral equals
α−2(a+b+c)
∫
Q1(ε)
s2a−11 s
2b
2 (s1 + s2)
2c−1 exp
(−s1 − 2s2)) ds1 ds2 ,
the second and fifth integrals have finite limits as α→ 0 , the third and fourth integrals can be respec-
tively estimated from above by
A1 ε
2b+1α−2(a+b+c)
+∞∫
0
s
2(a+b+c)−1
1 exp(−s1) ds1
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and
A2 ε
2aα−2(a+b+c)
+∞∫
0
s
2(a+b+c)−1
2 exp(−2s2) ds
as α → 0 , where the constants A1, A2 do not depend on ε . The estimates can be obtained by means
of Lemma 8.42. Therefore,∣∣∣ lim
α→0
(
α2(a+b+c) J(α)
) − ∫
Q1(ε)
s2a−11 s
2b
2 (s1 + s2)
2c−1 exp
(−s1 − 2s2)) ds1 ds2 ∣∣∣ < ε2b+1 +A2 ε2a .
Moving ε to zero we see that
J(α) = α−2(a+b+c)
∫
R2
>0
s2a−11 s
2b
2 (s1 + s2)
2c−1 exp
(−s1 − 2s2)) ds1ds2 (1 + o(1)) ,
which coincides with (9.25).
Lemma 9.18 is proved. 
Proof of Theorem 7.8. Let h be a positive number. Consider the hypergeometric integral
I(
◦
Wl, wm) =
∫
Iℓ
Φ(t, z)wm(t, z)
◦
Wl(t, z) d
ℓt ,
where we substitute into formulae (2.5), (2.19), (2.27), defining the functions Φ, wm,
◦
Wl , a new parameter
η and new coordinates y1, . . . , yn :
µ = hη , zm = ym/h , m = 1, . . . , n .
We study the quasiclassical asymptotics of the hypergeometric integral I(
◦
Wl, wm) as h→ +0 while the
parameter η and the coordinates y1, . . . , yn remain fixed.
For any l ∈ Zn−1ℓ consider a region
◦
Ul and a domain Ûl in the imaginary subspace I
ℓ given by
◦
Ul = { u ∈ Iℓ | Im ym < Im u1+lm−1 < . . . < Im ulm < Im ym+1 , m = 1, . . . , n− 1} ,
Ûl = { u ∈ Iℓ | Im ym 6 Im ua 6 Im ym+1 , lm−1 < a 6 lm , m = 1, . . . , n− 1} .
Recall that lm = l1 + . . .+ lm .
Let Sl ⊂ Sℓ be the following subgroup isomorphic to Sl1 × . . .× Sln :
Sl = {σ ∈ Sℓ | lm−1 < σa 6 lm for lm−1 < a 6 lm , m = 1, . . . , n} .
Set
∗
Ul = { u ∈ C ℓ | (uσ1 , . . . , uσℓ) ∈
◦
Ul for some σ ∈ Sl} .
The imaginary subspace Iℓ is invariant under permutations of the variables t1, . . . , tℓ . Using property
(2.7) of function Φ(t) we see that
I(
◦
Wl, wm) = ℓ!
∫
Iℓ
Φ(t, z)wm(t, z)W l(t, z) d
ℓt ,(9.26)
where
W l(t1, . . . , tℓ, z1, . . . , zn) =
n−1∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p)
sin
(
π(zm − Λm − zm+1 − Λm+1 + s− 1)/p
) ×
×
n−1∏
m=1
∏
a∈Γm
( 1
sin
(
π(ta − zm − Λm)/p
)
sin
(
π(ta − zm+1 − Λm+1)/p
) ×
×
∏
16l<m
sin
(
π(ta − zl + Λl)/p
)
sin
(
π(ta − zl − Λl)/p
) )
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and Γm = {lm−1 + 1, . . . , lm} , m = 1, . . . , n .
The factors of the above integrand have the following quasiclassical asymptotics as h → +0 while
the parameter η , the coordinates y1, . . . , yn and the variables ua = hta , a = 1, . . . , ℓ , remain fixed:
Φ(u/h, y/h) = h
ℓ(ℓ−1−2
n∑
m=1
Λm)/p
Φ˜(u, y)
(
1 + o(1)
)
,
wm(u/h, y/h) = h
ℓ w˜(u, h)
(
1 + o(1)
)
,
W l(u/h, y/h) =
n−1∏
m=1
(
exp
(
πi
(
2
n∑
m=1
Λm(ℓ− lm−1)− lm(lm − 1)/2
)
/p
) lm∏
s=1
sin(π/p)
sin(πs/p)
)(
1 + o(1)
)
for u ∈ ◦Ul and W l(u/h, y/h) = o(1) for u 6∈
∗
Ul . Here the functions Ψ˜(u, y) and w˜m(u, y) are given
by formulae (7.3) and (7.5), respectively.
The quasiclassical asymptotics of the integral (9.26) is given by the integral of the quasiclassical
asymptotics of the integrand, that is
I(W l, wm) =
n−1∏
m=1
(
exp
(
πi
(
2
n∑
m=1
Λm(ℓ − lm−1)− lm(lm − 1)/2
)
/p
) lm∏
s=1
sin(π/p)
sin(πs/p)
)
×(9.27)
×
∫
∗
Ul
Φ˜(u, y)w˜(u, y)dℓu
(
1 + o(1)
)
.
Taking into account that
∫
Ul
Φ˜(u, y)w˜(u, y)dℓu =
n−1∏
m=1
(
exp
(
πi lm(1 − lm)/(2p)
) lm∏
s=1
sin(π/p)
sin(πs/p)
) ∫
∗
Ul
Φ˜(u, y)w˜(u, y)dℓu
where Ul is given by (7.7), we obtain formula (7.8).
Formula (9.27) can be justified in a standard way, similar to the proof of formula (9.25).
Theorem 7.8 is proved. 
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Abstract. The rational quantized Knizhnik-Zamolodchikov (qKZ) equation associated with the
Lie algebra sl2 is a system of linear difference equations with values in a tensor product of sl2
Verma modules. We solve the equation in terms of multidimensional q-hypergeometric functions
and define a natural isomorphism of the space of solutions and the tensor product of the corre-
sponding quantum group Uq(sl2) Verma modules where the parameter q is related to the step p
of the qKZ equation via q = eπi/p .
We construct asymptotic solutions associated with suitable asymptotic zones and compute the
transition functions between the asymptotic solutions in terms of the trigonometric R-matrices.
This description of the transition functions gives a new connection between representation theories
of Yangians and quantum loop algebras and is analogous to the Kohno-Drinfeld theorem on the
monodromy group of the differential KZ equation.
In order to establish these results we construct a discrete Gauss-Manin connection, in particular,
a suitable discrete local system, discrete homology and cohomology groups with coefficients in this
local system, and identify an associated difference equation with the qKZ equation.
