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Let (X,, Y,, Z,), i= 1,2, . . . . m, be a number of independent random vectors each 
with a non-singular trivariate normal distribution function with non-zero correla- 
tions and zero means. Let (X, Y, Z) be their maximum, i.e., X= maxi X,, 
Y=max, Y,, and Z=max,Z,. In this paper, we show that the distribution of 
(X, Y, Z) uniquely determines the parameters of the distributions of (X,. Y,, Z,), 
1 Qi<m. el 1990 Academic Press, Inc. 
1. BACKGROUND AND MOTIVATION 
The problem mentioned in the title was first studied by T. W. Anderson 
and S. G. Ghurye [2,3]. The motivation was a supply and demand 
problem in econometrics. More specifically, the problem is the following: If 
the distribution of the maximum of a number of independent random 
variables is known, then under what conditions it is possible for us to 
determine the individual distribution functions in terms of the distribution 
of the maximum. To answer this, one must first decide whether the dis- 
tribution of the maximum can be expressed uniquely as a product of the 
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individual distribution functions. Actually, as can be shown, once we can 
establish this property of unique factorization, the rest of the problem is 
often routine. This unique factorization is obviously not valid for many 
classes of distributions. For example, F’!‘F’,’ = F”“F1”4F’!2; G2 = G, G,, 
where G,(x) = exp( -ax) with a > 0, for s < 0 and = 1 for .\: 3 0. However, 
Anderson and Ghurye have shown that the important unique factorization 
property holds when we consider only products of non-singular normal 
distributions. They considered the univariate case actually in a setting 
more general than normal and the bivariate case for non-singular normal 
distributions with positive correlations. They removed the restriction of 
positive correlations when they restricted their attention to the product of 
two such distribution functions. Note that if one allows normal distribu- 
tions with zero correlations, then the unique factorization property does 
not hold. The general bivariate normal case for non-singular distributions 
with non-zero correlations was solved in [4]. 
A more realistic setting of the problem is the general multivariate setting. 
The reason is the following. When we look at a supply and demand 
problem, we are often interested in knowing about the supply and demand 
situation of a number of commodities (often more than two, rather than 
one or two, whose supplies are inter-dependent on one another), when we 
have the knowledge of only their minimum, i.e., we know only the actual 
quantities of each commodity purchased by the consumers, which is the 
minimum of the supply and the demand of that commodity. Assuming that 
the means of each of the two multivariates, supply as well as demand, are 
known, and assuming that they are both normally distributed, we can as 
well pose the problem in terms of the knowledge of their maximum (since 
normal densities with zero means are symmetric). 
Purpose 
In this paper we will completely solve the above identification problem 
for trivariate normal distributions. Though the basic idea used in the proof 
of the trivariate case is similar to the one in [4], the problem here is 
immensely more complicated and the analysis much more difficult. Here we 
need detailed careful analysis of the asymptotic behavior of various partial 
derivatives such as F,, , F,,, Frj, F,, F,, ~i3, etc. of a trivariate normal 
distribution function F(x, , .“c2, .x3) corresponding to a random vector 
(Xi, X,, X,), and also asymptotic estimates of the tails P(X, 2 x,, X2 2 x2), 
P(X, 2 x2, X3 2 x,), etc. We have used Mill’s ratio results for multivariate 
normal distribution functions as well as common sense asymptotic analysis 
techniques. The reader may wonder why we looked into the trivariate nor- 
mal case rather than the general n-variate case. Our first reason is that the 
general n-dimensional character of a multivariate normal distribution is 
truly exposed at the trivariate level, and our solution in the bivariate case 
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did not give us any hint whether the trivariate case could be handled 
similarly. Our second reason is that it is fairly easy to show (see our 
concluding remarks at the end of the paper) that if the property of unique 
factorization holds for the product of two non-singular 4-variate normal 
distributions with non-zero correlations, then the same is valid for n-variate 
such distributions (n > 5). Naturally, handling of the trivariate case must 
precede that of the 4-variate problem. We are now fairly convinced that 
our trivariate methods will work in the 4-variate situation, though com- 
plications will soar. We also feel that asymptotic analysis of the tail dis- 
tributions cannot be avoided if one wants to solve the problem completely. 
However, we have been successful in another paper [S] dealing with the 
general n-variate problem with relative ease with the assumption of an 
extra condition, namely that all the distributions have positive partial 
correlations. 
Organization of the Paper 
In the second section, we deduce expressions of all different partial 
derivatives of a triviate normal. We will need all these in later sections and 
these are not readily available in the literature. 
The third section contains results on the asymptotic order of the various 
partial derivatives of a trivariate normal and related various tail distribu- 
tions. Ail the results in this section are new. 
The reader interested in going to the heart of the problem and having an 
idea of the solution is advised to go to the fourth section right away, which 
contains the proof of our main result. Here we will omit the proofs of all 
the lemmas in Sections 2 and 3. The reader interested in these proofs is 
welcome to write to one of the authors to provide these proofs. 
2. FORMS OF THE PARTIAL DERIVATIVES OF A TRIVARIATE 
NORMAL DISTRIBUTION FUNCTION 
Throughout this paper, by a trivariate normal distribution function we 
will mean a non-singular distribution function with zero means and a 
density function of the form 
f-(x,, x2, x3) = (Jki m-“‘I 
.exp[-~(s:x:+s:x:+s:x:+2s,s,r,,x,x, 
+ 2s,s3r13x,x3 + 2s2s3r23x2.y3) J, (2.1) 
where 
A*= 1 +2rllr,,r2,-rT,-rf,-r:, and (MI = s;s;s:LP. (2.2) 
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We will denote the corresponding d.f. by F(x, , x2, x3) and the correspond- 
ing random vector as (X,, A’,, A’,). The variances of X,, X,, and X3 are 
denoted by VT, vi, and 0: and their correlations by plz, p13, and pz3. (pti 
is the correlation between X, and XT) We also have the following identities: 
4 = (1 - r:J(S:A*), v: = (1 - r;j)/(s;d2), 0; = (1 - r:*)/(S:Ll*). 
The 
The 
Pl2 = (r13r23 - y,*Y (1 - &)U -&I, 
PI3 = (ynr23 - r,,,/ (1 - &Nf - f-&l, 
P23 = (r12r 13 - r23)/ (1 - rT,)(l - rT2). 
univariate marginal densities will be denoted by 
bivariate marginal densities will be denoted by 
s,s,A 
fi2(xI,x*)=--. 2n ev 
- i(Sf(l -r:,)xf 
+ 2s,s2(r12 - r13r23)x,x2 + 41 - rZ3)-4 1 
s,s,A 
fi3(X11 x3) =-. 2n exp 
-i (s:(l -r:,)x: 
+ 2s,s3(r13 - r12r23)xIx3 +s:(l - ri,)-+ 1 
s3s2A 
f23tx2r x3) = - ’ 2n exp 
-f (s:(l -rf,)xi 
1 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
+ 2s2s,(r2, - rlzr13)x2x3 +s:(l - &)x: 
1 
. (2.8) 
To obtain the necessary formulae for the partial derivatives of F, the 
following lemma is crucial. 
Below, Mkk denotes the matrix obtained from the matrix M by removing 
its kth row and kth column. 
LEMMA 2.1. Let t = (t,, . . . . t,) and A4 be an n x n symmetric positive 
definite matrix. Then for 1 < k 6 n, 
4 fMtTI,,=,,=~+ [tk+.~k?“f;(kfkk)-l]Mkk[tk+X&;(Mkk)-l]T, 
kk 
(2.9) 
where &ii is the k th row of A4 with the k th entry eliminated. 
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In what follows, the value of a n-variate normal distribution function 
with covariance matrix A will always be denoted by 
N(x; A) at the point x = (x1, x2, . . . . x,). (2.10) 
Let F(X), x as in (2.10), be a n-variate nonsingular normal distribution 
function with density given by 
1 MI q 27c)“‘2 e exp[ - ixMxT], (2.11) 
where M- ’ is the covariance matrix. 
Then using Lemma 2.1, we find by routine arguments that for 16 k < n, 
F,,(x)=f,(x,)‘N(Xk+Xk’M~(Mkk)-‘; (Mkk)-‘), (2.12) 
where xk is the vector x with its kth entry removed andf, is kth univariate 
marginal density of (2.11), and FX, denotes the kth partial derivative of F. 
Below and from now on F will denote a nonsingular trivariate normal 
d.f. with zero means and density given by (2.1). Equation(2.12) then leads 
immediately to the following formulae. 
LEMMA 2.2. The three partial derivatives F,, , F.x2, Fx, are given as 
Fx,(x,, x2, ~d=‘~ 
1 + 2r,,r,,r,, - rT2 - ri3 -r& 
JscJl=F& 
s:(l +2r12r13r23-r:2-rf3-r:3) 2 
1 -ri, I) Xl 
xN x2+x1 
s1(r12 - r13r23) 
,x,+x, 
sl(r13 - r12r23) . 
~~(1 - rS3) s3(1 - 4,) ’ 
1 
~31 - d3) 
- r23 
s2s3( 1 - r:3) 
- r23 
s2s3(1 -63) 
1 
41 - G3) 11 7 (2.13) 
and similarly for Fx2 and F,.,. 
The mixed partial derivatives of F are given by 
F,,,,=f~2(x~,x2).P(W~s1r13x1+s2r23x2+s3x3), (2.14) 
F x,xj=fi3(X~,x3)~~(~~~1~12x1 +S~X~+S~~~~X~), (2.15) 
F x2.rj=f23(x2,x3)~~(~~~1x1+~2~12x2+~3~13x3), (2.16) 
where W is a standard normal real random variable. 
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3. LEMMAS NECESSARY FOR THE PROOF OF THE MAIN THEOREM 
We say f- g iff f/g + 1 in the limit. 
LEMMA 3.1. Let F be the distribution of (X, Y) such that 
F(x, y) = (ab 4?-7)/2a .I-’ i exp[ - &a”u’ + 2 abruv + b2v2)] dv du 
-T -3c 
and a > 0, b > 0, and IrI < 1. Then we have the following assertions: 
(i) Let r > 0 (i.e., the correlation of F be negative). Then for every 
e > 0, 
exp[-i(a2x2+2ab(r+e)xy+b2y2)]<P(X>x, Yay) 
< exp[ - i(a’x” + 2abrxy + b’y’)], 
for sufficiently large x and y. Actually, for r > 0, P(X > y, Y 3 y) = o(F,,.). 
(ii) Let r > 0 and let W be the standard normal real random variable. 
Then 
P(Xax, Y>y)-P(W>aJi3x), as x%y-+oo; 
also, tf we write M+ =P(Wba,/gx)-P(Xbx, Y>y), then for 
every e > 0, 
exp[ - $(a’x’ + Zab(r + e)xy + b’y’)] < M 
< exp[ - i(a’x” + 2abrxy + b2y2)] 
for sufficiently large x, y with x $ y. 
(iii) Let r < 0 and z = kx + y, where k is some positive number. 
Case A. Suppose k <-arib. Then, P(Xa x, Y > z)~ P( W> a m x) 
as x&y- >co; also, 
JP(Xax, Y>z)-P(WZaJi7x)i 
= o(exp[ - $(a’x’ + 2abrxz + b2z2)]. 
Case B. Suppose k>-a/(br). Then, P(X>x, Y>z)-P(W>bpz) 
as x%y- >a~; also, 
IP(X>x, Y>z)-P(W>b,/l-;iz)l 
= o(exp[ - i(a’x’ + 2abrxz + b2z2)]). 
IDENTIFICATION OF PARAMETERS 101 
Case C. Suppose -at-/b Q k < - a/(br). Then, as x $ y - > co, 
P(X>,x, Ydz)-ab~/[(2na2x+abrz)(abrx+b2z)] 
. exp[ - $(a2x2 + 2abrxz + b2z2)]. 
LEMMA 3.2. Let F be a non-singular trivariate normal distribution function 
with non-zero correlations p12, p13, and pz3. Then the following assertions 
hold (as x,~x2~xx,~oo): 
I. The asymptotic order of F,, F,rZ,,. 
Case A. plZ>O andp,,>O. 
(i) F,, = o(F,,,,,,) rf either r23 b 0 or zf (r23 < 0, r12 < 0, r,3 < 0). 
(ii) F,, mfi2(x1, x2)/[a linear function in x, and x2], if r23 < 0, 
r13 > 0. 
(iii) F,, mf,JxI, x3)/[a linear function in x1 and x,], zf r23 < 0 and 
r12 B 0, 
(iv) Fr2r, -f23(x2, x3) always, in this case and all other cases. 
Case B. plz>O andp,,<O. 
(i) F,, -fi2(x1, x2)/[a linear function in x, and x2], if either r13 or 
r,2 or both are nonnegative (or equivalently, if either r23 d 0 or (rZ3 > 0 and 
r13 > 0)). 
(ii) K’,, = o(F,,,,,,), if r13 < 0 and r12 < 0. 
Case C. pIr<O andp,,<O. F,,-cexp[-$.s~d2x~/(1-r~,)]. 
Case D. p12<0 andp,,>O. 
(i) F,, -fi3(x1, x3)/[a linear function in x1 and x,], zf either r13 or 
r12 or both are nonnegative. 
(ii) F,, = o(F,,,,,,), otherwise. 
II. The asymptotic order of F,, F,,,, : 
(i) F,,,, = 4F.x,.~,.y,) ifr12 < 0. 
(3 Fx,Fx,,, -f2(xdfi3( xl, x3), if r12 k 0 and pz3 < 0. 
(iii) Fx2F,,x3 -fz3(x2, x3)fi3(xl, x3)/[a linear function in x2 and 
x3], zfr,,aO andp,,>O. 
III. The asymptotic order of F.~r,FT,x2: 
6) F,,,, = 4F,,,,,,), ifr13 < 0, or if r13 = 0 and r23 < 0. 
(ii) F.&,,, -f3(x3)fiz(x,, x2), zfr,,>O or zfr,,=O and r,,30. 
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LEMMA 3.3. Let F he a nonsingular trivariate normal distribution func- 
tion with non-zero correlations p ,2, p, 3 and pZ3. Then as x, 9 x2 $x, --+ NJ, 
the following assertions are valid: 
(1) A. VP,, < 0, then Fr2rj = 4L,F,,). 
B. VP,, > 0, then F.&, = o(F.Y2.Y,). 
(II) A. Suppose that p13 < 0. 
(i) F .x,Jj = o(F,,F,,), ifp~ < 0 or ifp,? > 0 and r23 d 0. 
(ii) If p12 > 0 and r23 > 0, then either F,,,, = o(F,,F.~,) or F.V,,, 
and F.r,F.K, are both oK,.~~.~J 
B. Suppose that P,~ > 0. 
0) F,,L:,, = 4Fx,.J~ ifpI < 0 and ri2 2 0. 
(ii) F,, = 4F~,.x2r~ 1 and K,,, = 4F.y,.y,,,)3 ifpI2 < 0 and r12 < 0. 
(iii) F.~,.~, = oV’,,F,,), ifpI > 0, r23 -c 0 and r13 > 0. 
(iv) Ifp,, > 0, but (r23 < 0 and r,3 > 0) does not hold, then either 
E-,, 6, = o(F,,,~ 1 or C, FL, and F.v,.r, are both 4Fr,,,,,). 
(III) A. Suppose that plz < 0. 
0) E;,,, = o(F,,F.~~), ifpI, < 0. 
(ii) Zfp,, > 0, then either F.Y,,, = o(l;,, F.Y2) or both are o(F,,,,,,). 
B. Suppose that p,2 > 0. Then either F,, F,, = o(F.& or both are 
o(F,,,pl 9 ) unless p13 > 0, r13 < 0, r23 < 0 and r12 > 0 (all of these) 
hold. 
LEMMA 3.4. Let F be a trivariate non-singular normal distribution func- 
tion and (X, , X2, X,) be a random vector with distribution F. Then we have 
the follwing assertions: 
(i) P(Xl>x,, X2<x2, X3>x3)=o(P(W3slr13xl+s2r23x2+s3x3)), 
ifr,,30 andr,,<O; and =o(P(W2s,x, + s2r12x2 + s3r13xJ)), ifr,,>O 
and r,2 < 0. 
(ii) Suppose that r ,2 2 0 and r23 < 0. Then, P(X, 2x,, X2 2x2, 
X3<x3) =o(P(W2s,r,,x, + s,x~+s~T~~x~)). 
(iii) Suppose that r 13 20 and r23 ~0. Then, P(X, ax,, X22x2, 
X32x3) = o(P(W>s,r,,xl + s2r23x2+s3r3)). 
LEMMA 3.5. Consider the following three marginal density (two-dimen- 
sional) products for a trivariate non-singular normal distribution function: 
(i) .fi2(x~~ x2)fi3(x1, -d 
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(3 fi2h x2)f23(x2, x3) 
(iii) fi3h x3)f23(x27 x3). 
Suppose that the asymptotic order of the product (i) is the same for two 
distributions. Then these two distributions must have the same set of three 
variances and two correlations, the plZ and P,~ ones. Similar conclusions hold 
for (ii) and (iii). 
Furthermore, if the asymptotic order of the term 
(iv) Cfdxl 3 xdf23b2, x3)fi3(x17 x3)l/CsI.dr12 - r13r23)xl + 
s’,( 1 - r&)x2] is the same for two distributions for which the parameters & 
and ri3 are different, then these two distributions must be identical, that is, 
they will have the same set of the three variances and the three correlations, 
LEMMA 3.6. Let F be a non-singular trivariate normal distribution func- 
tion such that p12 < 0 and p13 < 0. Let (X, Y) have distribution N, where N 
is the distribution that appears in the expression for F.r, (see Lemma 2.2). 
Then tf x and y are as given below, 
1 -P(X<x, Y<y)-P(X2x), if rf3 > rT2; 
-p(nY), if rf3 6 rT2, 
where x=x2+s1x,(r12-r,3r23)/s2(1 -rZ,L .v = x3 + sI.y1(r13 - r12r23)/ 
s3( 1 - ri3). 
4. THE UNIQUE FACTORIZATION THEOREM 
THEOREM 4.1. Let F1, F,, . . . . F,,, and G,, G,, . . . . Gk be non-singular tri- 
variate normal distribution functions with non-zero correlations and zero 
means. Zf the product of the F;s and the product of the Gis give the same 
function, then m = k and (F,, F2, . . . . F,} = (G,, GZ, . . . . G,}. 
Proof Let F,‘s and the Gys be as in the theorem. We are then given the 
equation 
where --co <xi-c co, i= 1,2, 3. 
Let us rewrite (4.1) as 
mtk 
,‘1I, FY=4 
where Ci= 1 for i<m, = -1 for i>m, and Fj=Gjp, forj>m. 
(4.2) 
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Taking “log” and differentiating partially, we obtain from (4.2): 
LA, + F;r,.X;r? + F,,,, F,, 2F,, F,,F,, 
F? 
+ F3’ 
I 
= 0. 
(4.3 1 
In Eq. (4.3) for convenience we have dropped the subscript i for F. In what 
follows, whenever we mention limit, we will always mean limit as 
X, +x2$x3 and x3 goes to infinity. (The meaning of $, when not clear 
from the context, will be clarified.) Let us say that ,fdominates g if g = o(.f ). 
Note that two functions of the form 
exp[As: + Bxi + Cx: + Dx, x2 + Ex, x2 + Fx,x,] 
are either identical or one dominates the other (as x, ti x2 $ x3 go to 
infinity). It is clear from Lemmas 3.2 and 3.3 that there will be a group of 
dominating terms in the summation of (4.3) and each term in this group 
has three different types of terms one of which will be the dominating part. 
It is also clear from these lemmas that the dominating parts in each 
dominating term are all of the same type. In other words, if F,,,zF,, is the 
dominating part in one of the dominating terms, then the dominating part 
of every other term in the dominating group must also be of the same type, 
and these dominating parts must have the same exponential functions 
occurring in their asymptotic expression. Note that when we pass to the 
limit after dividing both sides of (4.3) by the d.p.d.t. (dominating part of 
a dominating term), we get an equation of the form: C ci= 0, where the 
summation is over the group of dominating terms. This means that there 
are always two or more terms in a dominating group. 
The idea of the proof is the following: We consider the group of 
dominating terms. Then the parameters of the corresponding distribution 
function that are identified by the exponential part of the asymptotic 
expression of the d.p.d.t. must match with those of the other distribution 
functions corresponding to the other dominating terms. If the d.p.d.t. is 
the part F,,.,,, then all the parameters (the three variances and the three 
correlations) of the corresponding distribution functions are matched in the 
dominating group. Since C ci = 0, the summation being taken over the 
terms in the dominating group and since in this case ail the distributions 
in the dominating group are identical, there must be an even number of 
terms in this group where half of the cis have to be 1 and the other half 
- 1 so that we can cancel these distributions from Eq. (4.2) and get a new 
equation (4.2) with a less number of distributions appearing there and the 
parameters of the distributions that have cancelled out are matched. We 
start the procedure again. When the d.p.d.t. is not the part F,,rZ.y,, then 
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complications arise. In this case, as we will show below, we can cancel out 
certain terms from the dominating group and this will reduce the 
asymptotic order of the part that was dominating in each dominating term. 
We repeat this procedure till we get a group of dominating terms where 
identifying the parameters of the dominating part of each term in the group 
will mean identifying the corresponding distributions. Once this step is 
reached, we can modify Eq. (4.2) again decreasing the number of distribu- 
tions appearing there by cancelling out an even number of distributions all 
identical. We start the whole procedure again till each F has been identified 
with some G. 
Now to start the proof, we consider Eq. (4.3) and the group of dominat- 
ing terms in this equation. Suppose that the d.p.d.t. is the part F,, F.x;rz F,,. 
We know from Lemma 3.3 that this is possible only if the corresponding F 
has each of its correlation negative. In this case, we know from Lemma 2.2 
that 
K,,F&, “fi(-u,)fr(x2).f~(-y~), (4.4) 
where recall from Section 2 that fi , fi, and f3 are the one-dimensional 
marginal densities. Let us now express F as 
F(xl,xz,x~)=P(X,~x,,X,~.u,,X,~s,) 
= 1 - c P(X; > Xi) + c P(X, > xj, X; 2 Xj) 
i=l i#j 
-P(x,zx,,x,>,x~,x,~.u,). (4.5) 
Note that the variances of the distribution functions corresponding to each 
dominating term match because of (4.4). Thus, for each of these terms, the 
first two terms on the right side of Eq. (4.5) are the same; the remaining 
terms in (4.5), by Lemma 3.1, can be expressed as o(F,,,, ). Thus, we can 
write 
F= S+ S’, S=l- i P(Xi>Xi) and S’ = Wx,,,). (4.6) 
i= I 
Note that (and it is an important observation), by Lemma 3.1(i), it follows 
that the s’ part of two distributions can have the same asymptotic order 
only when they have the same pzj correlation. 
Let us now look at the asymptotic order of the difference 
F,,F.&,, -fi(x~)fAxd.f~(xd (4.7) 
The difference (4.7) can be expressed as 
CF,,-f,(x,)lF,,F,,+f,(x,)C~.~,-f,(x,)lF.,, 
+.fi(xJfi(MFq -f&,)1. (4.8) 
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Using Lemma 2.2, we have 
.f,(S,)-F,I =.f‘,(x,). t-1 -P(X<.s, Y<y)], 
where (X, Y) have distribution N that appears in the expression for F.,, and 
X, y are the entries that appear in N there. Note that x and y both go to 
infinity as x, p .x2 B .Y~ go to infinity since in this case the correlations are 
all negative. 
By Lemma 3.6, it follows that 
-fi3(x13 -~3)/C4(l - rZ3),y3 + s2s3(r13 - rlzr23)13 
(4.8A ) 
otherwise. 
By the same kind of argument as that used in Lemma 3.6, it also follows 
that 
.f2(-~2) - FrZ -f23(.~~, x3)/C.$(1 -rf3)-x3 +s2s,x,(rz3 -r12r,3)] (4.8B) 
and 
.fJ-u,) - F,, -f23(.~2, .~~)/Cs:(l - r:2b2 + Ly2s3(r23 - r12r13)l. (4.8C) 
We can now write 
where D is given by 
D=S3.(the difference in (4.7))-,f,(x,)f,(~~)f,(?c,).S’. [F’+ SF+ S’]. 
Note that because of Eqs. (4.8), the asymptotic order of the d.p. of D is that 
of the term 
fl(xl)f23(x2a -y3)f3(x3)/[si(1 -r:3)x3 +s2s3x2(r23-r12r13)1. (4.9A) 
It follows easily using the same kind of argument used in the proof of 
Lemma 3.5(iv) that if the D-parts of two dominating terms have the same 
asymptotic order as given by (4.9A), then the corresponding distributions 
must have the same set of the three variances and one (the pz3) correlation. 
Notice that D = o(F,, I;;,,,). 
Observe the procedure now. This will be typical of what will be done 
throughout this proof. Dividing both sides of (4.3) by the d.p.d.t. and 
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passing to the limit (that is, as always, as xi %x2 %x3 go to infinity), we 
obtain: 
1 ci = 0, the summation being over the group of dominating terms. (4.10) 
Multiplying every term in (4.9) by the corresponding c and summing over 
the dominating terms, we have 
(4.10B) 
since f, , fi, f3, and S are the same for each dominating term and (4.10) 
holds. Thus we can and do replace the part F,, F,,Fx,/F3 by the part 
D/(F;‘S’) in each of the dominating terms in Eq. (4.3). This procedure is 
reducing the asymptotic order of each d.t. and thus, getting us closer to the 
goal of identifying all the parameters of the distributions corresponding to 
the dominating terms by identifying the asymptotic order of the dominat- 
ing terms. By repeating this procedure again and again (if needed), we can 
assume with no loss of generality that the d.p.d.t. in (4.3) is either the 
F .y,.~,.r,lF part or the K,.&, + F,&, + K,.r, F.JF2 part. 
One natural question is how and when we treat the new D-part that we 
have brought in each of the previously dominating terms. In one of the 
future steps in the proof when these terms become dominating terms again, 
the d.p. will be the part F,,Fy2.JF2, which will be replaced by a term 
D’/F2T2, where 
D’ = T2 ILK, C2.q -fibl)f&z, ~311 -fifi,.T’(T+F), 
where F= T+ T’ and 
Note that D’ has the same asymptotic order as that of fz3 .h, where h is 
given by (4.8A). Similarly, the parts F,,F,,,, and F,, F,,,, in these terms are 
replaced by D” and D”‘, when their turns come as dominating parts in a 
d.t. Among the terms containing the D, D’, D”, and D”’ parts, the D-part 
(with its asymptotic order as in (4.9A)) is the d.p. So we will then apply 
the same procedure to this D-part when its turn comes as a d.p.d.t. 
It is now clear that the proof consists of a finite number of steps. In the 
beginning of each step, we determine the group of dominating terms and 
then replace the d.p. of each d.t. (unless it is the F,,,,,, part) by a term 
whose identification leads to the identification of a larger number of 
parameters of the corresponding distributions than would have been 
108 MUKHERJEA AND STEPHENS 
possible by the identification of the parts that have been replaced. Then we 
repeat the procedure. 
In what follows, we assume that in Eq. (4.3), the part F,, F,.,F,,/F.’ is not 
the d.p. of a d.t. 
With this assumption, let us now consider Eq. (4.3) and the group of 
dominating terms. It is clear from Lemma 3.2 that the asymptotic order of 
the d.p.d.t. must now be that of one of the following: 
Let us now observe the following. Suppose that the asymptotic order of the 
d.p.d.t. is of type (I). Then the exponential terms in F,,.,?,, for each distribu- 
tion corresponding to a d.t. must be identical which means that these dis- 
tributions in this case must have matching parameters, that is, the same set 
of three variances and the three correlations. If the above asymptotic order 
is of type (V), then for the same reason, the distributions corresponding to 
each dominating term must have the same set of three variances and one 
correlation (the p23 one). Similar conclusions can be drawn about (VI) and 
(VII). In case of (II, (III), or (IV), we can conclude by Lemma 3.5 that the 
distributions corresponding to the dominating terms must have the same 
set of three variances and two of the three correlations (P,~ and p23 in case 
of (II) and (III), and p,: and pz3 in case of (IV)). 
Now we describe the procedures (which need to be different) in each of 
the above seven cases. In case of (I), we simply follow the procedure we 
described earlier in our presentation of the idea of the proof. Let us then 
assume (II). In this case we observe that 
must be the same for each d.t., since it depends only on the three variances 
and the two correlations p13 and pz3, which are the same for the distribu- 
tions in each d.t. 
By Lemma 3.2, the asymptotic order of a d.t. can be of type (II) only if 
one of the following two possibilities arise: 
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(a) P,~>O, P~~>O, Y,~ 20, r13 ~0 (and therefore, r,3 ~0, since 
Pl3>O)i 
(b) p,?<O, P,~>O and either Y,~>O (in which case r,?>O, since 
r13r23 - r,2<O<r,2r23-r,3*r,2>r,3) or r,,<O and r,220. 
Note that in case (a), p23 must be positive, since 
P23<O PI2 ’ 02 r12 2 0 and r,,<O~r,2<r13r23<r,?r:3 
implying that 1 < rT3, which is impossible. This means that if (a) occurs for 
one d.t., then, since all dominating terms must have the same JJ?~, p23 must 
be positive for all d.t. But it follows from Lemma 3.2 that when r,2 > 0 and 
p23 > 0, then the part F&,,, has asymptotic order as in (III) which 
dominates (II). Thus, case (a) cannot occur for any d.t. With possibility (b) 
true for every d.t., we write: 
By Lemma 3.1, E= o(fi2(x,, x2)) and also the E-part for two distributions 
with matching variances and pi2 < 0 can have the same asymptotic order 
only if they have the same p12 correlation. 
Writing the function in (II) as h,(x,, x,)~~~(.x~, x3), we have by 
Lemmas 3.l(iii) and 3.2, F.,, - h,(x, , x3), F,z,, -f,,(x,, x3), and 
IF.,,--h,(x,, x,)1 =o(exp[ --i..$xfd2/(1 -ri3)] times the density of the 
distribution N that appears in the expression for F,, evaluated at the point 
(--x2+ C~l~~I(r,3r,3-r12)/~~2(1 -Y:~J, -x3 
+ C~lxI(r12r23-r13)l~3(1 -rS,)l)) 
= o(F.q,p;,)~ after simplification. 
Also by the expression for F,z,, we have 
IF,p-f23(x2, mx3)1 =f23b2~ ~~3) 'p(w2s,-u, 
+ s2r12x2 + s3r13-x3) = o(F.~,,~,,). 
Since F= S2 + E, we have, after simplification, 
CF,,F,JP”- Ch,(x,, x3)f23(~2, ~~3W~:=WF2~~:1, 
where 
Note that the asymptotic order of the H-part of two distributions can be 
the same only when all of their parameters match. As before, since 
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[h,fz,]/S$ is the same for each d.t. and C c’;= 0 (the summation being 
over the group of dominating terms), we can write 
1 c, . [F,, F,?n]IF7 = c c, . H/[F%], 
the summation being over the group of dominating terms. Thus, in this 
case again we have succeeded in replacing the d.p. of each d.t. by a term 
which is of a lower asymptotic order and, moreover, identification of the 
asymptotic order of this new term for two distributions results in the iden- 
tification of these two distributions. 
Now let us examine case (III). This case can arise only when the corre- 
sponding distribution has r,2 > 0 and pz3 > 0, and the d.p. is the F.,z F,,,, 
part. (See Lemma 3.2.) Let us also observe that for case (III) to occur, we 
must havep,,>O ifp,,<O, since by Lemma3.2 whenp,,<O andp,,<O, 
F,, F,z.,j -fi(x,)fz3(x1, x,), which clearly dominates fi3(+x1, x,)firc(xz, x,), 
since 1 -r& > d2/( 1 - r&). Now we show that for case (III) to occur, we 
must have rlz > 0 and rz3 < 0 (and therefore, r,3 has to be negative, since 
here we have either p12 > 0 or both P,~ and P,~ negative). If plz > 0, then 
P23 ’ 0, p,? > 0 * r12 + r13 < 0 * rz3 < 0 (since rlz 3 0). 
If p,? < 0, then P,~ > 0 and since p13 > 0 and pz3 > 0 =P r13 + r23 < 0, this 
means that if rz3 2 0, then r,3 < 0, which is impossible since r12 > 0, r13 < 0, 
r23 2 0 apz3 < 0. Thus, for case (III) to occur, we must have: r,2 B 0 and 
rz3 ~0. It then follows from Lemma 3.4 that 
E=o(P(W>s,r,,.u, +sz.Y2+s3r23.Y3)), 
where E is the same as in case (II). 
Note that fi3(x,, x3). E= o(F,.,.,~~~). Let us now write the function in (III) 
as .fi3(x,, x3) g,(x,, x2). Then we have 
F,, F,,.,, -fix ‘g, = CF.,,-g,l .F,,,,+gl CL-J-133. 
It follows from the proof of Lemma 3.2(11) that 
IF,,-g,I -h.f,(x,).P(X>x, Ydy), 
where x, y and (X, Y) are as in the proof there. We can now write 
P(X2x, Y<y)=P(X’3x, Y’3 -v), 
where (X’, Y’) have density h .exp[ -$(sfu’-2s,s,r,,uu +ssu2)]. Since 
x--t co, y+ -cc and r,3 CO, by Lemma 3.1(i), we have 
P(X>x, Ydy)=o(exp[-f(sfx’-2s,s,r,,x(-y)+sSy’)]). 
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After simplification, we find that 
IF,, -g,l = 4K,.x*.J. 
Also, since ri2 > 0, using the expression for F,,,, we easily have 
IF,, q -fiJ -l-,x ~~(~~~1~12~1+~2~2+~~~2~x~)=~(F.~,x~c,)~ 
Using F = S2 + E, we can now write 
(F.x,F,,.,lF’) - Cfi3. g,l/$ = U(F2. S:h 
where 
L = S: . CFv,F.x,.x, -.I-,3 g,l -fn g,E. CE+ WI = 4F,,,,,,). 
As before, in each d.t. we can replace the part (F.,,F,,,,)/F’ by the term 
L/(F2S:), which is o(F,,,,,,). 
Now we consider case (IV). It follows from Lemma 3.2 that this occurs 
when the d.p.d.t. is F,, r;l,,,, and the distribution F has one of the two 
following properties: 
(i) plz>O, p13>0, r,,<O, r,,>O (and therefore, r,,<O, since 
PI2 ’ 0); 
(ii) pi2>0,pL3<0 and either r,,<O or (r,,>O and r,,>O). 
Note that in this case the three variances and the two correlations pi2 and 
pz3 are the same for the distributions corresponding to the dominating 
terms. 
We claim that if the possibility (i) occurs for one d.t. and the possibility 
(ii) occurs for another d.t., then for both terms we must have: r23 ~0, 
ri2 < 0, and ri3 > 0. To prove this, note that if (i) occurs, then pz3 > 0, since 
p13 > 0 and p23 < 0 =z- r,3 < r23, and this contradicts (i). 
Since pz3 is the same now for all the dominating terms, it must be 
positive for all these terms. If (ii) is true for a d.t., then since p12 > 0 and 
pz3 >O*r,, + r13 ~0, we must have r12 ~0 when r23 >O. Since rz3 >O, 
r13 3 0, and r12 < 0 imply that pz3 < 0, it is clear that for (ii) to occur for 
a d.t., we must have r23 < 0. We also observe that 
P12>01 PIdO and r23<O*r,2r23<r13 
and (r13r23b23 G r12r23 = r13r:3 < r13 = r13 >O. 
Also, p12 >O, r23 ~0, and r13 >O*r,, ~0, and in this case, 
p23 >O ar23 #O. Thus, for (ii) to occur for a d.t. when (i) occurs for 
another, we must have r23 < 0, r,2 < 0, and r,3 > 0. This establishes our 
claim. 
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Let us now write F= S, + K, where we write F as in (4.5) and take 
K= P(X, 2 x,, X, 3 x3) - P(X, 3 x,. X, 3 x2, X, 3 x3) 
and S3=F-K. 
Note that the S,-part is the same for each d.t. in case (IV). Also, when 
r,3 > 0 and rz3 < 0, then it follows by Lemma 3.4 that 
When (ii) occurs for each d.t., then since p,3 < 0, it follows by Lemma 3.1 (i) 
that 
K= 4fidx,, ~3)) 
and that, if the asyumptotic order of the K-part of two distributions with 
p13 < 0 are the same, then these two distributions must have the same two- 
dimensional marginal (along x, and x3 axes). 
Let us now write the function in (IV) as g,(x,, .u,)~~~(x~, x3). We now 
show that no matter which possibility occurs for a d.t., for each d.t. we 
have 
I& - g,l = 4F,,,,.q) and IF,,,, -S23/ = Wq,,,,). (4.11) 
When (i) holds for a d.t., it follows from Lemma 3.1 and the proof of 
Lemma 3.2 that 
where 
x= -~2+~1x,C(~13~23-~*2)/~3(1 -&)I and 
y= -,:x3+s, +sIx1[r12r23-r13)/s3(1 -ri3)l. 
After simplification, we have 
I&,, -g,l = 4J;I,,.x,,,). (4.12) 
Using the same lemmas, it also follows similarly that (4.12) holds also 
when (ii) holds for a d.t. It also follows from the expression for F.x2r, that 
I FX,,, -S23l =f23(x2r~3).P(W~~1~I+~2r12~2+~3r13X3) 
= M’x,.xlrpj 1, after simplification (using Mill’s ratio). 
In every d.t. we can now write 
CC, F,,.qIIF’ - Cgzb , , -Qf&2, xdl/S: = fX-F2~:I, 
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where 
Note that when rz3 < 0 and ri3 > 0 for each d.t., then K’ = o(F,,,,,,), since 
g, . K then becomes after simplification o(F,,,,,,). When (ii) holds for 
every d.t., 
then the asymptotic order of K’ is exactly that of g, .f23 .fi3. (4.12’) 
Note that this function has been considered in Lemma 3S(iv). If rf2 # rz, 
for (4.12’), then by Lemma 3.5 all of the parameters of the corresponding 
distribution are completely determined by (4.12’). If, however, rT2 = r& for 
such a term, then we show below that (4.12’) has to be o(F,,,,,,). 
Notice that in case of (ii), plz > 0 and pi3 < 0. This implies that r12 < r13. 
Suppose now that rz3 d 0. Since r13 < 0, r12 < 0, and r23 < 0 cannot occur 
together, pi3 being negative, r13 must be positive. Then, since pi2>0, r12 
must be negative. Suppose that r23 > 0. For (ii) to hold in this case, r13 2 0. 
If r,,>o and r2 -r2 12- 23~ then r12 = r23y and consequently, 
r13r23 - r12 - 12 - r [r13 - l] < 0, a contradiction since pi2 > 0. Thus, for (ii) to 
occur, we must have ri3 >,O and r12 < 0 in case rf2 = ri3. It follows by 
Lemma 3.4 that in this case we must have 
K=P(X,~x,,X2dx2,X3~x3) 
= o(P( W>s,xl + s1 r12x2 + s3r13x3)). 
Then fz3(x2, x3) . K is easily seen to be o(F,,,,,,). 
Thus, in case (IV), in every d.t. we can replace, as before, the d.p. 
F,,F,,,,/F2 by K’/(F2S$ where the asymptotic order of this new term is 
either 4F.r,x2x3) or it is such that identification of the asymptotic order of 
this new term for two distributions results in the identification of these two 
distributions. 
Let us now consider case (V). This case can occur only when the d.p.d.t. 
is K, F.y2x, and for this F, p,2 < 0, pi3 ~0, and pz3 >O. In this case, for the 
dominating terms, the corresponding distributions must have the same set 
of the three variances and the p 23 correlation. This time we write 
F = S, + M, where 
‘4 = ’ - i p(xi 2 Xi) + P(X2 2 X*, X3 > X3) 
i=l 
and M= F- S, with F written as in (4.5). Note that since plz < 0 and 
p13 < 0, the asymptotic order of M is either 0(fi2(x1, x2) or 0(fi3(x1, x3), 
by Lemma 3.1, depending on whether fiq(x,, x2) dominates fi3(x1, x3) or 
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not. Also, by Lemma 3.1, for the M-parts of two distributions to have the 
same asymptotic order, the distributions must have the same p,? or pIj 
correlation. Note that the S, part is the same for each d.t. in case (V). 
Thus, we can now write 
where 
Note that in (4.8A) we have already computed the asymptotic order of the 
term fr(xi) - Fx,. Since IFIc2x3-f23/ =o(Fx,,,,,), it is clear that the 
asymptotic order of the term M’ is either in the form (II) or (IV). As 
before, we can now replace the dominating part by the part M’/(F*S~). 
The last two parts (VI) and (VII) can be treated in the same manner as 
(V). 
Thus, we have shown that we can always replace in each dominating 
term the dominating part by a new part such that it is either o(F,,,,,,) or 
it has the following property: If two distributions have these new parts of 
the same asymptotic order, then the number of matching parameters for 
these distributions must be at least one more than the number of 
parameters that could be matched for these distributions before replace- 
ment. We repeat this procedure till we get a group of dominating terms 
such that all the parameters of the corresponding distributions can be 
matched. These distributions, all identical, can now be cancelled out from 
Eq. (4.2) to get a new simpler equation with less number of distributions. 
We form again a new equation (4.3) and repeat the procedure. 
CONCLUDING REMARKS 
Suppose that 
F,.F,=G,G2 ={F,,Fz‘,)={G,,G,}. 
whenever F,, F2, G,, and G2 are 4-variate non-singular normal distribu- 
tion functions with zero means and nonzero correlations. Then the same 
unique factorization holds for all such n-variate distributions with n 2 5. 
The reason is the following: 
Suppose that n = 5. Suppose that F, F2 = G, G, and F,, F2, G,, and Gz 
have covariance matrices respectively M, , M2, N, , and N2. Let iMj be the 
covariance matrix of the marginal of Fj as xi goes to infinity, and let iNj 
be the same corresponding to Gj. Thus, with our assumption that unique 
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factorization holds in the 4-variate case, we must have ether iM, = iN1 for 
at least three distinct i’s or iM1 = iNZ for at least three distinct i’s, It is then 
clear that either M, = N, or M, = N,. Consequently, unique factorization 
holds for n = 5. The case n > 5 can be completed now easily using induc- 
tion. 
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