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Abstract: We study how the divide and conquer principle — partition the available
data into subsamples, compute an estimate from each subsample and combine these
appropriately to form the final estimator — works in non-standard problems where
rates of convergence are typically slower than
√
n and limit distributions are non-
Gaussian, with a special emphasis on the least squares estimator (and its inverse)
of a monotone regression function. We find that the pooled estimator, obtained by
averaging non-standard estimates across the mutually exclusive subsamples, out-
performs the non-standard estimator based on the entire sample in the sense of
pointwise inference. We also show that, under appropriate conditions, if the number
of subsamples is allowed to increase at appropriate rates, the pooled estimator is
asymptotically normally distributed with a variance that is empirically estimable
from the subsample-level estimates. Further, in the context of monotone function
estimation we show that this gain in pointwise efficiency comes at a price — the
pooled estimator’s performance, in a uniform sense (maximal risk) over a class of
models worsens as the number of subsamples increases, leading to a version of the
super-efficiency phenomenon. In the process, we develop analytical results for the
order of the bias in isotonic regression, which are of independent interest.
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1. Introduction
Suppose thatW1, . . . ,WN are i.i.d. random elements having a common distribution P . We
assume that P is unknown and θ0 ≡ θ0(P ) is a finite dimensional parameter of interest.
In this paper we focus on non-standard statistical problems where a natural estimator θˆ
(of θ0) converges in distribution to a non-normal limit at a rate slower than N
1/2, i.e.,
rN(θˆ − θ0) d→ G, (1.1)
where rN = o(
√
N) and G is non-normal, has mean zero and finite variance σ2. However,
σ2, the variance of G, can depend on P in a complicated fashion which often makes
it difficult to use (1.1) to construct confidence intervals (CIs) and hypothesis tests for
θ0. Such non-standard limits primarily arise due to the inherent lack of smoothness in
the underlying estimation procedure. Also, in many such scenarios the computation of
θˆ is complicated, requiring computationally intensive algorithms. Thus, in the face of a
humongous sample size N — quite common with present-day data — these problems
present a significant challenge both in computation and inference.
In this paper, our primary goal is to investigate how such non-standard estimates
behave under a sample-splitting strategy, the so-called “divide-and-conquer” method that
has been much used in the analysis of massive data sets; see e.g., [21], [30] and [31]. In
divide and conquer, the available data is partitioned into subsamples, an estimate of θ0 is
computed from each subsample, and finally the subsample level estimates are combined
appropriately to form the final estimator. Our combining/pooling strategy will be based
on averaging the estimators obtained from the different subsamples.
A rich class of such problems arises in the world of “cube-root asymptotics” (see [20]),
which include, e.g., estimation of the mode (see [8]), Manski’s maximum score estimator
(see [22]), change-point estimation under smooth mis-specification (see [3]), least absolute
median of squares (see [26]), shorth estimation (see e.g., [13]), and last but not least,
isotonic regression (see e.g., [6],[15]). We elaborate below on the last of the aforementioned
examples: the estimation of a monotone function.
Consider i.i.d. data {Wi := (Xi, Yi) : i = 1, . . . , N} from the regression model
Y = µ(X) + ǫ (1.2)
where Y ∈ R is the response variable, X ∈ [0, 1] (with density f) is the covariate, µ is the
unknown nonincreasing regression function, and ǫ is independent of X and has mean 0
and variance v2 > 0. The goal is to estimate µ : [0, 1] → R nonparametrically, under the
known constraint of monotonicity. We will consider the least squares estimator (LSE) µˆ
defined as
µˆ ∈ argmin
ψ↓
n∑
i=1
(Yi − ψ(Xi))2, (1.3)
where the minimization is over all nonincreasing functions ψ : [0, 1]→ R. We know that µˆ
is unique at the data points Xi’s and can be connected to the left-hand slope of the least
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concave majorant of the cumulative sum diagram (see e.g., [25, Chapter 1]). If µ′(t0) 6= 0,
where t0 is an interior point in the support of X , then
N1/3(µˆ(t0)− µ(t0)) d→ κZ, (1.4)
with κ := |4v2µ′(t0)/f(t0)|1/3 and Z := argmins∈R{W (s) + s2} (where W is a standard
two-sided Brownian motion starting at 0) has the so-called Chernoff’s distribution; see
e.g., Theorem 1 in [29]. It is known that Z is symmetric (around 0) and has mean zero.
Lastly σ2 = Var(κZ), the variance of the limiting distribution, is difficult to estimate as
it involves the derivative of µ, the estimation of which is well-known to be a challenging
problem (see e.g., [4]).
A closely related problem is the estimation of the inverse isotonic function at a point.
If a is an interior point in the range of µ and t0 = µ
−1(a) ∈ (0, 1) satisfies µ′(t0) 6= 0, then
N1/3(µˆ−1(a)− µ−1(a)) d→ κ˜Z, (1.5)
where κ˜ := |4v2/µ′(t0)2f(t0)|1/3; this can be derived, e.g., from the arguments in [11].
Similar results hold across a vast array of monotone function problems: in particular, in
the heteroscedastic regression model where ǫ is no longer independent ofX , in Grenander’s
problem ([15]) on the estimation of a monotone density, and monotone response models
as considered in [2].
We now formally introduce the sample-splitting idea. Assume that N is large and write
N = n ×m, where n is still large and m relatively smaller (e.g., n = 1000, m = 50, so
that N = 50000). We define our new “averaged” estimator as follows:
1. Divide the set of samples W1, . . . ,WN into m disjoint subsets S1, . . . , Sm.
2. For each j = 1, . . . , m, compute the estimator θˆj based on the data points in Sj .
3. Average together these estimators to obtain the final ‘pooled’ estimator:
θ¯ =
1
m
m∑
j=1
θˆj . (1.6)
Observe that if the computation of θˆ, the global estimator based on all N observations, is
of super-linear computational complexity in the sample size, computing θ¯ saves resources
compared to θˆ. Further, the computation of θ¯ can be readily parallelized, using m CPU’s.
This idea of averaging estimators based on disjoint subsets of the data has been used by
many authors recently to estimate nonparametric functions, but typically under smooth-
ness constraints; see e.g., [30], [31], and also [21] for a discussion with a broader scope.
The above papers illustrate that the sample-splitting approach significantly reduces the
required amount of primary memory and computation time in a variety of cases, yet sta-
tistical optimality — in the sense that the resulting estimator is as efficient (or minimax
rate optimal) as the global estimate based on applying the estimation algorithm to the
entire data set — is retained.
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We show in this paper that in certain non-standard problems, by sample-splitting not
only do we have computational gains, but the resulting estimator θ¯ acquires a faster
rate of convergence to a normal limit. This is quite interesting, and to the best of our
knowledge, hitherto unobserved in the statistical literature. However, this faster rate of
convergence of the pooled estimator at a point θ0 is typically accompanied with an inferior
performance in the sense of the maximal risk over a suitably large class of models in a
neighborhood of a fixed model, leading to a version of the super-efficiency phenomenon.
We lay down our contributions below.
1. We present general results on the asymptotic distribution of the averaged (pooled)
estimator θ¯, both when m is fixed and when allowed to increase as N increases,
in which case a normal distribution arises in the limit. Furthermore, in the latter
case, the order of m, which affects the rate of convergence of θ¯, crucially depends on
the bias of θˆj . Pooling provides us with a novel way to construct a CI for θ0 whose
length is shorter than that using θˆ owing to the faster convergence rate involved: in
fact, the ratio of the lengths of the CIs shrinks to 0. The calibration of the new CI
involves normal quantiles, instead of quantiles of those of the non-standard limits
that describe θˆ asymptotically. Moreover, the variance σ2 can be estimated empir-
ically using the subsample-level estimates, whereas in the method involving θˆ, one
is typically forced to impute values of several nuisance parameters that arise in the
expression for σ2 using estimates that can be quite unreliable.
2. The quantity that drives the possible gain by sample-splitting is the bias of the
non-standard estimator. Hence, to obtain results on the rates of convergence (and
asymptotic distribution) of the averaged estimator θ¯, we study the bias in proto-
typical non-standard problems: the LSE of a monotone regression function and its
inverse (exhibiting cube-root asymptotics). The bias of the LSE or the maximum
likelihood estimator in non-standard problems is hard to compute because the usual
Taylor expansion arguments that work in smooth function estimation fail in most
non-standard problems. In particular, almost nothing seems to be known about the
bias of the isotonic regression in the statistical literature. For the first time, we pro-
vide a non-trivial bound on the order of the bias of the monotone LSE under mild
regularity assumptions.
Furthermore, establishing the asymptotic normality of the pooled estimator in the
monotone regression model, requires showing uniform integrability of certain powers
of the normalized LSE as well as its inverse, pointwise. We are able to establish this
property for all powers p ≥ 1 in the general monotone regression model under a
suitable ‘light-tail’ assumption on the errors. As a consequence of these results we
obtain upper bounds on the maximal risk of the isotonic LSE and its inverse, over
suitable classes of monotone functions. Although such bounds on the maximal risk
are known for most nonparametric function estimators, this is the first instance of
such a result in the general isotonic regression problem1.
1Similar risk-bounds are presented in the special case of current status data in Theorem 11.3 in [17];
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3. We present a rigorous study of a super-efficiency phenomenon that comes into play
when using the pooled estimator in the context of estimating the inverse of an
isotonic function. Let θ denote the average of the µˆ−1n,j(a)’s, where µˆn,j is the iso-
tonic LSE from the j’th subsample and let θ0 := t0 ≡ µ−1(a) (see the discussion
around (1.5)). For a fixed m, we establish that for a fixed µ,
Eµ
[
N2/3(θ − θ0)2
]→ m−1/3Var(κ˜Z), as N →∞ ;
see (1.5). On the other hand, we also show that for a suitably chosen (large enough)
class of models M0, when m ≡ mn →∞,
lim inf
N→∞
sup
µ∈M0
Eµ
[
N2/3(θ − θ0)2
]
=∞,
whereas, for the global estimator θˆ ≡ µˆ−1N (a),
lim sup
N→∞
sup
µ∈M0
Eµ
[
N2/3(θˆ − θ0)2
]
<∞.
Thus, while the pooled estimator θ can outperform the LSE under any fixed model,
its performance over a class of models is compromised relative to the isotonic LSE.
The larger the number of splits (m), the better the performance under a fixed
model, but the worse the performance over appropriately chosen classes of models.
While we study the super-efficiency problem in a specific context, it is fairly clear
(from computational evidence as well as heuristic considerations) that it will arise in
other non-standard problems as well, e.g., the pointwise estimation of the monotone
function itself. Our discoveries therefore serve as a cautionary tale that illustrates
the potential pitfalls of using sample-splitting: the benefits from sample-splitting,
both computational and in the sense of pointwise inference may come at subtle
costs.
The paper is organized as follows. In Section 2 we consider the case when m is fixed and
n grows to infinity and study the behavior of the pooled estimator θ¯, while in Section 3 we
allow m to grow with n. Section 4 deals with a general monotone regression model where
we derive bounds on the pointwise bias of both the isotonic LSE and its inverse, as well
as Lp-risks. We use these results to study sample-splitting in various monotone function
models in Section 5. Section 6 studies in some detail the super-efficiency phenomenon that
comes into play in the isotonic regression setting under sample-splitting and compares and
contrasts it with what transpires in kernel density estimation. The proofs of some of the
main results are presented in Section 8 and Appendix A provides detailed coverage of
additional technical material.
Before we move on to the rest of the paper there is one point on which some clarity
needs to be provided: in subsequent sections, the total sample size N will be written as
however, their derivation uses a special feature of the isotonic estimator in that particular model which
is not true in the general scenario we consider, as discussed later in Remark 4.1.
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m×n. Now, ifm is a fixed number, not all sample-sizes N can be represented as a product
of that form. To get around this difficulty, one can work with the understanding that we
reduce our sample size from N to N˜ := m× ⌊N/m⌋ (which is then renamed N) with the
last few samples being discarded. Since finitely many are discarded, the resulting pooled
estimate will be as precise in an asymptotic sense as the one based on the original N : in
this (latter) case, one of the subsamples will have size less than m but the contribution of
the estimate from that subsample to the behavior of the pooled estimate is negligible in
the long run. Similar considerations can be applied to the case of a growing m, so long as
it is of a smaller order than N which will always be the case in the sequel. In this paper
we work with the N˜ interpretation.
2. Fixed m and growing n
Consider the setup of (1.1), where θ0 is the parameter of interest and let θ¯ be the pooled
estimator as defined in (1.6). We start with a simple lemma that illustrates the statistical
benefits of sample-splitting in the setting of (1.1) when n is large and m is held fixed.
Lemma 2.1. Suppose that (1.1) holds where G has mean zero and variance σ2 > 0. For
m fixed and N = m× n,
√
mrn(θ¯ − θ0) d→ H := m−1/2(G1 +G2 + . . .+Gm), as n→∞, (2.1)
where G1, G2, . . . , Gm are i.i.d. G. Note that the limiting random variable H has mean
zero and variance σ2.
Compare the above result with the fact that if all N data points were used together to
obtain θˆ we would have the limiting distribution given in (1.1). In particular, if {[rn(θˆ −
θ0)]
2}n≥1 is uniformly integrable (which we will prove later for certain problems), we
conclude that
E[r2N(θˆ − θ0)2]→ Var(G) , as N →∞,
while
E
[
mr2n
r2N
r2N(θ¯ − θ0)2
]
→ Var(G) , as N →∞, (2.2)
noting that G and H have the same variance. Thus, the asymptotic relative efficiency of
θ¯ with respect to θˆ is mr2n/r
2
N . For example, if rN = N
γ, γ < 1/2, then using θ¯ gives us
a reduction in asymptotic variance by a factor of m1−2γ . Hence, for estimating θ0, the
pooled estimator θ¯ outperforms θˆ.
Remark 2.1. If {[rn(θˆj − θ0)]2}n≥1 is uniformly integrable then,
σ2n := Var[rn(θˆj − θ0)] = r2nVar(θˆj)→ σ2, as n→∞,
for every j = 1, . . . , m. As we have m independent replicates from the distribution of θˆj,
σ2 can be approximated by
σˆ2 :=
r2n
m− 1
m∑
j=1
(θˆj − θ¯)2. (2.3)
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Remark 2.2. For moderately large m (e.g., m ≥ 30) the m-fold convolution H in (2.1)
maybe well approximated by N(0, σ2). This yields a simple and natural way to construct
an approximate CI for θ: [
θ¯ − σˆ
rn
√
m
zα/2, θ¯ +
σˆ
rn
√
m
zα/2
]
is an approximate (1 − α) CI for θ, where zα is the (1 − α)’th quantile of the standard
normal distribution. Note that, we have completely by-passed the direct estimation of the
problematic nuisance parameter σ2.
Remark 2.3. The normal approximation can be avoided at the expense of simulating the
distribution of the limiting m-fold convolution H in (2.1) and estimating the appropriate
quantiles. For example, when G is a scaled Chernoff’s distribution, i.e., G ≡d σ Z˜, where
Z˜ is the Chernoff random variable scaled by its standard deviation, we would simulate the
distribution of σ
∑m
j=1 Z˜j/
√
m, where Z˜1, . . . , Z˜m are i.i.d. Z˜. Since it is easy to gener-
ate from Z˜j (see e.g., [19]), and σ
2 can be estimated as shown in (2.3), fairly accurate
empirical quantiles of the exact limit can be generated.
3. Letting m grow with n: asymptotic considerations
In this section, we derive the asymptotic distribution of
√
mrn(θ¯ − θ0) under certain
conditions, as m→∞. We first introduce some notation. To highlight the dependence on
n, we write m ≡ mn, θˆj ≡ θˆn,j and θ¯ = θ¯mn . Consider the triangular array of i.i.d. random
variables {ξn,1, ξn,2, . . . , ξn,mn}n≥1 where ξn,j := rn(θˆn,j−θ0). Let bn := E(ξn,1) = rn(θn−θ0)
where θn := E(θˆn,1) is assumed to be well-defined. The following theorem is proved in
Section 8.1.
Theorem 3.1. Suppose that (1.1) holds where G has mean zero and variance σ2 > 0.
Also, suppose that bn = O(c
−1
n ), where cn → ∞ as n → ∞, and that the sequence {ξ2n,1}
is uniformly integrable. Then, as n→∞,
(i) for any mn →∞ such that mn = o(c2n),
√
mnrn(θ¯mn − θ0) d→ N(0, σ2);
(ii) if mn ∼ O(c2n), and furthermore
√
mn bn → τ , then
√
mnrn(θmn − θ0) d→ N(τ, σ2). (3.1)
Remark 3.1 (Gains from sample-splitting: “divide to conquer”). The pooled estimator
θ¯mn is more effective than θˆN , when its convergence rate exceeds that of the latter, i.e.,
rN√
mnrn
→ 0⇔ rN/rn
m
1/2
n
→ 0;
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thus, if rN = N
α, using N = n×mn, this requires α < 1/2. In other words, acceleration
is only possible if the initial estimator has a slower convergence rate than the parametric
rate.
Remark 3.2 (Choice of mn). As above, let rN = N
α with α < 1/2, and let cn = n
φ.
Choosing mn = n
2φ−δ, with 0 < δ < 2φ, so that mn = o(c2n), we have
√
mn rn = n
φ−δ/2+α.
Using mn × n = N , we get n = N1/(2φ−δ+1). The convergence rate of the pooled estimator
in terms of the total sample size is therefore N (φ−δ/2+α)/2(φ−δ/2+1/2) . Since α < 1/2, this
rate is strictly less than N1/2. Next, the improvement in the convergence rate is given by
φ− δ/2 + α
2(φ− δ/2 + 1/2) − α = 2
(
1
2
− α
)
φ− δ/2
φ− δ/2 + 1/2 ,
which is monotone decreasing in δ. This means that smaller values of δ, corresponding to
larger values of mn = N
(2φ−δ)/(2φ−δ+1) give greater improvements in the convergence rate.
In the situation of conclusion (ii) of the above theorem, when δ = 0 and mn = O(c
2
n), we
get the maximal convergence rate: N (α+φ)/2(φ+1/2).
To get the best possible rate out of sample-splitting, ideally, we would like to get hold of
the optimal value of cn, i.e., we would want bn = O(c
−1
n ) but not o(c
−1
n ). The optimal cn
might, of course, be difficult to obtain in a particular application; however, sub-optimal
cn’s will also improve the rate of convergence, albeit not to the best possible extent.
From Theorem 3.1 we see that the two key challenges to establishing the asymptotic
normality of the pooled estimator are: (a) establishing uniform integrability as desired
above, and, (b) determining an order for the bias bn. In the following sections we consider
the example of monotone regression and address (a) and (b) for the isotonic MLE and its
inverse.
4. Isotonic regression: uniform integrability and bias
In this section, we consider the example of monotone regression (a prototypical example
of non-standard asymptotics) and establish the uniform integrability of the isotonic LSE
and its inverse as well as an order for the point-wise bias. While this section is useful in
applying Theorem 3.1 to derive the rate of convergence and asymptotic distribution of
the pooled estimator in isotonic regression (Section 5), we believe it is also of independent
interest. To the best of our knowledge, Theorems 4.3 and 4.4 constitute the first attempts
in the literature to study the order of the bias of the monotone LSE under mild regularity
assumptions and may well have implications beyond the sample-splitting methodology
considered in this paper. Our formal treatment is developed in the framework of [11]
which considers a general monotone non-increasing regression model described below.
The results, of course, extend immediately to the nondecreasing case.
We observe independent copies {Wi ≡ (Xi, Yi) : i = 1, . . . , n} of a bivariate random
variable (X, Y ) ∈ [0, 1] × R. We aim at estimating the regression function µ defined
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by µ(x) = E(Y |X = x) for x ∈ [0, 1], under the constraint that it is nonincreasing on
[0, 1]. Alternatively, we may be interested in estimating the inverse function µ−1. With
ǫ = Y − µ(X) we define v(x) := E(ǫ2i |Xi = x) for all x ∈ [0, 1] and we make the following
assumptions.
(R1) µ is differentiable and decreasing on [0, 1] with inft |µ′(t)| > 0 and supt |µ′(t)| <∞.
(R2) X has a density f which is bounded and bounded away from zero.
(R3) There exists c0 > 0 such that v
2(t) ≥ c0(t ∧ (1− t)) for all t ∈ [0, 1].
(R4) There exist K > 0 and α > 0 such that E
(
eθǫ|X) ≤ K exp(θ2α) a.e. for all θ ∈ R,
Assumption (R3) is slightly less restrictive than the usual assumption of a bounded vari-
ance function v away from zero and allows us to handle, for example, the current status
model in Subsection 5.2. Assumption (R4) is fulfilled for instance if the conditional dis-
tribution of ǫ given X is sub-Gaussian and the variance function v is bounded, or if ǫ is
bounded.
4.1. The isotonic LSE of µ and the inverse estimator
We start with an exposition of the characterization of the least-squares estimator (LSE)
of µ and its inverse under the monotonicity constraint. With X(1) < · · · < X(n) the order
statistics corresponding to X1, . . . , Xn, and Y(i) the observation corresponding to X(i), let
Λn be the piecewise-linear process on [0, 1] such that
Λn
(
i
n
)
=
1
n
∑
j≤i
Y(j) (4.1)
for all i ∈ {0, . . . , n}, where we set ∑j≤0 Y(j) = 0. Let λˆn be the left-hand slope of the
least concave majorant of Λn with λˆn(0) = limt↓0 λˆn(t). It is well known that a monotone
µˆn is an LSE if and only if it satisfies
µˆn(X(i)) = λˆn(i/n) (4.2)
for all i = 1, . . . , n. In the sequel, we consider the piecewise-constant left-continuous
LSE µˆn that is constant on the intervals [0, X(1)], (X(n), 1] and (X(i−1), X(i)] for all i =
2, . . . , n− 1.
Now, recall that for every nonincreasing left-continuous function h : [0, 1] → R, the
generalized inverse of h is defined as: for every a ∈ R, h−1(a) is the greatest t ∈ [0, 1] that
satisfies h(t) ≥ a, with the convention that the supremum of an empty set is zero. In the
sequel, we consider the generalized inverse µˆ−1n of µˆn as an estimator for µ
−1.
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4.2. Uniform integrability and bias of the direct and inverse estimators
In this subsection we provide bounds on the absolute centered moments of the isotonic
LSE and its inverse. These results will imply uniform integrability of the corresponding
estimates. We also establish the order of the bias for both the LSE and its inverse. First, we
consider the absolute centered moments. The proofs of the main results in this subsection
are given in Section 8.4.
Theorem 4.1. Assume (R4), X has a density function f , µ is nonincreasing, and
there exist positive numbers A1, . . . , A5 such that A1 < |µ′(t)| < A2, A3 < f(t) <
A4 and |µ(t)| ≤ A5 for all t ∈ [0, 1]. Then, for any p ≥ 1, there exists Kp > 0 that
depends only on p, A1, . . . , A5, K, α, where K and α are taken from (R4), such that for
all n,
1. E (|µˆ−1n (a)− µ−1(a)|p) ≤ Kpn−p/3 for all a ∈ R,
2. E (|µˆn(t)− µ(t)|p) ≤ Kpn−p/3 for all t ∈ [n−1/3, 1− n−1/3].
Remark 4.1. Inequalities (11.32) and (11.33) in [17] are special cases of the second
assertion of Theorem 4.1 above since the current status model is a special case of the
general regression model (see Section 5.2). However, the inequalities in [17] hold for all t,
whereas the corresponding inequality above holds only for t in a restricted interval. This is
due to a very specific feature of the estimator in the current status model: it has the same
range as the estimated function since both of them are distribution functions. In particular,
the estimator is consistent at the boundaries in the current status model, whereas it is not
in the general regression model. Hence, the strategy of proof in [17] does not extend to the
general regression model. Specifically, the proof in [17] is based solely on an exponential
inequality for the tail probabilities of the inverse estimator given in Theorem 11.3 of that
book, whereas our proof is based on two exponential inequalities, see Section 8.4.1: Lemma
8.1 extends Theorem 11.3 in [17] to our general setting, and Lemma 8.3 gives a sharper
exponential inequality for the case when the inverse estimator is computed at some point,
a, that does not belong to the range of µ.
A direct corollary (below) to Theorem 4.1 is an upper bound on the maximal risk of the
two estimators discussed above. Although such bounds on the maximal risk over suitable
classes of functions are known for most nonparametric function estimators, this is the first
instance for such a result in the context of isotonic regression.
Corollary 4.2. Let A1, A2, A3 be positive numbers. Let F1 be the class of nonincreasing
functions µ on [0, 1] such that A1 < |µ′(t)| < A2 and |µ(t)| ≤ A3 for all t ∈ [0, 1]. If (R2)
and (R4) hold, then for any p ≥ 1, there exists Kp > 0 such that
1. lim sup
n→∞
supµ∈F1 n
p/3
Eµ (|µˆ−1n (a)− µ−1(a)|p) ≤ Kp for all fixed a ∈ R,
2. lim sup
n→∞
supµ∈F1 n
p/3
Eµ (|µˆn(t)− µ(t)|p) ≤ Kp for all fixed t ∈ (0, 1).
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We next consider the order of the bias. Tackling the bias requires imposing additional
smoothness assumptions on the underlying parameters of the problem. Precisely, we as-
sume for some of our results that v2 has a bounded second derivative on [0, 1], that
|µ′(x)− µ′(y)| ≤ C|x− y|s, for all x, y ∈ [0, 1], (4.3)
for some C > 0 and s > 0 (where bounds on s will be specified precisely while stating the
actual results); and, instead of (R2), the more restrictive assumption:
(R5) The density f of X is bounded away from zero with a bounded first derivative on
[0, 1].
Theorem 4.3. Assume (R1), (R5), (R3) and (R4). Assume, furthermore, that v2 has a
bounded second derivative on [0, 1] and µ satisfies (4.3) for some C > 0 and s > 3/4. For
an arbitrary constant K > 0 we then have
E
(
µˆ−1n (a)− µ−1(a)
)
= o(n−1/2)
where the small-o term is uniform in a ∈ [µ(1) +Kn−1/6 log n, µ(0)−Kn−1/6 logn].
Now, consider the bias of the direct estimator. Ideally, one would like to prove that
E (µˆn(t)− µ(t)) = o(n−1/2) uniformly in t ∈ [Kn−1/6 log n, 1 − Kn−1/6 log n], with an
arbitrary K > 0 that does not depend on n. Unfortunately, we are only able to obtain a
somewhat less precise bound. We also require a higher degree of smoothness s = 1 on µ′
than needed for dealing with the inverse function2.
Theorem 4.4. Assume (R1), (R5), (R3), (R4), v2 has a bounded second derivative on
[0, 1] and µ satisfies (4.3) for some C > 0 and s = 1. For an arbitrary fixed interval
[c1, c2] ⊂ (0, 1), we have
E (µˆn(t)− µ(t)) = O(n−7/15+ζ)
with an arbitrary ζ > 0, where the big-O term is uniform in t ∈ [c1, c2].
5. Applications to sample-splitting in monotone function models
5.1. Simple isotonic regression model
Function estimation at a point: We consider N i.i.d. data {Xi, Yi}Ni=1 from the simple
isotonic regression model with error independent of covariate as considered in (1.2) and
recall the notation used therein. The parameter of interest is θ0 ≡ µ(t0) which is estimated
by
θ¯mn =
1
mn
mn∑
j=1
µˆn,j(t0),
2For smaller values of s, we obtain an even larger bound but this is not discussed any further in the
paper.
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µˆn,j being the isotonic LSE computed from the j-th split-sample. For this problem, the
function v2(t) ≡ v2 > 0. Under (a subset of) the assumptions on the parameters of
the model made in Theorem 4.4, convergence in law to Chernoff’s distribution (recall
(1.4)) holds. To apply Theorem 3.1, we need to show that: (a) n1/3(θn − µ(t0)) = O(n−φ)
(here θn = E[µˆn,1(t0)]) for some φ > 0, and (b) the uniform integrability of the sequence
{n2/3(µˆn,1(t0)− µ(t0))2}n≥1.
Now, (b) is a direct consequence of Theorem 4.1 applied with any p > 2. As far as (a) is
concerned, by Theorem 4.4, we know that the desired condition in (a) is satisfied for s = 1
in (4.3) for any fixed t0 ∈ (0, 1), by taking φ = (7/15− 1/3)− ζ = (2/15− ζ) where ζ > 0
can be taken to be arbitrarily small. From Remark 3.2, choosing mn = n
2φ−δ = n4/15−2ζ−δ
for a small enough 0 < δ < 2φ, we conclude that with σ2 = κ2Var(Z), we have
N (7/15−ζ−δ/2)/(19/15−2ζ−δ)(θmn − θ0) d→ N(0, σ2) . (5.1)
Inverse function estimation at a point: Consider the same set-up as in the above
problem. We now consider estimation of µ−1(a) via the inverse isotonic LSE under the
assumptions of Theorem 4.3. The behavior of the isotonic estimator µˆN based on the
entire data of size N is given in (1.5). To apply Theorem 3.1, we need to show that: (a)
n1/3(θn − µ−1(a)) = O(n−φ) (here θn = E[µˆ−1n,1(a)]) for some φ > 0, and (b) the uniform
integrability of the sequence {n2/3(µˆ−1n,1(a)− µ−1(a))2}n≥1.
In this case, (b) is a direct consequence of Theorem 4.1 applied with any p > 2. As
far as (a) is concerned, by Theorem 4.3, we know that the desired condition in (a) is
satisfied for s > 3/4 in (4.3) for any fixed a in the interior of the range of µ, by taking
φ = (1/2 − 1/3) = 1/6. From Remark 3.2, choosing mn = n2φ = n1/3 (for the inverse
function estimation problem we are actually in the situation of conclusion (ii) of Theorem
3.1 with τ = 0), we conclude that:
N (1/3+1/6)/2(1/6+1/2)(θmn − θ0) ≡ N3/8(θmn − θ0) d→ N(0, σ˜2) , (5.2)
where σ˜2 = κ˜2Var(Z). The pooled estimator, therefore, has a convergence rate of N3/8.
Remark 5.1. Note that the order of the bias obtained in the forward problem (Theorem
4.4) is slower than that obtained in the inverse problem (Theorem 4.3)and comes at the
expense of increased smoothness (s = 1) compared to Theorem 4.3 (where we assume
s > 3/4). This seems to be, at least partly, an artifact of our approach where we start from
the characterization of the inverse estimator as our starting point and derive results for
the forward problem from those in the inverse problem through the switching relationship.
Ideally, one would want to derive the same order for the bias in both forward and inverse
problems for a fixed degree of Ho¨lder smoothness on µ′.
Next, even for the inverse problem, it is not clear at this point whether the order of
the bias obtained in Theorem 4.3 is optimal, i.e., the best possible one under the assumed
smoothness. It is conceivable that when s > 3/4 the exact order of the bias is smaller than
the obtained o(n−1/2) rate from Theorem 4.3. A smaller bias would allow a faster rate
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of convergence than N3/8 through an appropriate choice of mn. A complete resolution of
the bias problem would require characterizing the optimal order of the bias in the isotonic
regression problem as a function of s (with larger s’s corresponding to smaller orders), but
this is outside the scope of this paper. It is, however, worth reiterating that Theorems 4.3
and 4.4 are the first systematic attempts in the literature to quantify the bias of isotonic
estimators.
5.2. The current status model
Our framework covers the important case of the current status model, which has found
extensive applications in epidemiology and biomedicine. The problem is to estimate the
distribution function FT of a failure time T ≥ 0 on [0, 1], based on observing n independent
copies of the censored pair (X, 1IT≤X). Here, X ∈ [0, 1] is the observation time independent
of T , and 1IT≤X stipulates whether or not the failure has occurred before time X . Then,
FT (x) = P(T ≤ x) = E(1IT≤X |X = x)
for all x ∈ [0, 1]. This falls in the general framework of Section 4 with Y = −1IT≤X and
µ = −FT , which is nonincreasing. It turns out that the nonparametric maximum likelihood
estimator (MLE) of FT is precisely −µˆn where µˆn is the LSE from Section 4.1, see [18]. We
present results separately for the current status model in the following theorem, proved
in Section 8.2.
Theorem 5.1. Assume that we observe n independent copies of (X, 1IT≤X), where X ∈
[0, 1] is independent of T ≥ 0. Assume that T has a density function fT that is bounded
away from both zero and infinity on [0, 1], and that X has a density function f on [0, 1]
that is bounded away from zero and has a bounded first derivative on [0, 1]. With FˆTn the
MLE of the distribution function FT of T , and Fˆ
−1
Tn the corresponding quantile function,
we have:
1. For any p ≥ 1, there exists Kp > 0 such that for all n,
E
(
|FˆTn(t)− FT (t)|p
)
≤ Kpn−p/3 for all t ∈ [n−1/3, 1− n−1/3]
and
E
(
|Fˆ−1Tn (a)− F−1T (a)|p
)
≤ Kpn−p/3 for all a ∈ R.
2. If moreover, fT has a bounded first derivative, then with K > 0, c1 > 0, c2 < 1, and
φ > 0 arbitrary constants,
E
(
Fˆ−1Tn (a)− F−1T (a)
)
= o(n−1/2)
uniformly for all a ∈ [Kn−1/6 log n, 1−Kn−1/6 log n] and
E
(
FˆTn(t)− FT (t)
)
= O(n−7/15+φ)
uniformly for all t ∈ [c1, c2].
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3. Now, let FˆTN denote the MLE based on N = mn × n observations from the current
status model, Fˆ
(j)
Tn the MLE from the j’th subsample and Fmn the pooled isotonic
estimator obtained by averaging the Fˆ
(j)
Tn s. If fT has a bounded first derivative, then
for all ζ, δ > 0, sufficiently small, and any 0 < t < 1,
N (7/15−ζ−δ/2)/(19/15−2ζ−δ)(Fmn(t)− F (t)) d→ N(0, σ2) ,
where σ2 = {4FT (t)(1− FT (t))fT (t)/f(t)}2/3Var(Z).
Moreover, for any a ∈ (0, 1), with θmn the pooled estimator obtained by averaging
the (Fˆ
(j)
Tn)
−1(a)s,
N3/8(θmn − F−1T (a)) d→ N(0, σ˜2) ,
where σ˜2 = {4 a(1− a)/f ′T (ta)2f(ta)}2/3Var(Z) with ta = F−1T (a).
6. Sample-splitting and the super-efficiency phenomenon
The variance reduction accomplished by sample-splitting (see (2.2)) for estimating a fixed
monotone function, or its inverse, at a given point comes at a price. We show in this
section, in the context of the inverse problem, that though a larger number of splits (m)
brings about greater reduction in the variance for a fixed function, the performance of
the pooled estimator in a uniform sense, over an appropriately large class of functions,
deteriorates in comparison to the global estimator as m increases. This can be viewed as
a super-efficiency phenomenon: a trade-off between point wise performance and perfor-
mance in a uniform sense. We elaborate below.
6.1. Super-efficiency of the pooled estimator
Fix a continuous monotone (nonincreasing) function µ0 on [0, 1] that is continuously
differentiable on [0, 1] with 0 < c < |µ′0(t)| < d < ∞ for all t ∈ [0, 1]. Let x0 ∈ (0, 1).
Define a neighborhood M0 of µ0 as the class of all continuous non-increasing functions
µ on [0, 1] that are continuously differentiable on [0, 1], that coincide with µ0 outside of
(x0 − ǫ0, x0 + ǫ0) for some (small) ǫ0 > 0, and such that 0 < c < |µ′(t)| < d < ∞ for all
t ∈ [0, 1]. Now, consider N i.i.d. observations {Yi, Xi}Ni=1 from the model:
Y = µ0(X) + ǫ,
where X ∼ Uniform(0, 1) is independent of ǫ ∼ N(0, v2). Let θˆN denote the isotonic
estimate of θ0 := µ
−1
0 (a) as considered before. We know that as N →∞,
N1/3 (θˆN − θ0) d→ G, (6.1)
where G =d κ˜Z, Z being the Chernoff random variable, and κ˜ > 0 being a constant. If
we split N as m×n, where m is a fixed integer, then as N →∞, Lemma 2.1 tells us that
N1/3(θm − θ0) d→ m−1/6H,
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where θm is the pooled estimator and H has the same variance as G. By Theorem 4.1 we
have uniform integrability under µ0 and conclude that:
Eµ0
[
N2/3(θˆN − θ0)2
]
→ Var(G), as N →∞, (6.2)
while
Eµ0
[
N2/3(θm − θ0)2
]→ m−1/3Var(G), as N →∞ . (6.3)
Hence, for estimating θ0 = µ
−1
0 (a), the pooled estimator outperforms the isotonic regres-
sion estimator.
We now focus on comparing the performance of the two estimators over the class M0.
In this regard we have the following theorem, proved in Section 8.3.
Theorem 6.1. Let
E := lim sup
N→∞
sup
µ∈M0
Eµ
[
N2/3(θˆN − θ0)2
]
, (6.4)
and
Em := lim inf
N→∞
sup
µ∈M0
Eµ
[
N2/3(θm − θ0)2
]
,
where the subscript m indicates that the maximal risk of the m-fold pooled estimator (m
fixed) is being considered. Then E < ∞ while Em ≥ m2/3 c0, for some c0 > 0. When
m = mn diverges to infinity,
lim inf
N→∞
sup
µ∈M0
Eµ
[
N2/3(θmn − θ0)2
]
=∞ .
Therefore, from Theorem 6.1 it follows that the asymptotic maximal risk of the pooled
estimator diverges to∞ (at least) at rate m2/3. Thus, the better off we are in a pointwise
sense with the pooled estimator, the worse off we are in the uniform sense over the class
of functions M0.
Table 1 gives the ratios of the (estimated) mean squared errors E
[
(µˆ−1N (a)− θ0)2
]
/E
[
(θm − θ0)2
]
comparing the performance of the pooled estimator θm with the global estimator µˆ
−1
N (a) as
n and m change for two different models, which are described in the caption to the table.
For the first model (left table) we fix the regression function at µ(x) = x and let N →∞
and find that the pooled estimator has superior performance to the global estimator as m
(and n) grows. The ratio of the mean squared errors is generally close to m1/3, as per (6.2)
and (6.3). The second model considered (right table) illustrates the phenomenon described
in Theorem 6.1. We lower bound the supremum risk over M0 by considering a sequence
of alternatives in M0 (obtained from local perturbations to µ(x) = x around x0 = 0.5)
for which the ratio of the mean squared errors falls dramatically below 1, suggesting that
in such a scenario it is better to use the global estimator µˆ−1N (a).
It is interesting to note that the super-efficiency phenomenon noted in connection with
the pooled estimator in the monotone regression model is also seen with sample-splitting
with smoothing based procedures, e.g., kernel based estimation, if the bandwidth used
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(n,m) 5 10 15 30 45 60 90
50 1.67 1.71 1.90 1.66 1.57 1.65 1.17
100 1.31 1.76 2.21 2.29 2.16 2.46 2.33
200 1.75 2.06 2.42 2.81 2.58 3.16 3.39
500 1.70 2.13 2.12 2.80 3.16 3.59 4.11
1000 1.46 2.04 2.46 2.88 3.60 3.51 4.31
3000 1.63 2.12 2.33 3.11 4.15 3.84 3.69
10000 1.75 2.11 2.70 2.86 3.31 5.08 5.18
5 10 15 30 45 60 90
1.47 1.21 0.94 0.70 0.55 0.54 0.39
1.04 0.97 0.90 0.59 0.47 0.40 0.31
1.03 0.94 0.76 0.68 0.42 0.38 0.29
1.01 0.90 0.69 0.54 0.44 0.34 0.24
1.16 0.88 0.66 0.52 0.36 0.34 0.24
1.09 0.87 0.75 0.43 0.40 0.31 0.21
0.94 0.79 0.80 0.43 0.33 0.31 0.23
Table 1
Ratios of the (estimated) mean squared errors
E[(µˆ−1N (a)−θ0)
2]
E[(θm−θ0)2]
comparing the performance of the pooled
estimator θm with the global estimator µˆ
−1
N as n and m change for the model: Y = µ(X) + ǫ, X ∼
Unif(0, 1), ǫ ∼ N(0, 0.22), and a = 0.5, with (i) µ(x) = x, and (ii)
µ(x) = µn(x) = x+ n
−1/3B(n1/3(x− x0)) with B(u) = 2−1(1 − (|u| − 1)2)21I{|u|≤2}. For both (i) and
(ii), θ0 ≡ µ−1(a) = 0.5.
in the divide and conquer method is not appropriately adjusted. We describe the phe-
nomenon in a density estimation setting, since this is the easiest to deal with, in Section
A.13 of the Appendix. Indeed, several authors have criticized such super-efficiency phe-
nomena in nonparametric function estimation; see e.g., [5], [28, Section 1.2.4], where the
authors study super-efficiency in density estimation contexts using kernel methods with
a plug-in estimator of the asymptotically “optimal” bandwidth. Indeed, it is shown in
the second reference that (under the usual twice differentiability assumptions) there exist
infinitely many bandwidths that, under any fixed density, produce kernel estimates with
asymptotically strictly smaller MSE than the Epanechnikov oracle and argued therein
that the criterion of assessment of an estimator should therefore be quantified in terms of
its maximal risk over an entire class of densities.
While this is certainly a reasonable perspective — and indeed, super-efficiency is also
encountered with sample-splitting as we have shown above — we believe that there is also
some merit in studying the pointwise behavior of estimators such as in (6.1) (as opposed
to a uniform measure such as (6.4)). For construction of CIs statisticians usually rely on
such pointwise asymptotic results as it is often quite difficult to obtain useful practical
procedures that have justification in a uniform sense. Moreover, in the regime of massive
datasets, where N is astronomically large, sample-splitting can provide practical gains
over the global estimator which might be impossible to compute.
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7. Conclusion
We have established rigorous results on sample-splitting in the specific setting of monotone
regression and demonstrated both its pros and cons in this problem. The super-efficiency
phenomenon demonstrated in this paper is expected to arise more broadly in many of
the cube-root M-estimation problems as mentioned in the Introduction and developed
in [20] since the inverse function estimation problem treated in this paper is as an M-
estimation problem of the type considered in [20]. A generic treatment of super-efficiency
in these problems should provide an interesting avenue for future research but is outside
the scope of this paper. A more general (and harder) question worth considering is a broad
characterization of non-standard problems (not necessarily with cube-root convergence
rates) where sample-splitting improves the point-wise risk but produces out-of-control
uniform risk bounds.
8. Proofs of the main results
8.1. Proof of Theorem 3.1
Since {ξ2n,1}n≥1 is uniformly integrable and ξn,1 d→ G, σ2n := Var(ξn,1) → σ2 as n → ∞.
Set
Zn :=
mn∑
j=1
(ξn,j − bn)
and let B2n := Var(Zn) = mnσ
2
n. Now, with ξ¯n = m
−1
n
∑mn
j=1 ξn,j we have
Zn
Bn
=
∑mn
j=1(ξn,j − bn)√
mnσn
=
√
mn(ξ¯n − bn)
σn
=
√
mnrn(θ¯mn − θ0)
σn
−
√
mn bn
σn
≡ In − IIn.
We show that Zn/Bn
d→ N(0, 1). To this end, we just need to verify the Lindeberg
condition: for every ǫ > 0,
1
σ2n
E[(ξn,1 − bn)21{|ξn,1 − bn| > ǫ√mn σn}]→ 0.
Since σ2n converges to σ
2 > 0 and mn →∞, the above condition is implied by the uniform
integrability of {(ξn,1−bn)2}n≥1 which is guaranteed by the uniform integrability of {ξ2n,1}
(since the sequence bn goes to 0 and is therefore bounded). Hence, Zn/Bn
d→ N(0, 1).
Now assume that mn is as in (i). Then, IIn → 0, which implies that
In =
√
mnrn(θ¯mn − θ0)
σn
d→ N(0, 1),
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and therefore the conclusion of (i). Next, if mn is as in (ii), IIn → τ/σ, and the conclusion
of (ii) follows.
8.2. Proof of Theorem 5.1
Let µ = −FT and for all i = 1, . . . , n, let Yi = −1ITi≤Xi and ǫi = Yi − µ(Xi) ∈ [−1, 1].
Moreover, define v2(x) := E(ǫ2i |Xi = x) for all x ∈ [0, 1]. We then have
v2(x) = Var(1IT≤x) = FT (x)(1 − FT (x)).
With µˆn defined as in Section 4.1, we have FˆTn = −µˆn; see [18]. This means that F−1Tn (a) =
µˆ−1n (−a). Moreover, F−1T (a) = µ−1(−a). Now, under the assumptions of Theorem 5.1, (R1)
and (R5) hold true. The assumption (R3) holds since T has a density function that is
bounded away from zero on [0, 1]. Moreover, (R4) holds true since the ǫi’s are bounded.
Hence, Theorem 4.1 applies to µˆn which translate to conclusions in 1 of this theorem. The
conclusions in 2 (on the orders of the bias of FˆTn and Fˆ
−1
Tn ) follow by a direct application
of Theorems 4.3 and 4.4 and the conclusions in 3 follow exactly in the same fashion as
for the simple signal plus noise regression model considered above.
8.3. Proof of Theorem 6.1
For the proof of this theorem we assume that µ0 is nondecreasing — this is convenient as we
borrow several results from other papers stated in the context when µ0 is nondecreasing.
The neighborhoodM0 in the statement of the theorem needs to be similarly modified. (Of
course, appropriate changes will lead to the proof of the case when µ0 is nonincreasing.)
By conclusion 2 of Corollary 4.2 (adapted to nondecreasing functions), with p = 2 and
noting that M0 is a subset of an appropriate F1 we conclude that E <∞. Letting
V1 := lim sup
N→∞
sup
µ∈M0
Varµ[N
1/3(θˆN − µ−1(a))],
and
V2 := lim sup
N→∞
sup
µ∈M0
N2/3[Eµ θˆN − µ−1(a)]2 ,
we have V1∨V2 ≤ E ≤ V1+V2 <∞. Recall that as θm is the average of them i.i.d. random
variables µˆ−1n,j(a), j = 1, . . . , m, Eµ(θm) = Eµ(µˆ
−1
n,1(a)). Now, consider
V2,m := lim inf
N
sup
µ∈M0
N2/3[Eµ θm − µ−1(a)]2
= m2/3 lim inf
n→∞
sup
µ∈M0
n2/3[Eµ µˆ
−1
n,1(a)− µ−1(a)]2 =: m2/3 V˜2.
Note that, Em ≥ V2,m = m2/3 V˜2. We will show below that V˜2 > 0; thus c0 in the statement
of the theorem can be chosen to be V˜2. To this end, consider the monotone regression model
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under a sequence of local alternatives µn which eventually lie in M0. Let Y = µn(X) + ǫ
where everything is as before but µ0 changes to µn which is defined as
µn(x) = µ0(x) + n
−1/3B (n1/3(x− θ0))
and B is a non-zero function continuously differentiable on R, vanishing outside (−1, 1),
such that µn is monotone for each n and lies eventually in the class M03. Note that µn
and µ0 can differ on (θ0−n−1/3, θ0+n−1/3) only, and that µ′n(x) = µ′0(x)+B′(n1/3(x−θ0))
for x ∈ [θ0 − n−1/3, θ0 + n−1/3] and µ′n(x) = µ′0(x) otherwise. It is clear that this can be
arranged for infinitely many B’s.
The above sequence of local alternatives was considered in [1] in a more general setting,
namely that of monotone response models, where (in a somewhat unfortunate collision of
notation) X denotes response and Z the covariate. We invoke the results of that paper
using the (Y,X) notation of this paper and ask the reader to bear this in mind. Using
our current notation for the problem in [1], X follows density pX(x) = 1I(0,1)(x) and
Y | X = x ∼ p(y, ψ(x)), ψ being a monotone function and p(y, θ) a regular parametric
model. The monotone regression model with homoscedastic normal errors under current
consideration is a special case of this setting with p(y, θ) being the N(θ, v2) density, the
ψn’s in that paper defining the local alternatives are the monotone functions µn, ψ0 = µ0,
c = 1 and An(x) = B(n
1/3(x − x0)) for all n. Invoking Theorems 1 and 2 of [1] with the
appropriate changes, we conclude that under µn,
Xn(h) := n
1/3(µˆn(θ0 + hn
−1/3)− µ0(θ0)) d→ gc,d,D(h),
where c = v, d = µ′0(x0)/2, D is a shift function given by4:
D(t) =
(∫ t∧1
0
B(u)du
)
1I(0,∞)(t)−
(∫ 0
t∨−1
B(u)du
)
1I(−∞,0)(t),
and gc,d,D is the right-derivative process of the greatest convex minorant (GCM) of
Xc,d,D(t) := cW (t) + dt2 + D(t) with W being a two-sided Brownian motion. Now, by
essentially the same calculation as on Page 422 of [4],
P (n1/3[µˆ−1n (a+λn
−1/3)−µ−10 (a)] ≤ x) = P (n1/3(µˆn(θ0+xn−1/3)−µ0(θ0)) ≥ λ)→ P (gc,d,D(x) ≥ λ) .
Setting λ = 0, we get:
P (n1/3[µˆ−1n (a)−µ−10 (a)] ≤ x) = P (n1/3(µˆn(θ0+xn−1/3)−µ0(θ0)) ≥ 0)→ P (gc,d,D(x) ≥ 0) .
Next, by the switching relationship5,
P (gc,d,D(x) ≥ 0) = P (argmin
h
Xc,d,D(h) ≤ x) ,
3There is nothing special about (−1, 1) as far as constructing the B is concerned. Any (−c, c), for
c > 0 can be made to work.
4There is a typo in the drift term as stated on page 514 of [1]: there should be a negative sign before
the integral that defines D(h) for h < 0 on page 514.
5For the details, see Section A.14 of the Appendix.
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and it follows that:
n1/3(µˆ−1n (a)− µ−10 (a)) d→ argmin
h
Xc,d,D(h) .
Choosing B such that B(0) = 0, we note that µ−1n (a) = µ
−1
0 (a) = θ0, and therefore, under
the sequence of local alternatives µn,
n1/3(µˆ−1n (a)− µ−1n (a)) d→ argmin
h
Xc,d,D(h). (8.1)
Since the µn’s eventually fall within the class M0, by conclusion 2 of (the version of)
Corollary 4.2 (for nondecreasing functions), we conclude that:
lim sup
n→∞
n2/3 Eµn
(|µˆ−1n (a)− µ−1n (a)|2) ≤ K2.
Thus the sequence {n1/3(µˆ−1n (a)−µ−1n (a))}n≥1 is uniformly integrable under the sequence
(of probability distributions corresponding to) {µn}n≥1 and in conjunction with (8.1) it
follows that
lim
n→∞
n1/3[Eµn(µˆ
−1
n (a)− µ−1n (a))] = E(argmin
h
Xc,d,D(h)) .
[Claim C] (proved in Section A.14 of the Appendix): For any non-negative function B
that satisfies the conditions imposed above, and is additionally symmetric about 0,
E(argmin
h
Xc,d,D(h)) 6= 0 .
It follows that for any such B,
[E(argmin
h
Xc,d,D(h))]2 ≤ V˜2,
and hence V˜2 > 0. This delivers the assertions of the theorem for fixed m.
When m = mn →∞, note that
lim inf
N→∞
sup
µ∈M0
Eµ
[
N2/3(θmn − µ−1(a))2
] ≥ lim inf
N→∞
sup
µ∈M0
N2/3[Eµ θmn − µ−1(a)]2
≥ lim inf
n→∞
m2/3n sup
µ∈M0
n2/3[Eµ θmn − µ−1(a)]2
= lim inf
n→∞
m2/3n sup
µ∈M0
n2/3[Eµ µˆ
−1
n,1(a)− µ−1(a)]2 .
By our derivations above,
sup
µ∈M0
n2/3[Eµ µˆ
−1
n,1(a)− µ−1(a)]2 ≥
1
2
[E(argmin
h
Xc,d,D(h))]2 > 0
for all sufficiently large n, and it follows that the liminf of the maximal normalized risk
of µN is infinite.
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8.4. Some Selected Proofs for Section 4.2
We start with a precise exposition of the characterization of the estimators as this is
critical to the subsequent analysis. From (4.2) we have
µˆn(X(i)) = λˆn(i/n) = λˆn ◦ Fn(X(i)), i = 1, . . . , n, (8.2)
where Fn is the empirical distribution function of X1, . . . , Xn. A convenient way of study-
ing µˆn is to first study λˆn and then go back to µˆn thanks to (8.2). Note that λˆn(i/n) =
µˆn ◦ F−1n (i/n) for all i ∈ {1, . . . , n}, where F−1n (a) is the smallest t ∈ [0, 1] that satisfies
Fn(t) ≥ a, for all a ∈ R. Both functions λˆn and µˆn ◦ F−1n are piecewise constant, so
λˆn = µˆn ◦ F−1n on [0, 1] and λˆn can be viewed as an estimator of the function λ defined
on [0, 1] by
λ = µ ◦ F−1. (8.3)
Hereafter, we denote by µ−1 and g the respective generalized inverses of µ and λ. This
means that µ−1 and g extend the usual inverses to the whole real line in such a way that
they remain constant on (−∞, 0] and on [1,∞). Letting µˆ−1n and Uˆn be the respective
generalized inverses of µˆn and λˆn, it follows from (8.2) that
µˆ−1n = F
−1
n ◦ Uˆn, (8.4)
and it can be shown that
Uˆn(a) = argmax
u∈[0,1]
{Λn(u)− au}, for all a ∈ R (8.5)
where argmax denotes the greatest location of maximum (which is achieved on the set
{i/n, i = 0, . . . , n} since Λn is piecewise-linear). Part of the proofs below consist in first
establish a result for Uˆn using the above characterization, and then go from Uˆn to µˆ
−1
n
using (8.4). To this end, we will use a precise bound for the uniform distance between
F−1 and F−1n , as well as a strong approximation of the empirical quantile function, see
Section A.1 in the Appendix.
In what follows, we will repeatedly use the fact that because g′ = 1/λ′◦g on (λ(1), λ(0))
where λ′ = µ′ ◦ F−1/f ◦ F−1 is bounded away from zero (see (R1) and (R2)), we have
|g(u)− g(v)| ≤ 1
inft∈[0,1] |λ′(t)| |u− v| (8.6)
for all real numbers u and v. Furthermore, we recall that from Fubini’s theorem, it follows
that for all r ≥ 1 and all random variables Z,
E|Z|r =
∫ ∞
0
P(|Z|r > x)dx =
∫ ∞
0
P(|Z| > t)rtr−1dt. (8.7)
We denote by PX the conditional probability given (X1, . . . , Xn) and by E
X the corre-
sponding conditional expectation.
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8.4.1. Preliminaries: Exponential bounds for tail probabilities
In this subsection, we provide exponential bounds, which are proved in Appendix A, for
the tail probabilities of µˆ−1n and Uˆn. We begin with a generalization to our setting of
Theorem 11.3 in [17]. Also, the lemma is a stronger version of inequality (11) in [11]
where an assumption (A5) was postulated instead of the stronger assumption (R4). The
lemma will be used in the proof of Theorem 4.4.
Lemma 8.1. Assume (R4), X has a density function f , µ is nonincreasing and there
exist positive numbers A1, . . . , A4 such that A1 < |µ′(t)| < A2 and A3 < f(t) < A4
for all t ∈ [0, 1]. Then, there exist positive numbers K1 and K2 that depend only on
A1, . . . , A4, K, α, where K and α are taken from (R4), such that for all n, a ∈ R and
x > 0, we have
P
(|µˆ−1n (a)− µ−1(a)| > x) ≤ K1 exp(−K2nx3). (8.8)
To prove Lemma 8.1, we first prove a similar bound for Uˆn. The exponential bound for
Uˆn is given in the following lemma. It will be used also in the proof of Theorem 4.1.
Lemma 8.2. Assume (R4), X has a density function f , µ is nonincreasing and there
exist positive numbers A1, . . . , A4 such that A1 < |µ′(t)| < A2 and A3 < f(t) < A4
for all t ∈ [0, 1]. Then, there exist positive numbers K1 and K2 that depend only on
A1, . . . , A4, K, α, where K and α are taken from (R4), such that for all n, a ∈ R and
x > 0, we have
P
(
|Uˆn(a)− g(a)| > x
)
≤ K1 exp(−K2nx3). (8.9)
To prove Theorem 4.1, we also need a sharper inequality for the cases when a 6∈
[λ(1), λ(0)].
Lemma 8.3. Assume (R4), X has a density function f , and µ is nonincreasing. Then,
there exist positive numbers K1 and K2 that depend only on K and α, which are taken
from (R4), such that
P
X
(
Uˆn(a) ≥ x
)
≤ K1 exp(−K2(a− λ(0))2nx) (8.10)
for all n, a > λ(0) and x ≥ n−1, and
P
X
(
1− Uˆn(a) ≥ x
)
≤ K1 exp(−K2(a− λ(1))2nx) (8.11)
for all n, a < λ(1) and x ≥ n−1.
8.4.2. Proof of Theorem 4.1
Integrating the inequality in Lemma 8.1 according to (8.7) proves the first assertion. To
prove the second one, we first prove a similar result for λˆn.
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Lemma 8.4. Assume (R4), X has a density function f , µ is nonincreasing, and there
exist positive numbers A1, . . . , A4 such that A1 < |µ′(t)| < A2 and A3 < f(t) < A4 for all
t ∈ [0, 1]. Then, for all p > 0 and A > 0, there exist positive numbers K1 and K2 that
depend only on A1, . . . , A4, K, α, p, A, where K and α are taken from (R4), such that
E
(
n1/3|λˆn(t)− λ(t)|
)p
≤ Kp,A
for all n and t ∈ [n−1/3A, 1− n−1/3A].
Proof As is customary, we denote y+ = max(y, 0) and y− = −min(y, 0) for all y ∈ R.
To go from Uˆn to λˆn we will make use of the following switch relation, that holds for all
t ∈ (0, 1] and a ∈ R:
λˆn(t) ≥ a⇐⇒ t ≤ Uˆn(a). (8.12)
With ax = λ(t) + x, it then follows from (8.7) and the switch relation (8.12) that
E
(
(λˆn(t)− λ(t))+
)p
=
∫ ∞
0
P
(
λˆn(t)− λ(t) ≥ x
)
pxp−1dx
=
∫ ∞
0
P
(
Uˆn(ax) ≥ t
)
pxp−1dx (8.13)
= I1 + I2 (8.14)
where
I1 =
∫ λ(0)−λ(t)
0
P
(
Uˆn(ax) ≥ t
)
pxp−1dx and I2 =
∫ ∞
λ(0)−λ(t)
P
(
Uˆn(ax) ≥ t
)
pxp−1dx.
Consider I1. Since λ = µ ◦ F−1, it follows from the Taylor expansion that with c =
A3/A2, we have t− λ−1(ax) > cx for all x ∈ (0, λ(0)− λ(t)). Therefore, (8.9) implies that
P
(
Uˆn(ax) ≥ t
)
≤ P
(
Uˆn(ax)− λ−1(ax) > cx
)
≤ K1 exp(−K2c3nx3)
for all x ∈ (0, λ(0)− λ(t)). Hence,
I1 ≤ K1
∫ λ(0)−λ(t)
0
exp(−K2c3nx3)pxp−1dx ≤ K1n−p/3
∫ ∞
0
exp(−K2c3y3)pyp−1dy,
using the change of variable y = n1/3x. The integral on the right hand side depends only
on c and p, and is finite for all p > 0. Hence, with Cp/K1 greater than this integral we
obtain
I1 ≤ Cpn−p/3. (8.15)
Now consider I2. We have ax > λ(0) for all x > λ(0) − λ(t) so it follows from (8.10)
together with (8.9) (where g(ax) = 0) that
I2 ≤ K1
∫ 2(λ(0)−λ(t))
λ(0)−λ(t)
exp(−K2nt3)pxp−1dx+K1
∫ ∞
2(λ(0)−λ(t))
exp(−K2(ax − λ(0))2nt)pxp−1dx
≤ K1 exp(−K2nt3)2p(λ(0)− λ(t))p +K1
∫ ∞
2(λ(0)−λ(t))
exp(−K2x2nt/4)pxp−1dx,
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since ax − λ(0) ≥ x/2 for all x ≥ 2(λ(0)− λ(t)). Since the sup-norm of λ′ is smaller than
or equal to A2/A3 we then have
I2 ≤ K12p(A2/A3)p exp(−K2nt3)tp +K1(nt)−p/2
∫ ∞
0
exp(−K2y2/4)pyp−1dy
using the change of variable y = x
√
nt. The function t 7→ exp(−K2nt3)tp achieves its
maximum on [0,∞) at the point (3K2n/p)−1/3. This means that for all t ≥ 0 we have
exp(−K2nt3)tp ≤ exp(−p/3)
(
3K2n
p
)−p/3
.
On the other hand, we have (nt)−p/2 ≤ A−p/2n−p/3 for all t ≥ n−1/3A, where A > 0 is
fixed. Combining this with the two preceding displays, we arrive at
I2 ≤ K12p(A2/A3)p exp(−p/3)
(
3K2n
p
)−p/3
+K1A
−p/2n−p/3
∫ ∞
0
exp(−K2y2/4)pyp−1dy
for all t ≥ n−1/3A, where the integral on the right hand side is finite. This means that
there exists Kp,A > 0 such that I2 ≤ Kp,An−p/3/2 for all t ≥ n−1/3A. Combining this with
(8.13) and (8.15) and possibly enlarging Kp,A > 0, we obtain
E
(
(λˆn(t)− λ(t))+
)p
≤ Kp,An−p/3
for all t ≥ n−1/3A. It can be proved with similar arguments that the above inequality
remains valid with (·)+ replaced by (·)−, and Lemma 8.4 follows. 
It is known that Grenander type estimators are inconsistent at the boundaries. However,
the following lemma shows that such estimators remain bounded in the  Lp-sense. The
lemma, which is proved in Appendix A, will be useful to go from Lemma 8.4 to Theorem
4.1.
Lemma 8.5. Assume (R4) and µ is nonincreasing with |µ(t)| ≤ A5 for some A5 > 0 and
all t ∈ [0, 1]. Then, for all p > 0, there exists K1 > 0 that depends only on p, A5,K and α,
where K and α are taken from (R4), such that E|λˆn(0)|p ≤ K1 and E|λˆn(1)|p ≤ K1, ∀n.
We are now in a position to prove the second assertion in Theorem 4.1. Since µˆn is
constant on all intervals (X(i), X(i+1)] for i ∈ {1, . . . , n − 1} and also on the interval
[0, X(1)], and Fn is constant on all intervals [X(i), X(i+1)) for i ∈ {1, . . . , n − 1} and also
on the interval [0, X(1)), it follows from (8.2) that for all t 6∈ {X(1), . . . , X(n)} we have
µˆn(t) = λˆn(Fn(t) + n
−1). But the X has a continuous distribution so for a fixed t, we
indeed have t 6∈ {X(1), . . . , X(n)} with probability one. Hence, for all p ≥ 1 we have
E ((µˆn(t)− µ(t))+)p = E
((
λˆn(Fn(t) + n
−1)− λ(F (t))
)
+
)p
.
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Using monotonicity of λˆn, this means that
E ((µˆn(t)− µ(t))+)p ≤ E
((
λˆn(F (t)− n−1/2 log n)− λ(F (t))
)
+
)p
+E
((
λˆn(0)− λ(1)
)p
+
1IFn(t)+n−1≤F (t)−n−1/2 logn
)
.(8.16)
It follows from Ho¨lder’s inequality that
E
((
λˆn(0)− λ(1)
)p
+
1IFn(t)+n−1≤F (t)−n−1/2 logn
)
≤ E1/2
((
λˆn(0)− λ(1)
)2p)
P
1/2
(
Fn(t) + n
−1 ≤ F (t)− n−1/2 logn)
≤ E1/2
((
λˆn(0)− λ(1)
)2p)
P
1/2
(
sup
t∈[0,1]
|Fn(t)− F (t)| > n−1/2 log n
)
.
Combining this with Lemma 8.5 together with Corollary 1 in [23] yields
E
((
λˆn(0)− λ(1)
)p
+
1IFn(t)+n−1≤F (t)−n−1/2 logn
)
≤ O(1) (2 exp(−2(logn)2))1/2
where the big-O term is uniform for all functions µ satisfying the assumptions of the
lemma. This means that there exists Cp > 0 such that
E
((
λˆn(0)− λ(1)
)p
+
1IFn(t)+n−1≤F (t)−n−1/2 logn
)
≤ Cpn−p/3 (8.17)
for all t ∈ [0, 1]. Now, consider the first term on the right hand side of (8.16). It follows
from the convexity of the function x 7→ xp that (x + y)p ≤ 2p−1(xp + yp) for all positive
numbers x and y. Therefore, with t ≥ n−1/3 and xn = F (t)− n−1/2 logn we have
E
((
λˆn(xn)− λ(F (t))
)
+
)p
≤ 2p−1E
(
|λˆn(xn)− λ(xn))|p
)
+ 2p−1|λ(xn)− λ(F (t)))|p
≤ 2p−1E
(
|λˆn(xn)− λ(xn))|p
)
+ 2p−1(A2/A3)pn−p/2(logn)p
since the sup-norm of λ′ is less than or equal to A2/A3. Let A ≤ A3/2. For n sufficiently
large, we have xn ∈ [n−1/3A, 1−n−1/3A] for all t ∈ [n−1/3, 1−n−1/3]. This means that the
previous display combined with Lemma 8.4 ensures that there exists Cp > 0 such that
E
((
λˆn(xn)− λ(F (t))
)
+
)p
≤ Cpn−p/3
for all t ∈ [n−1/3, 1− n−1/3] and n sufficiently large. Together with (8.17) and (8.16), this
yields
E ((µˆn(t)− µ(t))+)p ≤ 2Cpn−p/3
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for all t ∈ [n−1/3, 1 − n−1/3] and n sufficiently large. Possibly enlarging Cp, the previous
inequality remains true for all n. To see this, suppose that the above display holds for all
n ≥ nmin. Now,
E((µˆn(t)− µ(t))+)p ≤ 2p−1E(|µˆn(0)|p ∨ |µˆn(1)|p) + 2p−1|µ(0)|p ∨ |µ(1)|p .
by monotonicity of both µ and µˆn, and using convexity of the function x 7→ xp. Hence,
for n < nmin,
np/3E((µˆn(t)− µ(t))+)p ≤ (2pK1 + 2pA5)np/3min ,
where K1 and A5 are taken from Lemma 8.5. It can be proved likewise that there exists
Cp > 0 such that E ((µˆn(t)− µ(t))−)p ≤ 2Cpn−p/3 for all t ∈ [n−1/3, 1− n−1/3] and all n.
This completes the proof of Theorem 4.1. 
8.4.3. Proof of Theorem 4.3
Theorem 4.3 immediately follows from Lemma 8.6 combined to Theorem 8.7 below by
noticing that µ(1) = λ(1) and µ(0) = λ(0). Theorem 8.7 provides a precise bound for
the bias of Uˆn whereas Lemma 8.6 makes the connection between the biases of µˆ
−1
n and
Uˆn. The lemma is proved in Section A.6 in the Appendix, using that µ
−1 = F−1 ◦ g and
µˆ−1n = F
−1
n ◦ Uˆn, where F−1n estimates F−1.
Lemma 8.6. Assume (R1), (R5) and (R4). Denote by µ−1 and g the respective generalized
inverses of µ and λ. We then have
E
(
µˆ−1n (a)− µ−1(a)
)
=
1
f ◦ F−1(g(a))E
(
Uˆn(a)− g(a)
)
+ o(n−1/2)
where the small-o term is uniform in a ∈ R.
Theorem 8.7. Assume (R1), (R5), (R3), (R4), v2 has a bounded second derivative on
[0, 1] and µ satisfies (4.3) for some C > 0 and s > 3/4. For an arbitrary constant K > 0
we then have
E(Uˆn(a))− g(a) = o(n−1/2)
where the small-o term is uniform in a ∈ Jn := [λ(1)+Kn−1/6 logn, λ(0)−Kn−1/6 logn].
Proof We first localize. For a given a we define
ˆˆ
Un(a) = argmax
|u−g(b)|≤Tnn−1/3, u∈[0,1]
{Λn(u)− au} (8.18)
with Tn = n
ǫ and b a random variable such that b = a + Op(n
−1/2). Here, ǫ > 0 is
arbitrarily small. The variable b will be chosen in a convenient way later. Note that
ˆˆ
Un(a)
is defined in a similar way as Uˆn(a), see (8.5), but with the location of the maximum taken
on a shrinking neighborhood of g(b) instead of being taken over the whole interval [0, 1].
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Although it may seem more natural to consider b = a, we will see that this choice is not
the better one to derive precise bounds on the bias of Uˆn(a). For notational convenience,
we do not make it explicit in the notation that
ˆˆ
Un(a) depends on b. The following lemma
makes the connection between the bias of Uˆn(a) and that of the localized version; it is
proved in Appendix A.
Lemma 8.8. Assume (R1), (R2) and (R4). Let a ∈ R and let b be a random variable
such that
P(|a− b| > x) ≤ K1 exp(−K2nx2) (8.19)
for all x > 0 where K1 and K2 depend only on f , µ and σ. We then have E|Uˆn(a) −
ˆˆ
Un(a)| = o(n−1/2) uniformly in a ∈ R.
In the sequel, we use the notation
L(t) =
∫ t
0
v2 ◦ F−1(u) du for t ∈ [0, 1]. (8.20)
We recall moreover that the notation Jn has been defined in Theorem 8.7. We use L to
normalize
ˆˆ
Un(a). This is done in the following lemma, which proof is given in Appendix A.
Thanks to the normalization with L,
ˆˆ
Un(a) can be approached by a drifted Brownian
motion, see (8.26).
Lemma 8.9. Assume (R1), (R5), (R3) and (R4). Let a ∈ Jn and let b be such that (8.19)
holds for all x > 0, where K1 and K2 depend only on f , µ and v. Assume, furthermore,
that E(b) = a + o(n−1/2) and that v2 and µ have a continuous first derivative on [0, 1].
We then have
E(
ˆˆ
Un(a)− g(a)) = E
(
L(
ˆˆ
Un(a))− L(g(b))
L′(g(a))
)
+ o(n−1/2)
where the small-o term is uniform in a ∈ Jn.
Let
φn(t) =
L′′(t)√
nL′(t)
Bn(t) (8.21)
where Bn and L are taken from (A.5) and (8.20) respectively. Moreover, let An be the
event that all inequalities in (8.22) and (8.23) below hold true :
sup
u∈[0,1]
|Bn(u)| ≤ log n, sup
|u−v|≤Tnn−1/3
√
logn
|Bn(u)− Bn(v)| ≤
√
T nn
−1/6 logn, (8.22)
sup
u∈[0,1]
∣∣∣∣F−1n (u)− F−1(u)− 1√nf(F−1(u))Bn(u)
∣∣∣∣ ≤ nδ−1, (8.23)
where we recall that Tn = n
ǫ for an arbitrarily small ǫ > 0, and where δ ∈ (0, 1/3) can be
chosen as small as we wish. We will prove below that P(An) → 1 as n → ∞, see (8.32).
The following lemma is proved in Appendix A.
imsart-generic ver. 2013/03/06 file: ArxivNov16.tex date: November 18, 2016
Banerjee, M., Durot, C. and Sen, B./Divide and Conquer in Non-standard Problems 28
Lemma 8.10. Assume (R1), (R5), (R3) and (R4). Assume, furthermore, that v2 has a
bounded second derivative on [0, 1] and µ′ satisfies (4.3) for some C > 0 and s > 1/2. Let
a ∈ Jn and
b = a− Bn(g(a))√
n
λ′(g(a)). (8.24)
Let q > 0. Then on An, conditionally on (X1, . . . , Xn), the variable
n1/3(L(
ˆˆ
Un(a))− L(g(b))) (8.25)
has the same distribution as
argmax
u∈In(b)
{Dn(b, u) +Wg(b)(u) +Rn(a, b, u)}, (8.26)
where for all t ∈ [0, 1],
Wt(u) =
n1/6√
1 + φn(t)
[
Wn
(
Ln(t) + n
−1/3u(1 + φn(t)
)−Wn(Ln(t))] , u ∈ R, (8.27)
with Wn being a standard Brownian motion under P
X ,
In(b) =
[
n1/3
(
L(g(b)− n−1/3Tn)− L(g(b))
)
, n1/3
(
L(g(b) + n−1/3Tn)− L(g(b))
)]
,
Dn(b, u) = n
2/3
(
Λ ◦ L−1(L(g(b)) + n−1/3u)− Λ(g(b))− bL−1(L(g(b)) + n−1/3u) + bg(b)) ,
and with Tn = n
ǫ for some sufficiently small ǫ > 0,
P
X
(
sup
u∈In(b)
|Rn(a, b, u)| > x
)
≤ Kqx−qn1−q/3 (8.28)
for all x > 0, where Kq > 0 does not depend on n.
It follows from Lemma 8.10 that conditionally on (X1, . . . , Xn), on An the variable in
(8.25) has the same expectation as the variable defined in (8.26). The following lemma,
which is proved in Appendix A, shows that Rn is negligible in (8.26) in the sense that this
expectation, up to a negligible remainder term, is equal to the expectation of the variable
Vn(b) = argmax
|u|≤(L′(g(b)))4/3 logn
{Dn(b, u) +Wg(b)(u)}.
Lemma 8.11. Assume (R1), (R5), (R3) and (R4). Assume, furthermore, that v2 has a
bounded second derivative on [0, 1] and µ′ satisfies (4.3) for some C > 0 and s > 1/2. Let
a ∈ Jn and let b be given by (8.24). With Tn = nǫ for some sufficiently small ǫ > 0, there
exists K > 0 such that on An, we have∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))− EX(Vn(b))∣∣∣ ≤ Kn−1/6L′(g(b))(logn)−1.
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Next, we give a precise bound for the conditional expectation of Vn(b) (see Appendix A
for a proof). For this, we assume that s > 3/4.
Lemma 8.12. Assume (R1), (R5) and (R3). Assume, furthermore, that v2 has a bounded
second derivative on [0, 1] and µ′ satisfies (4.3) for some C > 0 and s > 3/4. Let a ∈ Jn
and let b be given by (8.24). With Tn = n
ǫ for some sufficiently small ǫ > 0, there exists
K > 0 such that on An, we have∣∣EX(Vn(b))∣∣ ≤ Kn−1/6L′(g(b))(logn)−1.
We are now in a position to prove Theorem 8.7. Let a ∈ Jn and let ˆˆUn(a)) be defined
by (8.18) where b is taken from (8.24). Since λ′ is bounded, there exists K > 0 such that
P(|a− b| > x) ≤ P
(
sup
u∈[0,1]
|Bn(u)| > Kx
√
n
)
for all x > 0.
Then, with the representation Bn(u) = W (u)−uW (1) in distribution of processes, where
W is a standard Brownian motion, we conclude from the triangle inequality that
P(|a− b| > x) ≤ P
(
sup
u∈[0,1]
|W (u)| > Kx√n/2
)
= 2P
(
sup
u∈[0,1]
W (u) > Kx
√
n/2
)
.
For the last equality, we used symmetry of W . Then, it follows from the exponentiel
inequality for the Brownian motion (see e.g. Proposition 1.8 in [24]) that (8.19) holds for
all x > 0, where K1 = 2 and K2 depends only on λ. By lemma 8.8, we then have
E(Uˆn(a)− g(a)) = E( ˆˆUn(a)− g(a)) + o(n−1/2)
where the small-o term is uniform in a ∈ Jn. Since Bn is a centered process, we have
E(b) = a, so Lemma 8.9 combined with the preceding display ensures that
E(Uˆn(a)− g(a)) = E
(
L(
ˆˆ
Un(a))− L(g(b))
L′(g(a))
)
+ o(n−1/2) (8.29)
uniformly in a ∈ Jn. Now, conditionally on (X1, . . . , Xn), on An we have∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))− EX(Vn(b))∣∣∣ ≤ K3n−1/6L′(g(b))(logn)−1
and ∣∣EX(Vn(b))∣∣ ≤ K3n−1/6L′(g(b))(logn)−1.
Here, we use Lemma 8.11 and Lemma 8.12 with An being the event that all inequalities
in (8.22) and (8.23) hold true. It then follows from the triangle inequality that
E
(∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))∣∣∣ 1IAn) ≤ 2K3n−1/6E (L′(g(b))) (logn)−1.
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But L′ ◦ g is a Lipschitz function, so we have
E |L′(g(b))− L′(g(a))| ≤ K4E|b− a| ≤ K5n−1/2,
using (A.28) together with the Jensen inequality for the last inequality. Using (A.24) and
the two previous displays yields
E
(∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))∣∣∣ 1IAn) ≤ 3K3n−1/6L′(g(a))(logn)−1 (8.30)
for n sufficiently large. On the other hand, denoting by A¯n the complementary of An, it
follows from Ho¨lder’s inequality together with the Jensen inequality that
E
(∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))∣∣∣ 1IA¯n)
≤ E1/2
(
n1/3(L(
ˆˆ
Un(a))− L(g(b)))
)2
P
1/2(A¯n).
(8.31)
Then, we derive from (A.26) and (A.28) that the expectation on the right-hand side is
finite. Now, consider P(A¯n) on the right-hand side. It follows from the Markov inequality
together with Lemma A.2 that for all r ≥ 1 we have
P
(
sup
u∈[0,1]
∣∣∣∣F−1n (u)− F−1(u)− Bn(u)√nf(F−1(u))
∣∣∣∣ > nδ−1
)
≤ K6 (log n)r n−rδ ≤ K6
(
n−1/6L′(g(a))(log n)−1
)2
for n sufficiently large, provided that r > 2/(3δ). Using e.g. Lemma 5.1 in [12], since the
Brownian motion satisfies the assumption (A2) of that paper with τ = 1 (see the proof
of Corollary 3.1 in that paper), we conclude that
P
1/2(A¯n) ≤ K7n−1/6L′(g(a))(logn)−1 (8.32)
for n sufficiently large. Hence, (8.31) yields
E
(∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))∣∣∣ 1IA¯n) ≤ K8n−1/6L′(g(a))(logn)−1.
Together with (8.30), this yields
E
(∣∣∣EX (n1/3(L( ˆˆUn(a))− L(g(b))))∣∣∣) ≤ (3K3 +K8)n−1/6L′(g(a))(logn)−1.
Hence, with the Jensen inequality we arrive at∣∣∣E(EX (n1/3(L( ˆˆUn(a))− L(g(b)))))∣∣∣ ≤ (3K3 +K8)n−1/6L′(g(a))(logn)−1.
This means that
E
(
n1/3(L(
ˆˆ
Un(a))− L(g(b)))
L′(g(a))
)
= o(n−1/6).
Combining this with (8.29) completes the proof of Theorem 8.7. 
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8.4.4. Proof of Theorem 4.4
We begin with a lemma whose proof is available in Appendix A.
Lemma 8.13. Assume (R1), (R2) and (R4). With K > 0 an arbitrary positive constant,
there exists K1, K2 both positive such that
P
(|µˆn(t)− µ(t)| > n−1/3 log n) ≤ K1 exp(−K2(log n)3) (8.33)
for all t ∈ [Kn−1/6 logn, 1−Kn−1/6 log n], and
E (µˆn(t)− µ(t)) = E
[
(µˆn(t)− µ(t)) 1I|µˆn(t)−µ(t)|≤n−1/3 logn
]
+ o(n−1/2)
where the small-o term is uniform in t ∈ [Kn−1/6 logn, 1−Kn−1/6 logn].
Now we turn to the proof of Theorem 4.4. Distinguishing the positive and negative parts
of µˆn(t) − µ(t), we derive from (8.7) together with Lemma 8.13 that E (µˆn(t)− µ(t)) =
I1 − I2 + o(n−1/2) where
I1 =
∫ n−1/3 logn
0
P (µˆn(t)− µ(t) ≥ x) dx and I2 =
∫ n−1/3 logn
0
P (µ(t)− µˆn(t) > x) dx.
Consider I1. Since µˆ
−1
n = F
−1
n ◦ Uˆn, it follows from the switch relation and (A.1) that
I1 =
∫ n−1/3 logn
0
P
(
µˆ−1n (x+ µ(t)) ≥ t
)
dx
=
∫ n−1/3 logn
0
P
(
F−1 ◦ Uˆn(x+ µ(t)) ≥ t−O
(
n−1/2 log n
))
dx+ o(n−1/2)
=
∫ n−1/3 logn
0
P
(
Uˆn(x+ µ(t)) ≥ F (t)− O(n−1/2 logn)
)
dx+ o(n−1/2),
where the small o-term is uniform in t ∈ [c1, c2]. We have g ◦µ = F and g′ ◦µ = (λ′ ◦F )−1
so it follows from the Taylor expansion that
g(x+ µ(t)) = F (t)− x|λ′ ◦ F (t)| +O(x
1+s)
for all t ∈ [c1, c2] and x ∈ [0, n−1/3 logn], where s is taken from (4.3) and c1, c2 are as in
the statement of the theorem. Since x1+s ≤ n−1/2 log n for all x ≤ n−1/3 log n provided
that n is sufficiently large, we conclude that
I1 =
∫ n−1/3 logn
0
P
(
Uˆn(ax)− g(ax) > x|λ′ ◦ F (t)| − O(n
−1/2 logn)
)
dx+ o(n−1/2),
uniformly, where we set ax = µ(t) + x. But it follows from (8.5) together with (8.18) that
P
(
ˆˆ
Un(ax) 6= Uˆn(ax)
)
≤ P
(
|Uˆn(ax)− g(bx)| > Tnn−1/3
)
(8.34)
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for all x > 0, where we recall that Tn = n
ǫ for some arbitrarily small ǫ > 0, and bx satisfies
(8.19) with a replaced by ax. Together with Lemma 8.2, this yields
I1 =
∫ n−1/3 logn
0
P
(
ˆˆ
Un(ax)− g(ax) > x|λ′ ◦ F (t)| − O(n
−1/2 logn)
)
dx+ o(n−1/2),
uniformly in t. Using again (8.34) and Lemma 8.2, we then derive from (A.25) in Ap-
pendix A that
I1 =
∫ n−1/3 logn
0
P
(
L(
ˆˆ
Un(ax))− L(g(bx))
L′(g(ax))
>
x
|λ′ ◦ F (t)| − O(n
−1/2 logn)
)
dx+ o(n−1/2),
where bx is given by (8.24) with a replaced by ax and Bn being taken from Lemma A.2.
Since L′ ◦ g = v2 ◦ µ−1, we have
P(L′(g(bx)) ≤ c0γ) ≤ P(µ−1(bx) ≤ γ) + P(1− µ−1(bx) ≤ γ)
for all γ > 0 and x ∈ (0, n−1/3 log n), where c0 is taken from (R3). Consider the first
probability on the right-hand side. Assume that γ > 0 is chosen small enough so that
c1 > γ. By monotonicity of µ and the definition of bx, there exists a positive constant K1
such that for x ∈ (0, n−1/3 log n] we have
P(µ−1(bx) ≤ γ) ≤ P
(
µ(t) + x− Bn(g(xa))√
n
λ′(g(ax) ≥ µ(γ)
)
≤ P (|Bn(g(xa))| ≥ K1√n(c1 − γ)) ≤ 4 exp(−K21n(c1 − γ)2/2).
It can be proved likewise that P(1−µ−1(bx) ≤ γ) ≤ 4 exp(−K21n(1− c2−γ)2/2) provided
γ > 0 is chosen sufficiently small so that c2 + γ < 1. Hence, we can restrict attention to
the event {L′(g(bx)) > c0γ}, which mean that L′(g(bx) cannot go to zero. Then, using
(A.39) with δ = n1/3γn for some γn ∈ (n−1/2 logn, n−1/3 log n) to be chosen later, we have
I1 =
∫ n−1/3 logn
0
EP
X
(
n−1/3Vn(bx)
L′(g(ax))
>
x
|λ′ ◦ F (t)| − O(γn)
)
dx+ o(n−1/2)
+ O
(
n−1/3(logn)2n(3−q)/(3(q+1))(n1/3γn)−3q/(2(q+1))
)
where q can be chosen arbitrarily large. For arbitrary φ > 0 we can choose q large enough
so that
I1 =
∫ n−1/3 logn
0
EP
X
(
n−1/3Vn(bx)
L′(g(ax))
>
x
|λ′ ◦ F (t)| − O(γn)
)
dx+ o(n−1/2)
+ O(n−7/6+φγ−3/2−φn )
=
∫ n−1/3 logn
0
EP
X
(
n−1/3Vn(bx) >
xv2(t)
|λ′ ◦ F (t)| −O(γn)
)
dx+ o(n−1/2)
+ O(n−7/6+φγ−3/2−φn ).
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Now, using (A.42) in Appendix A with s = 1 and again δ = n1/3γn we arrive at
I1 =
∫ n−1/3 logn
0
EP
X
(
n−1/3V (bx) >
xv2(t)
|λ′ ◦ F (t)| −O(γn)
)
dx+ o(n−1/2)
+ O(n−7/6+φγ−3/2−φn ).
Recall that g ◦ µ = F and define Z(t) = argmaxu∈R{−d(F (t))u2 + W (u)}, where d =
|λ′|/(2(L′)2) andW is a standard Brownian motion. Then, Z(t) has the same distribution
as
argmax
u∈R
{−d(F (t))u2 +Wg(bx)(u)}
under PX . On the event {supt∈[0,1] |Bn(t)| ≤ log n} we have
V (bx) = argmax
|u|≤(L′(g(bx)))4/3 logn
{−d(F (t))u2 +Wg(bx)(u) +Rn(u, x, t)}
where
sup
|u|≤(L′(g(bx)))4/3 logn
|Rn(u, x, t)| = O(n−s/3(logn)2+s)
uniformly in t ∈ [c1, c2] and x ∈ (0, n−1/3 log n). It then follows from Proposition 1 in [10]
(see also the comments just above this proposition) that there are versions of Z(t) and
V (bx), and constants K1, K2, K3 > 0, such that on the event {supt∈[0,1] |Bn(t)| ≤ log n}
and for n sufficiently large, we have
P
X
(|V (bx)− Z(t)| > n1/3γn) ≤ PX
(
2 sup
|u|≤(L′(g(bx)))4/3 logn
|Rn(u, x, t)| > x(n1/3γn)3/2
)
+K1x logn + 2P
X (|Z(t)| > K2 logn)
where x = K3(n
1/3γn)
−3/2n−s/3(log n)2+s. We can chose K3 large enough so that the
probability on the right hand side is equal to zero. Hence, there exists K4 > 0 such that
on the event {supt∈[0,1] |Bn(t)| ≤ log n} we have
P
X
(|V (bx)− Z(t)| > n1/3γn) ≤ K4(n1/3γn)−3/2n−s/3(logn)3+s + 2PX (|Z(t)| > K2 logn)
≤ K4(n1/3γn)−3/2n−s/3(logn)3+s + 4 exp(−K5(logn)3)
for some K5 > 0. For the last inequality, we used Theorem 4 in [10]. The second term on
the right hand side is negligible as compared to the first one, so we conclude that there
exists K6 > 0 such that
P
X
(|V (bx)− Z(t)| > n1/3γn) ≤ K6(n1/3γn)−3/2n−s/3(logn)3+s.
Since s = 1, we obtain
I1 =
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
xv2(t)
|λ′ ◦ F (t)| − O(γn)
)
dx+ o(n−1/2) +O(n−7/6+φγ−3/2−φn ).
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Consider the integral on the right-hand side. There exists K > 0 such that∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
xv2(t)
|λ′ ◦ F (t)| − O(γn)
)
dx
≤
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
(x−Kγn)v2(t)
|λ′ ◦ F (t)|
)
dx
≤
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
yv2(t)
|λ′ ◦ F (t)|
)
dy +O(γn)
using the change of variable y = x−Kγn. Similarly,∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
xv2(t)
|λ′ ◦ F (t)| − O(γn)
)
dx
≥
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
yv2(t)
|λ′ ◦ F (t)|
)
dy +O(γn)
and therefore,
I1 =
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
xv2(t)
|λ′ ◦ F (t)|
)
dx+O(γn) +O(n
−7/6+φγ−3/2−φn ).
We choose γn that approximately realize the best trade-of between the two big-O-terms.
This means that we choose γn such that γn = n
−7/6γ−3/2n , that is γn = n−7/15, we conclude
that for arbitrarily small φ > 0,
I1 =
∫ n−1/3 logn
0
P
(
n−1/3Z(t) >
xv2(t)
|λ′ ◦ F (t)|
)
dx+O(n−14/30+φ).
With similar arguments, we obtain that for arbitrarily small φ > 0,
I2 =
∫ n−1/3 logn
0
P
(
n−1/3Z(t) < − xv
2(t)
|λ′ ◦ F (t)|
)
dx+O(n−7/15+φ).
But Z(t) has the same distribution as −Z(t) for all t so the two preceding displays yield
that I1 − I2 = O(n−7/15+φ). This completes the proof of Theorem 4.4. 
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Appendix A: Appendix
A.1. Approximation of the quantile empirical function
To go from Uˆn to µˆ
−1
n using (8.4), we need a precise bound for the uniform distance
between the quantile function F−1 and the corresponding empirical quantile function
F−1n . The bound we use is given in Lemma A.1 below. It compares to the well known
Dvoretzky-Kiefer-Wolfowitz [14] inequality for the empirical distribution function.
Lemma A.1. Let F be a distribution function on R with a density f supported on [0, 1]
and bounded away from zero on [0, 1]. Let Fn be the empirical distribution function associ-
ated with a n-sample from F and let F−1n be the corresponding empirical quantile function.
We then have
P
(
sup
t∈[0,1]
|F−1n (t)− F−1(t)| > x
)
≤ 4 exp(−2nc2x2) (A.1)
for all n and x > 0, where c is a lower bound for f . Moreover, for all p > 0 there exists
Kp > 0 that depends on c and p only, such that for all n,
E
(
sup
t∈[0,1]
|F−1n (t)− F−1(t)|p
)
≤ Kpn−p/2. (A.2)
Proof Since f is supported on [0, 1], both F−1n and F
−1 take values in [0, 1] so the
sup-distance between those functions is less than or equal to one. This means that the
probability on the left hand side of (A.1) is equal to zero for all x ≥ 1. Hence, it suffices
to prove (A.1) for x ∈ (0, 1). As is customary, we use the notation y+ = max(y, 0) and
y− = −min(y, 0) for all real numbers y. This means that |y| = max(y−, y+). Recall
the switching relation for the empirical distribution and empirical quantile functions: for
arbitrary a ∈ [0, 1] and t ∈ [0, 1], we have
Fn(a) ≥ t⇐⇒ a ≥ F−1n (t). (A.3)
For all x ∈ (0, 1) we then have
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))+ > x
)
= P
(∃t ∈ [0, 1] : F−1n (t) > x+ F−1(t))
= P
(∃t ∈ [0, 1] : t > Fn(x+ F−1(t))) .
Using t = F (F−1(t)) together with the change of variable u = x+ F−1(t) we obtain
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))+ > x
)
≤ P (∃u > 0 : F (u− x) > Fn(u))
= P (∃u ∈ (x, 1) : F (u− x) > Fn(u)) .
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For the last equality, we use the fact that F (u − x) ≤ 1 = Fn(u) for all u ≥ 1, and
F (u − x) = 0 ≤ Fn(u) for all u ≤ x. With c a lower bound for f we have F (u − x) <
F (u)− cx for all x ∈ (0, 1) and u ∈ (x, 1). Combining this to the previous display yields
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))+ > x
)
≤ P (∃u ∈ (x, 1) : F (u)− Fn(u) > cx)
≤ P
(
sup
u∈R
|F (u)− Fn(u)| > cx
)
≤ 2 exp(−2nc2x2). (A.4)
For the last inequality, we used Corollary 1 in [23]. On the other hand, for all x ∈ (0, 1)
we have
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))− > x
)
≤ P (∃t ∈ [0, 1] : F−1n (t) < F−1(t)− x)
≤ P (∃u ∈ (x, 1) : F−1n (F (u)) ≤ u− x) ,
using the change of variable u = F−1(t). Hence, with the switching relation we obtain
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))− > x
)
≤ P (∃u ∈ (x, 1) : F (u) ≤ Fn(u− x))
≤ P (∃u ∈ (x, 1) : F (u− x) + cx < Fn(u− x)) ,
using that F (u− x) < F (u)− cx for all x ∈ (0, 1) and u ∈ (x, 1). Using again Corollary
1 in [23] together with the change of variable v = u− x, we arrive at
P
(
sup
t∈[0,1]
(F−1n (t)− F−1(t))− > x
)
≤ P
(
sup
v∈R
|F (v)− Fn(v)| > cx
)
≤ 2 exp(−2nc2x2).
Combining the previous display with (A.4) completes the proof of (A.1) since |y| ≤ y−+y+
for all y ∈ R. Then, (A.2) follows from (8.7) combined to (A.1). 
The following lemma, which is a consequence of the strong approximation of the uniform
quantile process by Brownian Bridges proved in [9], will also be useful.
Lemma A.2. Assume (R5). Then, there exist versions of Fn and the Brownian bridge
Bn such that for all n and r ≥ 1,
E
1/r
[
sup
y∈[0,1]
∣∣∣∣F−1n (y)− F−1(y)− 1√nf(F−1(y))Bn(y)
∣∣∣∣r
]
= O
(
logn
n
)
. (A.5)
Proof With probability one, the empirical distribution function corresponding to F (X1),
. . . , F (Xn) is Fn ◦ F−1 so the corresponding quantile function is Qn = F ◦ F−1n . Since the
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random variables F (X1), . . . , F (Xn) are i.i.d. and uniformly distributed on [0, 1], it follows
from Theorem 1 in [9] that there exist versions of Qn and the Brownian bridge Bn such
that
P
(
sup
y∈[0,1]
∣∣∣∣Qn(y)− y − 1√nBn(y)
∣∣∣∣ > A log n+ zn
)
≤ B exp(−Cz) (A.6)
for all z, where A, B and C are positive absolute constants. Thanks to (8.7), integrating
the inequality in (A.6) where we recall that Qn = F ◦ F−1n , we obtain that for all r ≥ 1,
E
1/r
[
sup
y∈[0,1]
∣∣∣∣F ◦ F−1n (y)− y − 1√nBn(y)
∣∣∣∣r
]
= O
(
logn
n
)
. (A.7)
Now, F is strictly monotone on [0, 1] and has a bounded second derivative, so it follows
from the Taylor expansion that for all y ∈ [0, 1],
F ◦ F−1n (y)− y = F ◦ F−1n (y)− F ◦ F−1(y)
=
(
F−1n (y)− F−1(y)
)
f ◦ F−1(y) + 1
2
(
F−1n (y)− F−1(y)
)2
f ′(θy)
for some θy lying between F
−1(y) and F−1n (y). Combining this with (A.7) together with
the triangle inequality we get
E
1/r
[
sup
y∈[0,1]
∣∣∣∣(F−1n (y)− F−1(y)) f ◦ F−1(y)− 1√nBn(y)
∣∣∣∣r
]
≤ O
(
logn
n
)
+
1
2
sup
t
|f ′(t)|E1/r
[
sup
y∈[0,1]
(
F−1n (y)− F−1(y)
)2r]
for all r ≥ 1. With (A.2) we conclude that
E
1/r
[
sup
y∈[0,1]
∣∣∣∣(F−1n (y)− F−1(y)) f ◦ F−1(y)− 1√nBn(y)
∣∣∣∣r
]
= O
(
log n
n
)
for all r ≥ 1. The lemma then follows, using that f is bounded away from zero. 
A.2. Proof of Lemma 8.2
By definition, both Uˆn and g take values in [0, 1], so |Uˆn(a)− g(a)| ≤ 1. This means that
the probability on the left hand side of (8.9) is equal to zero for all x ≥ 1. Moreover, the
right-hand side in (8.9) is greater than one for appropriate K1 and K2 for all x ≤ n−1/3.
Hence, it remains to prove (8.9) for x ∈ (n−1/3, 1).
Let Λ be defined on [0, 1] by
Λ(t) =
∫ t
0
λ(u)du (A.8)
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where λ = µ ◦ F−1 on [0, 1]. Let Mn = Λn − Λ where by definition, Λn is linear on
[(i− 1)/n, i/n] for all i ∈ {1, . . . , n} and with ǫ(j) = Y(j) −m(X(j)), satisfies for all i
Λn
(
i
n
)
=
1
n
∑
j≤i
ǫ(j) +
1
n
∑
j≤i
µ ◦ F−1n (j/n)
=
1
n
∑
j≤i
ǫ(j) +
∫ i/n
0
µ ◦ F−1n (u)du. (A.9)
For the latter equality, we used the fact that F−1n is piecewise constant. Let d = A1/A4
so that
sup
t∈[0,1]
λ′(t) < −d.
It follows from the Taylor expansion that
Λ(u)− Λ(g(a)) ≤ (u− g(a))a− d
2
(u− g(a))2 (A.10)
for all u ∈ [0, 1] and a ∈ [λ(1), λ(0)]. For the case a > λ(0), we have g(a) = 0 and
therefore, it follows from the Taylor expansion that
Λ(u)− Λ(g(a)) ≤ uλ(0)− d
2
u2,
whence the inequality in (A.10) also holds for all a > λ(0). The case a < λ(1) can be
handled similarly so we conclude that the inequality in (A.10) holds for all a ∈ R. Com-
bining this with (8.5), where (because Λn is piecewise-linear) the maximum is achieved
on the set {i/n, i = 0, . . . , n}, we conclude that for all a ∈ R and x ∈ (n−1/3, 1),
P
(
|Uˆn(a)− g(a)| > x
)
≤ P
(
sup
i: |g(a)−i/n|>x
{Λn(i/n)− ai/n} ≥ Λn(g(a))− ag(a)
)
≤ P
(
sup
i: |g(a)−i/n|>x
{Mn(i/n)−Mn(g(a))− d
2
(in−1 − g(a))2} ≥ 0
)
.
Define
En(u) = Mn(u)−
∫ u
0
(µ ◦ F−1n (t)− µ ◦ F−1(t))dt
for all u ∈ [0, 1]. Since F−1n is piecewise-constant , this means that En(0) = 0 and
En
(
i
n
)
=
1
n
∑
j≤i
ǫ(j) (A.11)
for all i = 1, . . . , n with linear interpolation between those points. We then have
P
(
|Uˆn(a)− g(a)| > x
)
≤ P1 + P2 (A.12)
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where
P1 = P
(
sup
u: |g(a)−u|>x
{
∫ u
g(a)
(µ ◦ F−1n (t)− µ ◦ F−1(t))dt−
d
4
(u− g(a))2} ≥ 0
)
and
P2 = P
(
sup
i: |g(a)−i/n|>x
{En(i/n)− En(g(a))− d
4
(in−1 − g(a))2} ≥ 0
)
.
We first deal with P1. Recall that A2 is an upper bound for the sup-norm of µ
′. Hence,
we have, ∫ u
g(a)
(µ ◦ F−1n (t)− µ ◦ F−1(t))dt ≤ A2|u− g(a)| sup
t∈[0,1]
|F−1n (t)− F−1(t)|.
Combining this with Lemma A.1, we conclude that for all x ∈ (n−1/3, 1), we have
P1 ≤ P
(
sup
t∈[0,1]
|F−1n (t)− F−1(t)| ≥
dx
4A2
)
≤ 4 exp
(
−nA
2
3d
2x2
8A22
)
.
Since x2 ≥ x3, this means that
P1 ≤ 4 exp(−Knx3) (A.13)
for all K ≤ A23d2A−22 /8.
Next consider P2. For x ∈ (n−1/3, 1) we have
P2 ≤
∑
k≥1
P
(
sup
i: |g(a)−i/n|∈(kx,(k+1)x]
{En(i/n)− En(g(a))− d
4
(in−1 − g(a))2} ≥ 0
)
≤
∑
k≥1
P
(
sup
i: |g(a)−i/n|≤(k+1)x
{En(i/n)− En(g(a))} ≥ d
4
k2x2
)
.
Using that En is piecewise linear and satisfies (A.11), we get
En(g(a)) = En
(⌊ng(a)⌋
n
)
+
(
g(a)− ⌊ng(a)⌋
n
)
ǫ(⌊ng(a)⌋+1)
where ⌊ng(a)⌋ denotes the integer part of ng(a). Combining the two previous displays
yields
P2 ≤ S1 + S2 (A.14)
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where
S1 =
∑
k≥1
P
((⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1) ≥ d
8
k2x2
)
and
S2 =
∑
k≥1
P
 sup
i: |g(a)−i/n|≤(k+1)x
∑
j≤i
ǫ(j) −
∑
j≤ng(a)
ǫ(j)
 ≥ nd8 k2x2
 .
We will argue conditionally on (X1, . . . , Xn) to deal with S1 and S2. It follows from the
Markov inequality that for all θ > 0, k ≥ 1, a ∈ R and x ∈ (n−1/3, 1),
P
((⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1) ≥ d
8
k2x2
)
≤ exp
(
−θd
8
k2x2
)
E
(
exp
(
θ
(⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1)
))
= exp
(
−θd
8
k2x2
)
E
[
E
X
(
exp
(
θ
(⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1)
))]
.
Recall that X(1) < · · · < X(n) is the order statistics corresponding to X1, . . . , Xn and that
ǫ(j) = ǫi if X(j) = Xi. Therefore, it follows from (R4) that
E
X
(
exp
(
θ
(⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1)
))
≤ K exp
(
θ2
(⌊ng(a)⌋
n
− g(a)
)2
α
)
≤ K exp
(
θ2α
n2
)
.
Combining the two preceding displays yields that for all θ > 0,
P
((⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1) ≥ d
8
k2x2
)
≤ K exp
(
−θd
8
k2x2 +
θ2α
n2
)
.
Choosing θ = dk2x2n2/(16α) we arrive at
P
((⌊ng(a)⌋
n
− g(a)
)
ǫ(⌊ng(a)⌋+1) ≥ d
8
k2x2
)
≤ K exp
(
−d
2k4x4n2
162α
)
.
Putting this in the definition of S1 and using that k
4 ≥ k for all k ≥ 1 and nx ≥ 1 for all
x ∈ (n−1/3, 1) we conclude that for all a ∈ R and x ∈ (n−1/3, 1)
S1 ≤ K
∑
k≥1
exp
(
−d
2kx3n
162α
)
≤ K exp
(
−d
2x3n
162α
)∑
k≥0
exp
(
−d
2kx3n
162α
)
≤ K ′ exp(−K2nx3) (A.15)
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with any finite K ′ that satisfies K ′ ≥ K∑k≥0 exp (− d2k162α) and K2 ≤ d2/(162α).
Next, consider S2. For this task, recall that conditionally on (X1, . . . , Xn), the variables
ǫ(1), . . . , ǫ(n) are mutually independent. This means that we can use the Doob’s inequality:
for all θ > 0 we have
P
X
 sup
i: |g(a)−i/n|≤(k+1)x
∑
j≤i
ǫ(j) −
∑
j≤ng(a)
ǫ(j)
 ≥ nd8 k2x2

≤ 2 exp
(
−θnd
8
k2x2
)
sup
i: |g(a)−i/n|≤(k+1)x
E
X
exp
θ
∑
j≤i
ǫ(j) −
∑
j≤ng(a)
ǫ(j)

≤ 2K exp
(
−θnd
8
k2x2
)
sup
i: |g(a)−i/n|≤(k+1)x
exp
(
θ2α|i− ⌊ng(a)⌋|) ,
using (R4) for the last inequality. We have
|i− ⌊ng(a)⌋ ≤ |i− ng(a)|+ 1 ≤ |i− ng(a)|+ nx
for all x ∈ (n−1/3, 1) and therefore,
P
X
 sup
i: |g(a)−i/n|≤(k+1)x
∑
j≤i
ǫ(j) −
∑
j≤ng(a)
ǫ(j)
 ≥ nd8 k2x2

≤ 2K exp
(
−θnd
8
k2x2 + θ2α(k + 2)nx
)
for all θ > 0. Choosing θ = dk2x/(16α(k + 2)) and taking the expectation on both sides
we arrive at
P
 sup
i: |g(a)−i/n|≤(k+2)x
∑
j≤i
ǫ(j) −
∑
j≤ng(a)
ǫ(j)
 ≥ nd8 k2x2

≤ 2K exp
(
− d
2k4nx3
162α(k + 2)
)
≤ 2K exp
(
− d
2knx3
3× 162α
)
,
since 3k3 ≥ k + 2 for all k ≥ 1. By definition of S2 we then have
S2 ≤ 2K
∑
k≥1
exp
(
− d
2knx3
3 × 162α
)
≤ 2K exp
(
− d
2nx3
3× 162α
)∑
k≥0
exp
(
− d
2k
3× 162α
)
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for all x ∈ (n−1/3, 1). For all finite K ′ such that K ′/2K is greater than the sum in the
previous display, and K2 ≤ d2/(3× 162α), we arrive at
S2 ≤ K ′ exp(−K2nx3).
Combining this with (A.15) and (A.14) yields that P2 ≤ 2K ′ exp(−K2nx3) for appropriate
K ′ and K2. Combining this with (A.13) and (A.12) completes the proof of Lemma 8.2. 
A.3. Proof of Lemma 8.1
Similar to the proof of Lemma 8.2, it suffices to prove the inequality for x ∈ (n−1/3, 1).
Since µ−1 = F−1 ◦ g, it follows from (8.4) combined to the triangle inequality that for all
a ∈ R,
|µˆ−1n (a)− µ−1(a)| = |F−1n (Uˆn(a))− F−1(g(a))|
≤ sup
t∈[0,1]
|F−1n (t)− F−1(t)|+ A−13 |Uˆn(a)− g(a)|
using that the first derivative of F−1 is bounded by A−13 . This means that for all x ∈
(n−1/3, 1), we have
P
(|µˆ−1n (a)− µ−1(a)| > x) ≤ P
(
sup
t∈[0,1]
|F−1n (t)− F−1(t)| >
x
2
)
+P
(
|Uˆn(a)− g(a)| > xA3
2
)
.
(A.16)
Combining this with Lemma 8.2 together with (A.1), we arrive at
P
(|µˆ−1n (a)− µ−1(a)| > x) ≤ 4 exp(−nA23x22
)
+K1 exp
(
−K2A
3
3nx
3
8
)
,
for some K1, K2 > 0. Since x
2 ≥ x3 for all x ∈ (n−1/3, 1), this completes the proof of
Lemma 8.1. 
A.4. Proof of Lemma 8.3
We begin with the proof of (8.10). Similar to the proof of Lemma 8.2, it suffices to prove
the inequality for x ∈ [n−1, 1]. Let Λ and λ be taken from (A.8) and (8.3) respectively. Let
Λn be defined by (A.9) with linear interpolation between the points 0, 1/n, 2/n, . . . , n/n.
It follows from (8.5) (where because Λn is piecewise-linear, the maximum is achieved on
the set {i/n, i = 0, . . . , n}) together with Λn(0) = 0, that for all a > λ(0) and x ∈ [n−1, 1]
we have
P
X
(
Uˆn(a) ≥ x
)
≤ PX
(
sup
i≥nx
{Λn(i/n)− ai/n} ≥ 0
)
≤ PX
(
sup
i≥nx
{
1
n
∑
j≤i
ǫ(j) − (a− µ(0))i/n
}
≥ 0
)
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using the monotonicity of µ. Hence,
P
X
(
Uˆn(a) ≥ x
)
≤
∑
k≥1
P
X
(
sup
i∈[knx,(k+1)nx)
{∑
j≤i
ǫ(j) − (a− µ(0))i
}
≥ 0
)
≤
∑
k≥1
P
X
(
sup
i≤(k+1)nx
{∑
j≤i
ǫ(j)
}
≥ (a− µ(0))knx
)
.
Conditionally on (X1, . . . , Xn), the variables ǫ(1), . . . , ǫ(n) are mutually independent. This
means that we can use the Doob’s inequality: for all θ > 0 we have
P
X
(
sup
i≤(k+1)nx
{∑
j≤i
ǫ(j)
}
≥ (a− µ(0))knx
)
≤ exp (−θ(a− µ(0))knx) sup
i≤(k+1)nx
E
X
[
exp
(
θ
∑
j≤i
ǫ(j)
)]
≤ K exp (−θ(a− µ(0))knx) exp (θ2α(k + 1)nx) ,
using (R4) for the last inequality. Choosing θ = (a− µ(0))k/(2α(k + 1)) we arrive at
P
X
(
sup
i≤(k+1)nx
{∑
j≤i
ǫ(j)
}
≥ (a− µ(0))knx
)
≤ K exp
(
−(a− µ(0))
2k2nx
4α(k + 1)
)
≤ K exp
(
−(a− µ(0))
2knx
8α
)
,
since 2k ≥ k + 1 for all k ≥ 1. This means that
P
X
(
Uˆn(a) ≥ x
)
≤ K
∑
k≥1
exp
(
−(a− µ(0))
2knx
8α
)
≤ K exp
(
−(a− µ(0))
2nx
8α
)∑
k≥0
exp
(
−(a− µ(0))
2k
3× 16α
)
for all x ∈ [n−1, 1]. For all finiteK ′ such thatK ′/K is greater than the sum in the previous
display, and K2 ≤ (8α)−1, we arrive at
P
X
(
Uˆn(a) ≥ x
)
≤ K ′ exp(−K2(a− µ(0))2nx)
for all x ∈ [n−1, 1]. This completes the proof of (8.10) since µ(0) = λ(F (0)) = λ(0). The
inequality in (8.11) can be proved in a similar way. 
A.5. Proof of Lemma 8.5
Recall that λˆn(0) is the right-hand slope at point 0 of the least concave majorant of
Λn, where Λn(0) = 0 and Λn is piecewise linear and changes its slope only at points in
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{1/n, 2/n, . . . , (n− 1)/n}. This means that for all x ≥ 0 we have
P(λˆn(0) ≥ x) ≤ P(∃i ∈ {1, . . . , n} : Λn(i/n) ≥ xi/n)
≤ P
(
∃i ∈ {1, . . . , n} : 1
n
∑
j≤i
ǫ(j) ≥ (x− µ(0))i/n
)
,
by monotonicity of µ, where we recall that µ(0) = λ(0). With similar arguments as for
the proof of Lemma 8.3 we conclude that there exists K1 > 0 and K2 > 0 such that
P(λˆn(0) ≥ x) ≤ K1 exp
(−K2(x− λ(0))2)
for all x > λ(0). Here again, we use the notation y+ = max(y, 0) and y− = −min(y, 0)
for all real numbers y. Combining the preceding display together with (8.7) and the fact
that a probability is less than or equal to one yields
E(λˆn(0)+)
p =
∫ ∞
0
P(λˆn(0) ≥ x)pxp−1dx
≤ λp(0) +K1
∫ ∞
λ(0)
exp
(−K2(x− λ(0))2) pxp−1dx
≤ Ap5(0) +K1
∫ ∞
0
exp
(−K2x2) p(x+ A5)p−1dx.
The integral on the right hand side is finite so we conclude that E(λˆn(0)+)
p ≤ K3 for
some K3 > 0. It can be proved likewise that E(λˆn(1)−)p ≤ K3. Then by monotonicity,
E|λˆn(0)|p ≤ E(λˆn(0)+)p + E(λˆn(0)−)p
≤ E(λˆn(0)+)p + E(λˆn(1)−)p
which is at most 2K3. Likewise, E|λˆn(1)|p ≤ 2K3, which completes the proof. 
A.6. Proof of Lemma 8.6
It follows from (8.3) that with generalized inverses, µ−1 = F−1 ◦ g on R. Combined with
(8.4), this yields
E
(
µˆ−1n (a)− µ−1(a)
)
= E
(
F−1n (Uˆn(a))− F−1(g(a))
)
= E
(
F−1(Uˆn(a))− F−1(g(a))
)
+ E
(
F−1n (Uˆn(a))− F−1(Uˆn(a))
)
.
(A.17)
Consider the first term on the right hand side. Since F has a density function f that is
bounded away from zero with a bounded first derivative, see (R5), it follows from the
Taylor expansion that there exists θn lying between Uˆn(a) and g(a) such that
F−1(Uˆn(a))− F−1(g(a)) = Uˆn(a)− g(a)
f(F−1(g(a)))
− f
′(F−1(θn))
2(f(F−1(θn)))3
(Uˆn(a)− g(a))2.
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Hence,
E
∣∣∣∣∣F−1(Uˆn(a))− F−1(g(a))− Uˆn(a)− g(a)f(F−1(g(a)))
∣∣∣∣∣ ≤ supt |f ′(t)|2(inft f(t))3 E(Uˆn(a)− g(a))2.
It follows from Lemma 8.2 combined to (8.7) that the right-hand side if of maximal order
n−2/3 uniformly in a, whence
E
(
F−1(Uˆn(a))− F−1(g(a))
)
= E
(
Uˆn(a)− g(a)
f(F−1(g(a)))
)
+O(n−2/3) (A.18)
uniformly in a ∈ R. Next, consider the second term on the right hand side of (A.17). By
Lemma A.2, there are versions of Fn and the Brownian bridge Bn such that
E
(
F−1n (Uˆn(a))− F−1(Uˆn(a))
)
= O
(
log n
n
)
+ E
(
Bn(Uˆn(a))√
nf(F−1(Uˆn(a)))
)
(A.19)
where the big-O term is uniform in a ∈ R. Now, it follows from Taylor expansion and
Ho¨lder’s inequality that∣∣∣∣∣E
(
Bn(Uˆn(a))√
nf(F−1(Uˆn(a)))
)
− E
(
Bn(Uˆn(a))√
nf(F−1(g(a)))
)∣∣∣∣∣
≤ supt |f
′(t)|√
n(inft f(t))3
E
∣∣∣(Uˆn(a)− g(a))Bn(Uˆn(a))∣∣∣
≤ supt |f
′(t)|√
n(inft f(t))3
E
1/2
(
Uˆn(a)− g(a)
)2
E
1/2
(
sup
t∈[0,1]
|Bn(t)|
)2
which is of order O(n−5/6) uniformly in a ∈ R. Together with (A.19), this implies that
E
(
F−1n (Uˆn(a))− F−1(Uˆn(a))
)
= O(n−5/6) + E
(
Bn(Uˆn(a))√
nf(F−1(g(a)))
)
.
Next, we have
∣∣∣E(Bn(Uˆn(a))−Bn(g(a)))∣∣∣ ≤ E
(
sup
|u−g(a)|≤n−1/3 logn
|Bn(u)− Bn(g(a))|
)
+2E
(
sup
u∈[0,1]
|Bn(u)|1(|Uˆn(a)− g(a)| > n−1/3 logn)
)
.
The first expectation on the right hand side tends to zero by rescaling the Brownian
motionWn and the representation Bn(t) = Wn(t)−tWn(1) in distribution. For the second
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expectation, use Ho¨lder’s inequality together with Lemma 8.2 to conclude that it tends
to zero as well as n→∞. We conclude that
E
(
F−1n (Uˆn(a))− F−1(Uˆn(a))
)
= o(n−1/2) +
E (Bn(g(a)))√
nf(F−1(g(a)))
= o(n−1/2) (A.20)
uniformly in a ∈ R. For the last equality, we simply used the fact that Bn is a centered
process. Combining together (A.17), (A.18) and (A.20) completes the proof. 
A.7. Proof of Lemma 8.8
By Fubini’s theorem we have
E| ˆˆUn(a)− Uˆn(a)| =
∫ ∞
0
P
(
| ˆˆUn(a)− Uˆn(a)| > x
)
dx.
But it follows from (8.5) together with (8.18) that for all x > 0,
P
(
| ˆˆUn(a)− Uˆn(a)| > x
)
≤ P
(
ˆˆ
Un(a) 6= Uˆn(a)
)
≤ P
(
|Uˆn(a)− g(b)| > Tnn−1/3
)
.
Hence, | ˆˆUn(a)− g(b)| ≤ |Uˆn(a)− g(b)| and we obtain
E| ˆˆUn(a)− Uˆn(a)|
≤
∫ ∞
0
min
{
P
(
2|Uˆn(a)− g(b)| > x
)
; P
(
|Uˆn(a)− g(b)| > Tnn−1/3
)}
dx (A.21)
≤ 2Tnn−1/3P
(
|Uˆn(a)− g(b)| > Tnn−1/3
)
+ 2
∫ ∞
Tnn−1/3
P
(
|Uˆn(a)− g(b)| > x
)
dx.
For all x > 0 we have
P
(
|Uˆn(a)− g(b)| > x
)
≤ P
(
|Uˆn(a)− g(a)| > x
2
)
+ P
(
K|a− b| > x
2
)
for some K > 0, using that g is Lipshitz on R. Using (8.19) and Lemma 8.2, we conclude
that there exist positive constants K1 and K2 such that
P
(
|Uˆn(a)− g(b)| > x
)
≤ K1 exp
(−K2nx3)+K1 exp (−K2nx2) .
Hence, for all x ≤ 1 we have
P
(
|Uˆn(a)− g(b)| > x
)
≤ 2K1 exp
(−K2nx3) . (A.22)
The previous inequality is trivially true for x > 1 since in that case, the probability on
the left-hand side is equal to zero. Hence, the inequality holds for all x > 0. Hence, it
follows from (A.21) that
E| ˆˆUn(a)− Uˆn(a)| ≤ 4K1Tnn−1/3 exp
(−K2T 3n)+ 4K1 ∫ ∞
Tnn−1/3
exp
(−K2nx3) dx
= o(n−1/2)
by definition of Tn, and Lemma 8.8 follows. 
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A.8. Proof of Lemma 8.9
It follows from the Taylor expansion that for all a ∈ R, there exists θa ∈ [0, 1] such that
L(
ˆˆ
Un(a))− L(g(a))
L′(g(a))
=
ˆˆ
Un(a)− g(a) + 1
2
(
ˆˆ
Un(a)− g(a))2 L
′′(θa)
L′(g(a))
.
Since F−1 ◦ g = µ−1 we have
L′(g(a)) = v2 ◦ µ−1(a) ≥ c0(µ−1(a) ∧ (1− µ−1(a))) (A.23)
where c0 is taken from (R3). On the interval (µ(1), µ(0)), the function µ
−1 has a negative
first derivative that is bounded away from zero. Denoting by c > 0 a lower bound for the
absolute value of the derivative, we have
µ−1(a)− µ−1(λ(0)) =
∫ λ(0)
a
|(µ−1)′(u)|du ≥ c(λ(0)− a) ≥ cKn−1/6 logn
for all a ∈ Jn. Since µ−1(λ(0)) = 0, we arrive at µ−1(a) ≥ cKn−1/6 log n. Likewise,
1− µ−1(a) ≥ cKn−1/6 logn for all a ∈ Jn. Using (A.23), this means that
L′(g(a)) ≥ c0cKn−1/6 log n for all a ∈ Jn. (A.24)
Since, furthermore, L′′ is bounded, we conclude that there exists K > 0 such that∣∣∣∣∣L(
ˆˆ
Un(a))− L(g(a))
L′(g(a))
− ( ˆˆUn(a)− g(a))
∣∣∣∣∣ ≤ Kn1/6log n ( ˆˆUn(a)− g(a))2. (A.25)
Repeating the same arguments as in the proof of Lemma 8.8, it can be seen that for all
p ≥ 1,
E| ˆˆUn(a)− Uˆn(a)|p = o(n−p/3)
uniformly in a, so it follows from Lemma 8.2 combined with the triangle inequality that
for all p ≥ 1, there exists Kp > 0 such that
E| ˆˆUn(a)− g(a)|p ≤ Kpn−p/3 (A.26)
for all a ∈ R. With p = 2, we conclude from (A.25) that
E(
ˆˆ
Un(a)− g(a)) = E
(
L(
ˆˆ
Un(a))− L(g(a))
L′(g(a))
)
+ o(n−1/2) (A.27)
uniformly for a ∈ Jn. Now, it follows from (8.7) that
E(a− b)2 =
∫ ∞
0
P(|b− a| > √x)dx
≤
∫ ∞
0
K1 exp(−K2nx)dx = K1
nK2
(A.28)
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where K1 and K2 are taken from (8.19). Moreover, from the Taylor expansion it follows
that for all a ∈ R, there exists θa lying between g(b) and g(a) and ηa lying between b and
a such that
L(g(b))− L(g(a))
L′(g(a))
= (b− a)g′(ηa) + 1
2
((b− a)g′(ηa))2 L
′′(θa)
L′(g(a))
.
The function L has a bounded second derivative on [0, 1] so using (8.6), (A.28) and (A.24),
we then arrive at
E
(
L(g(b))− L(g(a))
L′(g(a))
)
= E((b− a)g′(ηa)) + o(n−1/2)
= E ((b− a)(g′(ηa)− g′(a))) + o(n−1/2).
For the last equality, we used the assumption that E(b) = a + o(n−1/2). Consider the
expectation on the right hand side. It follows from Ho¨lder’s inequality together with (A.28)
that
E |(b− a)(g′(ηa)− g′(a))| ≤ n−1/2
√
K1
K2
E
1/2 (g′(ηa)− g′(a))1/2 .
On the other hand, it follows from the Borel-Cantelli Lemma together with (8.19) that b
converges to a as n→∞ with probability one. Since g′ is continuous on (λ(1), λ(0)), this
implies that g′(ηa) converges to g′(a) as n→∞ with probability one. Since g′ is bounded,
it then follows from the dominated convergence theorem that E (g′(ηa)− g′(a))1/2 tends
to zero as n→∞. Hence, it follows from the preceding display that
E |(b− a)(g′(ηa)− g′(a))| = o(n−1/2).
Combining this with (A.29) and (A.27) completes the proof of Lemma 8.9. 
A.9. Proof of Lemma 8.10
The location of the maximum of a process is invariant under addition of constants or
multiplication by n2/3 so it follows from (8.18) that
n1/3(L(
ˆˆ
Un(a))− L(g(b))) = argmax
u∈In(b)
{Pn(a, b, u)}
where for all a, b, u,
Pn(a, b, u) = n
2/3
{
Λn ◦ L−1
(
L(g(b)) + n−1/3u
)
− Λn(g(b)) − aL−1
(
L(g(b)) + n−1/3u
)
− ag(b)
}
.
Recall (A.9) and Λn linearly interpolates between the points i/n, i = 0, . . . , n. The ǫi’s
are independent under PX and we have
VarX
(
1
n
∑
j≤i
ǫ(j)
)
=
1
n2
∑
j≤i
v2 ◦ F−1n (j/n) =
1
n
∫ i/n
0
v2 ◦ F−1n (u)du.
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With (R4), the function x 7→ E(|ǫi|q|Xi = x) is bounded on [0, 1] with an arbitrary q > 0.
It then follows from Theorem A in [27] that there exist a positive constant Cq, and versions
of Λn and the Brownian motion Wn under P
X , such that for all x > 0,
P
X
[
sup
t∈[0,1]
∣∣∣∣Λn(t)− ∫ t
0
µ ◦ F−1n (u) du−
1√
n
Wn (Ln(t))
∣∣∣∣ > x
]
≤ Cqn1−qx−q, (A.29)
where
Ln(t) =
∫ t
0
v2 ◦ F−1n (u) du. (A.30)
For these versions of Λn and Wn we have
Pn(a, b, u) =n
2/3
{∫ L−1(L(g(b))+n−1/3u)
g(b)
µ ◦ F−1n (t) dt− a
(
L−1
(
L(g(b)) + n−1/3u
)− g(b))}
+ n1/6
{
Wn ◦ Ln ◦ L−1
(
L(g(b)) + n−1/3u
)−Wn ◦ Ln(g(b))}+Rn1(b, u),
where
|Rn1(b, u)| ≤ 2n2/3 sup
t∈[0,1]
∣∣∣∣Λn(t)− ∫ t
0
µ ◦ F−1n (u) du−
1√
n
Wn (Ln(t))
∣∣∣∣ . (A.31)
We then have
Pn(a, b, u) = Dn(b, u) +Wg(b)(u) +Rn1(b, u) +Rn2(a, b, u) +Rn3(b, u),
where by definition of Λ,
Rn2(a, b, u) = n
2/3
∫ L−1(L(g(b))+n−1/3u)
g(b)
(µ ◦ F−1n (t)− µ ◦ F−1(t)) dt
− n2/3(a− b) (L−1 (L(g(b)) + n−1/3u)− g(b))
and
Rn3(b, u) = n
1/6
{
Wn ◦ Ln ◦ L−1
(
L(g(b)) + n−1/3u
)−Wn ◦ Ln(g(b))}−Wg(b)(u).
To complete the proof of Lemma 8.10, it remains to prove that Rn satisfies (8.28) for all
x > 0, where
Rn(a, b, u) = Rn1(b, u) +Rn2(a, b, u) +Rn3(b, u).
To do this, note that from (A.31) and (A.29), it follows that
P
X
(
sup
u∈In(b)
|Rn1(b, u)| > x
2
)
≤ Cq4qx−qn1−q/3
for all x > 0. Therefore, it remains to prove that there exists Kq > 0 such that
P
X
(
sup
u∈In(b)
|Rn2(a, b, u) +Rn3(b, u)| > x
2
)
≤ Kqx−qn1−q/3 (A.32)
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for all x > 0. By choosing Kq ≥ 1, the inequality clearly holds for all x < n−1/3+1/q since
for such x’s, the bound on the right-hand side is greater than one. Therefore, it remains
to prove (A.32) for all x ≥ n−1/3+1/q .
Consider Rn2. It follows from the Taylor expansion that
Rn2(a, b, u) = n
2/3
∫ L−1(L(g(b))+n−1/3u)
g(b)
(F−1n (t)− F−1(t))µ′ ◦ F−1(t) dt
− n2/3(a− b) (L−1 (L(g(b)) + n−1/3u)− g(b))+Rn4(b, u)
where
Rn4(b, u) = n
2/3
∫ L−1(L(g(b))+n−1/3u)
g(b)
(F−1n (t)− F−1(t))(µ′(θnt)− µ′ ◦ F−1(t)) dt
for some θnt lying between F
−1(t) and F−1n (t). But it follows from the definition of In(b)
together with the monotonicity of L that∣∣L−1 (L(g(b)) + n−1/3u)− g(b)∣∣ ≤ n−1/3Tn (A.33)
for all u ∈ In(b), so thanks to the triangle inequality and (4.3), we obtain
|Rn4(b, u)| ≤ Cn1/3Tn sup
t∈[0,1]
|F−1n (t)− F−1(t))|1+s
for all u ∈ In(b). On An, the inequalities in (8.22), (8.23) hold and therefore, with δ < 1/2
in (8.23), we obtain that there exists K1 > 0 such that
sup
u∈In(b)
|Rn4(b, u)| ≤ K1n1/3Tn(n−1/2 logn)1+s.
Using again (8.22) and (8.23) together with the fact that µ′ ◦ F−1/f ◦ F−1 = λ′ where µ
satisfies (4.3), we arrive at
Rn2(a, b, u) = n
2/3
(
L−1
(
L(g(b)) + n−1/3u
)− g(b))(Bn(g(a))√
n
λ′(g(a))− (a− b)
)
+Rn5(b, u)
where
sup
u∈In(b)
|Rn5(b, u)| ≤ K1n1/3Tn(n−1/2 log n)1+s
+K2n
1/3Tn
(
nδ−1 +
log n√
n
(n−1/3Tn)s + n−1/2
√
Tnn
−1/6 log n
)
for some K2 > 0 that does not depend on n. Using (8.24) and the assumption that
δ < 1/3, we conclude from the two preceding displays that
sup
u∈In(b)
|Rn2(a, b, u)| ≤ n
−1/3+1/q
4
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for n sufficiently large and Tn = n
ǫ for a sufficiently small ǫ > 0. This means that for all
x ≥ n−1/3+1/q,
P
X
(
sup
u∈In(b)
|Rn2(a, b, u) +Rn3(b, u)| > x
2
)
≤ PX
(
sup
u∈In(b)
|Rn3(b, u)| > x
4
)
. (A.34)
Now, consider Rn3. By definition of Ln, on An we have
Ln ◦ L−1
(
L(g(b)) + n−1/3u
)− Ln(g(b))
=
∫ L−1(L(g(b))+n−1/3u)
g(b)
v2 ◦ F−1n (t) dt
=
∫ L−1(L(g(b))+n−1/3u)
g(b)
v2
(
F−1(t) +
Bn(g(b))√
nf(F−1(g(b)))
)
dt +O
(
T
3/2
n
n
logn
)
=
∫ L−1(L(g(b))+n−1/3u)
g(b)
v2 ◦ F−1(t) + Bn(g(b))√
nf(F−1(g(b)))
(v2)′ ◦ F−1(g(b)) dt +O
(
T
3/2
n
n
logn
)
uniformly in u ∈ In(b). Here, we used the assumption that the function v2 has a bounded
second derivative, together with (8.22) and (8.23) with δ < 1/3. By definition of L, the
second derivative of L is given by L′′ = (v2)′ ◦ F−1/f ◦ F−1 and therefore,
Ln ◦ L−1
(
L(g(b)) + n−1/3u
)− Ln(g(b))
= n−1/3u+
(
L−1
(
L(g(b)) + n−1/3u
)− g(b)) Bn(g(b))√
n
L′′(g(b)) +O
(
T
3/2
n
n
log n
)
= n−1/3u
(
1 +
Bn(g(b))√
nL′(g(b))
L′′(g(b))
)
+O
(
T 2n
n
)
= n−1/3u (1 + φn(g(b))) +O
(
T 2n
n
)
where the big-O term is uniform in a and u ∈ In(b). Here, we used that u = O(TnL′(g(b)))
uniformly on In(b). This means that
|Ln ◦ L−1
(
L(g(b)) + n−1/3u
)− (Ln(g(b)) + n−1/3u (1 + φn(g(b)))) | ≤ T 2n
n
(logn)2
provided that n is sufficiently large. By definition of Rn3, we then get
Rn3(b, u) = Rn6(b, u) +Rn7(b, u)
where for all u ∈ In(b),
|Rn6(b, u)| = n1/6
∣∣Wn (Ln(g(b)) + n−1/3u (1 + φn(g(b))))−Wn ◦ Ln ◦ L−1 (L(g(b)) + n−1/3u)∣∣
≤ n1/6 sup
u∈[0,logn], |u−v|≤T 2nn−1(logn)2
|Wn(v)−Wn(u)|
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and
|Rn7(b, u)| =
∣∣n1/6 {Wn (Ln(g(b)) + n−1/3u (1 + φn(g(b))))−Wn ◦ Ln(g(b))}−Wg(b)(u)∣∣
≤ ∣∣Wg(b)(u)∣∣ (1−√1− |φn(g(b))|)
≤ |Wg(b)(u)| × |φn(g(b))|√
2
,
using that 1−√1− x ≤ x/√2 for all x ∈ (0, 1/2] together with the fact that on An,
|φn(g(b))| ≤ (log n)
2
L′(g(b))
√
n
≤ 1
2
for n sufficiently large. Combining the two previous displays yields
|Rn7(b, u)| ≤ sup
u∈[0,1]
|Wg(b)(u)| × (log n)
2
L′(g(b))
√
2n
for all u ∈ In(b). Therefore, for all x > 0 we have
P
X
(
sup
u∈In(b)
|Rn3(b, u)| > x
4
)
≤ PX
(
sup
u∈[0,1]
|Wg(b)(u)| (logn)
2
L′(g(b))
√
2n
>
x
8
)
+ PX
(
n1/6 sup
u∈[0,logn], |u−v|≤T 2nn−1(logn)2
|Wn(v)−Wn(u)| > x
8
)
.
(A.35)
It follows from (8.24) together with (8.22) that on An,
|b− a| ≤ n−1/2 log n sup
u∈[0,1]
|λ′(u)|.
Similar to (A.24), we then have
L′(g(b)) ≥ cn−1/6 logn. (A.36)
for some c > 0 that does not depend on a, b, n. Therefore, the first probability on the
right-hand side of (A.35) satisfies
P
X
(
sup
u∈[0,1]
|Wg(b)(u)| (logn)
2
L′(g(b))
√
2n
>
x
8
)
≤ PX
(
sup
u∈[0,1]
|Wg(b)(u)| > cxn
−1/6√2n
8 logn
)
≤ 2 exp
(
− c
2x2n2/3
(8 logn)2
)
≤ K3x−qn1−q/3
for some K3 > 0. Here, we use the fact that Wg(b) is distributed as a standard Brownian
motion under PX . SinceWn is distributed as a standard Brownian motion under P
X , there
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exist K4 > 0, K5 > 0 and K6 > 0 such that
P
X
(
n1/6 sup
u∈[0,logn], |u−v|≤T 2nn−1(log n)2
|Wn(v)−Wn(u)| > x
8
)
≤ K4T−2n n(logn)−1 exp
(
− K5
(log n)2
x2T−2n n
2/3
)
≤ K6x−qn1−q/3
for all x > 0. Combining the two preceding displays with (A.35), we conclude that
P
X
(
sup
u∈In(b)
|Rn3(b, u)| > x
4
)
≤ (K3 +K6)x−qn1−q/3
for all x > 0. Together with (A.34), this proves that (A.32) holds for all x ≥ n−1/3+1/q.
This completes the proof of Lemma 8.10. 
A.10. Proof of Lemma 8.11
We use Lemma 8.10 with some q > 18. We assume without loss of generality that the
variables in (8.25) and (8.26) are equal and defined on the same probability space as Vn(b).
Define
V˜n(b) = argmax
u∈In(b)
{Dn(b, u) +Wg(b)(u)}.
It follows from Proposition 1 in [10] (see also the comments just above this proposition)
that there exists K1 > 0 such that for n sufficiently large, we have
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− V˜n(b)| > δ
)
≤ PX
(
2 sup
u∈In(b)
|Rn(a, b, u)| > xδ3/2
)
+K1x(L
′(g(b)))4/3 logn + PX
(
|V˜n(b)| > (L′(g(b)))4/3 logn
)
.
for every pair (x, δ) that satisfies
δ ∈ (0, (L′(g(b)))4/3 log n], x > 0, (log n)
3
(L′(g(b)))4/3
≤ − 1
δ log(2xδ)
. (A.37)
Here, we use the fact that with T = (L′(g(b)))4/3 logn, there exists K2 > 0 such that
sup
|t|≤T
(
∂
∂t
Dn(b, t)
)2
≤
(
K2
T
(L′(g(b)))2
)2
≤ (log n)
3
(L′(g(b)))4/3
for n sufficiently large. By definition, V˜n(b) can differ from Vn(b) only if its absolute value
exceeds (L′(g(b)))4/3 log n. Hence we get
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > δ
)
≤ PX
(
2 sup
u∈In(b)
|Rn(a, b, u)| > xδ3/2
)
+K1x(L
′(g(b)))4/3 logn + 2PX
(
|V˜n(b)| > (L′(g(b)))4/3 log n
)
.
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for every pair (x, δ) that satisfies (A.37). Using (8.28) with x replaced by xδ3/2/2 proves
that the first probability on the right-hand side is less than or equal to K3(xδ
3/2)−qn1−q/3
for some K3 > 0. Moreover, V˜n(b)(L
′(g(b)))−4/3 is distributed as the location of the max-
imum of
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
+W (u),
where W is a standard Brownian motion, and
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
≤ −K4u2
for some K4 > 0 that only depends on λ and v
2. By Theorem 4 in [10], we then have
P
X
(∣∣∣V˜n(b)(L′(g(b)))−4/3∣∣∣ > log n) ≤ 2 exp(−K24 (log n)3/2).
Therefore,
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > δ
)
≤ K3(xδ3/2)−qn1−q/3
+K1x(L
′(g(b)))4/3 log n+ 4 exp(−K24 (log n)3/2)
(A.38)
for every pair (x, δ) that satisfies (A.37). For every δ > 0, let
xδ = n
(3−q)/(3(q+1))δ−3q/(2(q+1))(L′(g(b)))−4/(3(q+1)).
Note that xδ is defined in such a way that
(xδ3/2)−qn1−q/3 = x(L′(g(b)))4/3.
This means that the first two terms on the right-hand side of (A.38) are of the same order
of magnitude, up to a log n factor. Therefore, using (A.36) we get
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > δ
)
≤ K5xδ(L′(g(b)))4/3 log n (A.39)
for all δ ∈ (δn, n−ǫ(L′(g(b)))4/3], where ǫ > 0 and δn = n−1/6L′(g(b))(logn)−1. Now by
definition of the intervals on which the location of the maximum is taken, we have
|Vn(b)| ≤ (L′(g(b)))4/3 log n
and
|n1/3(L( ˆˆUn(a))− L(g(b)))| ≤
(
sup
|θ−g(b)|≤n−1/3Tn
L′(θ)
)
Tn. (A.40)
Hence, by the triangle inequality, there exists K6 > 0 such that
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| ≤ K6L′(g(b))Tn.
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It now follows from Fubini’s theorem that
E
X |n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)|
=
∫ K6L′(g(b))Tn
0
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > δ
)
dδ
≤ δn +K5
∫ n−ǫ(L′(g(b)))4/3
δn
xδ(L
′(g(b)))4/3 logn dδ
+K5K6L
′(g(b))Tnxn−ǫ(L′(g(b)))4/3(L
′(g(b)))4/3 log n.
For the last inequality, we used (A.39) for δ ∈ (δn, n−ǫ(L′(g(b)))4/3] together with the fact
that for all δ > n−ǫ(L′(g(b)))4/3, we have
P
X
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > δ
)
≤ PX
(
|n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| > n−ǫ(L′(g(b)))4/3
)
≤ K5xn−ǫ(L′(g(b)))4/3 (L′(g(b)))4/3 log n.
Recall that L′ may go to zero at the boundaries of the interval [0, 1] but thanks to the
assumption (R3), we have (A.36). Combining this with the assumption that q > 18, we
conclude that
E
X |n1/3(L( ˆˆUn(a))− L(g(b)))− Vn(b)| ≤ K7n−1/6L′(g(b))(logn)−1
for some K7 > 0, uniformly in a ∈ Jn. This completes the proof of Lemma 8.11. 
A.11. Proof of Lemma 8.12
First, we approximate Vn(b) with the location of the maximum of a Brownian motion
with parabolic drift. Define
V (b) = argmax
|u|≤(L′(g(b)))4/3 logn
{−d(g(b))u2 +Wg(b)(u)},
where d = |λ′|/(2(L′)2). Here, Wg(b), λ and L are taken from (8.27), (8.3) and (8.20)
respectively. Recall that conditionally on (X1, . . . , Xn), Vn(b)(L
′(g(b)))−4/3 is distributed
as the location of the maximum of
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
+W (u)
over [− log n, logn], where W is a standard Brownian motion. Hence, we can assume
without loss of generality that
Vn(b)(L
′(g(b)))−4/3 = argmax
|u|≤logn
{
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
+W (u)
}
.
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Likewise, we assume that
V (b)(L′(g(b)))−4/3 = argmax
|u|≤logn
{ −d(g(b))
(L′(g(b)))2/3
(
(L′(g(b)))4/3u
)2
+W (u)
}
= argmax
|u|≤logn
{
−|λ
′(g(b))|
2
u2 +W (u)
}
.
Note that∣∣L−1 (L(g(b)) + n−1/3(L′(g(b)))4/3u)− g(b)∣∣ ≤ n−1/3(log n)2(L′(g(b)))1/3
for all u with |u| ≤ log n, provided that n is sufficiently large. It follows from the Tayor
expansion that
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
=
n2/3
2(L′(g(b)))2/3
(
L−1
(
L(g(b)) + n−1/3(L′(g(b)))4/3u
)− g(b))2 λ′(θnb)
for some θnb satisfying
|θnb − g(b)| ≤
∣∣L−1 (L(g(b)) + n−1/3(L′(g(b)))4/3u)− g(b)∣∣ .
The second derivative of the function L−1 is given by
(L−1)′′ = − L
′′ ◦ L−1
(L′ ◦ L−1)3 = −
(v2)′ ◦ F−1 ◦ L−1
(v2 ◦ F−1 ◦ L−1)3f ◦ F−1 ◦ L−1
where L′′ is a bounded function. Using once more the Taylor expansion together with the
fact that λ = µ ◦ F−1 where µ′ satisfies (4.3), we conclude that
Dn(b, (L
′(g(b)))4/3u)
(L′(g(b)))2/3
= −|λ
′(g(b))|
2
u2 +O((logn)2+sn−s/3(L′(g(b)))s/3) (A.41)
where the big O-term is uniform in |u| ≤ log n. Then, with similar arguments as for the
proof of Lemma 8.11, we obtain from (A.41) that there exist positive K1 and K2 such
that
P
X
(|Vn(b)− V (b)|(L′(g(b)))−4/3 > δ) ≤ PX (K1(log n)2+sn−s/3(L′(g(b)))s/3 > xδ3/2)
+K2x logn + P
X (|V (b)| > log n) .
for every pair (x, δ) that satisfies δ ∈ (0, logn], x > 0 and (logn)3 ≤ −(δ log(2xδ))−1.
But |V (b)| ≤ log n by definition, so setting x = 2K1(logn)2+sn−s/3(L′(g(b)))s/3, the prob-
abilities on the right hand side of the previous display are both equal to zero. This means
that
P
X
(|Vn(b)− V (b)|(L′(g(b)))−4/3 > δ) ≤ 2K2K1(logn)2+sn−s/3(L′(g(b)))s/3. (A.42)
for all δ ∈ (δn, (logn)−5], where δn = n−1/6(L′(g(b)))−1/3(log n)−1. Since by definition,
|Vn(b)− V (b)|(L′(g(b)))−4/3 ≤ |Vn(b)|(L′(g(b)))−4/3 + |V (b)|(L′(g(b)))−4/3 ≤ 2 logn,
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it follows from Fubini’s theorem that
E
X |Vn(b)− V (b)|(L′(g(b)))−4/3
=
∫ 2 logn
0
P
X
(||Vn(b)− V (b)|(L′(g(b)))−4/3| > δ) dδ
≤ δn + 2K2K1(log n)2+sn−s/3(L′(g(b)))s/3
∫ (log n)−5
δn
δ−3/2 dδ
+ 4K2K1(log n)
2+sn−s/3(L′(g(b)))s/3(log n)15/2
≤ K3n−1/6(L′(g(b))−1/3(log n)−1,
since s > 3/4. This means that
E
X |Vn(b)− V (b)| ≤ Kn−1/6L′(g(b))(logn)−1.
Hence, ∣∣EX(V (b))− EX(Vn(b))∣∣ ≤ Kn−1/6L′(g(b))(logn)−1.
Under PX , the process u 7→ Wg(b)(−u) is a standard Brownian motion on the real line.
Hence,
−V (b) = argmax
|u|≤(L′(g(b)))4/3 logn
{−d(g(b))u2 +Wg(b)(−u)}
has the same distribution as V (b). Since this variable has a finite expectation, his means
that EX(V (b)) = 0, and Lemma 8.12 follows. 
A.12. Proof of Lemma 8.13
For all t ∈ [Kn−1/6 logn, 1−Kn−1/6 logn] we have
P
(|µˆn(t)− µ(t)| > n−1/3 logn)
≤ P (µˆn(t) > µ(t) + n−1/3 log n)+ P (µˆn(t) < µ(t)− n−1/3 log n)
≤ P (µˆ−1n (µ(t) + n−1/3 log n) ≥ t)+ P (µˆ−1n (µ(t)− n−1/3 log n) ≤ t) ,
using the switch relation for µˆn similar to (8.12). Consider the first probability on the
right hand side. Note that µ(t) + n−1/3 log n ∈ (µ(1), µ(0)) for sufficiently large n. By
(R1), there exists c > 0 such that
µ−1(µ(t) + n−1/3 log n) < t− cn−1/3 logn.
Using Lemma 8.1, this yields
P
(
µˆ−1n (µ(t) + n
−1/3 logn) ≥ t)
≤ P (µˆ−1n (µ(t) + n−1/3 log n)− µ−1(µ(t) + n−1/3 log n) > cn−1/3 log n)
≤ K1 exp(−K2(log n)3).
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Repeating similar arguments for the second probability we conclude that there exist pos-
itive constants K1 and K2 such that (8.33) holds for all t. Combining this with Ho¨lder’s
inequality together with Theorem 4.1 we obtain that there exists K3 > 0 such that
E
[
(µˆn(t)− µ(t)) 1I|µˆn(t)−µ(t)|>n−1/3 logn
]
≤ E1/2 (µˆn(t)− µ(t))2 P1/2
(|µˆn(t)− µ(t)| > n−1/3 log n)
≤ K3n−1/3 exp(−K2(log n)3) = o(n−1/2)
for all t ∈ (0, 1]. This completes the proof of Lemma 8.13. 
A.13. Super-Efficiency of the pooled estimator in kernel density estimation
We describe the phenomenon in a density estimation setting since this is the easiest to
deal with. Since isotonic regression is optimal under a once differentiable assumption on
the underlying (monotone) function, for a meaningful comparison, we will assume that
the smooth density of interest, f0, belongs to the class F of all continuously differentiable
densities supported on [0, 1] that are bounded above by some fixed M and whose deriva-
tives are also uniformly bounded by some L. This is a special case of the generic class of
densities considered in Section 1.2 of [28] with β = ℓ = 1.
Given i.i.d. data X1, X2, . . . , XN from a density f , consider the kernel density esti-
mator (KDE) fˆn(t0) at some interior point t0 using bandwidth hN and a continuously
differentiable symmetric unimodal (at 0) kernel K supported on [−1, 1]:
fˆN(x) :=
1
nhN
N∑
i=1
K
(
x−Xi
hN
)
.
An optimal choice of hN is N
−1/3, under a once differentiability assumption on f . Suppose
that we divide our sample as usual, N = m×n, and compute m KDEs fˆn,1, . . . , fˆn,m using
bandwidth hn = n
−1/3 as above and let f¯N denote the pooled estimator, i.e,
f¯N(t0) =
1
m
m∑
j=1
fˆj,n(t0).
Then we have the following result; see Section A.13.2 of the Appendix for a proof.
Lemma A.3. With hN = N
−1/3, we have
N1/3(fˆN(t0)− f(t0)) d→ N(0, f(t0)R(K)), as n→∞. (A.43)
where R(K) :=
∫
K2(u)du; and with m fixed and fN as defined above,
N1/3(f¯N(t0)− f(t0)) d→ N(0, m−1/3f(t0)R(K)), as n→∞.
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Further, let
E˜m := lim inf
N→∞
sup
f∈F
Ef
[
N2/3(f¯N (t0)− f(t0))2
]
,
where the subscript m indicates that the maximal risk of the m-fold pooled estimator (m
fixed) is being considered. Then E˜m ≥ m2/3 c0 for some c0 > 0. If m = mn is allowed to
increase with n, then
lim inf
N→∞
sup
f∈F
Ef
[
N2/3(f¯N(t0)− f(t0))2
]
=∞ .
Thus, similar to isotonic regression, the pooled estimator f¯N(t0) has lower asymptotic
variance by a factor m1/3. However, as in isotonic regression, the maximal risk of the
pooled estimator suffers.
A.13.1. Fixing super-efficiency via undersmoothing in KDE
Suppose now that we change the bandwidth for each of the subsample based estimators
fˆn,j’s to hn = N
−1/3 ≡ n−1/3m−1/3, i.e., we slightly undersmooth relative to what we were
doing above, using the factor m−1/3 < 1. Then, it is easy to see that:
n1/3(fˆn,1(t0)− f(t0)) d→ N(0, m1/3f(t0)R(K)), as n→∞,
which translates to
N1/3(f¯N(t0)− f(t0)) d→ N(0, f(t0)R(K)), as n→∞,
for m fixed, showing that this new pooled estimator has comparable asymptotic perfor-
mance to that of the global KDE fˆN ; cf. (A.43). Further, we have the following lemma;
see Section A.13.3 for a proof of the result.
Lemma A.4. For hn = N
−1/3, there exists a constant C > 0 such that for all n,m,
sup
f∈F
Ef
[
N2/3(f¯N (t0)− f(t0))2
] ≤ C.
Furthermore, even with N = mn × n where mn increases to infinity with n,
N1/3(f¯N(t0)− f(t0)) d→ N(0, f(t0)R(K)) .
Thus, by adjusting the bandwidth, we obviate the super-efficiency phenomenon. Fur-
ther, as shown above, super-efficiency can also be fixed with mn increasing with n by the
same choice of bandwidth as in the finite m case.
Remark A.1. The phenomenon of matching the pooled estimator’s performance to the
global estimator in KDE was noted by [21] in a twice differentiable setting under a regime
where m was allowed to increase with n, and also observed in a different (but related)
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context by [30]. Note that this is in direct contrast to the isotonic LSE discussed earlier:
the bandwidth in the isotonic regression problem is not user-specified but chosen adaptively
by the least squares procedure, and therefore does not permit the kind of adjustment that
kernel based estimation does where the flexibility of choosing the bandwidth appropriately
allows the global KDE match the performance of the pooled estimator while also preventing
the super-efficiency phenomenon.
A.13.2. Proof of Lemma A.3
By considerations similar to those in the proof of Theorem 6.1,
Em ≥ m2/3 lim inf
n
sup
f∈F
n2/3(Ef (fˆn,1(t0))− f(t0))2
and it suffices to show that the right-side is larger than some positive number. Fix an f0
in the class and consider a sequence of densities defined by
fn(t) = f0(t) + n
−1/3B(n1/3(t− t0)) ,
where B is continuously differentiable and vanishes outside of [−1, 1]. Note that for the
fn’s to be densities,
∫ 1
−1B(u)du = 0. To ensure that the fn’s fall within the class F we
need to ensure that B and its derivative B′ are uniformly bounded in absolute value by a
sufficiently small number. We now consider the sequence n1/3 bfn(t0) under the sequence
fn at the point t0, where bfn(t0) = Efn(fˆn,1(t0))− f(t0). Now,
n1/3 bfn(t0) = n
1/3
∫ 1
−1
[fn(t0 + u n
−1/3)− fn(t0)]K(u)du
= n1/3
∫ 1
−1
[(fn − f0)(t0 + u n−1/3)− (fn − f0)(t0)]K(u)du
+n1/3
∫ 1
−1
[f(t0 + u n
−1/3)− f(t0)]K(u)du
= n1/3
∫ 1
−1
[n−1/3B(u)− n−1/3B(0)]K(u)du+ o(1)
=
∫ 1
−1
(B(u)− B(0))K(u) du+ o(1)
→
∫ 1
−1
B(u)K(u) du 6= 0 ,
provided B(0) = 0 and
∫ 1
−1B(u)K(u) du 6= 0. We can define B as:
B(u) = −C [(1/16)−(u+3/4)2]2 1(−1 ≤ u ≤ −3/4) + C [(1/16)−(u+1/4)2]2 1(−1/2 ≤ u ≤ 0)
+C [(1/16)−(u−1/4)2]2 1(0 ≤ u ≤ 1/2) − C [(1/16)−(u−3/4)2]2 1(1/2 ≤ u ≤ 1) .
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Then B is continuously differentiable, and by manipulating C to depend just on f0, its
derivative can be uniformly bounded by as small as number as we like, B(0) = 0 and∫ 1
−1B(u)K(u)du > 0 for any symmetric unimodal (at 0) kernel on [−1, 1]. Note that:
m2/3 lim inf
n
sup
f∈F
n2/3(Ef (fˆn,1(t0))− f(t0))2 ≥ m2/3 lim inf
n→∞
n2/3 b2fn(t0) > 0 . 
A.13.3. Proof of Lemma A.4
Note that hn = N
−1/3. The maximal risk of f¯N(t0) over the class F is bounded in n,m
as shown below. For any f ∈ F ,
Ef
[
(f¯N(t0)− f(t0))2
]
= Var(f¯N(t0)) + [Ef (fN(t0))− f(t0)]2
=
1
m
Var(fˆn,1(t0)) + [Ef (fˆn,1(t0))− f(t0)]2
≤ C1
mnhn
+ C2h
2
n ≤ (C1 + C2)N−2/3,
where C1, C2 > 0 are constants (see e.g., Propositions 1.1 and 1.2 in [28]) and we have
used the fact that hn = N
−1/3 ≡ n−1/3m−1/3. Therefore,
sup
f∈F
Ef [N
2/3(f¯N(t0)− f(t0))2] ≤ C1 + C2,
which yields the first part of the result.
Let {X(j)i }ni=1 denotes the j’th split-sample, for j = 1, 2, . . . , mn (where N = mn × n),
and let h˜n = N
−1/3. Define the KDE for each split-sample and the pooled estimator as
fˆj,n(t0) :=
1
nh˜n
n∑
i=1
K
(
t0 −X(j)i
h˜n
)
, and f¯N (t0) =
1
mn
mn∑
j=1
fˆj,n(t0).
Consider the distribution of N1/3(f¯N(t0)− f(t0)). This quantity can be written as:
N1/3[E(f¯N (t0))− f(t0)] + N
1/3
mn
mn∑
j=1
[
fˆj,n(t0)− E(fˆj,n(t0))
]
. (A.44)
The first term is simply N1/3[E(fˆ1,n(t0)) − f(t0)] and converges to 0, and it remains to
find the distribution of the second term which can be written as
SN :=
n∑
i=1
mn∑
j=1
[Z
(j)
n,i − E(Z(j)n,i )] with Z(j)n,i = h˜nK
(
t0 −X(j)i
h˜n
)
,
using that h˜n = N
−1/3 together with the definition of fˆj,n. Letting B2n := Var(SN), we
can conclude that SN/Bn converges to N(0, 1) provided the Lindeberg condition can be
verified. By a straightforward calculation,
B2n = Nh˜
2
nVar
(
K
(
t0 −X(1)1
h˜n
))
→ f(t0)R(K)
imsart-generic ver. 2013/03/06 file: ArxivNov16.tex date: November 18, 2016
Banerjee, M., Durot, C. and Sen, B./Divide and Conquer in Non-standard Problems 62
using again that h˜n = N
−1/3, and where R(K) :=
∫
K2(u)du. Thus, subject to the
Lindeberg condition being satisfied, N1/3(f¯N(t0) − f(t0)) d→ N(0, f(t0)R(K)), matching
the performance of the global estimator. Since Bn converges to a non-zero limit and the
Z
(j)
n,i ’s are i.i.d. it is easy to see that the Lindeberg condition reduces to checking that for
any η > 0,
N E[Z2n 1(|Zn| > η)]→ 0
where Zn has the same distribution as Z
(j)
n,i for arbitrary i and j. For arbitrary η > 0 we
have
N E[Z2n 1(|Zn| > η)] =
∫
K2(u)f0(t0 − uh˜n)1(|h˜nK(u)| > η)du→ 0
by the dominated convergence theorem, since h˜n → 0. Hence, the Lindeberg condition is
satisfied.
A.14. Additional details of the Proof of Theorem 6.1
A.14.1. Proof of Claim [C]
We prove the claim for c = d = 1; the proof for the general case is similar and involves
no new ideas. In fact, we show that E[argmint W (t) + t
2 + D(t)] < 0. Note that for any
integrable random variable X ,
E(X) =
∫ ∞
0
(
P(X+ > x)− P(X− > x)) dx .
We use the following result (see Theorem 1 of [7]) on the minimizer of drifted Brownian
motion.
Theorem A.5. Let {W (t)}−∞<t<∞ be a two-sided Brownian motion starting at 0. Let ψ
be a continuous symmetric function defined on R with ψ(0) = 0 such that ψ(t)/t→∞ as
t → ∞. Let A be a non-decreasing continuous function defined on [0,∞) with A(0) = 0
that is strictly increasing on some interval and with the property that A(t)/t → 0 as
t → ∞. For all t ∈ R, define A(t) = A(t) 1(t ≥ 0) − A(−t) 1(t < 0) and consider the
drifted process Z(t) :=W (t) + ψ(t) +A(t). Then M := argmint Z(t) exists almost surely
and is unique, and if M+ and M− denote its positive and negative parts respectively,
then M+ is stochastically strictly smaller than M−, i.e., FM+(x) ≥ FM−(x), with strict
inequality for some x (and therefore for all x in an interval, by right continuity).
Invoking this theorem with ψ(t) = t2 and A = D (which corresponds to A(t) =∫ t∧1
0
B(u)du for t > 0) and with X ≡M := argmint W (t) + t2 +D(t), then immediately
shows that EX < 0.
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A.14.2. The Switching Relationship
The proceses Xc,d,D and Xc,d where Xc,d(t) := cW (t) + dt2 for t ∈ R both have a unique
minimum with probability 1 ([20], Lemma 2.6) and induce mutually absolutely continuous
distributions on Cmin(R) (the space of continuous functions on the real line that possess
a unique minimum equipped with the topology of uniform convergence on compact sets).
Therefore, the GCM of Xc,d,D has the same almost sure characterization as that of Xc,d: it
is a piecewise linear function that touches Xc,d,D at finitely many points in every compact
interval [16]. For a given η, let LargminXc,d,D,η denote the largest minimizer of the process
h 7→ Xc,d,D(h)−η h. Then, the switching relationship originally proposed by Groeneboom,
which can be readily verified in this case by drawing a simple diagram says:
LargminXc,d,D,η ≤ x⇔ gc,d,D(x) ≥ η .
Since the minimizer of Xc,d,D,η is almost surely unique, referring to (a version of) this
random variable as argminXc,d,D,η, we have:
argmin Xc,d,D,η ≤ x⇔ gc,d,D(x) ≥ η a.s.
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