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vE´quilibrage de charge dynamique avec un nombre variable
de processeurs base´ sur des me´thodes de partitionnement
de graphe
Re´sume´
L’e´quilibrage de charge est une e´tape importante conditionnant les performances des appli-
cations paralle`les. Dans le cas ou` la charge varie au cours de la simulation, il est important de
redistribuer re´gulie`rement la charge entre les diffe´rents processeurs. Dans ce contexte, il peut
s’ave´rer pertinent d’adapter le nombre de processeurs au cours d’une simulation afin d’obte-
nir une meilleure efficacite´, ou de continuer l’exe´cution quand toute la me´moire des ressources
courantes est utilise´e. Contrairement au cas ou` le nombre de processeurs ne varie pas, le re´e´qui-
librage dynamique avec un nombre variable de processeurs est un proble`me peu e´tudie´ que nous
abordons ici.
Cette the`se propose diffe´rentes me´thodes base´es sur le repartitionnement de graphe pour
re´e´quilibrer la charge tout en changeant le nombre de processeurs. Nous appelons ce proble`me
« repartitionnement M × N ». Ces me´thodes se de´composent en deux grandes e´tapes. Dans un
premier temps, nous e´tudions la phase de migration et nous construisons une «bonne» matrice
de migration minimisant plusieurs crite`res objectifs comme le volume total de migration et le
nombre total de messages e´change´s. Puis, dans un second temps, nous utilisons des heuristiques
de partitionnement de graphe pour calculer une nouvelle distribution optimisant la migration en
s’appuyant sur les re´sultats de l’e´tape pre´ce´dente. En outre, nous proposons un algorithme de
partitionnement k-aire direct permettant d’ame´liorer le partitionnement biaise´. Finalement, nous
validons cette the`se par une e´tude expe´rimentale en comparant nos me´thodes aux partitionneurs
actuels.
Mots-cle´s
Simulation nume´rique, paralle´lisme, e´quilibrage de charge dynamique, redistribution, parti-
tionnement de graphe, repartitionnement.
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Dynamic Load-Balancing with Variable Number of Proces-
sors based on Graph Partitioning
Abstract
Load balancing is an important step conditioning the performance of parallel programs. If
the workload varies drastically during the simulation, the load must be redistributed regularly
among the processors. Dynamic load balancing is a well studied subject but most studies are
limited to an initially fixed number of processors. Adjusting the number of processors at runtime
allows to preserve the parallel code efficiency or to keep running the simulation when the memory
of the current resources is exceeded.
In this thesis, we propose some methods based on graph repartitioning in order to rebalance
the load while changing the number of processors. We call this problem “M ×N repartitioning”.
These methods are split in two main steps. Firstly, we study the migration phase and we
build a “good” migration matrix minimizing several metrics like the migration volume or the
number of exchanged messages. Secondly, we use graph partitioning heuristics to compute a new
distribution optimizing the migration according to the previous step results. Besides, we propose
a direct k-way partitioning algorithm that allows us to improve our biased partitioning. Finally,
an experimental study validates our algorithms against state-of-the-art partitioning tools.
Keywords
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Chapitre 1
Introduction
Une simulation nume´rique mode´lise ge´ne´ralement l’e´volution en temps d’un phe´nome`ne phy-
sique dans un domaine de l’espace. Souvent, on utilise un sche´ma ite´ratif en temps et une discre´-
tisation de l’espace via un maillage d’e´le´ments ge´ome´triques (triangles, carre´s, te´trae`dres, etc.).
Des simulations de plus en plus complexes demandent une plus grande puissance de calcul. Pour
cela, ces applications doivent fonctionner en paralle`le sur plusieurs nœuds de calcul. Les donne´es
sont alors re´parties sur les diffe´rentes unite´s de traitement ou « processeurs ». Les processeurs
ne pouvant pas acce´der directement et rapidement aux donne´es des autres processeurs, ce paral-
le´lisme induit un surcout duˆ aux communications sur le re´seau. La me´moire e´tant distribue´e, la
re´partition des calculs implique une distribution des donne´es.
Dans ce contexte, la distribution des donne´es est une e´tape importante conditionnant les
performances d’une simulation nume´rique et elle est faite selon deux objectifs :
— la charge de calcul affecte´e aux diffe´rents processeurs doit eˆtre e´quilibre´e pour minimiser
le temps de calcul de chacun ;
— les communications inter-processeurs induites par la distribution doivent eˆtre minimise´es.
Certaines simulations nume´riques complexes ont une charge de calcul qui peut e´voluer de fac¸on
impre´visible ; c’est le cas par exemple des simulations de type AMR (Adaptive Mesh Refinement)
ou` la discre´tisation de l’espace e´volue pour eˆtre plus fine autour de points d’inte´reˆt. La charge de
certains processeurs peut augmenter plus rapidement que d’autres et il n’est alors plus possible de
garder une meˆme distribution tout le long de la simulation. De nouvelles distributions doivent eˆtre
recalcule´es pour re´e´quilibrer la charge lorsque le de´se´quilibre devient trop important. On parle
alors d’e´quilibrage dynamique. En plus des deux objectifs pre´ce´dents, la nouvelle distribution doit
re´pondre a` deux nouvelles contraintes :
— la nouvelle partition doit eˆtre calcule´e rapidement en paralle`le ;
— la migration des donne´es ne´cessaire pour passer de l’ancienne distribution a` la nouvelle
doit eˆtre la plus rapide possible, c’est-a`-dire qu’il faut que le moins possible de donne´es
ne change de processeurs.
Le proble`me de calcul de telles distributions peut eˆtre re´solu a` l’aide du partitionnement d’un
graphe non-oriente´ en k parties. Les sommets du graphe repre´sentent les calculs et les areˆtes
repre´sentent les de´pendances entre ces calculs. Chaque partie repre´sente l’ensemble des calculs
affecte´s a` un processeur. Deux sommets connecte´s qui se trouvent dans deux parties diffe´rentes (on
dira que l’areˆte est coupe´e) induisent un besoin de communication entre ces deux processeurs.
L’objectif de la distribution devient alors de construire une partition dont les parties sont de
meˆme taille et coupant un minimum d’areˆtes. Dans le cas de l’e´quilibrage dynamique, on parlera
de « repartitionnement ». Le partitionnement de graphe est un proble`me de´ja` bien e´tudie´, que
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M = 4 N = 6
Figure 1.1 – Allocation dynamique de processeurs pour un code paralle`le dont la charge aug-
mente.
Lorsque la charge de calcul varie de fac¸on importante, il peut devenir inte´ressant de changer
le nombre de processeurs alloue´s. Cela peut permettre de continuer la simulation quand toute
la me´moire des processeurs est utilise´e, ou ainsi d’ame´liorer la consommation des ressources
pour garder une bonne efficacite´ au cours de la simulation. Par exemple, un code AMR utilise
initialement un maillage tre`s simple avec peu d’e´le´ments, qu’il ne serait pas efficace de distribuer
sur un grand nombre de processeurs. Avec le raffinement du maillage, la quantite´ de calcul
augmente de fac¸on importante, et la paralle´lisation sur un plus grande nombre de processeurs
devient plus inte´ressante, voire ne´cessaire si la taille du proble`me de´passe la capacite´ me´moire
des processeurs de´ja` alloue´s. Il faut alors eˆtre capable de calculer une nouvelle distribution pour
un plus grand nombre de processeurs, comme illustre´ en figure 1.1.
Augmentation de la
charge relative A/B
M + M' = 6 N + N' = 6
A B A B
Figure 1.2 – Allocation dynamique de processeurs pour deux codes couple´s A et B dont la
charge relative de A par rapport a` B augmente.
L’allocation dynamique de processeurs est e´galement utile dans le cas des codes couple´s. Ce
sont diffe´rents codes s’exe´cutant en paralle`le et collaborant pour re´aliser une simulation plus
complexe. Ces codes doivent re´gulie`rement e´changer des donne´es entre eux durant la « phase de
couplage » qui induit une synchronisation plus ou moins explicite. Il est donc ne´cessaire que les
diffe´rents codes avancent a` la meˆme vitesse pour ne pas se ralentir entre eux. Cet e´quilibrage entre
les codes peut s’ave´rer tre`s difficile a` cause des natures tre`s diffe´rentes de ces codes, ou dans le cas
ou` au moins un des codes a une charge de calcul qui e´volue dynamiquement. La figure 1.2 pre´-
sente un exemple avec deux codes couple´s A et B utilisant initialement 3 processeurs chacun. Si
le code B devient trop rapide par rapport a` A, on peut transfe´rer un processeur du code B vers A.
Cette the`se propose un ensemble de me´thodes permettant de re´soudre le proble`me d’e´quili-
brage dynamique de la charge avec changement du nombre de processeurs, et ce en se basant sur
3le repartitionnement de graphe. Nous appellerons ce proble`me, le repartitionnement M ×N . Ce
repartitionnement doit re´aliser les diffe´rents objectifs de´ja` cite´s :
— e´quilibrage de la charge ;
— minimisation des communications dues aux de´pendances de calculs ;
— rapidite´ de calcul de la nouvelle partition ;
— minimisation des communications dues a` la redistribution.
Ceci devra eˆtre fait en prenant en compte a` la fois une charge variable et un nombre de processeurs
variable.
Ces me´thodes de repartitionnement se divisent en deux e´tapes : la construction d’une matrice
de migration puis le repartitionnement base´ sur cette matrice de migration. Plusieurs me´thodes
de construction de matrices de migration permettent d’optimiser diffe´rentes me´triques relatives
a` la migration des donne´es. Deux me´thodes de repartitionnement sont pre´sente´es : l’une de
partitionnement biaise´ et l’autre diffusive. De plus, des limitations des me´thodes de bissections
re´cursives utilise´es habituellement sont mises en e´vidence dans le cadre du partitionnement biaise´
et nous proposons une me´thode de partitionnement k-aire direct pour y reme´dier.
Nous commencerons par pre´senter un e´tat de l’art du partitionnement et repartitionnement
de graphe (chapitre 2). Puis, dans le chapitre 3, nous de´finirons et construirons des mode`les
pour la migration. Le chapitre 4 pre´sentera des me´thodes de repartitionnement s’appuyant sur
les mode`les de migration introduits au chapitre pre´ce´dent. Puis, nous e´valuerons nos me´thodes
au travers d’une se´rie d’expe´riences comparatives avec d’autres outils de repartitionnement de
graphe (chapitre 5). Finalement, nous conclurons et pre´senterons quelques pistes d’ame´liorations
de ces me´thodes dans le chapitre 6. Plusieurs annexes comple`tent ce manuscrit.
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2.1 Contexte
Une simulation nume´rique mode´lise l’e´volution d’un phe´nome`ne physique dans le temps sur
un domaine de l’espace. Ces simulations s’appuient sur une discre´tisation en temps et en espace.
Le domaine de l’espace simule´ est discre´tise´ a` l’aide d’un maillage d’e´le´ments ge´ome´triques :
triangles, carre´s, te´trae`dres, ... La discre´tisation en temps permet de calculer l’e´tat du syste`me
a` un instant donne´ a` partir de l’e´tat pre´ce´dent. Plus pre´cise´ment, l’e´tat d’un e´le´ment est calcule´
a` partir de son e´tat pre´ce´dent et de l’e´tat de quelques autres e´le´ments en fonction du mode`le
physique ; ge´ne´ralement, ce sont les e´le´ments voisins dans le maillage.
Ces simulations, de plus en plus complexes, ne´cessitent d’eˆtre exe´cute´es en paralle`le. Le do-
maine doit donc eˆtre distribue´ parmi plusieurs unite´s de calcul. Le maillage est donc de´coupe´
en autant de parties que de processeurs utilise´s. Le calcul de l’e´tat d’un e´le´ment de´pendant de
l’e´tat d’autres e´le´ments, le plus souvent dans son voisinage, cette distribution induit des commu-
nications entre processeurs quand l’un d’entre eux ne´cessite les donne´es posse´de´es par un autre.
Ces communications sont synchronisantes et tous les processeurs doivent donc faire progresser la
simulation au meˆme rythme. Une bonne distribution ou partition des donne´es doit donc fournir
des parties e´quilibre´es et minimisant le nombre de de´pendances de donne´es entre processeurs,
minimisant ainsi le temps de calcul et de communication. Par exemple, un code simulant la dif-
fusion de la chaleur sur un maillage calcule la chaleur de chaque e´le´ment a` partir de sa propre
chaleur et de celle des e´le´ments voisins a` l’ite´ration pre´ce´dente. Une unite´ de calcul travaillant
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sur un domaine doit donc recevoir les tempe´ratures des e´le´ments sur la frontie`re des domaines
voisins.
La distribution des donne´es peut eˆtre statique, c’est-a`-dire fixe´e au de´but de la simulation,
ou dynamique qui e´volue au cours de la simulation. Certaines simulations utilisent des maillages
dynamiques : le domaine de simulation peut s’e´tendre, par exemple pour la simulation d’une
explosion, ou le maillage peut eˆtre raffine´ autour de certains points d’inte´reˆt permettant ainsi
d’utiliser peu d’e´le´ments tout en gardant une bonne pre´cision la` ou` c’est ne´cessaire. Cette dernie`re
me´thode est appele´e Adaptive Mesh Refinment (AMR). Au cours de ces simulations dynamiques,
la charge de calcul des processeurs e´volue de fac¸on he´te´roge`ne. Il est donc ne´cessaire de re´e´qui-
librer re´gulie`rement cette charge en calculant une nouvelle partition des donne´es. Une fois cette
nouvelle partition re´alise´e, les donne´es doivent eˆtre migre´es vers leur nouveau proprie´taire. La
nouvelle partition doit optimiser cette phase de migration en plus des crite`res pre´ce´dents.
Il existe une grande varie´te´ de me´thodes pour partitionner des maillages. Les plus courantes
sont les me´thodes ge´ome´triques, s’appuyant uniquement sur les coordonne´es des e´le´ments dans
l’espace, et les me´thodes base´es sur les graphes utilisant les de´pendances de calcul entre e´le´ments
et ne s’inte´ressant plus qu’a` la topologie et non a` la ge´ome´trie du proble`me.
2.2 Partitionnement
Le partitionnement de maillages a` l’aide de graphes utilise les de´pendances de calcul entre les
e´le´ments pour construire un graphe. Certains partitionneurs utilisent un mode`le d’hypergraphe,
plus ge´ne´ral que le mode`le de graphe. Un partitionneur de graphe ou d’hypergraphe calcule des
partitions en prenant en compte deux objectifs :
— les parties doivent eˆtre e´quilibre´es, c’est-a`-dire de meˆme taille. Les partitionneurs sont
ge´ne´ralement tole´rants et se contentent de cre´er des parties a` peu pre`s e´quilibre´es a` un
« facteur de de´se´quilibre » pre`s. Un facteur de de´se´quilibre de 5% veut dire qu’une partie
pourra atteindre jusqu’a` 1, 05 fois sa taille ide´ale. Ce premier objectif permet d’optimiser
le temps de calcul de la simulation.
— une fonction de couˆt, appele´e coupe du graphe, est minimise´e. Cette fonction de couˆt varie
suivant les mode`les mais repre´sente le temps de communication entre les processeurs.
2.2.1 Mode´lisation
Pour pouvoir appliquer le partitionnement de graphe ou d’hypergraphe a` un proble`me donne´,
il est ne´cessaire de mode´liser celui-ci. Il est important de choisir une mode´lisation adapte´e au
proble`me pour que le partitionneur puisse cre´er une partition optimisant les bons crite`res pour
cette simulation.
a) Mode´lisation a` l’aide de graphes
L’approche la plus courante consiste a` mode´liser les e´le´ments a` distribuer sous forme d’un
graphe. Le graphe construit doit mode´liser les contraintes du calcul distribue´ : e´quilibrage de
charge et re´duction de communications.
Un graphe est de´fini par un ensemble de sommets et un ensemble d’areˆtes connectant les
sommets par paires. Le graphe est donc construit avec un sommet pour repre´senter chaque
e´le´ment. Les areˆtes de ce graphe servent a` repre´senter les de´pendances entre les e´le´ments. Par
exemple, le calcul sur un e´le´ment peut ne´cessiter les donne´es des e´le´ments voisins dans le maillage.
Un sommet est donc connecte´ a` tous les sommets repre´sentant les e´le´ments voisins dans le
maillage.
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Si des e´le´ments sont associe´s a` des charges de calcul diffe´rentes, il est possible d’associer des
poids aux sommets repre´sentant ces charges de calcul. De la meˆme fac¸on, si certaines communi-
cations sont plus couˆteuses que d’autres, un poids peut eˆtre affecte´ aux areˆtes.
Un partitionneur de graphe optimise deux objectifs : l’e´quilibrage et la coupe. La taille d’une
partie est le nombre de sommets dans cette partie ou, s’ils sont ponde´re´s, la somme des poids de
ceux-ci. La fonction de couˆt la plus ge´ne´ralement utilise´e dans les partitionneurs de graphe est
le nombre d’areˆtes coupe´es (ou la somme de leurs poids). Une areˆte est dite « coupe´e » lorsque
ses deux extre´mite´s sont affecte´es a` des parties diffe´rentes. On vise ainsi a` re´duire le volume de
donne´es a` communiquer entre processeurs.
La figure 2.1 pre´sente la mode´lisation d’un maillage : une grille de 2× 3 carre´s sous forme de
graphe. Chaque sommet du graphe correspond a` un carre´ de la grille et est relie´ aux sommets
correspondant a` ses voisins dans le maillage.
Figure 2.1 – Un maillage de 6 e´le´ments et le graphe associe´ mode´lisant les de´pendances.
Cette mode´lisation, bien que tre`s re´pandue, ne mode´lise pas toujours parfaitement le volume
de communication ne´cessaire pour la distribution induite. On pourrait penser que comme une
areˆte relie deux sommets, chaque areˆte coupe´e induit deux sommets devant communiquer. Mais
un sommet peut avoir plusieurs areˆtes coupe´es par la meˆme partie et la coupe du graphe peut
sure´valuer le volume de communication induit par cette partition. Sur la figure 2.2, un maillage
de 6 e´le´ments est partitionne´ en deux : une partie bleue et une partie verte. Il y a 4 e´le´ments qui
ont au moins un voisin dans l’autre partie, ce sont les e´le´ments qui ont besoin d’eˆtre communique´s
avec l’autre processeur. Mais 3 areˆtes sont coupe´es par la partition.
Figure 2.2 – Maillage et graphe partitionne´s en deux.
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Figure 2.3 – Un maillage de 6 e´le´ments et l’hypergraphe associe´ mode´lisant les de´pendances.
Pour ne pas surcharger le dessin, seule l’hyper-areˆte correspondant a` l’e´le´ment rouge est repre´-
sente´e.
b) Mode´lisation a` l’aide d’hypergraphes
Il est e´galement possible d’utiliser une mode´lisation a` partir d’hypergraphe. Le partitionne-
ment d’hypergraphe est depuis longtemps utilise´ pour le partitionnement de VLSI [33,59], mais
il est e´galement inte´ressant dans le cas du partitionnement de matrices ou de maillages [63].
Les hypergraphes sont des extensions des graphes, ou` une areˆte appele´e hyper-areˆte, ne
connecte plus deux sommets mais un nombre quelconque de sommets. Un graphe peut eˆtre
conside´re´ comme un hypergraphe particulier contenant uniquement des hyper-areˆtes de taille 2.
Ces hyper-areˆtes plus complexes rendent la repre´sentation graphique des hypergraphe plus
difficile. Il existe plusieurs fac¸ons de repre´senter une hyper-areˆte ; par exemple, on peut dessiner
une courbe entourant les sommets inclus dans l’hyper-areˆte. Il est aussi possible de repre´senter
une hyper-areˆte par un sommet spe´cial relie´ aux sommets qu’elle connecte. Cette repre´sentation
est en fait celle d’un graphe biparti dont les parties sont l’ensemble des sommets et l’ensemble
des hyper-areˆtes.
Comme avec les graphes, chaque e´le´ment d’un maillage est repre´sente´ par un sommet de
l’hypergraphe. Mais les hyper-areˆtes permettent de mode´liser diffe´remment les de´pendances. Une
hyper-areˆte est associe´e a` chaque sommet, repre´sentant toutes les de´pendances de cet e´le´ment.
Une hyper-areˆte contient donc le sommet auquel elle est associe´e, ainsi que tous les sommets qui
de´pendent de celui-ci.
La figure 2.3 montre une hyper-areˆte de l’hypergraphe mode´lisant la grille 2×3. Cette hyper-
areˆte est associe´e au sommet rouge et contient tous les sommets voisins.
Cette nouvelle mode´lisation des de´pendances permet d’utiliser des mode`les de coupe diffe´rents
repre´sentant mieux les communications induites par le partitionnement. La coupe connectivite´−1,
aussi appe´le´e λ−1, permet de repre´senter fide`lement les communications [63]. Ce mode`le de coupe
prend en compte le nombre de parties coupant une areˆte. Si une hyper-areˆte est coupe´e par λ
parties, son poids est compte´ λ−1 fois dans la coupe finale. En effet, une hyper-areˆte est associe´e
a` un e´le´ment et λ parties posse`dent des e´le´ments appartenant a` cette hyper-areˆte. Ces e´le´ments
sont soit ceux qui ont une de´pendance sur l’e´le´ment associe´ a` l’hyper-areˆte, soit l’e´le´ment lui-
meˆme. Parmi ces λ parties, une posse`de l’e´le´ment et les λ−1 autres devront recevoir les donne´es
associe´es a` cet e´le´ment.
La figure 2.4 montre la meˆme partition que la figure 2.2 mais en utilisant un mode`le d’hy-
pergraphe. Parmi les 6 hyper-areˆtes de cet hypergraphe, 4 sont coupe´es (en rouge). Ce sont les
hyper-areˆtes associe´es aux sommets se trouvant sur la frontie`re.
La mode´lisation a` l’aide d’hypergraphe permet de mode´liser exactement la quantite´ de don-
ne´es se trouvant sur la frontie`re des domaines contrairement a` la mode´lisation a` l’aide de graphe.
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Figure 2.4 – Maillage et hypergraphe partitionne´ en deux. Les hyper-areˆtes en rouge sont coupe´es
par les deux parties.
c) Sommets fixes
Certains partitionneurs permettent d’utiliser des sommets fixes. Ces sommets sont initiale-
ment fixe´s dans une partie et le partitionneur ne remettra pas en cause cette affectation, mais
en tiendra compte dans l’e´quilibrage et l’optimisation de la coupe. Les sommets fixes ont e´te´
largement utilise´s dans le cadre du partitionnement de VLSI [7] mais ont e´galement trouve´ une
utilisation dans le cadre du re´e´quilibrage dynamique [2, 9]. Le proble`me de partitionnement a`
sommets fixes est une version plus contrainte du partitionnement de graphe ou hypergraphe
comple`tement libre. Bien que le proble`me puisse paraitre plus simple, comme il y a moins de
sommets a` placer dans les diffe´rentes parties, les heuristiques e´labore´es pour le partitionnement
libre peuvent avoir du mal a` prendre en compte ces nouvelles contraintes [3, 7].
2.2.2 Me´thodes de partitionnement de graphe
Le partitionnement d’un graphe ou d’un hypergraphe est un proble`me NP-complet [20,
GRAPH PARTITIONING]. On utilise donc diverses heuristiques pour pouvoir calculer une par-
tition en un temps raisonnable. La plupart des me´thodes utilise´es s’appliquent aussi bien sur des
graphes que sur des hypergraphes.
La plupart des partitionneurs de graphe ou d’hypergraphe utilisent des me´thodes appele´es
« multi-niveaux » [4,22,36]. L’approche multi-niveaux permet d’acce´le´rer les me´thodes de parti-
tionnement classiques tout en gardant une bonne qualite´. Cette approche se de´compose en trois
















Figure 2.5 – Phases d’un partitionnement multi-niveaux.
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La phase de contraction : Dans un premier temps, la taille du graphe est re´duite en fu-
sionnant des sommets. Cela est re´pe´te´ pendant plusieurs ite´rations, jusqu’a` obtenir un
graphe suffisamment petit. Une suite de graphes de taille de´croissante a ainsi e´te´ cre´e´e :
(G0, G1, . . . , Gk).
Le partitionnement initial : Une fois que le graphe a e´te´ suffisamment contracte´, on applique
une heuristique de partitionnement pour calculer la partition Pk du graphe Gk. N’importe
quelle strate´gie de partitionnement peut eˆtre applique´e ici. Certaines seront de´taille´es par
la suite.
La phase d’expansion : La suite des diffe´rents graphes construits pendant l’e´tape de contrac-
tion est alors « remonte´e». La partition Pi+1 du graphe Gi+1 est prolonge´e sur le graphe
Gi puis cette nouvelle partition Pi est raffine´e a` l’aide d’une heuristique ame´liorant loca-
lement la coupe.
a) Strate´gies de contraction
Il existe plusieurs heuristiques pour se´lectionner les sommets a` fusionner. La plus connue,
appele´e Heavy Edge Matching (HEM), recherche les areˆtes de poids les plus e´leve´s et en fusionne
les deux extre´mite´s. Cette ope´ration est re´pe´te´e jusqu’a` obtenir un graphe suffisamment petit.
Dans un partitionneur supportant les sommets fixes, ces derniers doivent eˆtre traite´s de manie`re
particulie`re pendant la phase de contraction. En effet, le graphe contracte´ doit garder les meˆmes
informations sur les sommets fixes. Dans certains partitionneurs, il peut eˆtre de´cide´ de ne jamais
fusionner ces sommets fixes. Dans d’autres, il peut eˆtre de´cide´ de les fusionner seulement avec
des sommets non fixe´s ou fixe´s dans la meˆme partie. Dans ce cas, le sommet obtenu apre`s fusion
est conside´re´ comme un sommet fixe dans le graphe contracte´.
b) Strate´gies de partitionnement initial
La strate´gie de partitionnement utilise´e au niveau le plus bas dans un partitionneur multi-
niveaux peut eˆtre n’importe quelle strate´gie de partitionnement, y compris un autre algorithme
multi-niveaux. Il existe une tre`s grande varie´te´ de me´thodes de partitionnement ou de bissection
comme par exemple des algorithmes gloutons ajoutant les sommets un a` un dans les parties [5,
6, 29], ou des algorithmes spectraux utilisant des proprie´te´s d’alge`bre line´aire pour obtenir une
partition [53].
La strate´gie la plus utilise´e est celle des bissections re´cursives. Le graphe est coupe´ re´cursi-
vement en deux parties jusqu’a` obtenir le nombre de parties souhaite´. Il est possible d’obtenir
un nombre de parties qui n’est pas une puissance de 2 en cre´ant des parties de´se´quilibre´es. Par
exemple pour obtenir 3 parties, on cre´e deux parties avec les proportions 1/3 et 2/3, la par-
tie de taille 2/3 est ensuite coupe´e en deux parties e´gales de 1/3 chacune. Son inte´reˆt re´side
dans la grande varie´te´ et qualite´ des heuristiques de bissection souvent mieux maˆıtrise´es que les
heuristiques de partitionnement k-aires [35].
Le graphe peut e´galement eˆtre partitionne´ directement en k parties ; on parlera de parti-
tionnement k-aire direct. Ces strate´gies peuvent eˆtre plus rapides que les bissections re´cursives
car une seule partition est calcule´e. The´oriquement, le partitionnement k-aire direct permet une
meilleure qualite´ car il profite d’une vision globale du proble`me que les bissections re´cursives n’ont
pas [60]. Mais en pratique, il est plus difficile de calculer une bonne partition k-aire directement
et la me´thode des bissections re´cursives donne souvent de meilleurs re´sultats [35].
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c) Strate´gies de raffinement utilise´es dans la phase d’expansion
Les strate´gies de raffinement modifient une partition de´ja` existante en changeant quelques
sommets de partie pour ame´liorer la coupe.
L’algorithme de Kernighan et Lin [39] (KL) raffine une bissection en cherchant des paires de
sommets dont l’e´change ame´liore le plus la coupe (ou la de´grade le moins). Un sommet de´place´ ne
sera plus conside´re´ pour un e´change dans la meˆme passe. Ces e´changes sont conside´re´s meˆme s’ils
de´gradent la coupe, cela permettant de ne pas rester bloque´ sur une solution localement optimale
mais qui pourrait eˆtre ame´liore´e en s’en e´loignant plus. A` la fin de la passe, seuls les e´changes
menant a` la meilleure coupe sont conserve´s. L’e´change par paires permet de conserver l’e´quilibre
mais rend l’algorithme complexe. Plusieurs passes peuvent eˆtre applique´es pour ame´liorer encore
plus la coupe.
Fiduccia et Mattheyses [17] (FM) s’inspirent de cet algorithme pour de´crire un raffinement
line´aire en temps en ne de´plac¸ant les sommets que un par un et graˆce a` une structure de donne´es
adapte´e. L’e´quilibre est conserve´ en se refusant d’effectuer des de´placements qui de´se´quilibreraient
trop la partition, c’est-a`-dire que la partition de´passerait la taille maximale donne´e par le facteur
de de´se´quilibre. Cet algorithme, initialement conc¸u pour les bissections, a e´galement l’avantage
de s’e´tendre facilement aux k-partitions. Le principe ge´ne´ral reste le meˆme, mais il y a plusieurs
de´placements a` conside´rer pour chaque sommet.
Les sommets fixes s’inte`grent facilement aux me´thodes de types KL/FM, car il suffit de ne
pas conside´rer ces sommets parmi les de´placements possibles.
Comme un algorithme de raffinement se contente d’ame´liorer une partition de´ja` existante en
ne de´plac¸ant souvent que les sommets le long de la frontie`re, il n’est pas toujours ne´cessaire de
l’appliquer sur le graphe entier. Ces strate´gies sont souvent applique´es sur un graphe « bande »
ne contenant que les sommets a` une certaine distance de la frontie`re entre les parties, les autres
sommets e´tant re´unis en un seul sommet fixe pour chaque partie appele´ « ancre ». La taille du
proble`me est ainsi largement re´duite [10].
D’autres me´thodes de raffinement s’inspirent de la diffusion d’un liquide dans le graphe [42,49].
Ces me´thodes se basent sur des graphes bandes : un type liquide diffe´rent pour chaque partie
est injecte´ dans chaque sommet ancre. Le liquide se diffuse ite´rativement dans le graphe le long
des areˆtes et est de´truit lorsqu’il rencontre un autre type de liquide. Quand un sommet rec¸oit
plusieurs type de liquide, il choisit la partie dont il en rec¸oit le plus. Cette heuristique tend
a` cre´er des parties aux formes tre`s lisses mais la coupe n’est pas toujours optimale. Elle aussi
pour avantage d’eˆtre locale et donc d’eˆtre plus efficace en paralle`le que les heuristiques de type
KL/FM.
2.2.3 E´tat de l’art des outils de partitionnement
Il existe une grande varie´te´ d’outils de partitionnement. Le tableau 2.1 pre´sente quelques par-
titionneurs de graphe ou d’hypergraphe et quelques unes de leurs fonctionnalite´s. Les sommets
fixes sont surtout supporte´s par les partitionneurs d’hypergraphe car ils sont utilise´s depuis long-
temps pour le partitionnement de circuits inte´gre´s (VLSI). Beaucoup de partitionneurs offrent le
choix entre un partitionnement multi-niveaux re´cursif ou directement k-aire, mais le partition-
nement initial du multi-niveaux direct utilise le plus souvent des bissections re´cursives.
Metis [31] est un des partitionneurs les plus connus et utilise´s. Il posse`de deux me´thode de
partitionnement : re´cursif ou k-aire mais la me´thode k-aire se base sur des bissections re´cursives
pour son partitionnement initial. Il existe e´galement une version paralle`le : ParMetis permettant
de cre´er une partition en paralle`le sur au moins 2 processus. ParMetis propose e´galement une
me´thode de repartitionnement permettant de re´e´quilibrer une partition existante [57]. hMetis est
un partitionneur d’hypergraphe e´galement disponible en version re´cursive ou k-aire. Il supporte
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les sommets fixes mais ne peut optimiser que le nombre d’hyper-areˆtes coupe´es et non la coupe
λ− 1.
Scotch [48] est un partitionneur de graphe et de maillage sous licence libre. Il est tre`s configu-
rable et modulaire. Il propose une grande varie´te´ de me´thodes de partitionnement, mais seulement
des me´thodes de bissections sont disponibles pour le partitionnement initial. Depuis sa dernie`re
version (6.0), il permet d’utiliser des sommets fixes et de re´e´quilibrer une partition existante.
PT-Scotch est la version paralle`le multi-thread et multi-processus de Scotch.
Zoltan [1] est une bibliothe`que permettant de ge´rer la distribution des donne´es pour des
applications paralle`les. Il offre en particulier des fonctionnalite´s de partitionneur. Il est possible
d’utiliser ParMetis ou Scotch, mais il contient e´galement son propre partitionneur d’hypergraphe.
Le partitionneur d’hypergraphe de Zoltan utilise des bissections re´cursives et supporte les som-
mets fixes. Il est e´galement capable de re´e´quilibrer la distribution des donne´es lorsque celles-ci
e´voluent dynamiquement [8, 9].
2.3 Repartitionnement pour l’e´quilibrage dynamique
Dans certaines simulations nume´riques, la charge varie dynamiquement. C’est par exemple le
cas des simulations AMR (Adaptive Mesh Refinement) dans lesquelles la re´solution du maillage
s’adapte dynamiquement pour re´duire la quantite´ de calcul tout en gardant une pre´cision suffi-
sante la` ou` elle est ne´cessaire.
La charge ne varie pas de fac¸on homoge`ne et il devient ne´cessaire apre`s un certain temps de
simulation de re´e´quilibrer la charge entre les diffe´rents processeurs. Le graphe repre´sentant les
donne´es doit alors eˆtre « repartitionne´ ». Les objectifs du repartitionnement de graphe sont :
— la charge de calcul doit eˆtre e´quilibre´e entre tous les processeurs ;
— le volume de donne´es a` communiquer entre les processeurs doit eˆtre minimal ;
— le temps de calcul de la nouvelle partition doit eˆtre minimal ;
— la migration des donne´es, c’est a` dire l’envoi depuis l’ancien proprie´taire des sommets vers
le nouveau, doit eˆtre le plus rapide possible.
Aux deux premiers objectifs communs avec le partitionnement classique, on ajoute la minimi-
sation du temps de repartitionnement (calcul de la nouvelle partition et migration induite par
celle-ci). Notons que pour obtenir une partition de qualite´ (d’apre`s les deux premiers crite`res), il
est souvent ne´cessaire de migrer beaucoup de sommets.
2.3.1 Mode´lisation du proble`me de repartitionnement
On peut exprimer le temps total de la simulation (Ttotal) a` minimiser sous la forme [8,57] :
Ttotal = α× (Tcalcul + Tcomm) + Trepart + Tmig
avec :
— α le nombre d’ite´rations avant que la partition devienne trop de´se´quilibre´e et qu’un re-
partitionnement devienne ne´cessaire ;
— Tcalcul le temps d’une ite´ration de calcul, pris sur le processeur le plus lent et donc minimise´
par l’e´quilibrage ;
— Tcomm le temps des communications entre processeurs, correspondant a` la coupe du
graphe ;
— Trepart le temps passe´ a` calculer la nouvelle partition ;
— Tmig le temps de migration des sommets vers leur nouvelle partie.
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Ce mode`le d’une simulation ite´rative est repre´sente´ en figure 2.6. Apre`s chaque ite´ration de calcul,
les processeurs effectuent une phase de communication collective qui les synchronise ; le temps de
calcul en paralle`le est donc celui du processeur le plus lent. Apre`s α = 3 ite´rations, la partition
devient trop de´se´quilibre´e ; une nouvelle partition est calcule´e lors du repartitionnement puis les
sommets sont migre´s pour respecter cette nouvelle partition.
En pratique, le repartitionnement n’est pas effectue´ apre`s un nombre fixe d’ite´rations mais
quand le de´se´quilibre de´passe un certain seuil. On peut alors conside´rer que α est le nombre
moyen d’ite´rations avant que ce seuil soit de´passe´.
Obtenir une nouvelle partition de qualite´ (c’est-a`-dire avec Tcalcul et Tcomm faibles), impose
un repartitionnement plus complexe et une nouvelle partition plus e´loigne´e de l’ancienne (Trepart
et Tmig plus e´leve´s). Il est donc ne´cessaire de re´aliser un compromis suivant la valeur de α entre
la qualite´ de la nouvelle partition et la rapidite´ de sa construction et mise en place. Si le besoin
de repartitionnement est rare (α e´leve´), il faut privile´gier la qualite´ de la partition avant celle de
la migration. Mais pour les applications tre`s dynamiques qui ne´cessitent des repartitionnements
fre´quents (α faible), il faut mieux privile´gier la migration devant la qualite´ de la partition qui se
de´gradera de toute fac¸on rapidement.
Concernant la migration, diffe´rents crite`res peuvent eˆtre optimise´s [44]. L’objectif le plus
souvent optimise´ est le volume total des donne´es migre´es, appele´ volume total de migration. Mais
il peut aussi eˆtre inte´ressant de minimiser le volume de migration par processeur, ou encore le
nombre de messages ne´cessaires a` la migration d’un point de vue global ou par processeur.
Les communications de migration peuvent eˆtre mode´lise´es par une matrice que nous appel-
lerons matrice de migration dans laquelle chaque e´le´ment repre´sente le volume de donne´es d’un
message. Chaque ligne est associe´e a` un processeur (et a` son ancienne partie) et chaque co-
lonne est associe´e a` une nouvelle partie. L’e´le´ment (i, j) repre´sente le volume de donne´es que le
processeur i enverra au processeur associe´ a` la nouvelle partie j.
La figure 2.7 pre´sente deux exemples de repartitionnement. La partition initiale sur la fi-
gure 2.7a est de´se´quilibre´e : la partie 1 posse`de quatre sommets alors que la partie 3 n’en a que
deux. Les figures 2.7b et 2.7c pre´sentent deux nouvelles partitions et les matrices de migrations
associe´es. Les sommets migrants (en rouge) correspondent aux e´le´ments hors diagonale alors que
les sommets ne migrant pas correspondent aux e´le´ments de la diagonale (les messages qu’une
partie « s’envoie » a` elle-meˆme). Par exemple, sur la figure 2.7c, la nouvelle partie 4 contient
deux sommets de l’ancienne partie 4 et un de l’ancienne partie 1 : la quatrie`me colonne de la
matrice contient donc un 1 sur la premie`re ligne et un 2 sur la quatrie`me.
2.3.2 Me´thodes de repartitionnement de graphe
Pour e´quilibrer la charge, il existe diffe´rentes approches base´es sur le repartitionnement de
graphe dont les plus courantes sont le Scratch-Remap, les me´thodes diffusives et le partition-
nement biaise´. Il existe d’autres approches base´es des me´thodes ge´ome´triques (bissections re´-
cursives ou SFC [52]) ou encore des me´thodes spectrales modifie´es pour prendre en compte la
migration [23]. Nous allors maintenant pre´senter les trois approches les plus courantes.
a) Scratch-Remap
La me´thode la plus simple et la plus e´vidente est le « Scratch-Remap ». Cette me´thode
se de´compose en deux e´tapes. Dans un premier un temps, le graphe est partitionne´ « from
scratch », c’est-a`-dire sans prendre en compte l’ancienne partition. Ensuite les parties obtenues
sont renume´rote´es pour optimiser la migration.



























































































































































































































































Figure 2.6 – E´tapes d’un code se re´e´quilibrant toutes les α = 3 ite´rations.





(a) Partition initiale de´se´quili-




1 0 0 3
0 0 3 0
0 2 0 0
2 1 0 0







3 0 0 1
0 3 0 0
0 0 2 0
0 0 1 2

(c) Meˆme partition que pre´ce´-
demment mais avec une bonne
correspondance.
Figure 2.7 – Exemples de repartitionnement. Les sommets migrants sont dessine´s en rouge.
La figure 2.7 pre´sente deux exemples de repartitionnement produisant la meˆme nouvelle
partition, mais avec une nume´rotation diffe´rente des nouvelles parties. Un repartitionnement
« from scratch » peut tout a` fait donner la partition de la figure 2.7b ou` tous les sommets sauf
un sont migre´s, alors qu’en renume´rotant les nouvelles parties par rapport a` l’ancienne partition
comme sur la figure 2.7c, seulement deux sommets doivent eˆtre migre´s.
Dans PLUM, Oliker et Biswas [45] proposent une heuristique gloutonne pour re´soudre le pro-
ble`me d’association des nouvelles parties aux processeurs (remap). Cette heuristique est de´crite
par l’algorithme 1. Il parcourt les e´le´ments Ci,j de la matrice de migration du plus grand au
plus petit e´le´ment. La partie j est associe´e au processeur i de`s que c’est possible, c’est-a`-dire si
le processeur i est libre (free[i] est vrai) et si la partie j n’est pas de´ja` associe´e a` un processeur
(unassigned[j] est vrai). L’algorithme se termine lorsque toutes les parties ont e´te´ affecte´es a` un
processeur.
Comme la me´thode Scratch-Remap recalcule une partition sans prendre en compte la mi-
gration, celle-ci posse`de ge´ne´ralement une bonne coupe car c’est le seul crite`re optimise´ lors du
partitionnement. En revanche, la migration n’est minimise´e que dans un second temps et peut
eˆtre tre`s supe´rieure a` l’optimal.
Il est possible d’apporter quelques ame´liorations au Scratch-Remap. Pour obtenir un volume
de migration plus faible, Oliker et Biswas [45] repartitionne en kM parties au lieu de M . Lors
de la phase de remapping, k nouvelles parties sont associe´es a` chaque processeur. Ce grain plus
fin permet un volume de migration moindre mais une coupe un peu plus e´leve´e. Schloegel et
al. [58] proposent une autre variante du Scratch-Remap appele´e LMSR (Locally Matched Scratch
Remap) dans laquelle la phase de contraction du partitionnement multi-niveaux est contrainte
pour ne fusionner que des sommets appartenant a` une meˆme ancienne partie en espe´rant cre´er
une nouvelle partition avec des frontie`res plus proches de l’ancienne partition.
b) Diffusion
Les me´thodes diffusives s’inspirent du phe´nome`ne physique de diffusion de la chaleur pour
re´e´quilibrer la charge. L’ide´e de base des me´thodes diffusives est que chaque processeur e´change
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Algorithme 1 Re´affectation des nouvelles parties aux anciens processeurs (remap)
Entre´e : Matrice de migration C de taille M ×M
map : vecteur d’association des nouvelles parties
unassigned : vecteur de boole´ens initialement vrais
free : vecteur de boole´ens initialement vrais
n←M
L← liste trie´e des Ci,j par ordre de´croissant
tant que n > 0 faire
Prendre et retirer le premier e´le´ment Ci,j de L








des sommets avec ses voisins selon le de´se´quilibre de charge entre les deux parties. Ces e´changes
locaux de sommets a` la frontie`re des parties concerne´es permettent de re´e´quilibrer la charge.
Dans la version ite´rative de cette me´thode, un re´e´quilibrage partiel est re´pe´te´ a` chaque ite´ra-
tion. Lors de ce re´e´quilibrage partiel, deux processeurs voisins e´changent un nombre de sommets
proportionnel a` leur diffe´rence de charge. Cybenko [12] calcule la nouvelle charge w
(t+1)
i d’une










j − w(t)i ). (2.1)
Les αij sont des coefficients positifs ou nuls et tels que ∀i,
∑
j αij ≤ 1 (chaque partie ne peut pas
donner plus de charge qu’elle n’en posse`de), permettant de choisir si les parties i et j e´changeront
facilement des sommets. Cela permet de favoriser les e´changes entre parties proches dans le
graphe ou entre processeurs proches sur le re´seau. Apre`s plusieurs ite´rations, cette me´thode tend
a` homoge´ne´iser la charge, conforme´ment au principe de diffusion de la chaleur.
Le re´e´quilibrage peut e´galement eˆtre re´alise´ directement en cherchant la solution finale du
proble`me de diffusion a` l’aide d’un solveur. Hu et Blake [26] montrent que chercher la solution
optimisant la norme 2 de la migration (la racine carre´ de la somme des carre´s de la taille de
chaque message) est e´quivalent au proble`me de diffusion. La solution est calcule´e a` l’aide de la
me´thode du gradient conjugue´.
Ou et Ranka [46] expriment le proble`me sous forme d’un programme line´aire pour minimiser
la norme 1 de la migration (la somme des tailles de chaque message). Ce programme est re´solu
a` l’aide de la me´thode du simplexe [43].
Une fois que la charge a` e´changer entre chaque processeur a e´te´ de´cide´e, il faut choisir quels
seront les sommets a` migrer. Ce choix est fait de fac¸on a` optimiser la coupe de la partition finale
et peut eˆtre re´alise´ a` l’aide d’un algorithme de type FM. Comme les de´placements de sommets
s’effectuent entre des pairs de parties, il est ne´cessaire de trouver un bon ordonnancement de
ses migrations [58]. En effet un processeur peut avoir besoin de transmettre plus de sommets
qu’il n’en posse`de initialement et il a donc besoin de recevoir des sommets avant de pouvoir en
envoyer.
















(c) Partition finale re´e´quilibre´e.
Figure 2.8 – Exemple de diffusion.
Un exemple de repartitionnement par diffusion est illustre´ sur la figure 2.8. Tous les sommets
sont de poids unitaires. A` partir de la partition initialement de´se´quilibre´e (figure 2.8a), on calcule
la migration optimale (figure 2.8b). Il faut alors de´placer un sommet de la partie 3 vers la partie
2. Ce sommet est choisi de fac¸on a` obtenir la meilleure coupe possible et ainsi obtenir la partition
finale e´quilibre´e de la figure 2.8c.
Les me´thodes diffusives permettent d’obtenir de faibles volumes de migration. Mais les heu-
ristiques locales utilise´es se comportent mal si il y a de grandes variations de charge.
c) Partitionnement biaise´
Le partitionnement peut eˆtre biaise´ pour optimiser la migration. Les heuristiques habituelles
sont modifie´es pour ne plus optimiser seulement la coupe mais un compromis entre la coupe et
le volume total de migration.
Au lieu de modifier les heuristiques, il est e´galement possible de modifier le graphe a` parti-
tionner pour biaiser le partitionnement. Plusieurs e´tudes [2, 8, 9] montrent qu’il est possible de
mode´liser le proble`me de repartitionnement a` l’aide de sommets fixes. Le graphe a` partitionner
est enrichi pour mode´liser les objectifs du repartitionnement : la coupe des areˆtes ajoute´es repre´-
sente la migration des sommets. Cette me´thode est utilise´e par le partitionneur d’hypergraphe
Zoltan [9] et le partitionneur de graphe RM-Metis [2].
Des sommets sont ajoute´s dans ce graphe pour mode´liser les processeurs. Les processeurs ne
sont pas des calculs a` distribuer ; le poids de ces sommets est donc nul et ils sont fixe´s dans
la partie du processeur qu’il mode´lise, c’est-a`-dire que le partitionneur ne pourra pas les placer
dans une autre partie. Ces sommets fixes sont ensuite connecte´s a` tous les sommets contenus
dans l’ancienne partie associe´e au sommet fixe. Ces nouvelles areˆtes permettent de mode´liser la
migration et sont donc appele´es areˆtes de migration. En effet, si un sommet est migre´, l’areˆte
le connectant au sommet fixe de son ancienne partie sera coupe´e, ajoutant ainsi un couˆt de
migration dans la taille de la coupe de la nouvelle partition. Le poids de l’areˆte de migration
permet donc de repre´senter la taille des donne´es a` migrer.
Sur la figure 2.9, on peut voir un exemple de repartitionnement qui illustre cette me´thode. La
partition en 5 parties est initialement de´se´quilibre´e ; 5 sommets fixes (carre´s) sont ajoute´s et relie´s
par des areˆtes de migration aux sommets de leur partie respective (figure 2.9a). Apre`s l’utilisation
d’un partitionneur a` sommets fixes, une nouvelle partition e´quilibre´e est obtenue (figure 2.9b).
Les areˆtes de migration associe´es aux sommets ayant migre´ sont coupe´es (en rouge). La plus
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(a) Graphe colorie´ selon l’ancienne partition auquel les sommets fixes ont
e´te´ ajoute´s.
(b) Graphe colorie´ selon la nouvelle partition. Les areˆtes de migration
coupe´es sont colorie´es en rouge.
Figure 2.9 – Exemple de repartitionnement base´ sur des sommets fixes.
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grande partie des areˆtes n’est pas coupe´e (en vert). Le partitionneur a donc cre´e´ une nouvelle
partition avec peu de migration (15 sommets migrent correspondant aux 15 areˆtes de migration
coupe´es).
Scotch [18,19] utilise une me´thode de repartitionnement biaise´ : sa me´thode de raffinement par
«diffusion» est modifie´e dans le cas du repartitionnement. Pour prendre en compte la migration
des sommets, une nouvelle source de « liquide » est ajoute´e pour chaque sommet l’incitant a`
rester dans sa partie d’origine.
Hendrikson et al. [23] proposent une autre approche du repartitionnement biaise´ ou` chaque
sommet u a un de´sir dk(u) d’eˆtre dans un partie k. Au lieu de minimiser le couˆt de migration,
le but est de maximiser les de´sirs de chaque sommet (si p(u) est la partie de u, on maximise la
somme
∑
u dp(u)(u)). Deux approches sont pre´sente´es : un raffinement de type FM modifie´ et
une me´thode de partitionnement spectrale prenant en compte les de´sirs des sommets.
Le partitionnement biaise´ permet un compromis entre qualite´ de la nouvelle partition et vo-
lume de migration graˆce a` un couˆt de migration introduit dans la coupe a` optimiser, par exemple,
a` l’aide du poids des areˆtes de migration. Mais le repartitionnement est plus complexe car une
nouvelle partition est comple`tement recalcule´e avec des heuristiques modifie´es.
Le partitionnement biaise´ peut e´galement eˆtre hybride [57]. Dans le cadre d’un partitionne-
ment multi-niveaux, le partitionnement initial est re´alise´ a` l’aide d’une me´thode Scratch-Remap
ou diffusive, mais le raffinement applique´ lors de la phase d’expansion est biaise´ pour optimiser
la migration.
2.4 Positionnement
Toutes les me´thodes de repartitionnement pour l’e´quilibrage dynamique pre´sente´es ici ne
s’inte´ressent qu’au cas ou` le nombre de processeurs reste fixe. Le proble`me de l’e´quilibrage dyna-
mique avec variation du nombre de processeurs est peu e´tudie´. Iqbal et Carey [27,28] ont pourtant
montre´ que faire varier le nombre de processeurs au cours de la simulation permet d’optimiser la
consommation de ressources et meˆme, dans certains cas, le temps d’exe´cution.
Bien choisir le nombre de processeurs alloue´s a` une simulation est essentiel pour avoir une
bonne performance ou efficacite´. Si une simulation est lance´e en paralle`le sur un trop grand
nombre de processeurs, le temps passe´ a` communiquer peut devenir trop important par rapport
au temps de calcul. Utiliser le maximum de processeurs possible n’est pas toujours un bon choix
suivant la taille du proble`me. La taille du proble`me pouvant varier au cours de la simulation, le
nombre de processeurs devrait varier en conse´quence.
Augmentation
de la charge
M = 4 N = 6
Figure 2.10 – Allocation dynamique de processeurs pour un seul code dont la charge augmente.
Par exemple, un code AMR (Adaptive Mesh Refinement) commence sa simulation sur un




M + M' = 6 N + N' = 6
A B A B
Figure 2.11 – Allocation dynamique de processeurs pour deux codes couple´s A et B dont la
charge relative de A par rapport a` B augmente.
fine´ la` ou` c’est ne´cessaire. La charge de calcul, initialement tre`s faible, croˆıt avec le temps. La
simulation tre`s le´ge`re au de´but finit par demander beaucoup de ressources, que ce soit en puis-
sance de calcul ou en me´moire. En commenc¸ant le calcul sur tre`s peu de processeurs puis en
l’augmentant quand la limite me´moire est atteinte, il est possible de garder une meilleure effica-
cite´ tout le long de la simulation. Les surcouˆts dus au paralle´lisme inutile en de´but de simulation
sont e´vite´s quand c’est possible. C’est la cas pre´sente´ sur la figure 2.10 : apre`s une augmentation
significative de la charge, deux processeurs supple´mentaires sont alloue´s, et il faut donc effectuer
un repartitionnement de 4 processeurs vers 6.
L’allocation dynamique de processeurs peut aussi eˆtre utile dans le cas du couplage de codes.
Dans un couplage de codes, plusieurs codes paralle`les s’exe´cutent simultane´ment et doivent re´gu-
lie`rement e´changer des donne´es. Cette phase d’e´change est synchronisante. Il est donc important
que tous les codes concerne´s progressent a` la meˆme vitesse pour minimiser le temps d’attente
lors de cette synchronisation. Le choix du nombre de processeurs utilise´s par chaque code doit
eˆtre fait en prenant en compte les charges relatives de chacun. Cette e´quilibrage entre plusieurs
codes peut eˆtre difficile, plus particulie`rement si la charge de ces codes peut varier dynamique-
ment. Pour re´e´quilibrer ces codes, une solution serait donc de re´allouer des ressources d’un code
vers un autre. Le nombre ide´al de processeurs alloue´s a` chaque code peut donc eˆtre approche´
expe´rimentalement en corrigeant au cours de la simulation les de´se´quilibre qui surviendraient.
Par exemple, sur la figure 2.11, le code A est devenu trop lent par rapport a` B, un processeur
est donc re´alloue´ du code B vers le code A. Il faut repartitionner chacun des deux codes : de 3
processeurs vers 4 pour A, et de 3 vers 2 pour B.
Pour re´aliser ce changement du nombre de ressources, il est ne´cessaire de mettre en place
une me´thode repartitionnement prenant en compte le changement du nombre de parties. Nous
appelons ce proble`me, le repartitionnement M × N . Les objectifs du repartitionnement sont
similaires a` ceux du repartitionnement classiques :
— e´quilibrer la charge parmi les N processeurs ;
— minimiser la coupe du graphe ;
— calculer rapidement la nouvelle partition ;
— minimiser la migration (diffe´rentes me´triques seront pre´sente´es).
Les outils de repartitionnement suivent de´ja` ces objectifs mais ne sont pas pre´vus pour le chan-
gement du nombre de processeurs. La me´thode de Scratch-Remap est facilement adaptable au
repartitionnement M × N . Lors du partitionnement from scratch, l’ancienne partition, et donc
l’ancien nombre de processeurs, n’a pas d’influence. L’algorithme de Remapping peut eˆtre faci-
lement adapte´ en prenant en compte le fait que certaines parties ne seront pas associe´es a` un
ancien processeur (lors de l’ajout de processeurs), ou que des anciens processeurs ne recevront
pas de nouvelles parties (lors de la suppression de processeurs).
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Nous proposons donc une nouvelle me´thode de repartitionnement adapte´e au cas ou` le nombre
de processeurs varie. La me´thode propose´e est pre´sente´e sur la figure 2.12. Elle se de´compose en
deux e´tapes.
Dans un premier temps, nous cherchons a` construire des matrices de migrations adapte´es a` ce
proble`me. Apre`s une e´tude de quelques matrices optimales, plusieurs me´thodes seront pre´sente´es
dans le chapitre 3. La construction de la matrice de migration ne s’inte´resse pas aux sommets du
graphe individuellement mais seulement aux parties, a` leurs tailles et a` leurs positions respectives.
Ainsi, la construction de la matrice s’effectue a` partir du graphe quotient des parties.
Ensuite, la matrice de migration construite est utilise´e pour guider un repartitionnement du
graphe remplissant les objectifs habituels du partitionnement de graphe : l’e´quilibre et la coupe
tout en fournissant une migration telle que pre´vue par la matrice construite a` l’e´tape pre´ce´dente.
Plusieurs approches sont possibles : un partitionnement biaise´ utilisant des sommets fixes pour
imposer une matrice de migration lors du repartitionnement ; une approche diffusive adapte´e
pour le repartitionnement M ×N ; et un partitionnement biaise´ utilisant des hyper-areˆtes pour
optimiser les messages de migration sans utiliser de matrice de migration calcule´e a` l’avance.
Les me´thodes de partitionnement biaise´ mettent en e´vidence les limites des bissections re´cur-
sives utilise´es dans les partitionneurs usuels. Un module de partitionnement k-aire utilisant une
heuristique de greedy graph growing est ajoute´e dans le partitionneur Scotch pour ame´liorer la
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Chapitre 3
Mode`le de migration pour le
repartitionnement M ×N
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La premie`re e´tape de notre me´thode de repartitionnement consiste a` construire une matrice
de migration optimise´e. Pour re´aliser cela, il n’est pas ne´cessaire de disposer de toute l’infor-
mation sur le graphe partitionne´ mais seulement du graphe quotient. Nous proposons plusieurs
algorithmes permettant de construire des matrices de migration optimisant diffe´rents crite`res.
Cette e´tape est re´sume´e en figure 3.1.
Dans un premier temps, nous e´noncerons quelques de´finitions ge´ne´rales sur le graphe et le
partitionnement, puis des de´finitions particulie`res pour nos algorithmes de repartitionnement.
Ensuite, nous e´tudierons plus en de´tails les matrices de migration dans le cas ou` l’ancienne
partition est de´ja` e´quilibre´e. Enfin, nous de´crirons nos algorithmes de construction de matrice
de migration, avant de conclure sur une comparaison de ces diffe´rents me´thodes.
3.1 Notations et de´finitions
Dans cette section, nous de´finissons les notations et termes qui seront utilise´s dans cette the`se.
Nous rappelons d’abord les de´finitions relatives au partitionnement, puis nous introduisons les
nouvelles notations que nous utiliserons pour le repartitionnement M ×N .
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Méthode d'appariement (Matching)








en M Construction de la matrice de migration M×N
Programme linéaire (LP)
Figure 3.1 – Vue d’ensemble de nos algorithmes de construction des matrices de migration.
3.1.1 Ge´ne´ralite´s
Soit G = (V,E), un graphe ou` V est l’ensemble des sommets et E l’ensemble des areˆtes. A`
chaque sommet v est associe´ un poids wv repre´sentant la charge de calcul associe´ a` ce sommet.
Une areˆte e peut avoir un poids we repre´sentant le couˆt de la communication. On notera W =∑
v∈V wv le poids total du graphe.
De´finition 1 (Partition). Une k-partition P de V est un ensemble de k sous-ensembles deux a`
deux disjoints (Pi)i∈J1,kK de V tels que l’union de tous les sous-ensembles couvre V .
De´finition 2 (Poids d’une partie). Le poids d’une partie Pi note´ w(Pi) est la somme des poids
des tous les sommets de la partie : w(Pi) =
∑
v∈Pi wv.
De´finition 3 (Partition e´quilibre´e). La k-partition P est dite e´quilibre´e au facteur de de´se´quilibre
 ≥ 0 pre`s si ∀Pi ∈ P,w(Pi) ≤ (1 + )Wk .
En pratique, le facteur de de´se´quilibre souvent utilise´ est de l’ordre de quelques pour cent.
Avec un facteur de 5 % ( = 0, 05), une partie qui aurait une taille ide´ale de 1000 e´le´ments, ne
devra pas de´passer 1050.
De´finition 4 (Coupe d’un graphe). On appelle taille de la coupe (ou par abus de langage, coupe)
d’un graphe pour une partition donne´e, le nombre d’areˆtes coupe´es ou la somme de leurs poids
si elles sont ponde´re´es. Les areˆtes coupe´es sont les areˆtes dont les deux extre´mite´s sont dans des
parties diffe´rentes.
De´finition 5 (Graphe quotient). La graphe quotient Q = G/P d’un graphe G par rapport a` la
partition P est obtenu a` partir de G en fusionnant les sommets appartenant a` une meˆme partie
de P . Les areˆtes devenues identiques apre`s la fusion des sommets sont e´galement fusionne´es et
leurs poids sont additionne´s. Si les areˆtes n’e´taient pas ponde´re´es, le poids des areˆtes du graphe
quotient est le nombre d’areˆtes fusionne´es.
Le graphe quotient Q = G/P posse`de autant de sommets qu’il y a de parties dans P . Le poids
de chaque sommet est le poids de la partie correspondante (la somme des poids des sommets de
cette partie). Les sommets sont connecte´s aux sommets correspondant aux parties voisines et le
poids des areˆtes est la somme des poids des areˆtes coupe´es entre ces deux parties.
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(b) Graphe quotient correspondant a` la parti-
tion.
Figure 3.2 – Exemple de construction d’un graphe quotient pour une grille 10× 10.
La figure 3.2 montre la partition d’un graphe issu d’une grille 2D de taille 10 × 10 et le
graphe quotient associe´. La partition est en 5 parties et le graphe quotient posse`de 5 sommets
colorie´s de la meˆme couleur que la partie a` laquelle il est associe´. La partition e´tant parfaitement
e´quilibre´e, le poids de chaque sommet est e´gal, et vaut 20. Le poids des areˆtes est plus variable :
par exemple, l’areˆte entre le sommet jaunes et cyan a un poids 7, comme il y a 7 areˆtes dans le
graphe partitionne´ connectant des sommets jaunes et cyan.
3.1.2 De´finitions pour le repartitionnement M ×N
Dans le cas du repartitionnement, on distinguera deux partitions : la partition initiale P en
M parties et une partition finale de´sire´e P ′ en N parties.
De´finition 6 (Matrice de migration). On appelle matrice de migration, la matrice C de dimen-
sion M ×N de´crivant les volumes de donne´es a` migrer entre les diffe´rents parties. L’e´le´ment Ci,j
correspond au nombre d’e´le´ments en commun entre l’ancienne partie i et la nouvelle partie j.
C’est aussi la quantite´ de donne´es envoye´e par le processeur i au processeur j si i 6= j ; si i = j,
Ci,i est la quantite´ de donne´es ne migrant pas, c’est-a`-dire restant « sur place ».
Chaque ligne repre´sente une ancienne partie, donc la somme des e´le´ments sur cette ligne est
e´gale a` sa taille. De la meˆme fac¸on, une colonne repre´sente une nouvelle partie et la somme des
e´le´ments de chaque colonne est e´gale a` sa taille.
Pour e´valuer la qualite´ des matrices de migration, nous de´finissons plusieurs me´triques :
TotalV et MaxV sont de´ja` introduits par Oliker et al. [45] ; nous y ajoutons deux nouvelles
me´triques TotalZ et MaxZ.
Le volume total de migration, note´ TotalV, est la quantite´ de sommets qui migrent (ou
la somme de leurs poids s’il sont ponde´re´s). Cela correspond donc a` la somme des e´le´ments
non-diagonaux de la matrice de migration. Le volume maximum par processeur, note´ MaxV,
correspond a` la plus grande quantite´ de sommets (ou somme des poids) rec¸us et envoye´s par
un meˆme partie. Il correspond a` la plus grande somme sur une ligne et une colonne de meˆmes
nume´ros des e´le´ments hors diagonale de la matrice de migration.
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Le nombre total de messages ne´cessaires a` la migration, note´ TotalZ, correspond au nombre
de non-ze´ros hors diagonale. De la meˆme fac¸on, on de´finit le nombre maximal de messages
(envoye´s et rec¸us) par processeur, note´ MaxZ.
TotalZ vaut au plus M ×N −min(M,N) dans le cas ou` tous les e´le´ments non-diagonaux
de C sont non nuls.
La figure 3.3 montre plusieurs cas de repartitionnement de la partition initiale de la figure 3.3a.
Pour chaque repartitionnement, la matrice de migration et les diffe´rentes me´triques sont don-
ne´es. Les figures 3.3b et 3.3c montrent la meˆme nouvelle partition mais avec une nume´rotation
diffe´rente. Il est important de bien faire correspondre les anciennes et nouvelles parties pour avoir
une faible migration. En effet, le volume total de migration TotalV est bien plus important
dans le cas de la figure 3.3b. La figure 3.3d montre une partition diffe´rente ayant une meilleure
coupe mais une migration plus e´leve´e.
De´finition 7 (Graphe biparti de migration). Le graphe biparti de migration est le graphe biparti
G = ((A,B), E) ou` A est l’ensemble des M anciennes parties et B l’ensemble des N nouvelles
parties. Il existe une areˆte dans E entre une ancienne et une nouvelle partie si elles partagent
des sommets. Le poids de cette areˆte est la somme des poids des sommets partage´s.
La matrice d’adjacence de ce graphe biparti est la matrice de migration C. Il existe une areˆte
entre les sommets i et j si et seulement si Ci,j est non nul et si le poids de cette areˆte vaut Ci,j .
Des exemples de graphes biparti de migration sont pre´sente´s sur la figure 3.3. Chaque areˆte du
graphe repre´sente soit un message de migration, soit les donne´es qui restent sur place lorsque
l’areˆte relie une ancienne partie a` sa nouvelle partie associe´e.
De´finition 8 (Hypergraphe de repartitionnement). L’hypergraphe de repartitionnement est l’hy-
pergraphe comportant M sommets correspondant aux anciennes parties et N hyper-areˆtes cor-
respondant aux nouvelles parties. Une hyper-areˆte contient tous les sommets correspondant aux
anciennes parties avec lesquelles la nouvelle partie e´change des sommets. Les hyper-areˆtes ne
sont pas ponde´re´es.
La matrice d’adjacence de cet hypergraphe est la matrice de migration sans prendre en compte
les valeurs : on ne s’inte´resse qu’aux ze´ros et non-ze´ros. Le sommet v appartient a` l’hyper-areˆte
e si et seulement si Cv,e est non nul. Chaque ligne de la matrice ou ancienne partie correspond a`
un sommet de l’hypergraphe et chaque colonne ou nouvelle partie correspond a` une hyper-areˆte.
Une hyper-areˆte contient tous les sommets dont l’e´le´ment dans la matrice est non nul.
Les hypergraphes de repartitionnement correspondant a` chaque matrice de migration sont
donne´s dans la figure 3.3. La renume´rotation des parties entre les figures 3.3b et 3.3c ne change
pas l’hypergraphe de repartitionnement mais seulement les nume´ros des hyper-areˆtes.
L’utilisation de ces graphes bipartis et hypergraphes permet de repre´senter le sche´ma de
communication utilise´ lors de la migration. Les hypergraphes de repartitionnement permettent
une repre´sentation plus graphique des relations entre une ancienne et une nouvelle partition :
c’est ce que l’on constate par exemple sur la figure 3.4 en le superposant avec le graphe quotient
de l’ancienne partition.
3.2 Matrices de migration optimales dans le cas e´quilibre´
Dans un premier temps, nous allons e´tudier les matrices de migration dans le cas particulier
ou` la partition initiale est de´ja` parfaitement e´quilibre´e. Plus pre´cise´ment, on conside`re que les
partitions initiales et finales sont parfaitement e´quilibre´es. Dans ce cas, W doit eˆtre un multiple
commun de M et de N . On a donc W = k × ppcm(M,N) avec k un entier strictement positif.













MaxZ : 31 0 0 30 0 3 0

























MaxZ : 23 0 0 10 3 0 0
















(c) Meˆme partition que pre´ce´-










MaxZ : 23 1 0 00 2 0 1















(d) Autre exemple de reparti-
tionnement en 4 parties.
Figure 3.3 – Exemples de repartitionnement avec les matrices de migration, graphes bipartis de
migration, hypergraphes de repartitionnement et mesures associe´es.








Figure 3.4 – Superposition de l’hypergraphe de repartitionnement de la figure 3.3c et du graphe
quotient de la partition de la figure 3.3a.
Pour simplifier notre discussion, on supposera que les poids des sommets sont unitaires. Ainsi le
proble`me de la partition du graphe est e´quivalent a` la partition de l’entier correspondant a` son
poids.
De´finition 9 (Matrice de migration optimale). Nous appelons matrice de migration optimale,
une matrice de migration C minimisant a` la fois le volume de total de migration (TotalV) et
le nombre de messages (TotalZ).







De´monstration. Il y a min(M,N) parties communes entre les partitions initiale et finale et |M −
N | parties diffe´rentes. Comme les partitions sont e´quilibre´es, les tailles des parties initiales et
finales sont respectivement WM et
W







en place pour chaque partie commune. Le reste des donne´es migre, donc TotalVopt ≥ W −
min(M,N)× Wmax(M,N) = W × (1− min(M,N)max(M,N) ).
Lemme 2. Une matrice de migration minimisant le nombre de messages posse`de au moins
M +N − pgcd(M,N) coefficients non nuls. Le nombre minimal de messages ve´rifie :
TotalZopt ≥ max(M,N)− pgcd(M,N).
De´monstration. Le volume total de donne´es est W = k × ppcm(M,N) = kaM = kbN avec a
et b deux entiers strictement positifs premiers entre eux. Chaque partie posse`de initialement ka
sommets et finalement kb sommets.
Soit G = ((A,B), E) le graphe biparti de migration. Pour de´nombrer les e´le´ments non nuls
dans la matrice de migration, il suffit de compter le nombre d’areˆtes dans le graphe biparti de
migration.
On note (Gi = ((Ai, Bi), Ei))i∈J1,KK, les K composantes connexes de G. Pour chaque compo-
sante Gi, Mi = |Ai| processeurs envoient Mika sommets a` Ni = |Bi| processeurs qui rec¸oivent
Nikb sommets. Dans Gi, on a donc Wi = Mika = Nikb sommets qui sont e´change´s, avec Mi et
Ni non nuls. Comme Wi est un multiple commun de ka et kb et comme a et b sont premiers
entre eux, le plus petit multiple commun de ka et kb est kab. Donc Wi ≥ kab. Le volume total
e´change´ W =
∑K
i=1Wi est donc supe´rieur ou e´gal a` Kkab. Autrement dit, K ≤ Wkab = Mb .
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D’autre part, on sait que MN = pgcd(M,N) × ppcm(M,N) et ppcm(M,N) = bN . On a
donc Mb = pgcd(M,N). On obtient alors K ≤ pgcd(M,N).
Comme Gi est un graphe connexe, il posse`de au moins Mi + Ni − 1 areˆtes. Donc le nombre
total d’areˆtes |E| = ∑Ki=1 |Ei| est au moins ∑Ki=1Mi +∑Ki=1Ni − K = M + N − K. Comme
K ≤ pgcd(M,N), on obtient |E| ≥ M + N − pgcd(M,N). Le nombre de coefficients non nuls
dans la matrice de migration est donc au moins M +N − pgcd(M,N).
TotalZ est le nombre de coefficients non nuls hors de la diagonale. Il y a au plus min(M,N)
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Figure 3.5 – Partitionnement d’un graphe chaˆıne en 8 et 12 parties, le motif de l’intersection
A×B permet de construire la matrice de migration « en escalier ».
Il existe diffe´rentes me´thodes pour obtenir de telles matrices avec un nombre minimal d’e´le´-
ments non nuls.
Une premie`re me´thode s’inspire du partitionnement d’un graphe « chaˆıne » ou d’un tableau,
comme pre´sente´ sur la figure 3.5. Pour compter le nombre de messages, il faut compter le nombre
d’areˆtes du graphe biparti. En reprenant les notations de la de´monstration du lemme 2, la taille
des parties de A est ka et celle des parties de B est kb. Tous les ppcm(ka, kb) = kab sommets,
les se´parateurs des anciennes parties et des nouvelles parties sont juxtapose´s. Le graphe biparti
de migration est coupe´ en sous-graphes (composantes connexes), chacun avec b anciennes parties




a = pgcd(M,N) fois. Chacun de ces sous-graphes contient b + a − 1 areˆtes. Le nombre
total d’areˆtes est donc (b + a − 1) × pgcd(M,N) = M + N − pgcd(M,N). Sur l’exemple de la
figure 3.5, on a ppcm(8, 12) = 24 donc a = 3 et b = 2. Chacune des pgcd(8, 12) = 4 composantes
connexes contient 3 + 2− 1 = 4 areˆtes. Le graphe biparti contient 16 areˆtes. Cette construction
donne une matrice « en escalier » comme montre´ sur la figure 3.7a.
Il est e´galement possible de construire une telle matrice re´cursivement. On remplit la matrice
avec des blocs qui sont des matrices carre´es diagonales de taille min(M,N), et le bloc restant
est rempli en re´pe´tant la meˆme me´thode sur le nouveau sous-proble`me. Pour que la matrice soit
une matrice de migration, il faut que les sommes sur les lignes ou colonnes soient respectivement
les tailles des anciennes et nouvelles parties. Les valeurs diagonales sont donc Wmax(M,N) . La
figure 3.6 donne un exemple de telle construction dans le cas 7 × 10 avec W = 7 × 10 en trois
e´tapes. Calculer le nombre de non-ze´ros avec cette me´thode, revient a` appliquer l’algorithme
d’Euclide. La division euclidienne de M par N donne M = qN + r : on commence a` remplir q
blocs carre´s de taille N ×N et on recommence re´cursivement sur le bloc restant de taille r ×N
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avec r < N . L’algorithme d’Euclide donne une suite d’e´quations :
M = q2N + r2 (3.1)
... (3.2)
ri−2 = qiri−1 + ri (3.3)
... (3.4)
rn−3 = qn−1rn−2 + rn−1 (3.5)
rn−2 = qnrn−1 (3.6)
avec r0 = M , r1 = N et rn−1 = pgcd(M,N). A` chaque e´tape de l’algorithme, qiri−1 e´le´ments non
nuls sont ajoute´s dans la matrice : ce sont les e´le´ments diagonaux des qi blocs carre´s. Le nombre
total d’e´le´ments non nuls est donc
∑n
i=2 qiri−1. En faisant la somme de toutes les e´quations












qiri−1 = r0 + r1 − rn−1 − rn (3.8)
n∑
i=2
qiri−1 = M +N − pgcd(M,N). (3.9)
D’apre`s l’e´quation 3.9, cette me´thode construit bien une matrice avec un nombre minimal de
non-ze´ros. La figure 3.7d pre´sente un exemple d’une telle matrice.







TotalZopt = max(M,N)− pgcd(M,N). (3.11)
De´monstration. La me´thode de construction base´e sur l’algorithme d’Euclide construit une ma-
trice de migration avec M +N − pgcd(M,N) coefficients non nuls. Les min(M,N) e´le´ments sur





TotalZ = max(M,N)− pgcd(M,N).
Proposition 4. Soient M et N deux entiers tels que M < N . Soient D une matrice diagonale
de dimension M ×M dont les e´le´ments diagonaux sont WN et A une matrice de migration de
dimension M × (N −M) minimisant le nombre de messages. Alors, la matrice (D A) est une
matrice de migration optimale au sens de la de´finition 9.
De meˆme, dans le cas ou` M > N , si D est de taille N × N avec des e´le´ments diagonaux





est une matrice de migration optimale.
De´monstration. La de´monstration est faite dans le cas M < N . La de´monstration du cas M > N
est similaire.
La quantite´ de donne´es qui reste sur place correspond a` la premie`re diagonale de la matrice,
soit D. Donc, on a W MN donne´es qui restent sur place, ce qui est bien le cas optimal.




























7 1 1 1

3 = 3× 1 + 0
Figure 3.6 – Exemple de construction re´cursive (avec les divisions euclidiennes associe´es a` chaque
e´tape) d’une matrice de migration avec un nombre minimal de communications.
D contient M e´le´ments non nuls et A contient par hypothe`se un nombre minimal d’e´le´ments
non nuls pour sa taille : M + (N −M)− pgcd(M,N −M) = N − pgcd(M,N). Le nombre total





remplit bien les deux crite`res pour eˆtre optimale.
La figure 3.7 pre´sente quelques exemples de matrices de migration. La matrice de la figure 3.7a
a e´te´ obtenue par la me´thode inspire´e du repartitionnement d’une chaˆıne qui donne une forme en
escalier. Le nombre de messages est optimal mais pas le volume de migration. Seules 12 donne´es





= 49 dans le cas d’une migration
optimale. Le volume de migration peut eˆtre ame´liore´ a` l’aide d’une simple renume´rotation des
parties similaires au « remapping » de la me´thode Scratch-Remap (cf. section 2.3). La matrice
obtenue est pre´sente´e sur le figure 3.7b, 45 donne´es restent alors sur place, ce qui est tre`s proche
de l’optimal.
D’apre`s le the´ore`me pre´ce´dent, il nous suffit de combiner une matrice diagonale et une matrice
minimisant le nombre de message pour obtenir une matrice optimale. La figure 3.7c montre la
combinaison d’une matrice diagonale et d’une matrice en escalier. Dans le cas de la figure 3.7d,
on construit re´cursivement une matrice optimale a` l’aide de matrices diagonales en se basant sur
l’algorithme d’Euclide. Bien que ces deux matrices soient optimales pour les me´triques de´sire´es
(TotalV et TotalZ), la matrice construite a` partir de la matrice en escalier donne un nombre
de messages par processeur (MaxZ) plus faible que la me´thode re´cursive.
En pratique, les partitions ne sont pas parfaitement e´quilibre´es car cela n’est pas ne´cessaire :
on se contente d’une partition a` peu pre`s e´quilibre´e a` un facteur de de´se´quilibre pre`s. Cette
e´quilibre parfait peut meˆme eˆtre impossible lorsque W n’est pas divisible par M ou N ou que le

















































(b) Matrice « en escalier » avec permu-





















































(d) Exemple de matrice optimale
construite par ajout de blocs diagonaux
re´cursivement.
Figure 3.7 – Exemples de matrices de migration pour le cas 7 × 10 et leurs repre´sentations en
hypergraphe de repartitionnement. Les e´le´ments nuls ne sont pas montre´s. Les lignes nume´rote´es
de 1 a` 7 correspondent aux sommets et les colonnes nume´rote´es de a a` j correspondent aux
hyper-areˆtes. Les e´le´ments en rouge montrent les donne´es qui restent en place. Les e´le´ments en
noir sont ceux qui migrent, la somme de ces e´le´ments donne le volume de migration.
3.3. CONSTRUCTION DES MATRICES DE MIGRATION 35
poids des sommets de permet pas un de´coupage en parties rigoureusement e´gales. Les re´sultats
pre´sente´s dans cette section sur le nombre de messages restent vrais pour des de´se´quilibres faibles.
En effet, il est possible de profiter de la tole´rance au de´se´quilibre des nouvelles parties pour mieux
s’adapter aux anciennes parties le´ge`rement de´se´quilibre´es et e´conomiser des messages. Le volume
de migration optimal reste proche.
Dans le cas ou` la partition initiale est fortement de´se´quilibre´e, il est difficile de donner des va-
leurs optimales pour tous les cas. Il est toujours possible d’effectuer la migration en max(M,N)−1
messages (le nombre minimal d’areˆtes d’un graphe biparti connexe e´tant M + N − 1), mais ce
nombre n’est pas toujours minimal.
3.3 Construction des matrices de migration
3.3.1 Me´thode base´e sur la chaˆıne (1D)
a) Cas e´quilibre´
Dans le cas d’une partition initiale e´quilibre´e, la me´thode la plus simple pour construire une
matrice de migration permettant a` la fois une bonne migration (me´triques TotalV, MaxV,
TotalZ et MaxZ) et une bonne coupe, consiste a` re´utiliser le principe du partitionnement de
la chaˆıne pre´sente´e dans la section 3.2.
De telles matrices de migration peuvent eˆtre obtenues a` l’aide d’un repartitionnement base´ sur
des courbes de remplissage ou space filling curve (SFC) [52,54]. Ce repartitionnement ge´ome´trique
construit une courbe remplissant l’espace a` partitionner, comme par exemple a` l’aide d’une courbe
de Hilbert [54] (cf. figure 3.8). On peut facilement obtenir une partition en M parties en coupant
cette courbe en M sections e´gales. Si on construit une nouvelle partition en N parties en utilisant
la meˆme courbe de remplissage, on obtient un repartitionnement base´ sur la chaˆıne (la chaˆıne
e´tant la courbe de remplissage). Cette me´thode a l’inconve´nient de ne´cessiter des informations
ge´ome´triques sur les donne´es a` partitionner et donne une coupe assez e´leve´e a` cause de la nature
fractale des courbes utilise´es.
Pour appliquer le principe du partitionnement de la chaˆıne sur un graphe quelconque, il
suffit de trouver un chemin dans le graphe quotient. L’utilisation du graphe quotient au lieu du
graphe a` partitionner permet de laisser a` une heuristique de partitionnement classique le choix
de la distribution des sommets. Ainsi, le proble`me de coupe des courbes de remplissage est re´gle´
tout en gardant le meˆme sche´ma de communication. Le chemin de M sommets dans le graphe
quotient est alors de´coupe´ en N nouvelles parties, un sommet (correspondant a` une ancienne
partie) pouvant eˆtre partage´ entre plusieurs nouvelles parties. Le choix de ce chemin influence
directement la coupe de la partition finale. En effet, comme une nouvelle partie peut prendre
des sommets de plusieurs anciennes parties conse´cutives dans ce chemin, il est pre´fe´rable que ces
parties soient bien connecte´es entre elles. Il faudra donc trouver un chemin dont les areˆtes ont
des poids e´leve´s dans le graphe quotient.
Pour optimiser la migration, une renume´rotation des nouvelles parties est ne´cessaire, car en
nume´rotant les parties dans l’ordre du chemin, les nume´ros sont de´cale´s par rapport a` la partition
initiale comme on peut le voir sur la figure 3.9. L’utilisation d’un chemin peut aussi eˆtre vue
comme une renume´rotation des anciennes parties apre`s laquelle on applique le repartitionnement
de la chaˆıne sur le nouvel ordre des parties. Donc, deux renume´rotations sont en fait ne´cessaires :
l’une permutant les anciennes parties (ou lignes de la matrice de migration) en fonction du
chemin, l’autre permutant les nouvelles parties (ou colonnes de la matrice de migration) pour
optimiser la migration.
36 CHAPITRE 3. MODE`LE DE MIGRATION
(a) Partitionnement en 3. (b) Partitionnement en 5.13 85 12 5
8 13

(c) Matrice de migration.
Figure 3.8 – Partitionnement et repartitionnemnent d’une grille 8× 8 base´s sur une courbe de
remplissage de Hilbert.
B
1 2 3 4 5 6 7
1 2 3 4 5 6 7 8 9 10
A 8
11 12
(a) Nume´rotation des nouvelles parties dans l’ordre du chemin.
B
1 2 3 4 5 6 7
1 9 2 3 10 4 5 11 6 7
A 8
12 8
(b) Renume´rotation pour optimiser la migration.
Figure 3.9 – Exemple de nume´rotations des nouvelles parties. Les areˆtes en pointille´s corres-
pondent aux « communications » d’un processeur vers lui-meˆme. Les donne´es qui ne migrent pas
sont en gris clair.
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Nœud courant Partie suivante
Partie précédente
Figure 3.10 – Exemple d’e´tape de l’algorithme de recherche de chemin a` partir de l’arbre des
bissections. La zone verte contient les nœuds dont l’ordre est de´ja` fixe´, la zone rouge ceux dont
on ne connait pas encore l’ordre. Le choix de l’ordre est a` faire entre les deux sommets de la zone
bleue claire.
La recherche d’un tel chemin dans le graphe quotient est un proble`me analogue a` celui du
voyageur de commerce, qui est NP-complet [20, TRAVELING SALESMAN].
Il existe de nombreuses me´thodes pour obtenir des chemins non optimaux mais assez proches
de l’optimal, comme par exemple des algorithmes probabilistes. Mais certains « bons » chemins
peuvent cre´er des proble`mes dans le cas d’un partitionnement par bissections re´cursives. En effet,
une bissection devra couper ce chemin en deux en meˆme temps que le graphe. La bissection du
chemin est force´e par la nume´rotation des nouvelles parties : elle se´pare les plus petits nume´ros
des plus grands. Une bissection du chemin par le milieu doit donc laisser la possibilite´ d’une
bonne bissection du graphe.
Dans le cas ou` la partition initiale a e´te´ re´alise´e par un partitionneur utilisant des bissections
re´cursives, l’arbre des bissections peut eˆtre utilise´ pour trouver rapidement un chemin. Les parties
issues d’une bissection re´cursive sont nume´rote´es dans l’ordre des feuilles. Les nœuds internes
repre´sentent l’union des parties dans le sous-arbre. A` l’aide d’un parcours en largeur de l’arbre,
chaque nœud interne est visite´. L’ordre de ses deux fils est choisi de fac¸on a` maximiser les
connexions avec les parties (ou unions de parties) pre´ce´dentes et suivantes. Comme tout l’arbre
n’a pas encore e´te´ visite´, l’ordre de toutes les parties n’a pas encore e´te´ de´cide´. On prend donc la
partie pre´ce´dente au meˆme niveau dans l’arbre et la partie suivante au niveau supe´rieur comme
indique´ sur la figure 3.10.
La figure 3.12 pre´sente un exemple d’exe´cution de cet algorithme sur le graphe quotient de
la figure 3.11. L’arbre initial est celui de la figure 3.12a. Au niveau de la racine, il n’y a pas de
choix a` faire car il n’y a ni partie pre´ce´dente ni suivante. Le premier choix arrive avec le nœud
unissant 0 et 1. La partie suivante est 2–4 dont la connexion avec 0 est 39 + 14 = 53 et celle avec
1 est 17 + 34 = 51. La partie 0 est donc place´e en second comme indique´ sur la figure 3.12b. Sur
la figure 3.12c, les connexions des parties 2 et 3–4 avec la partie pre´ce´dente 0 sont compare´es.
Enfin, les connexions des parties 3 et 4 avec les parties pre´ce´dente 0 et suivante 2 sont compare´es,
et l’ordre est conserve´ (figure 3.12d).
En pratique, pour ame´liorer la qualite´ du chemin en gardant un algorithme rapide, toutes les
solutions possibles sont recherche´es quand on arrive sur un sous-arbre suffisamment petit.
Une fois la nouvelle partition obtenue, il faut renume´roter les parties pour optimiser la mi-
gration comme montre´ sur la figure 3.9. De la meˆme fac¸on que le Scratch-Remap, il faut chercher
la meilleure association entre anciennes et nouvelles parties. Mais dans le cas du partitionnement













Figure 3.11 – Exemple de partition initiale en 5 partie et du graphe quotient associe´.
de la chaˆıne, le choix est plus simple :
— si M < N , pour chaque ancienne partie, on choisit la nouvelle partie qui rec¸oit le plus de
donne´es ;
— si M > N , pour chaque nouvelle partie, on choisit l’ancienne partie qui lui en envoie le
plus.
Les nouvelles parties qui ne sont pas associe´es a` une ancienne prennent alors de nouveaux
nume´ros qui n’existaient pas dans l’ancienne partition : ce sont les N −M plus grands.
On peut ve´rifier par l’absurde que ces choix sont possibles dans le cas M < N . Cette me´thode
de renume´rotation poserait proble`me si et seulement si une meˆme nouvelle partie est le meilleur
choix pour deux anciennes. Si une ancienne partie partage des donne´es avec trois ou plus nouvelles
parties, une de ces nouvelles parties ne rec¸oit des donne´es que de cette ancienne partie et ne serait
le meilleur choix que pour celle-ci. Ces deux anciennes parties n’ont donc chacune des donne´es
partage´es qu’avec deux nouvelles : les nouvelles parties e´tant plus petites, il y en a au moins
deux. La nouvelle partie qui serait le meilleur choix pour les deux anciennes doit donc recevoir
plus de la moitie´ des donne´es de chacune des deux anciennes parties. Elle serait donc plus grande
que les anciennes, ce qui est en contradiction avec l’hypothe`se M < N .
On peut faire un raisonnement similaire dans le cas M > N , en inversant les roˆles des
anciennes et nouvelles parties.
b) Illustration dans le cas e´quilibre´
La figure 3.13 pre´sente un exemple de repartitionnement dans le cas ou` il y a 5 parties
initiales e´quilibre´es (1400 e´le´ments chacune) et 7 parties finales qui doivent contenir 1000 e´le´-
ments chacune pour eˆtre e´quilibre´es. On commence par construire une matrice correspondant au
repartitionnement de la chaˆıne comme pre´sente´ dans la section 3.2 (matrice en escalier) :
1000 400 0 0 0 0 0
0 600 800 0 0 0 0
0 0 200 1000 200 0 0
0 0 0 0 800 600 0
0 0 0 0 0 400 1000

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0–4
0–1 2–4
0 1 2 3–4
3 4
(a) Arbre de bissections initial.
0–4
0–1 2–4
1 0 2 3–4
3 4












(d) L’ordre entre 3 et 4 est pre´-
serve´.
Figure 3.12 – Exemple de recherche de chemin par permutation de l’arbre des bissections.
Ensuite, un chemin est recherche´ dans le graphe, maximisant la connexion entre les sommets
successifs (les anciennes parties). Ici, le chemin choisi est 1, 0, 3, 4 et 2. Les lignes de la matrice
sont permute´es en conse´quence. Enfin, il faut renume´roter les nouvelles parties pour minimiser
le volume de migration. On choisit les nouvelles parties recevant le plus d’e´le´ments des anciennes
parties. Les nouvelles parties correspondant aux anciennes 1, 0, 3, 4 et 2, sont respectivement
0, 2, 3, 4 et 6. Renume´roter les nouvelles parties revient a` permuter les colonnes de la matrice
de migration. Les nouvelles parties non associe´es aux anciennes (1 et 5) prennent de nouveaux
nume´ros, ici 5 et 6. Les colonnes sont permute´es en conse´quence, les colonnes supple´mentaires (5
et 6) peuvent eˆtre dans un ordre quelconque.
La figure 3.14 pre´sente les hypergraphes de repartitionnement dans trois cas de repartition-
nement. Dans les cas ou les nombres de parties initial et final ne sont pas premiers entre eux
(8×12 et 12×14), les chemins sont coupe´s en plusieurs parties : ce sont les composantes connexes
utilise´es dans la de´monstration du lemme 2. On remarque e´galement que les hyper-areˆtes sont
de petites tailles et regroupent des anciennes parties voisines comme on le souhaitait.
c) Ge´ne´ralisation au cas de´se´quilibre´
Cette me´thode peut eˆtre facilement adapte´e dans le cas ou` la partition initiale est de´se´quili-
bre´e. Il faut d’abord trouver un chemin dans le graphe quotient. Ensuite, connaissant cet ordre
des parties, il suffit de le rede´couper en parties de tailles e´gales. Dans le cas de´se´quilibre´, toutes
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(a) Hypergraphe de reparti-






















(b) Hypergraphe de reparti-




























(c) Hypergraphe de repartition-
nement dans le cas 16× 21.
Figure 3.14 – Applications du repartitionnement base´ sur la chaˆıne dans le cas e´quilibre´.
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Figure 3.15 – Exemple de repartitionnement base´ sur la chaˆıne dans le cas 5×7 (cas de´se´quilibre´).
les parties ne se valent pas. La forme de l’hypergraphe de repartitionnement utilise´ peut varier
suivant l’ordre choisi.
Par exemple, conside´rons le cas 5 × 7 ou` les parties sont initialement de´se´quilibre´es avec
comme poids dans l’ordre de 0 a` 4 : 500, 900, 2400, 1500 et 1700. En reprenant le meˆme chemin 1
que dans le cas e´quilibre´ (figure 3.12), l’ordre des poids devient 900, 500, 1500, 1700 et 2400, et
on obtient le repartitionnement pre´sente´ sur la figure 3.15.
La figure 3.16 pre´sente alors les hypergraphes de repartitionnement obtenus avec la me´thode
de la chaˆıne dans le cas de´se´quilibre´. Contrairement au cas e´quilibre´, il n’est plus garanti que
certaines se´parations entre parties soient communes entre l’ancienne partition et la nouvelle. Le
nombre de messages peut donc atteindre, au pire, M+N−1 messages. On peut voir que les hyper-
areˆtes forment les meˆmes chemins que ceux de la figure 3.14 mais « sans eˆtre coupe´es ». Dans
le cas e´quilibre´, le chemin e´tait de´coupe´ en pgcd(M,N) parties correspondant aux composantes
connexes du graphe biparti de repartitionnement utilise´es dans la section 3.2.
1. Le chemin ne de´pend que de la connectivite´ du graphe quotient, pas du poids de ses sommets.













(a) Hypergraphe de reparti-






















(b) Hypergraphe de reparti-




























(c) Hypergraphe de repartition-
nement dans le cas 16× 21.
Figure 3.16 – Applications du repartitionnement base´ sur la chaˆıne dans le cas de´se´quilibre´.
3.3.2 Me´thode d’appariement (Matching)
Dans le cas e´quilibre´, nous avons vu en section 3.2 qu’il est possible de construire des matrices
de migration optimales, c’est-a`-dire optimisant a` la fois le volume de migration et le nombre de
messages. Mais l’optimisation de la coupe n’est pas conside´re´e. Comme on l’a vu avec la me´thode
de la chaˆıne, il peut eˆtre ne´cessaire de permuter la matrice de migration pour obtenir une bonne
coupe. Mais une matrice optimale ne correspond pas toujours a` une chaˆıne : il ne suffit plus
de trouver un bon chemin dans le graphe quotient. On cherche donc a` apparier correctement la
matrice de migration avec le graphe quotient pour que la partition finale ait une bonne coupe.
Comme les valeurs des e´le´ments de la matrice de migration n’influencent pas cet appariement,
nous utiliserons l’hypergraphe de repartitionnement dans cette section.
Le choix de la matrice de migration ou de l’hypergraphe repartitionnement conditionne la
qualite´ de la migration. Nous de´cidons de prendre une matrice de migration optimale (d’apre`s
la de´finition 9), plus pre´cise´ment la matrice optimale compose´e d’une diagonale et comple´te´e
avec une sous-matrice « chaˆıne » (comme celle de la figure 3.7c). En plus de minimiser TotalV
et TotalZ, cette matrice a l’avantage de garder un MaxZ plus faible que les autres matrices
optimales.
a) Proble`me d’appariement entre le graphe quotient et l’hypergraphe de reparti-
tionnement
Une bonne matrice de migration ne suffit donc pas pour obtenir un bon repartitionnement.
Elle ne permet que d’optimiser la migration et l’e´quilibre. Un bon repartitionnement doit aussi
fournir une coupe basse. La coupe sera principalement de´cide´e lors de l’e´tape de repartition-
nement, mais la matrice de migration a une influence sur la coupe. Une matrice de migration
indique l’emplacement des nouvelles parties : elles seront la` ou` se trouvent les anciennes parties
dont elles prennent les sommets. Pour permettre au partitionneur de bien optimiser la coupe, il
faut que les anciennes parties communiquant avec une meˆme nouvelle partie soient proches.
Pour obtenir ce re´sultat, on apparie l’hypergraphe de repartitionnement avec le graphe quo-
tient, c’est-a`-dire qu’on cherche une correspondance entre les sommets de l’hypergraphe et ceux
du graphe quotient comme pre´sente´ sur la figure 3.17. En effet, les hyper-areˆtes regroupent les
anciennes parties donnant des sommets a` une meˆme nouvelle partie, alors que les areˆtes du graphe
quotient connectent les anciennes parties proches.















Figure 3.17 – Appariement d’un graphe quotient et d’un hypergraphe de repartitionnement.
Par exemple, il y a plusieurs fac¸ons d’apparier l’hypergraphe de repartitionnement pour repar-
titionner la partition initiale d’un maillage en grille visible sur la figure 3.18a. Les figures 3.18b
et 3.18c pre´sentent deux possibilite´s d’appariement de l’hypergraphe de repartitionnement en
le superposant au graphe quotient. Dans le premier cas, les hyper-areˆtes regroupant plusieurs
sommets contiennent des sommets « proches » organise´s en cliques. En conse´quence la partition
finale sur la figure 3.18d a des parties bien forme´es, alors que, dans le second cas, les hyper-areˆtes
regroupent des sommets « e´loigne´s » et la partition finale sur la figure 3.18e a des parties de´con-
necte´es sur le maillage. Les me´triques pour e´valuer la migration (TotalV, MaxV, TotalZ et
MaxZ) sont les meˆmes dans ces deux cas, mais la coupe du graphe est bien meilleure dans le
premier cas.
Pour e´viter de tels sce´narios, une me´trique supple´mentaire est introduite pour estimer la
qualite´ de la coupe finale. Cette me´trique doit favoriser les nouvelles parties prenant des don-
ne´es a` un ensemble d’anciennes parties bien connecte´es, autrement dit des quasi-cliques. Cette
me´trique s’exprime a` l’aide du graphe quotient de l’ancienne partition et de l’hypergraphe de
repartitionnement.
b) De´finition d’un score d’appariement
Une fois la matrice choisie, il faut trouver une bonne correspondance entre les sommets
du graphe quotient et ceux de l’hypergraphe de repartitionnement associe´ a` la matrice. Cet
appariement ne´cessite la de´finition d’un score.
Notons Q = (VQ, EQ) le graphe quotient par rapport a` l’ancienne partition, H = (VH , EH)
l’hypergraphe de repartitionnement de´ja` apparie´ (on conside`re que les sommets de Q et de H
sont les meˆmes, on pose V = VQ = VH) et ES(e) l’ensemble des areˆtes du sous-graphe de Q
induit par l’hyper-areˆte e. Une premie`re version simple de ce score compte la somme des poids








ou` ES(e) = {(i, j) ∈ EQ : i ∈ e ∧ j ∈ e} .
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(a) Hypergraphe de repartitionnement et partition initiale.
(b) Exemple de bonne correspondance. (c) Exemple de mauvaise correspondance.
(d) La partition est bien forme´e. (e) Certaines parties sont de´connecte´es.
Figure 3.18 – Deux cas d’application d’un meˆme hypergraphe de repartitionnement.
3.3. CONSTRUCTION DES MATRICES DE MIGRATION 45
Il est possible d’e´crire ce score sous forme matricielle. Notons X la matrice d’appariement (ou
de permutation) de taille M × M a` trouver : Xi,i′ vaut 1 si et seulement si le sommet i de
l’hypergraphe de repartitionnement est associe´ au sommet i′ du graphe quotient, sinon 0. La
matrice H repre´sente l’hypergraphe de repartitionnement 2. Elle est de taille M ×N et Hi,j vaut
1 si est seulement si le sommet i est inclus dans l’hyper-areˆte j. Q est la matrice d’adjacence
du graphe quotient de taille M ×M , Qi,j est le poids de l’areˆte entre les sommets i et j. Ces









Figure 3.19 – Illustration des notations utilise´es dans la formule de score avec une areˆte (i′, j′)
du graphe quotient Q a` gauche et une hyper-areˆte k a` droite.
Graˆce aux matrices a` valeurs binaires X et H, on peut e´crire la somme du poids des areˆtes
ei′,j′ dont les extre´mite´s i
′ et j′ sont respectivement associe´es a` deux sommets i et j dans la


















De´finition 10 (Produit de Kronecker). Le produit de Kronecker de deux matrices A⊗B, A de
taille m × n et B de taille m′ × n′, est une matrice de taille mm′ × nn′, de´crite par la matrice
bloc suivante : A1,1B · · · A1,nB... . . . ...
Am,1B · · · Am,nB
 .
En notant A = HHT ⊗Q, ou` ⊗ est le produit de Kronecker, et x le vecteur colonne de taille
M2 tel que xiM+i′ = Xi,i′ , le score s’e´crit comme la forme quadratique :
Score = xTAx. (3.15)







2. Par abus de langage, on confond les graphes et hypergraphes avec leurs matrices d’adjacence.
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20 20
(a) Chaine de 3 parties re´unies dans une meˆme
hyper-areˆte. Les deux parties aux extre´mite´s
sont e´loigne´es l’une de l’autre.
15 20
5
(b) Clique de 3 parties re´unies dans une meˆme
hyper-areˆte.
Figure 3.20 – Deux exemples de sous-graphes quotients apparie´s avec une hyper-areˆte.
∑
kHi,kHj,k correspondant au coefficient (i, j) de la matrice HH
T .
Cette me´trique favorise les hyper-areˆtes regroupant des sommets fortement connecte´s. Mais
elle est loin d’eˆtre parfaite, car elle ne prend pas en compte le nombre d’areˆtes du graphe quotient
associe´es a` une hyper-areˆte. A` score e´gal, il apparait plus avantageux de favoriser trois sommets
connecte´s par trois areˆtes plutoˆt que par deux.
Sur l’exemple de la figure 3.20, les deux appariements d’une hyper-areˆte avec un graphe de
3 sommets ont le meˆme score : 40. Pourtant, dans le cas de la figure 3.20a, les deux parties aux
extre´mite´s de la chaˆıne peuvent eˆtre e´loigne´es et la nouvelle partie cre´e´e devra alors eˆtre e´tire´e,
ce qui n’est pas optimal pour la coupe. On pre´fe´rerait favoriser les cas de cliques comme sur la
figure 3.20b, ou` les 3 parties sont bien regroupe´es.
Pour corriger ces de´fauts, nous allons modifier le score pour prendre en compte la quantite´
d’areˆtes et la taille des hyper-areˆtes 3. On propose la nouvelle formule de score suivante. Soient
ES(e) l’ensemble des areˆtes du sous-graphe induit par l’hyper-areˆte e et K(e) l’ensemble des












ES(e) = {(i, j) ∈ EQ : i ∈ e ∧ j ∈ e}
K(e) =
{
(i, j) ∈ V 2 : i 6= j ∧ i ∈ e ∧ j ∈ e} .
En reprenant l’exemple 3.20, les anciens scores sont multiplie´s par 2/3 dans le cas de la chaˆıne
(fig. 3.20a) et par 1 dans le cas de la clique (fig. 3.20b), ce qui donne les scores 26 et 40 : la clique
est maintenant favorise´e par rapport a` la chaˆıne.
c) Choix d’un appariement par une me´thode d’optimisation du score
Afin de choisir un bon appariement, nous allons utiliser une me´thode d’optimisation du score
de´fini pre´ce´demment.
La maximisation de l’e´quation 3.15 est un proble`me d’optimisation quadratique a` valeurs
binaires. C’est un proble`me NP-difficile [20, QUADRATIC PROGRAMMING] mais de´ja` beau-
coup e´tudie´, en particulier dans le domaine de la vision nume´rique [15,41]. Une premie`re solution
consiste a` utiliser une me´thode spectrale. Comme xTx = M est une constante, maximiser revient
3. On rappelle que la taille d’une hyper-areˆte est le nombre de sommets qu’elle regroupe.
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a` maximiser le quotient de Rayleigh-Ritz [25] x
TAx
xT x
. Dans le cas ou` x est a` coefficient re´els, ce
quotient atteint son maximum pour un vecteur propre associe´ a` la plus grande valeur propre.
Mais ici x est a` valeur binaire, et la relaxation du proble`me ne donne pas de solution convenable.
En effet, approcher le vecteur propre avec un vecteur correspondant a` une permutation est une
approximation trop importante.
D’autres heuristiques pour trouver un bon appariement sont possibles, comme par exemple
des algorithmes probabilistes, combinatoires de type branch & bound, ... Nous avons choisi d’uti-
liser un algorithme de recuit simule´ [40] qui donne des re´sultats satisfaisants. En partant d’une
correspondance quelconque, des permutations de deux sommets ale´atoires sont applique´es. Si la
nouvelle correspondance a un meilleur score, elle est conserve´e. Sinon, elle est conserve´e ou non
avec une probabilite´ qui de´croit exponentiellement avec le nombre d’ite´rations. Apre`s un nombre
d’ite´rations fixe´, l’algorithme s’arreˆte. Cette me´thode peut s’appliquer a` n’importe quelle forme
de score et notamment a` la formule du score 3.16.
d) Illustration de la me´thode de matching
La figure 3.21 pre´sente un exemple de repartitionnement base´ sur le matching. Dans un pre-
mier temps, une matrice de migration optimale est choisie. Ici, on choisit une matrice combinant
une sous-matrice diagonale avec une sous-matrice en escalier dont l’hypergraphe de repartition-
nement associe´ est repre´sente´ dans la figure 3.21a. Cette classe de matrice a l’avantage de fournir
un nombre de messages par partie souvent plus faible que les matrices construites re´cursive-
ment (cf. section 3.2). Ensuite, cet hypergraphe de repartitionnement est mis en correspondance
avec le graphe quotient a` l’aide de l’heuristique de recuit simule´ optimisant la fonction ScoreR
(e´quation 3.16). Le re´sultat est visible sur la figure 3.21b. Cette appariement correspond a` une
permutation des lignes de la matrice mais aussi des 5 premie`res colonnes pour garder une diago-
nale optimisant le volume de migration.
La figure 3.22 pre´sente des re´sultats d’application de la me´thode d’appariement dans diffe´rents
cas. On remarque que dans le cas 8×12 (figure 3.22a), le re´sultat est le meˆme qu’avec la me´thode
de la chaˆıne. En effet, les matrices 8×12 choisies dans les deux me´thodes sont e´quivalentes a` une
permutation pre`s dans ce cas pre´cis. Dans le cas 12×14 (figure 3.22b), il y a de tre`s grandes hyper-
areˆtes. Cela risque de poser proble`me pour la construction des parties associe´es a` ces grandes
hyper-areˆtes. Ce proble`me vient du choix de la matrice optimale qui concentre les non-ze´ros dans
les dernie`res colonnes de la matrice. Cela aurait pu eˆtre e´vite´ en choisissant un autre type de
matrice, mais le volume total de migration n’aurait pas e´te´ optimal. Le recuit simule´ ne trouve
pas toujours de bonne solution : sur la figure 3.22c, l’hyper-areˆte contenant les sommets 0, 4, 7 et
15 ne contient que deux areˆtes (4–7 de poids 25 et 0–15 de poids 4), mais les autres hyper-areˆtes
sont assez bien place´es.
Notons que cette me´thode de repartitionnement ne peut pas eˆtre applique´e dans le cas ou` les
parties sont initialement de´se´quilibre´es. La mise en correspondance de l’hypergraphe de repar-
titionnement et du graphe quotient ne´cessite que les parties initiales soient interchangeables, ce
qui n’est le cas que quand les parties initiales ont toutes le meˆme poids.
3.3.3 Me´thode gloutonne (Greedy)
Dans le cas ge´ne´ral, il n’est pas possible de choisir une matrice avant de l’apparier au graphe
quotient : les anciennes parties ont chacune un poids diffe´rent et elles ne sont plus interchan-
geables. Il faut construire la matrice de migration directement en tenant compte de la connectivite´
entre les parties et de leurs diffe´rents poids.
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
1000 0 0 0 0 400 0
0 1000 0 0 0 400 0
0 0 1000 0 0 200 200
0 0 0 1000 0 0 400
0 0 0 0 1000 0 400










1000 0 0 0 0 0 400
0 1000 0 0 0 400 0
0 0 1000 0 0 400 0
0 0 0 1000 0 0 400






(b) Hypergraphe apparie´ au graphe quotient et matrice de migration finale.
Figure 3.21 – Exemple de repartitionnement base´ sur le matching dans le cas 5× 7.













(a) Hypergraphe de reparti-






















(b) Hypergraphe de reparti-




























(c) Hypergraphe de repartition-
nement dans le cas 16× 21.
Figure 3.22 – Application du repartitionnement base´ sur le matching.
a) Construction de la matrice de migration par une me´thode gloutonne
La matrice de migration C est construite par l’algorithme 2 selon une me´thode gloutonne en
prenant en entre´e le graphe quotient Q = (V,E) et le nouveau nombre de parties N . On note
(Pi)i∈J0,M−1K les anciennes parties et (P ′j)j∈J0,N−1K les nouvelles parties. L’algorithme commence
avec une matrice vide, puis les colonnes de la matrice (correspondant aux hyper-areˆtes de l’hy-
pergraphe de repartitionnement) sont remplies une par une. Ce remplissage s’effectue de fac¸on
a` respecter les contraintes sur les sommes des lignes et des colonnes qui correspondent respecti-
vement aux poids des anciennes parties (w(Pi)) et des nouvelles parties (w(P
′
j)). La migration
peut eˆtre minimise´e (optdiag = vrai en entre´e de l’algorithme) en construisant une hyper-areˆte
de taille 1 pour chaque sommet du graphe quotient quand cela est possible, c’est-a`-dire quand
l’ancienne partie est plus grosse que la nouvelle (w(Pi) > w(P
′
j)). Les hyper-areˆtes suivantes
sont construites de fac¸on gloutonne en commenc¸ant par une sommet pseudo-pe´riphe´rique (voir
de´finition 12) de faible degre´, puis en ajoutant des sommets v un a` un dans l’hyper-areˆte h en
cherchant a` maximiser un score inspire´ de celui pre´sente´ dans la section 3.3.2 :
score (v, h) =
|ES(h) ∩ EV (v)|










ES(h) = {(u, v) ∈ E : u ∈ h ∧ v ∈ h}
EV (v) = {e ∈ E : v ∈ e} .
(3.17)
ES(h) est l’ensemble des areˆtes du sous-graphe de´fini par l’hyper-areˆte h. EV (v) est l’ensemble des
areˆtes dont une extre´mite´ est v (son voisinage). Le score de l’e´quation 3.17 reprend du score 3.16
le produit du nombre d’areˆtes et de leur poids permettant d’obtenir des groupes d’anciennes
parties bien connecte´es et le multiplie par la proportion des areˆtes autour du nouveau sommet
v qui sont dans l’hyper-areˆte h, en nombre et en poids. Cette modification du score permet de
mieux guider l’algorithme glouton qui pre´fe´rera alors choisir des sommets sur le bord ou encercle´s
par l’hyper-areˆte, laissant de meilleurs choix pour la construction des hyper-areˆtes suivantes.
Pour chaque sommet ajoute´ dans l’hyper-areˆte, on remplit le coefficient correspondant dans
la matrice avec la valeur maximale permettant de respecter les contraintes de poids sur les lignes
et colonnes. Comme les coefficients de la matrice doivent eˆtre positifs, la somme des valeurs
sur la ligne (et respectivement la colonne) ne doit pas de´passer la taille d’une partie initiale (et
respectivement finale). A` une ite´ration de notre algorithme, la valeur choisie pour l’e´le´ment Ci,j
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k Ck,j). Comme on veut obtenir une partition finale
e´quilibre´e, on pose ∀j, w(P ′j) = wfinal = WN .
Le volume total de migration peut eˆtre minimise´ en commenc¸ant par remplir la diagonale de
la matrice de migration avec les plus grandes valeurs possibles. Le reste de la matrice est alors
rempli normalement selon l’heuristique gloutonne.
Algorithme 2 Construction de la matrice de migration C (Greedy1)
Entre´e : Nombre d’anciennes parties M
Entre´e : Nombre de nouvelles parties N
Entre´e : Graphe quotient de l’ancienne partition Q = (V,E)
Entre´e : Boole´en optdiag indiquant l’optimisation de la diagonale
C ← matrice nulle de dimension M ×N
j ← 0 /* Indice de l’hyper-areˆte en cours de construction. */
/* Construction d’hyper-areˆtes de taille 1. */
si optdiag alors
pour tout v ∈ V correspondant a` l’ancienne partie Pi faire
si wv ≥ wfinal et j < N alors
Ci,j ← wfinal
wv ← wv − wfinal




/* Construction gloutonne des hyper-areˆtes */
tant que j < N faire
v ← sommet pseudo-pe´riphe´rique de Q d’indice i et de poids wi non nul
h← {v} /* Hyper-areˆte d’indice j en cours de construction. */
Ci,j ← min(wi, wfinal)
wi ← wi − Ci,j
tant que
∑
k Ck,j < wfinal faire
v ← sommet de V d’indice i, de poids wi non nul tel que score(v, h ∪ {v})
soit maximal
h← h ∪ {v}
Ci,j ← min(wi, wfinal −
∑
k Ck,j)
wi ← wi − Ci,j
fin tant que
j ← j + 1
fin tant que
retourner C
Notre algorithme se base sur la notion de sommet pseudo-pe´riphe´rique pour trouver un som-
met sur le « bord » du graphe. Rechercher un sommet pe´riphe´rique 4 est plus complexe et n’est
pas ne´cessaire pour l’application de notre heuristique.
De´finition 11 (Excentricite´). L’excentricite´ d’un sommet v dans un graphe, note´e (v), est la
plus grande distance entre v et n’importe quel autre sommet du graphe.
4. Un sommet pe´riphe´rique est un sommet d’excentricite´ maximale.
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De´finition 12 (Sommet pseudo-pe´riphe´rique). Un sommet v est un sommet pseudo-pe´riphe´rique
si pour tous les sommets u les plus e´loigne´s de v, on a (v) = (u) = d(u, v). Plus formellement
v est pseudo-pe´riphe´rique si ∀u ∈ V, d(u, v) = (v) =⇒ d(u, v) = (u).
Un sommet pseudo-pe´riphe´rique peut eˆtre facilement trouve´ comme le montre l’algorithme 3.
En partant d’un sommet quelconque, on cherche, a` l’aide d’un parcours en largeur, un som-
met le plus loin possible (calculant ainsi l’excentricite´ du sommet de de´part) et de faible degre´.
Cette recherche est re´pe´te´e a` partir du nouveau sommet jusqu’a` trouver un sommet dont l’ex-
centricite´ est e´gale a` celle du sommet pre´ce´dent. En pratique cet algorithme termine en tre`s peu
d’ite´rations [21] (2 ou 3 ite´rations lors de nos tests).
Algorithme 3 Recherche d’un sommet pseudo-pe´riphe´rique de degre´ faible
Entre´e : Graphe G
u← sommet quelconque de G
nouveau ← 0
re´pe´ter
Effectuer un parcours en largeur du graphe G en partant de u
v ← sommet avec une distance maximale et un degre´ minimal
courant ← nouveau
nouveau ← d(u, v) /* correspond a` l’excentricite´ de u */
u← v
jusqu’a` nouveau = courant
retourner u
b) Optimisation du nombre de messages par une recherche de sous-ensembles
L’algorithme 2 construit une matrice de migration avec M + N − 1 messages. A` chaque
ite´ration, la valeur de l’e´le´ment est choisie pour satisfaire la contrainte de poids sur la ligne ou
la colonne, sauf a` la dernie`re ite´ration ou` les contraintes sur la ligne et la colonne de l’e´le´ment
sont satisfaites. Comme il y a M lignes et N colonnes, il y a au plus M + N − 1 ite´rations et
e´le´ments non nuls.
Il est possible de diminuer ce nombre de messages en de´composant le proble`me de construc-
tion de la matrice de migration en plusieurs sous-proble`mes de repartitionnement sur des sous-
ensembles disjoints de parties, comme le montre la de´monstration du lemme 2. Pour de´compo-
ser le proble`me en K sous-proble`mes, l’ensemble des parties (Pi)i∈J1,MK est partitionne´ en K
sous-ensembles (Sj)j∈J1,KK. Pour chaque sous ensemble Sj , la somme des poids des parties qu’il
contient est a` peu pre`s un multiple de la taille ide´ale d’une partie finale. Plus formellement, avec
un facteur de de´se´quilibre , un sous-ensemble Sj est de « bonne taille » si il existe un entier Nj
tel que
∑






w(Pi) < (1 + )×NjW
N
.
On note Mj = |Sj | la taille de chaque sous-ensemble. Comme les sous-ensembles sont une par-
tition de l’ensemble des parties, on a
∑
jMj = M . Chaque sous proble`me est donc de taille
Mj × Nj et construit une sous-matrice de migration avec Mj + Nj − 1 messages. Le nombre
de messages total est donc M + N − K. Pour minimiser le nombre de messages, il faut donc
trouver le plus possible de sous-ensembles. Dans le cas e´quilibre´, on trouvait pgcd(M,N) tels
sous-ensembles de chacun M/pgcd(M,N) parties.
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La recherche de tels sous-ensembles est une version plus ge´ne´rale du proble`me de la somme
d’un sous-ensemble 5 qui est NP-complet [20, SUBSET SUM]. Ces sous-ensembles peuvent eˆtre
construits avec un algorithme glouton similaire a` celui de construction de la matrice de migration.
Dans l’algorithme 4, on commence par trouver un sommet pseudo-pe´riphe´rique dans le graphe
quotient, puis on cherche parmi ses voisins si il existe un sommet permettant de cre´er un sous-
ensemble de la bonne taille, sinon on en choisit un qui maximise le score du sous-ensemble comme
dans l’algorithme 2. Puis on recommence a` chercher parmi les voisins du sous-ensemble jusqu’a`
construire un sous-ensemble de bonne taille. Au pire, l’algorithme termine en se´lectionnant tous
les sommets du graphe quotient dans un seul sous-ensemble, puisque par de´finition de la taille
ide´ale, le poids total du graphe vaut N fois celle-ci.
Algorithme 4 Construction de la matrice de migration avec une recherche de sous-ensembles
(Greedy2)
Entre´e : Nombre d’anciennes parties M
Entre´e : Nombre de nouvelles parties N
Entre´e : Graphe quotient Q = (V,E)
R← V /* Ensemble des sommets restants */
tant que R 6= ∅ faire
u← un sommet pseudo-pe´riphe´rique du sous-graphe de Q restreint a` R
S ← {u}
R← R \ {u}
tant que S n’est pas un sous-ensemble de bonne taille pour N ′ nouvelles parties faire
si il existe v ∈ R tel que v est connecte´ a` S et S ∪ {v} est de bonne taille alors
S ← S ∪ {v} /* Se´lectionner v */
R← R \ {v}
sinon
u← sommet maximisant le score du sous-ensemble S ∪ {u}
S ← S ∪ {u} /* Se´lectionner u */
R← R \ {u}
fin si
fin tant que
Construire la sous-matrice |S| × N ′ associe´e au sous-ensemble S (appel de l’algorithme 2
(Greedy1) sur le sous-graphe de Q restreint a` S)
fin tant que
Un exemple d’application de ces algorithmes est pre´sente´ sur les figures 3.23 a` 3.25 avec
le cas 5 × 7 de´se´quilibre´. La figure 3.23 pre´sente la recherche des sous-ensembles, alors que les
figures 3.24 et 3.25 pre´sentent respectivement les constructions des sous-matrices pour chacun
des sous-ensembles. Les poids des parties initiales sont dans l’ordre 500, 900, 2400, 1500 et
1700. Les parties finales devront eˆtre de poids 1000. Les valeurs indique´es a` cote´ des sommets
correspondent aux donne´es des anciennes parties qui n’ont pas encore e´te´ affecte´es dans une
nouvelle. Les e´le´ments de la matrice ne faisant pas partie de la sous-matrice concerne´e sont
grise´s.
L’algorithme commence par chercher un sous-ensemble en partant d’un sommet pseudo-
pe´riphe´rique (figure 3.23a). Parmi les voisins, la partie 3 permet d’avoir un sous-ensemble adapte´
5. E´tant donne´ un ensemble d’entiers, existe-t-il un sous-ensemble non vide dont la somme vaut une valeur
donne´e ?













(a) Premie`re e´tape de













(b) Seconde e´tape de la
construction des sous-











(c) Cinquie`me et dernie`re e´tape
de la construction des sous-
ensembles.
Figure 3.23 – Construction des sous-ensembles.
au repartitionnement en 2 parties (500+1500 = 2×1000) (figure 3.23b). L’algorithme de construc-
tion de la matrice de migration est alors applique´ sur le sous-ensemble {0, 3}. La partie 0 est trop
petite pour cre´er une hyper-areˆte de taille 1 (figure 3.24a). La partie 3 a un poids suffisant donc
1000 est ajoute´ sur la diagonale (figure 3.24b). Il reste alors une hyper-areˆte a` construire : elle
part du sommet 0 (figure 3.24c) et s’e´tend sur le seul sommet voisin 3 (figure 3.24d). Les deux
hyper-areˆtes ne´cessaires sont donc construites et toutes les donne´es de 0 et 3 ont e´te´ redistribue´es.
Le second sous-ensemble est construit avec le reste du graphe quotient (figure 3.23c). Les
parties 1, 2 et 4 seront repartitionne´es vers 5 parties (900 + 2400 + 1700 = 5 × 1000). On com-
mence par construire les hyper-areˆtes de taille 1 (figure 3.25a) pour optimiser la diagonale de
la matrice, ici 2 et 4 sont de poids suffisants. L’hyper-areˆte suivante est construite a` partir de 1
(figure 3.25b) et s’e´tend sur le voisin « libre » le plus connecte´ a` 1 : 2 (figure 3.25c). La suivante
est construite a` partir de 2 qui a encore assez de donne´es (1300) pour construire une hyper-areˆte
de taille 1 (figure 3.25d). La dernie`re hyper-areˆte part de 2 (figure 3.25e) et s’e´tend sur le seul
sommet restant, la partie 4 (figure 3.25f).
Par la suite, nous utiliserons syste´matiquement la recherche des sous-ensembles (Greedy2)
pour notre algorithme glouton (Greedy).
c) Illustration de la me´thode gloutonne
Les figures 3.26 et 3.27 pre´sentent des re´sultats de la me´thode gloutonne avec optimisation de
la diagonale dans les cas e´quilibre´s et de´se´quilibre´s. Comme avec la me´thode d’appariement, de
grandes hyper-areˆtes sont cre´e´es. Cela est duˆ au remplissage de la diagonale qui laisse de petits
restes pour cre´er les parties supple´mentaires. Dans le cas de´se´quilibre´, cet effet est atte´nue´ : la
diagonale ne peut pas toujours eˆtre remplie et les restes peuvent eˆtre plus importants.
Les figures 3.28 et 3.29 montrent les re´sultats dans les meˆmes cas, mais sans l’optimisation
de la diagonale. Les tailles des hyper-areˆtes sont bien plus raisonnables. Comme avec la me´thode
de la chaˆıne, les nouvelles parties sont souvent place´es entre deux anciennes parties voisines.














0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0















0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1000 0 0 0
0 0 0 0 0 0 0















500 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1000 0 0 0
0 0 0 0 0 0 0















500 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
500 0 0 1000 0 0 0
0 0 0 0 0 0 0

(d) L’hyper-areˆte est construite.
Figure 3.24 – Construction des sous-ensembles et de la sous-matrice correspondant au premier
sous-ensemble {0, 3}.












500 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1000 0 0 0 0
500 0 0 1000 0 0 0
0 0 0 0 1000 0 0












500 0 0 0 0 0 0
0 900 0 0 0 0 0
0 0 1000 0 0 0 0
500 0 0 1000 0 0 0
0 0 0 0 1000 0 0












500 0 0 0 0 0 0
0 900 0 0 0 0 0
0 100 1000 0 0 0 0
500 0 0 1000 0 0 0
0 0 0 0 1000 0 0












500 0 0 0 0 0 0
0 900 0 0 0 0 0
0 100 1000 0 0 1000 0
500 0 0 1000 0 0 0
0 0 0 0 1000 0 0











500 0 0 0 0 0 0
0 900 0 0 0 0 0
0 100 1000 0 0 1000 300
500 0 0 1000 0 0 0
0 0 0 0 1000 0 0











500 0 0 0 0 0 0
0 900 0 0 0 0 0
0 100 1000 0 0 1000 300
500 0 0 1000 0 0 0
0 0 0 0 1000 0 700

(f) Seconde e´tape de la construction de la cinquie`me
hyper-areˆte et fin de l’algorithme.
Figure 3.25 – Construction de la sous-matrice correspondant au second sous-ensemble {1, 2, 4}.













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16×21 e´qui-
libre´.
Figure 3.26 – E´valuation du repartitionnement a` l’aide de l’algorithme glouton avec optimisation













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16× 21 de´s-
e´quilibre´.
Figure 3.27 – E´valuation du repartitionnement a` l’aide de l’algorithme glouton avec optimisation
de la diagonale dans des cas de´se´quilibre´s.













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16×21 e´qui-
libre´.
Figure 3.28 – E´valuation du repartitionnement a` l’aide de l’algorithme glouton sans optimisation













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16× 21 de´s-
e´quilibre´.
Figure 3.29 – E´valuation du repartitionnement a` l’aide de l’algorithme glouton sans optimisation
de la diagonale dans des cas de´se´quilibre´s.
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3.3.4 Programme line´aire (LP)
Les me´thodes de repartitionnement diffusives [26,46] optimisent le volume de migration en ef-
fectuant des communications entre les parties voisines sur le graphe quotient (cf. section 2.3.2 b)).
Nous proposons d’e´tendre la me´thode en utilisant un programme line´aire dans le cas du re-
partitionnement avec changement dynamique du nombre de processeurs et pour optimiser les
diffe´rentes me´triques TotalV, MaxV, TotalZ et MaxZ.
Le principal proble`me de cette adaptation est que le graphe quotient ne prend en compte que
les anciennes parties et non les nouvelles. Il faut donc adapter celui-ci pour prendre en compte ce
changement de nombre de parties. Pour un repartitionnement de M vers N parties, on utilise un
graphe de´crivant les messages possibles entre max(M,N) parties. Le poids de certaines parties
peut eˆtre initialement nul, si elles n’existaient pas dans l’ancienne partition (cas ou` M < N) ; on
peut aussi vouloir un poids final nul pour les parties qui n’existent pas dans la nouvelle partition
(cas ou` M > N).
Dans le cas ou` le nombre de parties augmente (M < N), il faut ajouter des nouveaux
sommets dans le graphe quotient et, pour que la migration soit possible, connecter ces nouveaux
sommets avec le reste du graphe. En effet, Hu et al. [26] montrent que pour qu’une solution soit
possible, le graphe doit eˆtre connexe. On veut donc construire a` partir du graphe quotient Q, un
nouveau graphe quotient enrichi Q˜. La fac¸on dont sont connecte´s ces nouveaux sommets influence
grandement la migration optimale possible, mais aussi la coupe de la partition finale. Pour obtenir
une bonne migration, il faut placer les nouvelles parties proches des anciennes parties capables
de fournir les sommets ne´cessaires. Pour obtenir une bonne coupe, il faut connecter les nouvelles
parties avec des anciennes proches entre elles. Une me´thode na¨ıve pour trouver de tels placements
est de rechercher dans le graphe quotient de petites cliques de parties bien connecte´es entre elles
et posse´dant un poids e´leve´.
Dans le cas ou` le nombre de parties diminue, le graphe quotient n’a pas besoin d’eˆtre modifie´
mais il faut choisir les parties qui seront supprime´es, c’est-a`-dire dont le poids final vise´ est nul.
a) Optimisation du volume total de migration TotalV
Une fois le graphe Q˜ des messages autorise´s construit, il faut de´cider du volume de donne´es
a` communiquer sur chaque areˆte. Pour minimiser le volume total de migration, il est possible





. Contraintes line´aires :
∀i ∈ V, vi =
∑
j
(eji − eij). (3.18)
Bornes :
∀i ∈ V, vi ≤ di + ub. (3.19)
∀(i, j) ∈ E, 0 ≤ eij . (3.20)
On note eij la quantite´ de donne´es envoye´es par la partie i vers la partie j. Cette variable
est toujours positive ou nulle (e´quation 3.20) ; si le message se passe dans l’autre sens, eij est
nul et eji contient le volume de donne´es e´change´es. vi est la variation de la quantite´ de donne´es
de la partie i et est e´gale a` la diffe´rence des donne´es rec¸ues et envoye´es (e´quation 3.18). di est













Figure 3.30 – Exemple de partition initiale et de son graphe quotient enrichi.
la variation souhaite´e de la quantite´ de donne´es de la partie i, c’est-a`-dire la diffe´rence entre le
poids initial et le poids souhaite´. vi doit eˆtre a` peu pre`s e´gal a` di a` une tole´rance de de´se´quilibre
ub pre`s (e´quation 3.19).
Par exemple, en prenant la partition en trois parties de la figure 3.30, on construit un graphe
quotient de trois sommets auquel on ajoute un quatrie`me pour repartitionner en 4 parties. Ici,
le nouveau sommet est connecte´ aux trois autres.
L’application des contraintes 3.18 donne :
v1 = e21 − e12 + e31 − e13 + e41 − e14
v2 = e12 − e21 + e21 − e23 + e42 − e24
v3 = e13 − e31 + e23 − e32 + e43 − e34
v4 = e14 − e41 + e24 − e42 + e34 − e43





De plus tous les eij sont positifs ou nuls. La solution de ce proble`me est :
e41 = 1
e43 = 2
et tous les autres eij sont nuls. Ce qui veut dire que la partie 1 devra envoyer un sommet a` la
partie 4 et la partie 3 devra en envoyer deux. Il n’y a pas d’autre communication.
b) Extension a` d’autres me´triques
Il est possible d’e´tendre le programme line´aire pour d’autres objectifs, tels que : MaxV,
TotalZ, MaxZ ou n’importe quelle combinaison line´aire de ceux-ci.
Pour optimiser MaxV, il suffit d’ajouter une variable v repre´sentant le volume maximal de
migration par partie. On cherche donc a` minimiser v = maxi∈V
(∑
j (eij + eji)
)
. Cela se traduit
par les contraintes supple´mentaires :





















(b) Groupes de sommets rete-









(c) Graphe quotient enrichi
avec les nouveaux sommets.
1500 0 0 0 0 520 0
0 1184 0 0 0 0 800
0 0 1428 0 0 0 558
0 0 0 1500 0 514 0
0 172 0 0 1500 324 0

(d) Matrice de migration obtenue pour l’optimisation de TotalV.
Figure 3.31 – Enrichissement du graphe quotient puis construction de la matrice de migration




(eij + eji) ≤ v. (3.21)
v e´tant minimise´, il vaut bien la plus grande des valeurs
∑
j (eij + eji).
Lorsque les valeurs eij sont entie`res, on peut ajouter des variables binaires xij pour chaque
areˆte donnant l’existence ou non d’un message sur cette areˆte graˆce aux contraintes :
xij ≤ eij ≤Wxij . (3.22)
W est le poids total du graphe, aucun message ne peut de´passer cette taille. En e´tudiant les deux
cas possibles suivant la valeur de xij , on obtient :
eij = 0 si xij = 0
1 ≤ eij ≤W si xij = 1.
(3.23)
xij correspond donc bien a` l’existence d’un message de la partie i vers la partie j. Il est alors
possible de minimiser TotalZ en minimisant la somme des xij et MaxZ en utilisant une me´thode
similaire a` celle pour MaxV.
Les programmes line´aires complets pour les diffe´rentes me´triques sont de´crits dans l’annexe A.
c) Application du programme line´aire
Pour enrichir le graphe quotient, un algorithme recherche, pour chaque nouvelle partie supple´-
mentaire, de petits groupes de sommets (de taille 1, 2 ou 3) bien connecte´s et de poids importants.













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16×21 e´qui-
libre´.
Figure 3.32 – Application de la construction de la matrice de migration a` l’aide du programme
line´aire dans des cas e´quilibre´s.
Nous ne de´taillerons pas ici cet algorithme qui utilise une approche gloutonne selon un crite`re
comparable a` celui de la me´thode Greedy, mais en bornant la taille des hyper-areˆtes (entre 1 et
3). Sur l’exemple de la figure 3.31, pour passer de 5 a` 7 parties, il faut ajouter deux nouvelles
parties : un groupe de trois sommets et un groupe de deux sont choisis (fig. 3.31b). Les deux
nouveaux sommets sont connecte´s aux anciens sommets d’apre`s ces ensembles (fig. 3.31c). En
appliquant le programme line´aire pour l’optimisation de TotalV sur ce graphe quotient enrichi,
on obtient 6 messages : 5 messages correspondant aux areˆtes ajoute´es pour cre´er les nouvelles
parties supple´mentaires et un message entre les parties 4 et 1. Pre´sente´s sous forme de matrice
de migration, ces re´sultats donnent la matrice sur la figure 3.31d. Les valeurs sur la diagonale (en
gris) ne sont pas obtenues directement par le programme line´aire mais calcule´es indirectement













(a) Hypergraphe de reparti-























(b) Hypergraphe de reparti-





























(c) Hypergraphe de repartition-
nement dans le cas 16× 21 de´s-
e´quilibre´.
Figure 3.33 – Application de la construction de la matrice de migration a` l’aide du programme
line´aire dans des cas de´se´quilibre´s.
Les re´sultats obtenus pour diffe´rents cas avec l’optimisation de TotalV sont pre´sente´s sur
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les figures 3.32 et 3.33. Les tailles des hyper-areˆtes finales correspondant aux nouvelles parties
sont effectivement limite´es a` un maximum de 3 et les autres communications se font uniquement
le long des areˆtes du graphe quotient.
Cet algorithme optimise la me´trique souhaite´e, mais relativement a` un graphe quotient enrichi
donne´ dont la construction ne permet pas toujours une migration optimale.
3.4 E´valuation des me´thodes et conclusion
Nous comparons les me´thodes de construction de matrice de migration pre´sente´es dans ce
chapitre : la me´thode base´e sur la chaˆıne (1D), la me´thode d’appariement (Matching, seulement
dans le cas e´quilibre´), les deux variantes de l’algorithme glouton avec optimisation de la diagonale
(GreedyD) et sans (Greedy) et le programme line´aire optimisant TotalV (LP).
Les me´thodes pre´sente´es sont e´value´es sur six cas e´quilibre´s et de´se´quilibre´s. Les trois cas
e´quilibre´s sont :
— 8×12 avec des anciennes parties de taille 1500 et donc des nouvelles parties de taille 1000 ;
— 12 × 14 avec des anciennes parties de taille 1000 et donc des nouvelles parties de taille
857 ;
— 16 × 21 avec des anciennes parties de taille 1000 et donc des nouvelles parties de taille
761.
Les trois cas de´se´quilibre´s utilisent les meˆmes nombres de parties :
— 8× 12 avec un de´se´quilibre de 49 % et des nouvelles parties de taille 1509 ;
— 12× 14 avec un de´se´quilibre de 58 % et des nouvelles parties de taille 1311 ;
— 16× 21 avec un de´se´quilibre de 50 % et des nouvelles parties de taille 922.
Ces de´se´quilibres ont e´te´ re´alise´s avec la me´thode utilise´e par l’article [56] : pour chaque partie,
un nombre ale´atoire de sommets sont se´lectionne´s pour avoir leur poids triple´s, conduisant a` un
de´se´quilibre d’environ 50 %.
Les tableaux 3.1 et 3.2 pre´sentent les me´triques associe´es aux applications pre´sente´es dans
les sections pre´ce´dentes. Les quatre me´triques pre´sente´es ne permettent pas d’e´valuer la qualite´
de la coupe finale mais seulement la qualite´ de la migration. La coupe ne pourra eˆtre e´value´e
qu’apre`s le repartitionnement dans le chapitre 5.
En dehors du repartitionnement 8×12 dans le cas e´quilibre´, on remarque que les optimisations
de TotalV et MaxZ sont contradictoires. En effet, comme explique´ avec la me´thode d’appa-
riement, l’optimisation de la diagonale oblige les nouvelles parties supple´mentaires a` prendre
les donne´es depuis de nombreuses anciennes parties, ce qui favorise des hyper-areˆtes de grandes
tailles et donc l’augmentation de MaxZ. Les me´thodes 1D et Greedy donnent un MaxZ bas
mais un TotalV plus e´leve´, contrairement aux me´thodes Matching (avec choix d’une matrice
diagonale) et GreedyD qui optimisent en priorite´ TotalV. Le cas du programme line´aire est
particulier : bien que le programme line´aire minimise TotalV, la construction du graphe quo-
tient enrichi impose un degre´ faible. Malgre´ cette minimisation, TotalV peut eˆtre plus e´leve´
qu’avec d’autres me´thodes mais MaxZ est maintenu bas. TotalV aurait pu eˆtre plus bas avec
un choix de graphe quotient enrichi diffe´rent. Il est e´galement possible d’utiliser le programme
line´aire pour optimiser d’autres crite`res.
Dans le cas 8 × 12 e´quilibre´, il existe une solution donnant a` la fois un TotalV bas et un
MaxZ bas que toutes les me´thodes trouvent. Le programme line´aire est capable de donner un
TotalV plus bas que l’optimal (4000) en profitant de la tole´rance au de´se´quilibre.
Le MaxV varie peu d’une me´thode a` l’autre et il est ge´ne´ralement proche de la taille d’une
nouvelle partie. Une nouvelle partie devant recevoir l’inte´gralite´ de ses donne´es, il n’est pas
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possible d’avoir un MaxV infe´rieur a` la taille ide´ale d’une nouvelle partie.
Dans le cas e´quilibre´, le TotalZ optimal est bien atteint pour toutes les me´thodes sauf le
programme line´aire qui n’optimise pas ce crite`re. Dans le cas de´se´quilibre´, l’optimal n’est pas
connu. La me´thode de la chaˆıne atteint max(M,N) − 1 messages et les algorithmes gloutons
donne un nombre de messages infe´rieur graˆce a` la recherche des sous-ensembles. Bien que le
programme line´aire n’optimise pas le nombre de messages, celui-ci reste tre`s bas. C’est un effet
de bord de la minimisation de TotalV.
Dans la suite de cette the`se, nous retiendrons les me´thodes utilisant l’algorithme glouton
(Greedy et GreedyD) et le programme line´aire (LP). L’algorithme glouton permet de minimiser
TotalZ et offre deux variantes permettant au choix de minimiser fortement TotalV ou de
garder MaxZ bas. La me´thode d’appariement (Matching) n’est pas utilisable dans le cas ge´ne´-
ral et la me´thode 1D donne des re´sultats comparables a` la me´thode Greedy (MaxZ faible mais
TotalV plus e´leve´) mais avec de moins bons re´sultats.
La construction de matrices de migration a` partir du graphe quotient est la premie`re e´tape
de notre me´thode de repartitionnement dont la de´marche globale est rappele´e en figure 3.34. Les
matrices de migration ainsi construites vont eˆtre utilise´es par les algorithmes de repartitionnement
de graphe pre´sente´s dans le chapitre suivant.
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Dans ce chapitre, nous pre´sentons nos algorithmes de repartitionnement M ×N , re´sume´s en
figure 4.1. Nos me´thodes de repartitionnement biaise´ (BIASED) et diffusive (DIFF) s’inspirent
des me´thodes de repartitionnement classiques du meˆmes noms mais sont e´tendues dans le cas
du repartitionnement avec un nombre de processeurs variable. Ces deux me´thodes se basent
sur une matrice de migration obtenue a` l’aide d’un des algorithmes pre´sente´s dans le chapitre
pre´ce´dent. De plus, dans le cadre de notre partitionnement biaise´, nous mettons en e´vidence des
limitations de la me´thode des bissections re´cursives largement utilise´e par les diffe´rents outils
de partitionnement actuels, et nous proposons une me´thode de partitionnement k-aire direct
(KGGGP) qui surmonte ces limitations.
4.1 Repartitionnement M × N base´ sur une me´thode de
partitionnement biaise´ (BIASED)
Nous pre´sentons dans cette section une me´thode partitionnement biaise´ permettant de re´aliser
un repartitionnement M × N en respectant un mode`le de migration donne´ par une matrice C.
Cette me´thode n’impose que les messages donne´s dans le mode`le de migration et non leur volume.
Ne´anmoins, les volumes sont respecte´s lorsque le nombre de messages de C est minimal, comme
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Figure 4.1 – Vue d’ensemble de nos algorithmes de repartitionnement M ×N d’un graphe.
nous le verrons dans la section suivante. Cette me´thode est donc de´conseille´e pour les mode`les de
migration n’optimisant pas TotalZ, en particulier ceux obtenus a` l’aide du programme line´aire
optimisant seulement TotalV, MaxV ou MaxZ.
Cette me´thode de partitionnement biaise´ s’inspire des me´thodes de repartitionnement utili-
sant des sommets fixes [2,8,9] (cf. section 2.3.2). Le graphe est enrichi avec des sommets fixes et
de nouvelles areˆtes puis il est partitionne´ avec un partitionneur acceptant les sommets fixes.
4.1.1 Me´thodologie
Pour cre´er un nouvelle partition respectant le mode`le de communication construit graˆce aux
me´thodes pre´sente´es dans le chapitre 3, on utilise une me´thode de repartitionnement a` sommet
fixes. De la meˆme fac¸on que dans le cas du repartitionnement sans changement du nombre de
processeurs, on ajoute N sommets fixes de poids nuls repre´sentant les processeurs. Mais au lieu
de les connecter aux sommets de leur ancienne partie, ils sont connecte´s aux sommets des parties
dont on accepte qu’ils rec¸oivent des donne´es, conforme´ment a` la matrice C.
Plus pre´cise´ment, pour repartitionner un grapheG deM parties versN et obtenir une nouvelle
partition P ′, e´tant donne´ une ancienne partition P = (Pi)i∈J1,MK et une matrice de migration
C, il faut :
1. construire un graphe enrichi G˜ = (V˜ , E˜) a` partir de G avec :
— N sommets fixes (fj)j∈J1,NK de poids nuls, chacun fixe´ dans une nouvelle partie diffe´-
rente j ;
— des areˆtes supple´mentaires dont le poids est appele´ « couˆt de migration », telles que
pour chaque e´le´ment Ci,j > 0 de la matrice de migration, les sommets de l’ancienne
partie i soient connecte´s au sommet fixe de la nouvelle partie j. Plus formellement,
∀i ∈ J1,MK, ∀j ∈ J1, NK, ∀v ∈ Pi, (Ci,j 6= 0 ⇐⇒ (v, fj) ∈ E˜) .
2. partitionner le nouveau graphe enrichi G˜ en N parties avec un partitionneur acceptant
les sommets fixes ;
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3. restreindre la partition de G˜ au graphe original G pour obtenir P ′.
Le roˆle des areˆtes ajoute´es, dites « de migration », n’est pas exactement le meˆme que dans
les me´thodes classiques. Elles ne servent pas, ici, a` minimiser la migration directement mais a`
imposer le sche´ma de communication choisi. Un sommet est souvent relie´ a` plusieurs sommets
fixes et au plus une de ses areˆtes de migration peut ne pas eˆtre coupe´e. Avec un poids suffisamment
e´leve´, le partitionneur laissera exactement une areˆte de migration par sommet non-coupe´e, pour
minimiser la coupe. Ainsi, en cherchant a` remplir ses objectifs habituels, le partitionneur impose
le sche´ma de migration choisi.
Un exemple de repartitionnement est propose´ en figure 4.2. En partant de l’ancienne partition
enM = 5 parties (figure 4.2a), on veut construire une nouvelle partition enN = 7 parties. A` l’aide
du graphe quotient associe´ (figure 4.2b), on construit une matrice de migration (ici repre´sente´e
par l’hypergraphe de repartitionnement) comme indique´ dans le chapitre pre´ce´dent (figure 4.2c).
Les areˆtes de migration sont ajoute´es d’apre`s cet hypergraphe sur la figure 4.2d : par exemple,
le sommet fixe de la nouvelle partie 3 est relie´ a` tous les sommets des parties contenues dans
l’hyper-areˆte correspondante (les anciennes parties 3 et 4). Le partitionneur calcule ensuite une
nouvelle partition de ce graphe enrichi. La figure 4.2e montre les areˆtes de migration coupe´es
(en rouge) et internes (en vert). Enfin, la partition de G˜ est restreinte graphe G pour obtenir la
partition finale (figure 4.2f).
Cette me´thode utilise n’importe quel outil de partitionnement classique capable de prendre
en compte le cas des sommets fixes 1. Il est aussi possible d’utiliser des partitionneurs d’hyper-
graphe, les areˆtes de migration deviennent alors des hyper-areˆtes de taille 2, la coupe de telles
hyper-areˆtes e´tant e´quivalente a` celle des areˆtes du graphe.
Les sommets fixes et les areˆtes de migration imposent le sche´ma de communication mais pas
le volume des messages e´change´s. Affecter un sommet a` une partie de fac¸on a` engendrer un
message non autorise´ correspond a` une areˆte de migration coupe´e en plus. Un sommet est relie´
par des areˆtes de migration a` un ou plusieurs sommets fixes chacun dans une partie diffe´rente.
Au mieux une seule de ces areˆtes de migration n’est pas coupe´e (le sommet ne peut eˆtre que dans
une seule partie), alors la migration de ce sommet est autorise´ par la matrice de migration. Si
le sommet est dans une partie diffe´rente de celles des sommets fixes auxquels il est connecte´, la
migration de ce sommet n’est pas autorise´e et toutes les areˆtes de migration de ce sommets sont
coupe´es. Le partitionneur choisira donc de placer un sommet dans l’une des parties des sommets
fixes auxquels il est connecte´. La contrainte sur la taille des parties n’empeˆche pas ce choix car,
par construction de la matrice de migration, il y a toujours assez de sommets relie´s au sommet
fixe pour cre´er la partie de la taille souhaite´e parmi ces derniers.
Bien que seul le sche´ma de communication soit impose´, les tailles des messages sont respecte´es
lorsque le nombre de message (TotalZ) est minimal. Le partitionneur est libre de cre´er n’importe
quelle partition induisant une matrice de migration avec les non-ze´ros souhaite´s. On cherche le
nombre de matrices de migration C ′ qu’il est possible d’obtenir apre`s le partitionnement. L’espace
des matrices de migration possibles peut eˆtre de´fini par un syste`me d’e´quations line´aires avec
autant d’inconnues, note´es C ′i,j , que de messages (d’une ancienne partie i vers une nouvelle partie
j). Les e´quations sont les contraintes de sommes sur les lignes et les colonnes ; il y en a M+N . Il y
a autant d’inconnues C ′i,j que d’e´le´ments Ci,j non nuls dans la matrice de migration C souhaite´e.
En notant Vi le poids de l’ancienne partie i, V
′
j la poids de la nouvelle partie j et W le poids
1. Il est en fait possible d’obtenir un partitionnement e´quivalent sans sommets fixes : il suffit de donner aux
sommets «fixes» un poids suffisamment grand, pour qu’il ne puisse pas y en avoir deux dans une meˆme partie.
Les nouvelles parties sont ensuite renume´rote´es pour que les sommets fixes soient dans les bonnes parties. Le
de´faut de cette me´thode est que le de´se´quilibre tole´re´ est plus important a` cause du poids de ces sommets.
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(c) Hypergraphe de repartitionnement
dessine´ par dessus le graphe quotient.
(d) Graphe G˜ auquel est ajoute´ les som-
mets fixes et areˆtes de migration.
(e) Partition de G˜ en 7 parties. Les areˆtes
de migration coupe´es sont en rouge, les
areˆtes de migration non-coupe´es en vert.
(f) Partition finale de G en 7 parties.
Figure 4.2 – Repartitionnement de 5 vers 7 parties.
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j ), on a :
∀i ∈ J1,MK , ∑
j∈J1,NK
Ci,j>0
C ′i,j = Vi (4.1)
∀j ∈ J1, NK , ∑
i∈J1,MK
Ci,j>0
C ′i,j = V
′
j (4.2)
La somme des e´quations sur les lignes (e´quations 4.1) est e´quivalente a` la somme des e´quations




C ′i,j = W
Ce syste`me posse`de donc M +N − 1 e´quations inde´pendantes 2.
On sait que l’ensemble des solutions n’est pas vide car la matrice de migration C est une
solution. La dimension de l’espace solution est donc e´gale a` la diffe´rence entre le nombre d’incon-
nues (le nombre de messages dans la matrice C) et le rang du syste`me. Si le nombre de messages
dans C n’est pas minimal (il n’atteint pas le rang du syste`me), il existe une infinite´ de solutions
C ′ possibles. Le partitionneur peut donner une de ces matrice C ′ (e´ventuellement diffe´rente de
C) en minimisant la coupe du graphe enrichi. Plus le nombre de messages dans C est important
plus il y a de liberte´ dans le partitionnement. La matrice de migration C ′ effectivement obtenue
apre`s repartitionnement peut ne pas eˆtre aussi bonne que la matrice C choisie. On pre´fe´rera donc
utiliser ce partitionnement biaise´ avec des matrices de migration donnant un faible nombre de
messages (TotalZ).
4.1.2 Limitations des partitionneurs
Cette me´thode partitionnement a` sommets fixes peut poser quelques proble`mes avec certains
partitionneurs, plus particulie`rement ceux utilisant des bissections re´cursives [3].
Le premier proble`me est que le placement et la nume´rotation des nouvelles parties peut ne
pas eˆtre favorable aux bissections re´cursives. Comme explique´ dans la section 3.3.1, lors d’une
bissection, chaque moitie´ regroupera plusieurs parties suivant leurs nume´ros : ge´ne´ralement les
parties avec les plus petits nume´ros sont regroupe´es dans une moitie´ et les plus grand nume´ros
dans l’autre. Il est possible qu’une moitie´ regroupe des parties qu’on souhaite e´loigne´es. Les
heuristiques peuvent avoir plus de mal a` cre´er des parties et devoir travailler avec des graphes
non connexes.
Mais, certains cas sont encore plus graves. Meˆme avec des bissections parfaites et un poids
tre`s important sur les areˆtes de migration, un partitionneur a` bissections re´cursives peut ne pas
2. Il est possible de re´duire encore le nombre d’e´quations inde´pendantes lorsqu’il existe une somme partielle
de poids d’anciennes parties e´gale a` une somme partielle de poids de nouvelles parties. C’est-a`-dire que s’il existe
A ⊂ J1,MK et B ⊂ J1, NK tels que ∑i∈A Vi = ∑j∈B V ′j et que pour tout (i, j) ∈ J1,MK × J1, NK tels que
(i ∈ A ∧ j /∈ B) ∨ (i /∈ A ∧ j ∈ B), Ci,j = 0, alors la somme des e´quations sur les lignes correspondant aux
anciennes parties de A est e´quivalente a` la somme des e´quations sur les colonnes correspondant aux nouvelles



















(b) Graphe quotient et hyper-
graphe de repartitionnement.





(e) Partition finale avec bissec-
tions re´cursives.
Figure 4.3 – Exemple d’e´chec de partitionnement avec bissections re´cursives.
respecter le sche´ma de communication impose´ alors qu’un partitionneur k-aire direct trouverait
une solution [3, 60].
Par exemple, la figure 4.3 pre´sente un cas ou` la me´thode des bissections re´cursives e´choue.
La grille est initialement partitionne´e en 3 (figure 4.3a) et on souhaite la repartitionner en 4 en
utilisant l’hypergraphe de repartitionnement de la figure 4.3b. Un exemple de partition finale res-
pectant ce sche´ma est pre´sente´ sur la figure 4.3c. On essaye d’appliquer les bissections re´cursives
sur ce graphe. Lors de la premie`re bissection (figure 4.3d), le partitionneur regroupe les parties
1 et 2 d’un cote´, et 3 et 4 de l’autre. La meilleure bissection possible est de coupe´e le graphe
verticalement par le milieu. Les parties 1 et 2 seront donc dans la partie gauche et les parties 3
et 4 dans la partie droite. Il n’est donc pas possible pour la partie 4 de reprendre des sommets de
l’ancienne partie 2. Chaque moitie´ est ensuite a` nouveau bipartitionne´e pour obtenir la partition
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alors que celle attendue, qui est celle de la partition de la figure 4.3c, est :9 39 3
9 3
 .
La partition de bissections re´cursives coupent 39 areˆtes de migration alors qu’il est possible de
n’en couper seulement 36, meˆme si on a suppose´ que les bissections e´taient parfaites et le poids
des areˆtes de migration bien plus important que celui des areˆtes internes.
En pratique, la plupart des outils utilisent un multi-niveaux k-aire avec une partition initiale
du graphe contracte´ calcule´e par bissections re´cursives. Dans le cas ou` les bissections re´cursives
e´chouent a` calculer une bonne partition initiale, le raffinement k-aire applique´ pendant la phase
d’expansion doit alors grandement modifier la partition initiale pour optimiser la coupe. Quand
l’heuristique de raffinement re´ussit a` corriger la partition initiale, ce qui est difficile comme
ces heuristiques sont souvent incre´mentales, le partitionneur est alors tre`s ralenti par la phase
d’expansion.
Pour cette raison, nous proposons une heuristique de partitionnement k-aire direct pouvant
eˆtre utilise´e a` la place des bissections re´cursives en tant que me´thode de partitionnement initiale
dans un partitionneur.
4.2 Partitionnement k-aire direct (KGGGP)
L’heuristique du Greedy Graph Growing Partitioning (GGGP) est une heuristique gloutonne
largement utilise´e dans le cadre du bipartitionnement [5, 11, 29]. En partant de deux sommets
« graines », les autres sommets sont ajoute´s un a` un dans chacune des parties. Nous proposons
d’e´tendre cette me´thode dans le cas du partitionnement k-aire. Nous l’appellerons dans ce cas
KGGGP (k-way greedy graph growing partitioning).
4.2.1 Description de l’algorithme
Cette heuristique s’inspire en grande partie de celle de Fiduccia et Mattheyses [17] (abre´ge´e
FM), a` la diffe´rence que les sommets ne sont initialement dans aucune partie et sont a` distribuer
dans k parties. Cette me´thode peut eˆtre vue comme un raffinement FM k + 1-aire ou` la partie
supple´mentaire (que l’on nume´rotera −1) contient initialement tous les sommets et doit eˆtre vide
dans la partition finale.
Pour re´aliser cet algorithme, on conside`re tous les de´placements possibles des sommets sans
parties vers une des k parties. Chaque ite´ration de l’algorithme 5 place un sommet sans partie
dans une partie p. A` chaque ite´ration, on se´lectionne le meilleur de´placement, d’apre`s un crite`re
de se´lection base´ sur la coupe, qui respecte l’e´quilibre final (c’est-a`-dire que le poids Wp de la
partie p ne de´passera pas la taille maximum permise avec un facteur de de´se´quilibre ). Il existe
plusieurs crite`res de se´lection qui seront de´taille´s plus loin dans cette section. Il est possible
qu’aucun sommet ne respecte la contrainte d’e´quilibre, particulie`rement dans le cas d’un graphe
contracte´ dans le cadre d’un algorithme multi-niveaux, ou` des sommets peuvent avoir un poids
tre`s important par rapport au poids total du graphe. Dans ce cas, l’e´quilibre ne pourra pas eˆtre
respecte´ et le meilleur de´placement est choisi inde´pendamment du poids du sommet et de la
partie cible. Une fois un sommet se´lectionne´, il est alors de´place´ et verrouille´, c’est-a`-dire qu’il
ne sera plus conside´re´ pour d’autres de´placements.
Le crite`re de se´lection calcule le score si(u) d’un de´placement a` partir des parties de ses voisins
(cf. section suivante). Ainsi lorsqu’un sommet est de´place´, le crite`re de se´lection de chacun de
ses voisins doit eˆtre mis a` jour.
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Figure 4.4 – Structure de donne´es inspire´e de Fiduccia et Mattheyses, illustrant le cas des
de´placements de v dans p et de v′ dans p′ ayant un meˆme score s.
L’algorithme 5 se´lectionne le meilleur de´placement globalement. Mais il existe d’autres va-
riantes possibles pour se´lectionner un de´placement afin d’obtenir une partition e´quilibre´e [29].
Par exemple, la partie de destination du de´placement est choisie l’une apre`s l’autre (me´thode
appele´e round-robin), ou elle peut eˆtre la partie dont le poids courant est le plus faible. Dans ces
deux cas, on choisit le meilleur de´placement seulement vers la partie choisie.
Pour trouver rapidement le meilleur de´placement d’apre`s le crite`re choisi, la structure de
donne´es pre´sente´e par Fiduccia et Mattheyses est utilise´e. Cette structure de donne´es (re´sume´e
sur la figure 4.4) utilise un tableau a` chaque case duquel est associe´e une valeur du score utilise´e
comme crite`re de se´lection (le gain de coupe du de´placement dans le cas de FM). Chaque case
de ce tableau donne la liste doublement chaine´e des de´placements correspondant a` ce score. Ce
tableau des scores permet de se´lectionner rapidement un de´placement avec un gain donne´ (ici,
le plus grand). Un autre tableau re´fe´renc¸ant les e´le´ments des listes chaine´es par leur nume´ro de
sommet permet de les retrouver rapidement pour effectuer une mise a` jour du gain. Dans notre
algorithme k-aire ce tableau est e´tendu avec une seconde dimension correspondant a` la partie du
de´placement. Le double chainage permet d’effectuer en temps constant le changement de liste
d’un e´le´ment apre`s une mise a` jour ou son retrait quand le sommet est place´ dans une partie.
En pratique, notre mise en œuvre de cet algorithme utilise deux tableaux de score pour classer
les de´placements. Initialement, le premier contient tous les de´placements et le second est vide.
Les de´placements sont recherche´s d’abord dans la premie`re structure, lorsque qu’un de´placement
ne respectant pas la contrainte d’e´quilibre est trouve´, il est de´place´ dans la seconde. En effet,
le poids des parties ne faisant que croˆıtre, il ne respectera pas la contrainte d’e´quilibre dans le
futur, il est inutile de le conside´rer a` nouveau pour eˆtre de´placer. Quand la premie`re structure
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est vide, il n’y a plus de de´placements respectant la contrainte d’e´quilibre, la seconde structure
est alors utilise´e jusqu’a` la fin de l’algorithme et le poids de la partie n’est plus ve´rifie´.
Il est tre`s simple de ge´rer le cas des sommets fixes avec cette me´thode. En effet, les sommets
fixes sont simplement place´s dans leur parties respectives initialement et ne sont pas conside´re´s
dans les de´placements possibles.
Algorithme 5 Heuristique de partitionnement gloutonne (KGGGP)
Entre´e : Graphe G a` partitionner
Entre´e : k parties ne contenant que les sommets fixes
Entre´e : Partition ou` tout les sommets fixes sont dans leur partie respective, et les autres
sommets sont dans la partie −1
tant que il existe des sommets dans la partie −1 faire
Se´lectionner un sommet v sans partie dont le de´placement vers une partie
p a un crite`re de se´lection sp(v) maximal et tel que Wp +wv ≤ (1 + )×
W/k
si un tel sommet n’existe pas alors
Se´lectionner un sommet v sans partie dont le de´placement vers une partie
p a un crite`re de se´lection sp(v) maximal
fin si
Placer le sommet v dans la partie p
Wp ←Wp + wv
pour tout voisin u de v faire
pour tout partie i faire




retourner Partition de G en k parties
4.2.2 Crite`res de se´lection
Il existe plusieurs crite`res pour e´valuer la qualite´ des de´placements. On note sp(v), le score du
de´placement du sommet v vers la partie p. Les de´placements sont e´value´s en fonction des areˆtes
les connectant aux diffe´rentes parties. On notera Ni(u) le poids des areˆtes connectant le sommet
u a` des voisins dans la partie i, et N−1(u) le poids des areˆtes le connectant a` des sommets sans
partie. On appelle areˆte interne, une areˆte dont les deux extre´mite´s sont dans la meˆme partie et
on appelle areˆte externe (ou coupe´e), une areˆte dont les deux extre´mite´s sont dans des parties
diffe´rentes.
Comme avec la me´thode FM, il est possible d’utiliser la formule du gain de coupe en consi-
de´rant que les sommets sans parties sont dans une partie nume´rote´e −1. Le gain d’un sommet
u de´place´ de la partie i vers j se calcule par la diffe´rence entre les areˆtes vers la nouvelle partie
j, qui e´taient coupe´es mais ne le seront plus, et les areˆtes vers l’ancienne partie i, qui e´taient
internes et seront coupe´es. En reprenant la formule du gain : gi→j(u) = Nj(u)−Ni(u), le crite`re
de se´lection base´ sur le gain pour de´placer u dans i est si(u) = g−1→i(u) = Ni(u)−N−1(u).
Battiti et Bertossi [5] proposent d’utiliser un autre crite`re, appele´ diff. Bien que conc¸u pour le
bipartitionnement, ce crite`re peut e´galement s’appliquer dans le cas du partitionnement k-aire.
Ce crite`re ne s’inte´resse plus aux voisins sans partie, mais utilise la diffe´rence entre les nouvelles
areˆtes internes (voisins dans la partie vise´e) et les nouvelles areˆtes coupe´es (voisins dans les autres





Figure 4.5 – Diffe´rentes areˆtes autour du sommet sans partie u qui se trouve a` la frontie`re des
parties i et j.
parties) : si(u) = diffi(u) = Ni(u)−
∑
j 6=iNj(u). En effet, minimiser la coupe avec la partie −1
qui finira par disparaitre peut paraitre inutile alors que les areˆtes vers les autres parties font
partie de la coupe finale. D’autre part, en maximisant le nombre d’areˆtes internes (Ni(u)), on
espe`re re´duire le nombre d’areˆtes qui devront eˆtre coupe´es plus tard.
La figure 4.5 pre´sente les diffe´rentes areˆtes autour du sommet u : en vert, les areˆtes corres-
pondant a` Ni(u) ; en rouge a` Nj(u) ; et en bleu a` N−1(u). On suppose que toutes les areˆtes de
cet exemple ont un poids unitaire. Si on conside`re le de´placement de u dans la partie i, le gain
est g−1→i(u) = 0 : initialement 3 areˆtes sont coupe´es (en vert et rouge), apre`s de´placement 3
areˆtes sont toujours coupe´es (cette fois en bleu et rouge). Le crite`re diff ne s’inte´resse pas aux
areˆtes avec les sommets sans partie (en bleu) mais seulement a` la diffe´rence entre les futures
areˆtes internes (en vert) et les areˆtes externes avec les « vraies » parties (en rouge). On a donc
diffi(u) = 2− 1 = 1.
4.2.3 Complexite´
L’algorithme de partitionnement de´place une fois chaque sommet libre. Il y a donc autant
d’ite´rations de la boucle principale que de sommets non fixes (au plus |V |). La boucle principale
comporte les e´tapes de se´lection, de´placement et mise a` jour des structures de donne´es.
Lors de la se´lection, chaque de´placement n’est conside´re´ qu’une ou deux fois : s’il n’est pas
accepte´ la premie`re fois, il est retire´ de la premie`re liste des de´placements et place´ dans la seconde ;
dans la seconde liste, un de´placement n’est jamais rejete´. La complexite´ en temps totale de la
se´lection est donc au pire proportionnelle au nombre de de´placements possibles, c’est-a`-dire
O(k|V |).
Le de´placement est une ope´ration simple en temps constant. Cela n’est que le changement
d’une valeur dans le tableau repre´sentant la partition.
La mise a` jour des structures de donne´es apre`s le de´placement d’un sommet, ne´cessite de
visiter tous les voisins du sommet de´place´. Pour chaque voisin, il est ne´cessaire de mettre a` jour
le crite`re de se´lection vers chacune des k parties. Comme ces ope´rations sont effectue´es pour
chaque sommet du graphe, la complexite´ en temps totale des mises a` jour est au pire O(k|E|).
La complexite´ en temps de l’algorithme est donc au pire O(k|E|), en conside´rant que |V | est
domine´ par |E|. La complexite´ en me´moire est principalement due au stockage des de´placements
possibles, elle est donc au pire O(k|V |).
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4.2.4 Ame´liorations
Plusieurs variantes peuvent eˆtre utilise´es pour ame´liorer la qualite´ des partitions produites
par l’algorithme.
a) Se´lection ale´atoire et re´pe´tition
Lors de la se´lection des sommets, plusieurs peuvent avoir le meˆme score. Si le premier sommet
trouve´ est choisi, la se´lection est biaise´e par l’ordre de parcours des sommets ou par le dernier
de´placement. En effet, lors de la mise a` jour, les voisins dont le score s’est ame´liore´ se retrouvent
en de´but de liste, ce qui tend a` faire grossir la partie toujours dans la meˆme direction. En
se´lectionnant un sommet ale´atoire parmi les meilleurs, on e´vite ce biais. Cela permet d’obtenir
des partitions diffe´rentes avec diffe´rentes exe´cutions de l’algorithme. Comme cet algorithme est
tre`s rapide lorsqu’il est applique´ dans le cadre d’un partitionnement multi-niveaux, il devient
inte´ressant de le re´pe´ter plusieurs fois et de garder la meilleure partition. Cela permet aussi une
version paralle`le triviale ou` chaque nœud calcule une partition puis partage la meilleure.
b) Graines
Bien que l’algorithme puisse s’appliquer sans aucun sommet initialement dans une partie, les
crite`res de se´lection ne seront pas tre`s efficaces pour le choix des premiers sommets. Il est donc
inte´ressant de choisir avant le de´but de l’algorithme certains sommets qui initieront les parties.
Il existe plusieurs possibilite´s pour choisir ces sommets qu’on appelle « graines ».
Graines ale´atoires. k sommets sont choisis ale´atoirement dans le graphe pour servir de graines
a` chacune des parties. Ces techniques se combinent bien avec la re´pe´tition de l’heuristique et
permettent encore plus de varie´te´ dans les tentatives pour trouver la meilleure partition possible.
Graines au centre des parties. La re´pe´tition de l’heuristique peut e´galement eˆtre utilise´e
pour trouver des graines de fac¸on plus intelligente. Apre`s une premie`re passe a` l’aide de graines
choisies d’une manie`re quelconque, les centres 3 ou des « pseudo-centres 4 » des parties sont cal-
cule´s et servent de graine a` l’ite´ration suivante. Cette me´thode est propose´e par Diekmann et al.
dans le cadre du Bubble Partitioning [14].
Graines e´loigne´es. Diekmann et al. [14] proposent e´galement un algorithme pour optimiser
l’ensemble des graines initiales. L’algorithme 6 permet de construire un ensemble de k graines
bien e´loigne´es les unes des autres. En partant d’un sommet quelconque, on recherche le sommet
le plus e´loigne´ a` l’aide d’un parcours en largeur. Les graines suivantes sont trouve´es de fac¸on
similaire en initialisant le parcours en largeur avec les n graines de´ja` trouve´es. La seconde boucle
permet d’ame´liorer cet ensemble. On retire une a` une les graines de l’ensemble et on en cherche
une nouvelle, toujours a` l’aide d’un parcours en largeur. Cette dernie`re boucle peut eˆtre re´pe´te´e
jusqu’a` ce que l’ensemble ne change plus ou re´pe´te´e un nombre limite´ de fois. La complexite´ d’un
parcours en largeur e´tant O(|E|), la complexite´ de la cre´ation de l’ensemble initiale ou d’une
passe d’optimisation est O(k|E|).
3. Le centre d’un graphe est un sommet avec une excentricite´ minimale.
4. La recherche du centre d’un graphe est complexe. Nous pre´fe´rons donc chercher un «pseudo-centre» a` l’aide
d’un parcours en largeur a` partir de la frontie`re de la partie. Le dernier sommet parcouru est le plus e´loigne´ de la
frontie`re, il est donc se´lectionne´ en tant que «pseudo-centre»
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Algorithme 6 Cre´ation d’un ensemble de k graines e´loigne´es
Entre´e : Graphe G
Entre´e : Nombre de parties k
v ← sommet quelconque de G
graines← {sommet le plus e´loigne´ de v dans G}
n← 1
tant que n < k faire
v ← sommet le plus e´loigne´ des sommets dans graines




pour tout v ∈ graines faire
u← sommet le plus e´loigne´ des sommets dans graines \ {v}
si u est plus loin que v alors
Remplacer v par u dans graines
fin si
fin pour
jusqu’a` Aucune graine n’a e´te´ change´e
retourner graines
c) Raffinement a` la fin
Les derniers choix de de´placement lors du KGGGP sont souvent tre`s limite´s et les derniers
sommets se retrouvent place´s dans les parties qui pouvaient encore accepter des sommets mal-
gre´ une tre`s mauvaise coupe. Pour corriger ces de´fauts, il est ne´cessaire d’appliquer un le´ger
raffinement de type FM a` la partition obtenue.
Bien que tre`s le´ger, ces raffinements peuvent grandement ame´liorer la coupe, il est donc
inte´ressant de le prendre en compte dans la re´pe´tition de l’algorithme glouton, que ce soit pour
de´cider la partition a` garder ou calculer de nouvelles graines a` l’aide des centres des parties.
4.2.5 E´valuation
Cette me´thode de partitionnement a e´te´ mise en œuvre dans un module Scotch [48]. L’avan-
tage de Scotch est d’eˆtre un logiciel libre tre`s modulaire. Cela permet de re´utiliser les autres
me´thodes de´ja` pre´sentes dans Scotch, en particulier l’approche multi-niveaux et les me´thodes
de raffinement. Pour combiner ces diffe´rentes strate´gies de partitionnement, Scotch utilise des
chaˆınes de strate´gies permettant de configurer l’enchainement, l’imbrication et les parame`tres
des diffe´rentes strate´gies. Notre strate´gie de KGGGP est documente´e dans l’annexe B.
Pour e´valuer le KGGGP, notre me´thode est compare´e a` la strate´gie de bissections re´cursives
de Scotch. La strate´gie utilise´e pour les bissections re´cursives (RB) dans les expe´riences suivantes
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Graphe Description |V | |E| d
grid3d32 Grille 3D re´gulie`re 32 768 95 232 5,81
grid3d100 Grille 3D re´gulie`re 1 000 000 2 970 000 5,94
cfd2 Me´canique des fluides nume´riques (CFD) 123 440 1 482 229 24,02
crankseg 2 Proble`me structurel 63 838 7 042 510 220,64
thermal2 Proble`me thermique 1 228 045 3 676 134 5,99
brack2 Proble`me 2D/3D 62 631 366 559 11,71
wave Proble`me 2D/3D 156 317 1 059 331 13,55
cage12 E´lectrophore`se d’ADN 130 228 951 154 14,61
Table 4.1 – Description des graphes utilise´s pour nos expe´riences. d est le degre´ moyen du graphe
qui vaut 2×|E||V | .
asc=b{bnd=f{bal=0.01,move=120},org=f{bal=0.01,move=120}}}
}
C’est-a`-dire que, pour chaque bissection, trois partitionnements multi-niveaux (m) sont calcule´s
et la meilleure partition est retenue. Ces partitionnements multi-niveaux pour les bissections sont
utilise´s en plus du multi-niveaux principal dans lequel cette strate´gie de bissections re´cursives
est e´ventuellement utilise´e. Ils utilisent comme strate´gie de partitionnement initial une me´thode
de greedy graph growing (h) de´ja` pre´sente dans Scotch mais seulement pour les bissections, et
comme raffinement un algorithme FM (f).
Le tableau 4.1 pre´sente les diffe´rents graphes utilise´s dans les expe´riences. Les graphes grid3d32
et grid3d100 sont des grilles cubiques de tailles respectives 32× 32× 32 et 100× 100× 100. Les
autres graphes sont issus de la collection de matrices creuses de l’Universite´ de Floride [13].
a) Cas du partitionnement classique
Plusieurs configurations du KGGGP sont e´value´es. Les deux crite`res de se´lection base´s sur le
gain de coupe (type=g) et diff (type=d) sont utilise´s pour chaque cas :
— Une seule passe et sans raffinement :
g-noref-1p g{bal=0.01,type=g,pass=1,ref=}
d-noref-1p g{bal=0.01,type=d,pass=1,ref=}











— Quatre passes avec deux passes de raffinement FM chacune et l’utilisation de graines
e´loigne´es (seeds=o) pour la premie`re passe puis des « centres » des parties (center=y)
pour les suivantes :




















Figure 4.6 – Temps du partitionnement de la grille 32×32×32 sans multi-niveaux, avec KGGGP





La figure 4.7 pre´sente la coupe et la figure 4.8 pre´sente le temps obtenus pour le partitionne-
ment des diffe´rents graphes avec la me´thode KGGGP relativement a` la me´thode des bissections
re´cursives (RB), toutes sans utiliser de multi-niveaux. Les deux premie`res strate´gies ne faisant
qu’une passe et n’utilisant pas de raffinement donnent une coupe beaucoup plus e´leve´e. En ef-
fet, le KGGGP a ge´ne´ralement du mal a` bien placer les derniers sommets, le raffinement FM
permet de corriger les mauvais choix faits par l’algorithme glouton. Le temps d’exe´cution de ces
strate´gies est e´videment plus rapide que celles faisant plusieurs passes et utilisant un raffinement.
On remarque e´galement que, parmi les deux types de crite`re de se´lection utilise´s, celui base´
sur le gain de coupe donne toujours de meilleurs re´sultats que le diff. L’utilisation de graines
a ge´ne´ralement peu d’influence sur la coupe, bien qu’on remarque une le´ge`re ame´lioration sur
quelques cas.
La coupe des meilleures strate´gies KGGGP est e´gale ou supe´rieure (jusqu’a` 20 % plus e´leve´e)
a` celle des bissections. Le KGGGP est e´galement plus lent : en effet, sa complexite´ en temps
est O(k|E|) alors que celle des bissections re´cursives est O(log(k)|E|). La figure 4.6 donne les
temps d’exe´cution des bissections re´cursives et du KGGGP (avec 1 passe et sans raffinement).
Les courbes sans multi-niveaux correspondent bien aux complexite´s attendues.
Mais, en pratique, ces strate´gies sont utilise´es syste´matiquement avec une me´thode multi-
niveaux. Les figures 4.9 et 4.10 montrent les re´sultats dans le meˆme cas que les figures pre´ce´dentes
mais en utilisant les strate´gies (RB et KGGGP) dans une approche multi-niveaux utilisant un
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raffinement FM k-aire. Les re´sultats en coupe et temps sont beaucoup plus proches : les phases
de contraction et de raffinement prennent le plus de temps alors que la le partitionnement initial
est plus rapide comme il s’applique sur un graphe de petite taille ; la coupe finale est largement
due au raffinement du multi-niveaux, le partitionnement initial ne lui sert que d’initialisation.
L’absence de raffinement n’a plus autant d’importance, le raffinement utilise´ lors de la phase
d’expansion corrige de´ja` la plupart des de´fauts du partitionnement initial. Le type de crite`re
de se´lection a toujours un impact significatif sur la coupe finale. Dans le cas de grid3d100, les
bissections re´cursives sont capables de trouver une bonne partition directement graˆce a` la nature
re´gulie`re du graphe. La phase de raffinement est donc plus plus courte. Le partitionnement RB
est donc dans ce cas beaucoup plus rapide que le KGGGP qui profite moins de la re´gularite´ du
graphe. La coupe obtenue avec les strate´gies KGGGP (en utilisant le crite`re de se´lection base´
sur le gain) est tre`s proche des bissections re´cursives : entre −5 % et +5 %.
Notre algorithme de partitionnement KGGGP offre des partitions de qualite´ similaire au par-
titionnement utilisant des bissections re´cursives. Mais cette me´thode de partitionnement souffre
d’une complexite´ plus importante par rapport au nombre de parties.
b) Partitionnement avec sommets fixes
Dans la section 4.1.2, nous avons mis en e´vidence les difficulte´s des partitionneurs utilisant
des bissections re´cursives a` partitionner les graphes construits dans le cadre de notre partitionne-
ment biaise´ avec sommets fixes. Nous e´valuons donc notre me´thode de partitionnement KGGGP
applique´e sur les graphes de´ja` pre´sente´s mais modifie´s selon la me´thode de la section 4.1. Les
graphes sont enrichis pour un repartitionnement 16×21 avec un poids 1 pour les areˆtes du graphe
original et un poids 10 pour les areˆtes de migration.
Les figures 4.11 et 4.12 donnent les coupes et temps obtenus pour partitionner ces graphes
enrichis. Nous utilisons un partitionnement multi-niveaux avec KGGGP en 4 passes avec raf-
finement relativement aux bissections re´cursives. Dans tous les cas, la coupe du KGGGP est
infe´rieure a` celle des bissections re´cursives, parfois de fac¸on tre`s importante (plus de 40% de
re´duction dans les meilleurs cas). Comme les areˆtes de migration ont un poids beaucoup plus
important, les valeurs de coupes donne´es concernent principalement les areˆtes des migration. Les
temps de partitionnement sont ge´ne´ralement plus e´leve´s qu’avec les bissections re´cursives mais
restent du meˆme ordre de grandeur.
Bien que notre algorithme KGGGP ne donnait pas des meilleurs re´sultats que les bissections
re´cursives pour des partitionnements de graphes classiques, les re´sultats sont bien meilleurs dans
le cas de graphes modifie´s avec des sommets fixes et des areˆtes de migration. Cela confirme les
inconve´nients d’utiliser des bissections re´cursives pour partitionner des tels graphes.
4.3 Repartitionnement M×N base´ sur la diffusion (DIFF)
Nous proposons dans cette section une autre approche pour repartitionner un graphe en se
basant sur une matrice de migration donne´e. Cette approche s’inspire des me´thodes de reparti-
tionnement diffusives de´ja` utilise´es dans le cas du repartitionnement classique.
La me´thode de repartitionnement biaise´ n’impose pas correctement les messages choisis
lorsque ceux-ci sont trop nombreux. Cela peut poser proble`me dans le cas ou` on veut utili-
ser une matrice de migration avec un nombre de messages plus e´leve´, en particulier les matrices
de migration obtenues a` l’aide de programmes line´aires ne minimisant pas TotalZ. Le reparti-
tionnement base´ sur la diffusion re`gle ce proble`me en migrant exactement le nombre de sommets
souhaite´.























Figure 4.11 – Coupe de partitionnement en 21 parties (avec une me´thode multi-niveaux) des




















Figure 4.12 – Temps de partitionnement en 21 parties (avec une me´thode multi-niveaux) des
graphes enrichis pour un repartitionnement 16× 21.
4.3. REPARTITIONNEMENT DIFFUSIF 87
Le repartitionnement classique base´ sur la diffusion [55] modifie l’ancienne partition en mi-
grant des sommets d’une partie a` l’autre en se basant sur une matrice de migration C donne´e.
Pour chaque e´le´ment Ci,j de la matrice migration, exactement Ci,j sommets de la partie i sont
de´place´s dans la partie j. Les sommets a` migrer sont choisis d’une fac¸on similaire a` l’heuristique
FM mais en arreˆtant les de´placements quand le poids souhaite´ (d’apre`s la matrice de migration)
a e´te´ de´place´, au lieu de s’arreˆter lorsque la coupe optimale est atteinte. Cette heuristique fonc-
tionne bien quand il est ne´cessaire de de´placer peu de sommets le long d’une frontie`re se´parant
deux parties.
Dans le cas du repartitionnement avec changement du nombre de parties, cette heuristique
rencontre quelques proble`mes. D’une part, certaines parties connaissent une migration impor-
tante : les parties cre´es ou supprime´es au cours du repartitionnement. D’autre part, certaines
migrations de sommets doivent eˆtre de´cide´es alors qu’il n’existe initialement aucune frontie`re.
C’est le cas des parties initialement vides lorsque le nombre de parties augmente (N > M).
Si une partie ne posse`de initialement aucun sommet, une heuristique choisissant les sommets
suivant leur gain de coupe, commencera par se´lectionner les sommets de plus petit degre´ parmi
ceux des parties qui doivent donner des sommets a` la nouvelle. Ces sommets peuvent eˆtre e´loigne´s
les uns des autres, ce qui va cre´er une partie en petits morceaux disperse´s. Un tel cas est visible
sur la figure 4.13. La partition initiale en 5 parties (figure 4.13a) est e´quilibre´e permettant ainsi
de se concentrer sur l’ajout des nouvelles parties. Dans ce cas, il n’y a pas d’e´changes de sommets
entre les anciennes parties. Les deux nouvelles parties prennent chacune des sommets depuis trois
anciennes parties : bleu fonce´, gris clair et orange pour la partie vert fonce´ et bleu fonce´, bleu
clair et rouge pour la partie vert clair. La figure 4.13b montre un exemple de repartitionnement
ou` l’heuristique a construit les nouvelles parties aux mauvais endroits : les parties ajoute´es (en
vert) sont de´coupe´es en plusieurs bouts, augmentant ainsi la taille de la frontie`re.
Pour re´gler ce proble`me de parties initialement vides, il est ne´cessaire d’ajouter quelques
sommets qui permettront d’initier la cre´ation de la nouvelle partie. Le choix de ces graines doit
se faire a` l’aide d’une me´thode plus globale, ide´alement au centre de la future partie et ayant
des voisins parmi toutes les anciennes parties intervenant dans la migration de la nouvelle partie
a` cre´er. Trouver de telles sommets peut demander des algorithmes complexes. Une me´thode
na¨ıve est de rechercher les sommets ayant des voisins parmi les autres anciennes parties voulues
et d’en prendre un au hasard. De telles sommets n’existent pas toujours comme il n’est pas
toujours possibles de cre´er des parties connexes pour certaines matrices de migration choisies. La
figure 4.13d montre un repartitionnement obtenu a` l’aide de graines ajoute´es a` la frontie`re des
trois anciennes parties donnant des sommets a` une meˆme nouvelle partie comme indique´ sur la
figure 4.13c.
Que la migration soit faite par paire de parties e´mettrice–re´ceptrice ou globalement, l’ordre
dans lequel sont effectue´s les de´placements de sommets a une grande influence sur le re´sultat
final. En effet, les sommets peuvent ge´ne´ralement eˆtre de´place´s vers plusieurs autres parties et il
faut donc choisir dans quel ordre conside´rer ces parties. Schloegel et al. [58] e´tudie se proble`me
dans le cas de repartitionnement classique. Les solutions les plus simples sont un ordre ale´atoire
ou de conside´rer en priorite´ les parties e´mettrices qui ont de´ja` rec¸u tous les sommets dont elles
ont besoin. Si ce dernier ordonnancement est choisi, cela peut poser proble`me lors de la cre´ation
de nouvelles parties. Ces nouvelles parties seraient alors traiter en dernier car elles ne sont que
re´ceptrices. Mais les de´placements pre´ce´dents changent les frontie`res et e´ventuellement la forme
du graphe quotient qui a e´te´ utilise´ pour choisir l’emplacement de ces nouvelles parties. Les
anciennes parties donnant a` une meˆme nouvelle partie peuvent ne plus eˆtre proches quand arrive
le moment de construire cette nouvelle partie.
Notre re´alisation pre´liminaire du repartitionnement diffusif utilise le graphe entier sans ap-
proche multi-niveaux et sans utiliser de raffinement, ce qui limite la qualite´ de la coupe finalement
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(a) Ancienne partition en 5 parties. (b) Nouvelle partition en 7 parties sans utiliser
de graines.
(c) Ajout de graines sur l’ancienne partition. (d) Nouvelle partition en 7 parties en utilisant
des graines.
Figure 4.13 – Exemple d’ajout de deux nouvelles parties prenant des sommets depuis trois
anciennes chacune a` l’aide de la diffusion.
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obtenue. Les migrations sont effectue´es par paires de parties en commenc¸ant par les parties ini-
tialement vides (les processeurs ajoute´s) puis les paires d’anciennes parties en commenc¸ant par
celles ou` les parties e´mettrices ont de´ja` rec¸u tous leurs sommets.
4.4 Partitionnement biaise´ a` l’aide d’hyper-areˆtes de re-
partitionnement
En utilisant un mode`le hypergraphe (plutoˆt que graphe) et la coupe connectivite´− 1 (note´e
λ − 1), il est possible d’optimiser le nombre de messages lors du repartitionnement avec une
nouvelle approche. Cette me´thode optimise directement la migration lors du repartitionnement
et ne ne´cessite pas de matrice de migration en entre´e, comme le sugge`re la figure 4.1.
En ajoutant, pour chaque ancienne partie, une hyper-areˆte regroupant tous les sommets de
cette partie, le crite`re de coupe sera modifie´ pour prendre en compte le nombre de messages. En
effet, ces hyper-areˆtes seront coupe´es par λ parties qui prendront des sommets de cette ancienne
partie. Chaque nouvelle partie qui coupe une de ces hyper-areˆtes induit un message de migration
avec l’ancienne partie associe´e a` cette hyper-areˆte. On note λi, le nombre de parties qui coupent
l’hyper-areˆte correspondant a` l’ancienne partie i et wmsg le poids de ces hyper-areˆtes. λi est e´gale
au nombre de non-ze´ros sur la ligne i de la matrice de migration C. Comme le poids de chaque
hyper-areˆte est compte´ λi − 1 fois, la coupe totale de toutes ces hyper-areˆtes ajoute´es est :
∑





ou` nnz(C) est le nombre de non-ze´ros dans la matrice de migration C.
En notant G l’hypergraphe initial et G′ l’hypergraphe enrichi des hyper-areˆtes de poids wmsg,
on obtient :
cut(G′) = cut(G) + wmsg × (nnz(C)−M)
≈ cut(G) + wmsg ×TotalZ
Remarquons que nnz(C) − M est a` peu pre`s le nombre total de messages. TotalZ est
le nombre d’e´le´ments non nuls hors diagonale de la matrice de migration. Dans le cas ou` la
diagonale ne posse`de aucun e´le´ment nul, on a TotalZ = nnz(C)−min(M,N).
Ainsi en minimisant la coupe du graphe enrichi, le partitionneur minimise donc un compromis
entre la coupe du graphe initial et le nombre de messages. Si le poids wmsg de ces areˆtes est
suffisamment grand, cela revient a` minimiser le nombre de messages dans un premier temps puis
a` minimiser la coupe dans un second temps.
Par ailleurs, cette me´thode optimisant TotalZ peut eˆtre combine´e avec une strate´gie de
partitionnement biaise´ optimisant le volume de migration TotalV. Pour cela, on reprend la
me´thode de repartitionnement a` sommets fixes [2, 9] : on construit l’hypergraphe enrichi G′′ en
ajoutant un sommet fixe pour chaque ancienne partie, et des hyper-areˆtes de taille 2 reliant les
sommets fixes aux autres sommets appartenant a` l’ancienne partie correspondante avec un poids
wmig. La coupe du nouveau graphe G
′′ devient alors :
cut(G′′) = cut(G′) + wmig ×TotalV
≈ cut(G) + wmsg ×TotalZ + wmig ×TotalV
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Bien que cette me´thode soit capable de bien mode´liser les objectifs du repartitionnement,
l’application a` l’aide d’un partitionneur d’hypergraphe ne donne pas de bons re´sultats.
Partitionner un tel graphe enrichi a` la fois avec de grandes hyper-areˆtes et les sommets
fixes connecte´s a` de nombreux sommets est effectivement tre`s complexe. Comme il a de´ja` e´te´
explique´ dans la section 4.1.2, les strate´gies de bissections re´cursives couramment utilise´es par les
partitionneurs peuvent avoir du mal a` trouver de bonnes partitions pour certains types de graphes
ou d’hypergraphes. Dans le cas des hypergraphes, en plus des proble`mes avec les sommets fixes,
les bissections optimisent moins bien la coupe connectivite´− 1 des grandes hyper-areˆtes. Il serait
ne´anmoins possible d’ame´liorer le partitionnement a` l’aide d’un algorithme k-aire direct adapte´
aux hypergraphes [3] 5. Mais meˆme avec un partitionnement k-aire, la phase de contraction dans
un partitionnement multi-niveaux peut aussi eˆtre perturbe´e par ces grandes hyper-areˆtes : il peut
eˆtre de´cide´ de fusionner des sommets tre`s e´loigne´s s’ils appartiennent a` la meˆme hyper-areˆte. Il
donc important d’utiliser un algorithme de contraction adapte´ qui donnerait moins d’importance,
voire ignorerait, ces grandes hyper-areˆtes malgre´ leur poids important.
4.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ trois me´thodes de repartitionnement M × N . Notre
partitionnement biaise´ (BIASED) permet d’obtenir un bon partitionnement (e´quilibre et coupe
faible) tout en imposant un sche´ma de communication donne´, mais cette me´thode n’impose
pas toujours la matrice de migration souhaite´e. Notre partitionnement diffusif (DIFF) permet
d’appliquer strictement une matrice de communication mais la coupe est moins bien optimise´e,
en particulier pour les nouvelles parties, qui induisent d’importantes migrations. Nous avons
aussi pre´sente´ une me´thode de partitionnement biaise´ base´ sur des hyper-areˆtes permettant de
minimiser directement TotalZ et TotalV sans utiliser de matrice de migration en entre´e. Mais
cette dernie`re me´thode ne donne pas de bonne partition avec les outils actuels et ne sera pas
e´value´e par la suite.
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Dans ce chapitre, nous pre´sentons plusieurs expe´riences permettant d’e´valuer nos me´thodes
de repartitionnement en les comparant aux partitionneurs actuels.
5.1 Me´thodologie expe´rimentale
Pour rappel, les objectifs du repartitionnement M ×N sont :
— e´quilibrer la charge des diffe´rentes parties ;
— minimiser la coupe du graphe ;
— calculer rapidement la nouvelle partition ;
— optimiser la migration.
Le premier objectif, l’e´quilibrage, est toujours atteint par les partitionneurs : dans les e´valuations
suivantes la tole´rance au de´se´quilibre est de 1%, c’est-a`-dire que la plus grosse partie ne de´passera
pas de plus de 1% la taille moyenne des parties. Pour les trois autres objectifs, des me´triques sont
utilise´s : la coupe ; TotalV, MaxV, TotalZ, MaxZ pour la migration ; et le temps d’exe´cution
du partitionneur.
Dans ce chapitre, nous e´valuons les me´thodes de repartitionnement M × N Biased et Diff
que nous avons propose´s, dans deux variantes chacunes.
La premie`re me´thode combine la construction de la matrice de migration a` l’aide de l’algo-
rithme glouton (plus pre´cise´ment l’algorithme Greedy2 optimisant le nombre de messages) et le
partitionnement biaise´ utilisant les sommets fixes. L’algorithme glouton peut optimiser ou non la
diagonale de la matrice de migration. Dans le chapitre 3, il a e´te´ montre´ que ces deux variantes
permettent d’obtenir un TotalZ bas. L’optimisation de la diagonale permet de minimiser To-
talV mais en augmentant MaxZ. Ces deux strate´gies seront appele´es BiasedGreedyD pour la
variante optimisant la diagonale, BiasedGreedy sinon. Le partitionnement biaise´ est re´alise´ a`
l’aide de Scotch et de la me´thode de partitionnement k-aire direct pre´sente´es dans la section 4.2
91
92 CHAPITRE 5. RE´SULTATS
et inte´gre´e a` Scotch. Notons que le partitionnement est biaise´ en modifiant le graphe fourni au
partitionneur et non en utilisant les fonctionnalite´s de repartitionnement disponibles dans Scotch.
La seconde me´thode construit la matrice de migration a` l’aide du programme line´aire mini-
misant soit TotalV, soit MaxV. Cette construction de la matrice de migration ne donne pas
un TotalZ minimal (mais garantit un MaxZ faible), il est donc pre´fe´rable d’utiliser la me´thode
diffusive pour repartitionner le graphe d’apre`s ces matrices de migration. On nommera DiffTV
la strate´gie minimisant TotalV et DiffMV la strate´gie minimisant MaxV.
Ces me´thodes seront compare´es a` des me´thodes de repartitionnement classiques :
— une me´thode de Scratch-Remap ;
— la me´thode de repartitionnement de Zoltan ;
— celle de ParMetis ;
— et celle de Scotch.
La me´thode de Scratch-Remap est mise en œuvre a` l’aide du partitionnement from scratch
(sans repartitionnement) de Scotch et de l’algorithme 1 de remapping.
Il est important de noter que les partitionneurs Zoltan, ParMetis et Scotch n’ont pas e´te´
de´veloppe´s pour le repartitionnement M × N mais il est tout de meˆme possible des les utiliser
dans ce cas. Cela revient a` un repartitionnement N × N ou` certaines parties sont initialement
vides lorsque le nombre de processeurs augmente (M < N) ou certains sommets sont sans partie
lorsque le nombre de processeurs diminue (M > N).
Zoltan est un partitionneur d’hypergraphe 1 posse´dant une me´thode de repartitionnement
biaise´e a` l’aide de sommets fixes. Le poids des areˆtes de migration choisi est 1 comme celui
des areˆtes du graphe a` partitionner. Cela permet d’obtenir un bon compromis entre coupe et
migration. Bien que Zoltan soit un partitionneur paralle`le, il est utilise´ avec un seul processus
dans nos expe´riences.
ParMetis utilise une me´thode de repartitionnement hybride choisissant le meilleur re´sultat
entre un repartitionnement diffusif et un Scratch-Remap pour le partitionnement initial d’un
repartitionnement multi-niveaux [58]. Le raffinement utilise´ est biaise´ pour prendre en compte
un compromis entre coupe et volume de migration. ParMetis prend en compte un rapport de
couˆt entre la coupe et le volume de migration. Comme avec Zoltan, ce parame`tre est fixe´ a` 1.
ParMetis est un partitionneur paralle`le qui ne peut pas eˆtre utilise´ avec moins de deux processus.
Dans les expe´riences suivantes, ParMetis profite donc de deux processus, alors que les autres
partitionneurs sont utilise´s en se´quentiel.
Scotch est capable de repartitionner a` l’aide d’une me´thode de partitionnement biaise´. La stra-
te´gie de partitionnement de Scotch peut eˆtre choisie en de´tail a` l’aide d’une chaˆıne de strate´gie.
Mais dans le cas du repartitionnement, nous laissons Scotch construire la chaˆıne de strate´gie pour
obtenir une partition e´quilibre´e (SCOTCH_STRATBALANCE), de qualite´ (SCOTCH_STRATQUALITY) et
adapte´e au repartitionnement (SCOTCH_STRATREMAP). Scotch permet aussi de choisir l’importance
relative de la coupe et de la migration. La valeur choisie pour ce parame`tre est encore 1.
Pour e´valuer ces me´thodes de repartitionnement, nous avons besoin de cre´er des partitions
initiales de´se´quilibre´es. Les anciennes partitions utilise´es dans les repartitionnements suivants
sont cre´e´es a` partir de partitions e´quilibre´es dont le poids des sommets, valant initialement 1,
est modifie´ pour simuler un raffinement du maillage. En parcourant les parties dans un ordre
ale´atoire, la charge de la premie`re partie n’est pas modifie´e, la charge de la seconde est augmente´e
d’une certaine quantite´, celle de la troisie`me de deux fois cette quantite´, etc., la charge de la
dernie`re partie augmente de M − 1 fois cette quantite´. L’augmentation de la charge est choisie
1. Il est utilise´ ici pour partitionner des graphes. Un graphe n’est qu’un hypergraphe particulier ne posse´dant
que des hyper-areˆtes de taille 2. La coupe connectivite´− 1 e´quivalent a` la coupe du graphe pour les hyper-areˆtes
de taille 2.
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(a) Partition en 12 parties. (b) Modification du poids des sommets.
Figure 5.1 – Exemple de de´se´quilibrage d’une partie en 12.
de fac¸on a` ce que l’augmentation totale de la charge soient proportionnelle a` l’augmentation du
nombre de ressources. Par exemple, en partant d’une ancienne partition e´quilibre´e en M = 8
parties, si la charge totale augmente de 50 %, l’ancienne partition (posse´dant maintenant un
de´se´quilibre de 33 %) est repartitionne´e en N = 12 parties.
Pour augmenter la charge d’une partie, des sommets sont choisies ale´atoirement pour avoir
un poids plus e´leve´. Pour chaque partie, ce nouveau poids est choisi pour eˆtre minimal. Par
exemple, si la charge augmente mais sans doubler la charge de la partie, le nouveau poids sera
2 ; si la charge augmente plus que le double, il n’est plus possible d’atteindre la charge de´sire´e, le
nouveau poids est donc 3 voire plus. Dans une partie donne´e, les poids des sommets sont alors 1
ou le nouveau poids choisi pour cette partie.
Un exemple d’un tel de´se´quilibrage est pre´sente´ sur la figure 5.1. Une grille d’e´le´ments carre´
est initialement partitionne´e en 12 parties e´quilibre´es (figure 5.1a). Les poids des sommets sont
ensuite modifie´s comme indique´ sur la figure 5.1b : en noir, les sommets qui ont garde´ un poids de
1 ; en gris, les sommets qui ont un poids 2 ; et en blanc un poids 3. La densite´ des poids dans une
meˆme partie est a` peu pre`s uniforme. Mais la charge de chaque partie augmente d’une quantite´
diffe´rente : de celle ne contenant que des sommets de poids 1 a` celle contenant les sommets de
poids 3.
Les expe´riences suivantes sont re´pe´te´es plusieurs fois : 10 fois pour toutes les expe´riences
sauf celles sur la complexite´ en temps (le nombre d’ite´rations varie suivant le cas). A` chaque
repartitionnement le de´se´quilibre est diffe´rent : l’ordre des parties utilise´ lors du de´se´quilibrage
et les sommets dont les poids sont modifie´s sont tire´s ale´atoirement a` chaque fois mais la variation
de la charge totale est toujours la meˆme et identique a` la variation du nombre de processeurs.
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5.2 Influence du couˆt de migration et du facteur de repar-
titionnement
Comme il a e´te´ dit dans le chapitre 4, il est important de bien choisir le poids des areˆtes de
migration ajoute´es dans le graphe original. Comme les partitionneurs utilisent ge´ne´ralement des
poids entiers pour les areˆtes, il n’est pas possible d’avoir un poids infe´rieur a` 1. Pour pouvoir
applique´ un poids moins important aux areˆtes de migration, nous re´utilisons la me´thode utilise´e
par Zoltan : les poids de toutes les areˆtes du graphe original sont multiplie´s par le facteur
de repartitionnement (repart multiplier). Ainsi le poids des areˆtes de migration devient moins
important relativement aux autres areˆtes. Dans cette section, nous e´tudions le comportement de
notre me´thode de repartitionnement M ×N biaise´e en fonction du rapport du poids des areˆtes
« normales » par rapport a` celui des areˆtes de migration repartmultmigcost .
Les expe´riences pre´sente´es dans cette section correspondent au repartitionnement d’une grille
3D 100 × 100 × 100 (1 000 000 sommets et 2 970 000 areˆtes, ce qui donne un degre´ moyen de
5, 94). Nous e´tudions le cas 8 × 10 ou` la charge augment de +25 % (le de´se´quilibre est 17 %).
Quelque graphiques pour le cas 8× 12 ou` la charge augment de +50 % (le de´se´quilibre est 33 %)
sont pre´sente´es dans l’annexe C.1. Les valeurs donne´es sont les re´sultats moyens et les barres
d’erreurs donnent les re´sultats minimums et maximums. Le couˆt de migration et le facteur de
repartitionnement ne concerne que le partitionnement biaise´ mais les valeurs moyennes de la
strate´gie Scratch-Remap sont donne´es comme repe`res.
Comme le repartitionnement biaise´ impose le sche´ma de communication, un moyen simple
de ve´rifier son efficacite´ et de regarder les valeurs de TotalZ effectivement obtenues apre`s le
repartitionnement. Les figures C.1 et 5.2 pre´sentent les valeurs de TotalZ dans deux cas de
repartitionnement, respectivement 8 × 12 et 8 × 10. Comme il a de´ja` e´te´ de´crit au chapitre 3,
l’optimisation de la diagonale (GreedyD) cre´e de trop grande hyper-areˆtes (une nouvelle partie
rec¸oit des sommets d’un trop grand nombre d’anciennes parties). On ve´rifie ici que cela rend le
partitionnement plus difficile : un couˆt de migration de 4 ne suffit plus a` imposer le sche´ma de
communication pour cette strate´gie. On voit sur la figure 5.2 que TotalZ est minimise´ a` partir
d’un couˆt de migration 4 fois supe´rieur pour la me´thode BiasedGreedy. Ce seuil est un peu plus
e´leve´ pour BiasedGreedyD. Un rapport repartmultmigcost de 1 offre un nombre de message bas, sans eˆtre
optimale alors qu’avec un facteur de repartitionnement plus important le nombre de messages
augmente tre`s rapidement. Dans le cas du repartitionnement 8 × 12 (figure C.1), la strate´gie
GreedyD cre´e de moins grande hyper-areˆtes et la diffe´rence entre biasedGreedy et BiasedGreedyD
s’estompe.
Le couˆt de migration et le facteur de repartitionnement permettent de parame´trer le compro-
mis entre migration et coupe. En effet, la coupe, donne´e sur la figure 5.3, est le´ge`rement plus basse
avec un couˆt de migration faible et un facteur de repartitionnement important. Cette variation
est plus marque´e avec la me´thode BiasedGreedyD car le partitionnement est plus difficile. Cette
diffe´rence de coupe reste assez faible et devient meˆme ne´gligeable dans des cas plus favorable
comme le repartitionnement 8× 12 (figure C.2).
Sur la figure 5.4, le volume total de migration TotalV e´volue dans le sens contraire de la
coupe : un couˆt de migration important minimise le volume de migration, alors qu’un facteur de
repartitionnement plus important donne un volume e´quivalent au Scratch-Remap. La variation
plus importante de la coupe avec la me´thode BiasedGreedyD s’explique par son optimisation
plus agressive de la migration. Contrairement a` la coupe, la variation de TotalV est bien plus
importante.
Le couˆt de migration et le facteur de repartitionnement influencent e´galement le temps de
partitionnement. La figure 5.5 montre que le temps de partitionnement augmente avec un couˆt




































Figure 5.3 – Coupe 8× 10 suivant repartmult/migcost.




































Figure 5.5 – Temps 8× 10 suivant repartmult/migcost.
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de migration ou un facteur de repartitionnement plus important. Les poids plus important affec-
te´s aux areˆtes ralentissent les algorithmes de partitionnement, en particulier, les algorithmes de
raffinement de type FM, ou` il faut se´lectionner un de´placement dans un intervalle de gain plus
important.
Il est donc ne´cessaire de choisir un couˆt de migration suffisamment e´leve´ pour obtenir une
bonne migration mais sans le prendre plus haut que ne´cessaire pour e´viter un ralentissement du
partitionnement. Utiliser un facteur de repartitionnement important n’a pas d’inte´reˆt : TotalZ
et TotalV sont alors e´quivalents, au Scratch-Remap mais la coupe et le temps de repartitionne-
ment sont plus importants. Dans les expe´riences suivantes, le couˆt de migration utilise´ sera fixe´
a` 10 pour un facteur de repartitionnement de 1. Cela permettra d’obtenir une bonne migration
au prix d’une le´ge`re augmentation du temps de partitionnement et de la coupe.
5.3 Influence du nouveau nombre de processeurs
La prochaine se´rie d’expe´rience e´tudie l’influence du nouveau nombre de processeurs. Une
grille 3D 100×100×100 est repartitionne´e depuis 8 anciennes parties vers un nombre variableN de
nouvelles parties. Dans chaque cas, la charge est augmente´e proportionnellement a` l’augmentation
de ressources, soit N8 .
La figure 5.6 pre´sente la coupe obtenue pour les diffe´rents repartitionneurs. La me´thode
Scratch-Remap offre la meilleure coupe comme on pouvait s’y attendre : c’est son seul objectif
en dehors de l’e´quilibrage. Nos me´thodes de repartitionnement donnent une coupe un peu plus
e´leve´e que le Scratch-Remap mais globalement meilleure que ParMetis et Zoltan. En particu-
lier, les me´thodes BiasedGreedy et BiasedGreedyD donnent une bonne coupe comme celle du
repartitionneur Scotch.
Il est e´galement inte´ressant de remarquer que, bien que ge´ne´ralement tre`s proches, les me´-
thodes BisaedGreedy et BiasedGreedyD donnent une coupe diffe´rente pour les petites valeurs de
N (8 × 9 et 8 × 10) : en effet, la me´thode BiasedGreedyD donne de trop grandes hyper-areˆtes
pour les petites variations du nombre de processeur ce qui rend le repartitionnement plus difficile
et de´grade en conse´quence la coupe pour cette me´thode.
Les me´thodes diffusives (DiffTV et DiffMV) donnent une coupe plus e´leve´e que nos me´thodes
biaise´s mais meilleures que Zoltan et ParMetis. La diffusion est re´alise´e en une seule passe sans
profiter d’un partitionnement multi-niveaux complet. La partition obtenue est donc de moins
bonne qualite´.
Le volume total de migration TotalV est donne´ sur la figure 5.7. La me´thode Scratch-Remap
donne le volume de migration le plus e´leve´ mais celui-ci varie peu et il est asymptotiquement
rejoint par les autres me´thodes de repartitionnement quand N devient tre`s grand compare´ a` M =
8. La strate´gie BiasedGreedyD donne le meilleur volume de migration quelle que soit la valeur de
N . Sa variante sans optimisation de la diagonale de la matrice de migration BiasedGreedy donne
un TotalV plus e´leve´, surtout quand N et M sont proches et donne meˆme la plus importante
migration (hors Scratch-Remap) dans le cas 8× 9.
La me´thode diffusive DiffTV optimisant TotalV donne e´galement un volume de migration
tre`s bas. Il n’est pas toujours aussi bas que BiasedGreedyD a` cause du choix du graphe quotient
augmente´ limitant les possibilite´s de migration. La variante DiffMV optimisant MaxV donne
un volume de migration total un peu plus e´leve´, mais celui reste assez bas.
Les autres partitionneurs, en particulier ParMetis et Scotch donnent aussi un volume de
migration tre`s bas, alors que Zoltan se comporte un peu moins bien.
La figure 5.8 donne le volume de migration maximal par partie MaxV. Plusieurs courbes
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sont confondues et donnent le MaxV le plus bas : BiasedGreedy, BiasedGreedyD, DiffMV et
ParMetis. Il apparait ici que MaxV est une me´trique minimise´e par ParMetis mais pas par les
autres repartitionneurs Zoltan et Scotch. La strate´gie DiffTV donne un MaxV le´ge`rement plus
e´leve´. Il apparait que les me´triques TotalV et MaxV ne peuvent pas eˆtre minimise´es en meˆme
temps mais minimiser l’une suffit pour maintenir l’autre tre`s basse.
Quand N est grand compare´ a` M , les valeurs optimales de MaxV augmentent line´airement
a` la meˆme vitesse que les pires (la strate´gie Scratch-Remap). La diffe´rence relative devient donc
moins importante quand N est tre`s grand.
Les figures 5.9 et 5.10 montrent respectivement le nombre de messages total (TotalZ) et par
partie (MaxZ). Le nombre de messages est une me´trique qui n’est pas habituellement prise en
compte par les repartitionneurs. Toutes nos me´thodes donnent un nombre de messages tre`s bas
alors que Zoltan et le Scratch-Remap donnent le nombre de message le plus e´leve´. ParMetis et
Scotch donnent des re´sultats interme´diaires.
Les me´thodes BiasedGreedy et BiasedGreedyD donnent le TotalZ le plus bas. En effet ces
me´thodes essayent de minimiser ce crite`re par construction a` l’aide de la recherche des sous-
ensembles (cf. section 3.3.3). L’optimisation de la diagonale n’influe pas sur ce crite`re. Bien que
cette me´trique n’est pas minimise´e par la me´thode DiffTV, la minimisation de TotalV semble
e´galement minimiser TotalZ dans la plupart des cas. Le nombre de messages pour DiffMV est
plus e´leve´ mais reste infe´rieur aux me´thodes classiques de repartitionnement.
Le nombre maximal de messages par partie MaxZ fait apparaitre la diffe´rence entre Biased-
Greedy et BiasedGreedyD : quand N et M sont proches, BiasedGreedyD donne un plus grand
nombre de messages par partie. En particulier, dans le cas 8× 9, MaxZ devient tre`s e´leve´ pour
BiasedGreedyD et de´passe les repartitionneurs classiques. A` partir du cas 8 × 15, les deux me´-
thodes deviennent quasiment identiques.
Nous avons vu que nos me´thodes permettent une meilleure migration selon les me´triques To-
talV, MaxV, TotalZ et MaxZ mais avec une coupe le´ge`rement plus e´leve´e. Le gain en terme
de volume de migration se re´duit quand N devient grand devant M mais la diffe´rence de coupe
reste la meˆme. Nos me´thodes sont donc plus inte´ressantes quand l’e´cart entre l’ancien nombre de
processeurs et le nouveau n’est pas trop grand. Malgre´ cela, nos me´thodes de repartitionnement
garde l’avantage d’un faible nombre de messages dans tous les cas.
La diffe´rence entre les deux variantes de notre repartitionnement biaise´ BiasedGreedy et
BiasedGreedyD se re´duit avec l’augmentation du nombre de nouvelles parties : sauf lorsque la
variation du nombre de processeurs est tre`s petite, ces me´thodes sont quasiment identiques.
5.4 Comparaison sur des graphes complexes
Pour valider nos approches de repartitionnement, nous pre´sentons dans cette section, des
re´sultats obtenus pour des graphes issus d’applications varie´es. Ces graphes, pre´sente´s dans le
tableau 5.1, sont disponibles dans la collection de matrice creuse de l’universite´ de Floride [13],
a` l’exception de grid3d100 qui est une grille cubique re´gulie`re de 100 × 100 × 100. Les mesures
des diffe´rentes me´triques sont donne´es relativement au Scratch-Remap.
On e´tudie plus particulie`rement le cas 8×12, la charge de la partition initiale a e´te´ augmente´e
de 50 %, ce qui donne un de´se´quilibre de 33 %. Les re´sultats dans le cas du repartitionnement 8×10
(augmentation de la charge de 25 % et de´se´quilibre de 17 %)sont disponibles dans l’annexe C.2.
La figure 5.11 donne les coupes obtenues avec les diffe´rents repartitionneurs relativement a`
celle du Scratch-Remap. Les repartitionneurs classiques, Zoltan, ParMetis et Scotch, donnent une
coupe ge´ne´ralement le´ge`rement supe´rieure a` celle du Scratch-Remap, parfois e´gale. Dans le cas de
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Graphe Description |V | |E| d
grid3d100 Grille 3D re´gulie`re 1 000 000 2 970 000 5,94
cfd2 Me´canique des fluides nume´riques (CFD) 123 440 1 482 229 24,02
crankseg 2 Proble`me structurel 63 838 7 042 510 220,64
thermal2 Proble`me thermique 1 228 045 3 676 134 5,99
brack2 Proble`me 2D/3D 62 631 366 559 11,71
wave Proble`me 2D/3D 156 317 1 059 331 13,55
cage12 E´lectrophore`se d’ADN 130 228 951 154 14,61
Table 5.1 – Description des graphes utilise´s pour nos expe´riences. Le degre´ moyen d est calcule´
a` l’aide de la formule 2×|E||V | .
thermal2, Zoltan ne trouve pas de bonne partition. Les strate´gies BiasedGreedy et BiasedGreedyD
donnent une coupe comparable a` ces partitionneurs classiques. Les me´thodes diffusives (DiffTV et
DiffMV ), ne profitant pas d’un partitionneur multi-niveaux complet, donnent une coupe souvent
plus e´leve´e.
Comme on peut le voir sur la figure 5.12, toutes nos me´thodes donnent un nombre de mes-
sages TotalZ bien infe´rieur aux autres repartitionneurs. Les deux strate´gies Greedy donnent un
TotalZ a` peu pre`s e´quivalent et le´ge`rement infe´rieur aux me´thode diffusives. Bien que cette
me´trique ne soit pas minimise´e par les programmes line´aires utilise´s, le TotalZ obtenu est bas.
C’est un effet de bord de la minimisation de TotalV ou MaxV par le programme line´aire :
en minimisant le volume de migration, beaucoup de communications possibles, d’apre`s le graphe
quotient enrichi choisi Q˜, sont de volume nul. Le petit nombre d’areˆtes ajoute´es dans Q˜ pour les
nouvelles parties favorise e´galement un nombre de messages bas.
Pour le graphe crankseg 2, on remarque que le nombre de messages pour les strate´gies biaise´es
est anormalement e´leve´. Le partitionneur n’a pas trouve´ de partition respectant le sche´ma de
communication impose´ par les sommets fixes. Malgre´ l’utilisation d’un algorithme de partition-
nement k-aire direct, les heuristiques utilise´es ne permettent pas toujours de trouver une bonne
solution. Cette e´chec est suˆrement duˆ au degre´ e´leve´ de ce graphe qui rend le partitionnement
plus difficile. Les me´thodes diffusives appliquent strictement la matrice de migration et n’ont
pas ce proble`me. Seule la coupe peut eˆtre de´grade´e avec ces me´thodes diffusives, si l’heuristique
choisissant les sommets a` migrer fonctionne mal.
Les volumes totaux de migrations TotalV sont pre´sente´s sur la figure 5.13. A` l’exception de
crankseg 2 pour lequel les me´thodes biaise´es e´chouent, BiasedGreedyD donne toujours le volume
de migration total le plus bas et aussi le plus stable (d’apre`s les barres d’erreur). Comme on l’a
de´ja` vu, DiffTV est contraint par le graphe quotient enrichi utilise´ et ne peut pas autant re´duire
le volume de migration que BiasedGreedyD.
Concernant MaxV (figure 5.14), la comparaison entre DiffTV et DiffMV est inverse´e par
rapport a` TotalV. Les minimisations de TotalV et de MaxV ne sont pas lie´es. Minimiser l’un
ne suffit pas a` avoir l’autre minimal. Les deux me´thodes Greedy donnent e´galement un MaxV
tre`s bas. Parmi les autres repartitionneurs, seul ParMetis semble minimiser ce crite`re. Zoltan,
Scotch et le Scratch-Remap donnent des volumes de migrations par partie (MaxV) beaucoup
plus e´leve´s.
Toutes nos me´thodes de repartitionnement donnent un nombre de messages par partie (MaxZ)
plus faible que les autres repartitionneurs (figure 5.15). La me´thode BiasedGreedy donne ge´ne´-
ralement les meilleurs MaxZ bien que les heuristiques peuvent mal fonctionner dans certains
cas (cage12 et crankseg 2). La me´thode BiasedGreedyD donne un MaxZ le´ge`rement plus e´leve´
que BiasedGreedy : dans le cas 8 × 12, les anciens et nouveaux nombres de parties ne sont pas


























































































































































































































































































































































































































110 CHAPITRE 5. RE´SULTATS
trop proches. La distinction entre BiasedGreedy et BiasedGreedyD est plus significative quand le
nombre de parties change peu, par exemple dans le cas 8× 10 (figure C.7). Les me´thodes DiffTV
et DiffMV ont e´galement un MaxZ bas. En effet, MaxZ est limite´ par le degre´ du graphe
quotient enrichi utilise´ par le programme line´aire et celui-ci est construit de fac¸on a` garder un
degre´ faible (au plus 3 areˆtes pour chaque partie ajoute´e).
Le cas 8×10 pre´sente´ dans l’annexe C.2, donne des re´sultats similaires mais la diffe´rence entre
BiasedGreedy et BiasedGreedyD est plus marque´ par rapport aux crite`res TotalV et MaxZ.
Les re´sultats dans le cas 8 × 10 sont assez similaires mais avec une diffe´rence plus marque´e
entre BiasedGreedy et BiasedGreedyD sur les crite`res TotalV et MaxV.
Ces expe´riences valident nos algorithmes de repartitionnement M ×N sur des graphes com-
plexes pour une augmentation de charge de 50 % (8 × 12) ou de 25 % (8 × 10). Nos me´thodes
sont capables de mieux optimiser les diffe´rentes me´triques lie´es a` la migration (TotalV, MaxV,
TotalZ et MaxZ) que les autre repartitionneurs, en obtenant une coupe le´ge`rement supe´rieure
a` une me´thode Scratch-Remap et comparable aux autres repartitionneurs.
Les me´thodes utilisant le partitionnement biaise´ donnent les meilleurs re´sultats mais manquent
de fiabilite´. Le partitionnement est biaise´ pour pre´fe´rer appliquer une matrice de migration don-
ne´e mais les heuristiques de partitionnement peuvent faire des mauvais choix (par exemple dans
le cas de crankseg 2.
Les me´thodes diffusives sont plus fiables : la matrice de migration est strictement applique´e
mais les re´sultats sont de moins bonne qualite´. La migration peut eˆtre mal optimise´e a` cause
d’un mauvais choix du graphe quotient enrichi. De plus, notre mise en œuvre rudimentaire de
repartitionnement diffusif ne profite pas d’une approche multi-niveaux et se fait en une seule
passe ; la coupe n’est donc pas tre`s bien minimise´e.
5.5 E´tude de la complexite´ en temps
Dans cette section, nous e´tudions le temps d’exe´cution du partitionnement biaise´ et des
repartitionneurs classiques. Les me´thodes diffusives ne sont pas e´value´s car leur mise en œuvre
actuelle n’est que pre´liminaire 2.
Les deux parame`tres importants conditionnant la complexite´ du repartitionnement sont la
taille du graphe (|V | et |E|) et le nombre de parties finales (N).
Pour e´tudier l’influence du nombre de parties (figure 5.16), nous repartitionnons la grille 3D
100×100×100 dans le cas M×N avec M et N variables mais en gardant le rapport N/M = 3/2
fixe.
Alors que la me´thode de Scratch-Remap et les autres repartitionneurs ont une complexite´ en
temps logarithmique par rapport au nombre de parties graˆce a` la me´thode des bissections re´cur-
sives, notre partitionnement biaise´ est tre`s rapidement ralenti avec l’augmentation du nombre de
parties.
Lorsque le nombre de parties est petit, le temps d’exe´cution de notre partitionnement biaise´
est le´ge`rement supe´rieur au repartitionneur de Scotch mais suit la meˆme progression. Notre
partitionnement biaise´ et le repartitionnement de Scotch se basent sur le meˆme partitionneur
(ils utilisent les meˆmes algorithmes de contraction et de raffinement du graphe) mais notre
2. En effet, l’heuristique de type FM utilise´e pour migrer le sommets de chaque message, ne profite pas d’une
approche multi-niveaux et chaque message est traite´e comme un partitionnement complet.















































































































































112 CHAPITRE 5. RE´SULTATS
partitionnement biaise´ utilise un graphe enrichi qui posse`de plus d’areˆtes (chaque message ajoute
autant d’areˆtes qu’il y a de sommets dans une ancienne partie).
Quand le nombre de parties est plus important, le partitionnement biaise´ ralentit beaucoup
plus rapidement. Le KGGGP utilise´ en tant que partitionnement initial dans l’algorithme multi-
niveaux devient pre´dominant par rapport aux phases de contraction et d’expansion, a` cause de
sa complexite´ line´aire par rapport au nombre de parties (cf. section 4.2.3).
Dans une seconde expe´rience, nous ge´ne´rons des grilles 3D cubiques de tailles variables qui
sont repartitionne´es dans le cas 8×12. La figure 5.17 donne les temps d’exe´cution en fonction du
nombre de sommets |V | qui est a` peu pre`s proportionnel au nombre d’areˆtes |E| (il y a environ
3 areˆtes pour chaque sommet). Comme les autres me´thodes, notre partitionnement biaise´ a une
complexite´ en temps line´aire par rapport a` la taille du graphe.


























































































































Nous avons pre´sente´ dans cette the`se plusieurs me´thodes de re´e´quilibrage dynamique avec un
nombre variable de processeurs, base´es sur le repartitionnement de graphe. Les objectifs de ce
repartitionnement sont de re´e´quilibrer la partition et de minimiser la coupe tout en optimisant
la migration caracte´rise´e par les me´triques TotalV (le volume total de migration), MaxV (le
volume maximal de migration par partie), TotalZ (le nombre total de messages) et MaxZ (le
nombre maximal de messages par partie).
Notre me´thode se de´compose en deux grandes e´tapes : d’abord une matrice de migration
est construite pour optimiser les diffe´rentes me´triques de migration ; puis un algorithme de re-
partitionnement calcule une nouvelle partition du graphe en prenant en compte la matrice de
migration pre´ce´demment construite.
Une e´tude the´orique du repartitionnement dans le cas ou` l’ancienne partition est e´quilibre´e
nous a permis de trouver les valeurs optimales pour TotalV et TotalZ. Plusieurs algorithmes
ont e´te´ pre´sente´s pour essayer de construire des matrices de migration optimales. Les me´thodes
1D, Matching, Greedy et GreedyD permettent d’obtenir une nombre de messages TotalZ quasi
optimal. De plus, les me´thodes Matching et GreedyD minimisent TotalV mais au couˆt d’un
MaxZ parfois tre`s e´leve´. Les me´thodes 1D et Greedy gardent un MaxZ faible, mais donnent un
TotalV le´ge`rement plus e´leve´. La me´thode Matching n’est utilisable que dans le cas e´quilibre´
ou quasiment e´quilibre´, ce qui limite son inte´reˆt en pratique.
Nous avons e´galement pre´sente´ un programme line´aire (PL) permettant d’optimiser une des
diffe´rentes me´triques TotalV, MaxV, TotalZ ou MaxZ, ou combinaison line´aire de celles-ci,
e´tant donne´ un graphe quotient enrichi indiquant les messages autorise´s. Un mauvais choix du
graphe quotient enrichi limite la qualite´ des re´sultats de cette me´thode.
Nous avons ensuite propose´ deux me´thodes de repartitionnement de graphe (Biased et Diff )
se basant sur une matrice de migration construite a` l’e´tape pre´ce´dente. Le partitionnement
biaise´ utilisant des sommets fixes permet d’obtenir une nouvelle partition de qualite´ offrant
une bonne coupe mais rend le partitionnement plus difficile et donc plus lent. Cette me´thode a
aussi l’inconve´nient de ne´cessiter une nombre de message TotalZ minimal. On pre´fe´rera donc
l’utiliser conjointement avec les me´thodes de construction de matrice minimisant cette me´trique.
Le partitionnement diffusif permet d’appliquer strictement une matrice de migration quel que
soit son nombre de messages. Mais notre mise œuvre pre´liminaire n’utilise qu’une passe sans
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multi-niveaux et donne par conse´quent une coupe plus e´leve´e.
Nous avons aussi montre´ qu’il est possible de mode´liser le nombre de messages TotalZ et
le volume de migration total TotalV a` l’aide de la coupe d’un hypergraphe enrichi. Il est ainsi
possible de repartitionner sans calculer une matrice de migration a` l’avance. Mais l’hypergraphe
ainsi cre´e´ est tre`s complexe et tre`s difficile a` partitionner avec les outils actuels.
Dans le cadre de notre me´thode de partitionnement biaise´, nous avons mis en e´vidence des
limitations du partitionnement base´ sur les bissections re´cursives. Nous avons donc re´alise´ une
me´thode de partitionnement k-aire direct inte´gre´e dans le partitionneur Scotch. Cette me´thode
de KGGGP (k-way greedy graph growing partitioning) permet de mieux appliquer notre me´thode
de partitionnement biaise´ mais posse`de une complexite´ par rapport au nombre de parties plus
importante que les me´thodes de bissections re´cursives.
Les me´thodes de repartitionnement biaise´ et diffusif ont e´te´ e´value´es par une suite d’expe´-
riences. Nous avons vu que ces approches sont plus inte´ressantes quand le nombre de processeurs
varie peu. Quand le nombre de processeurs varie beaucoup, une me´thode Scratch-Remap donne
un volume de migration e´quivalent mais une meilleure coupe, tout en e´tant plus simple a` re´aliser.
Ne´anmoins, meˆme dans ce cas, nos me´thodes permettent d’obtenir un nombre de messages bien
plus faible. Nous avons valide´ ces me´thodes sur une se´rie de graphes complexes issus d’applica-
tions re´elles. Le partitionnement biaise´ offre de bons re´sultats mais il ralentit rapidement avec
l’augmentation du nombre de parties. Les re´sultats obtenus a` l’aide du partitionnement diffu-
sif sont encourageants mais laissent place a` des ame´liorations. L’e´tat de la mise en œuvre du
partitionnement diffusif ne nous permet pas actuellement de conclure sur sa rapidite´ d’exe´cution.
La mise en œuvre de ces algorithmes et les modifications apporte´es a` Scotch pour le KGGGP
sont inte´gre´es dans la bibliothe`que LBC2 [16] dont le code source est disponible a` l’adresse :
https://gforge.inria.fr/frs/download.php/33277/lbc2-r1844.tar.gz.
6.2 Perspectives
En vue d’ame´liorer les diffe´rents algorithmes pre´sente´s dans cette the`se, plusieurs pistes sont
envisage´es.
Nous avons vu que la qualite´ de la matrice de migration obtenue par le programme line´aire
est limite´e par le choix du graphe quotient enrichi. Un meilleur algorithme d’enrichissement
du graphe quotient devrait eˆtre de´veloppe´ pour pouvoir effectivement atteindre des volumes de
migration minimaux. De plus, l’algorithme pre´sente´ dans cette the`se ne permet pas de traiter le
cas ou` le nombre de processeurs diminue.
Le programme line´aire construisant la matrice de migration permet de minimiser une combi-
naison line´aire des me´triques de migration. Cet objectif me´lange des me´triques de natures tre`s
diffe´rentes. La recherche des coefficients permettant d’obtenir un bon compromis est un proble`me
complexe qui me´riterait d’eˆtre e´tudie´.
Pour ame´liorer a` la fois la qualite´ de la coupe et le temps d’exe´cution de notre me´thode diffu-
sive, il faudrait utiliser celle-ci avec une approche multi-niveaux. Ce repartitionnement serait alors
une me´thode hybride utilisant un algorithme de local matching [58] pour la phase de contraction
(permettant ainsi de garder l’information de l’ancienne partition sur le graphe contracte´), le par-
titionnement diffusif lors du partitionnement initial, puis une me´thode de raffinement biaise´ lors
de l’expansion.
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Le principal proble`me de notre me´thode de partitionnement biaise´ est son temps d’exe´cution.
Celui-ci est principalement duˆ a` notre partitionnement KGGGP en O(k|E|). Pour re´duire sa
complexite´, il faudrait ne pas conside´rer pour chaque sommet tous les de´placements vers les
k parties, mais par exemple seulement vers les parties voisines ou en s’inspirant de certaines
me´thodes de raffinement k-aire ayant une bonne complexite´ en O(|E|) [35].
Une autre cause de ralentissement du partitionnement biaise´ est l’ajout d’un grand nombre
d’areˆtes. Une solution serait l’utilisation d’areˆtes virtuelles : au lieu d’ajouter des sommets fixes
et des areˆtes de migration, les heuristiques de partitionnement sont modifie´es pour prendre di-
rectement en compte le repartitionnement M × N . C’est, par exemple, l’approche de´ja` utilise´e
dans Scotch [18].
Pour pouvoir appliquer ces me´thodes dans le cadre d’applications re´elles, il serait ne´cessaire
de rendre nos algorithmes paralle`les. Pour paralle´liser le repartitionnement, il est possible de
re´utiliser les partitionneurs paralle`les (PT-Scotch, Zoltan, ParMetis, ...). Pour paralle´liser la me´-
thode KGGGP, comme celle-ci est utilise´e sur un petit graphe contracte´ graˆce au multi-niveaux,
une me´thode na¨ıve serait de profiter de l’ale´atoire pour calculer des partitions diffe´rentes sur
chaque processeur, puis de diffuser la meilleure partition obtenue [9, 50].
Le repartitionnement M ×N pourrait aussi trouver une application dans l’optimisation des
communications entre des codes couple´s. Actuellement chaque code est partitionne´ inde´pendam-
ment de l’autre alors que les processeurs des diffe´rents codes communiquent re´gulie`rement entre
eux. Pour optimiser ces communications, il faudrait utiliser une me´thode de co-partitionnement.
Une approche consisterait a` commencer par partitionner l’un des codes, puis de partitionner
le second code en prenant en compte la partition de l’autre (comme dans un repartitionnement).
Dans ce contexte, il n’est pas ne´cessaire de minimiser le volume total de migration TotalV, car
toutes les donne´es de couplage sont syste´matiquement e´change´es lors de cette e´tape. En revanche,
il est toujours possible d’optimiser le nombre de messages (TotalZ ou MaxZ) ainsi que la taille
de chacun (MaxV).
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Annexe A
Programmes line´aires pour
optimiser les diffe´rentes me´triques
Dans chaque programme, les entre´es sont :
— la variation de charge di ide´ale pour chaque processeur i (la diffe´rence entre la nouvelle
charge e´quilibre´e pour la partition en N parties et l’ancienne charge dans la partition
de´se´quilibre´e en M parties) ;
— une tole´rance au de´se´quilibre ub qui correspond a` la surcharge maximale autorise´e.
On cherche a` calculer les valeurs optimales des eij qui est la quantite´ de donne´es envoye´es du
processeur i vers le processeurs j.











∀i ∈ V, vi ≤ di + ub
∀(i, j) ∈ E, 0 ≤ eij
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A.2 Minimisation de MaxV
minimiser v
Contraintes line´aires :




∀i ∈ V, v′i =
∑
j
(eji + eij)− v
Bornes :
∀i ∈ V, vi ≤ di + ub
∀i ∈ V, v′i ≤ 0
∀(i, j) ∈ E, 0 ≤ eij
0 ≤ v
A.3 Minimisation de TotalZ










∀(i, j) ∈ E, aij = eij − xij
∀(i, j) ∈ E, bij = eij −Wxij
Bornes :
∀i ∈ V, vi ≤ di + ub
∀i ∈ V, 0 ≤ aij
∀i ∈ V, bij≤ 0
∀(i, j) ∈ E, 0 ≤ eij
∀(i, j) ∈ E, 0 ≤xij≤ 1
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A.4 Minimisation de MaxZ
xij et eij entiers.
minimiser z
Contraintes line´aires :




∀(i, j) ∈ E, aij = eij − xij
∀(i, j) ∈ E, bij = eij −Wxij
∀i ∈ V, zi =
∑
j
(xij + xji)− z
Bornes :
∀i ∈ V, vi ≤ di + ub
∀i ∈ V, 0 ≤ aij
∀i ∈ V, bij≤ 0
∀i ∈ V, zi ≤ 0
∀(i, j) ∈ E, 0 ≤ eij
∀(i, j) ∈ E, 0 ≤xij≤ 1
0 ≤ z
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Annexe B
Documentation du KGGGP dans
Scotch
Notre me´thode de partitionnement KGGGP a e´te´ re´alise´e en modifiant Scotch 6.0. Cette
me´thode est indique´e dans les chaˆınes de strate´gie par la lettre g.
Cette strate´gie accepte les parame`tres suivants :
— bal indique la tole´rance au de´se´quilibre utilise´e. La valeur par de´faut est 0.05 (5 %).
— type indique le crite`re de se´lection utilise´. Les valeurs accepte´es sont :
— g pour le gain de coupe (par de´faut) ;
— d pour le crite`re diff.
— seed indique le type de graines a` utiliser :
— n pour n’utiliser aucune graine (par de´faut) ;
— r pour utiliser des graines ale´atoire ;
— o pour utiliser des graines e´loigne´es.
Les graines r et o ne sont pas compatibles avec le partitionnement a` sommets fixes.
— pass indique le nombre de passes a` effectuer. La meilleure partition est retenue.
— center indique s’il faut utiliser les centres des parties comme graines a` la passe suivante.
Les valeurs possibles sont y pour les utiliser ou n pour ne pas les utiliser (par de´faut). Si
les centres sont utilise´s comme graines, le type de graine donne´ par seed n’est utilise´ que
pour la premie`re passe.
— ref donne la strate´gie de raffinement a` appliquer apre`s chaque passe. Aucune strate´gie de
raffinement n’est utilise´e par de´faut.
Plus de de´tails sur les chaˆınes de strate´gies en ge´ne´ral peuvent eˆtre trouve´s dans le manuel
de Scotch 6.0 [51].
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Annexe C
Re´sultats supple´mentaires



















Figure C.1 – TotalZ 8× 12 suivant repartmult/migcost.
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Figure C.2 – Coupe 8× 12 suivant repartmult/migcost.
C.2 Comparaison sur des graphes complexes
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