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Praktyczna realizacja systemów DSP 
CO TO JEST CYFROWE PRZETWARZANIE SYGNAŁÓW? 
Otaczające nas środowisko pełne jest odczuwanych przez nas sygnałów, takich jak dźwięk, 
temperatura czy światło. 
W celu przetworzenia fali dźwiękowej w sygnały elektryczne dostarczane do naszego mózgu 
wykorzystujemy nasze uszy. Następnie analizujemy niektóre właściwości dźwięku, takie jak 
amplituda, częstotliwość czy zależności fazowe w celu jego klasyfikacji oraz określenia kierunku 
rozchodzenia się. Łatwo możemy rozpoznać rodzaj dźwięku — muzykę, mowę czy też odgłos 
młota pneumatycznego. 
Z kolei bodźce cieplne rozpoznawane są przez nasze nerwy umieszczone w wystawionych na 
oddziaływanie temperatury częściach naszej skóry. Nerwy te następnie przesyłają sygnały do 
mózgu. Analiza tych sygnałów jest prosta i może spowodować włączenie ogrzewania, czy 
otwarcie okna w pokoju. 
W przypadku światła nasze oczy ogniskują obraz na siatkówce, która przetwarza go w sygnały 
elektryczne przesyłane dalej do mózgu. Mózg analizuje otrzymane sygnały i określa kolor 
obrazu, jego kształty, intensywność itp. Podobnie jak w przypadku dźwięku będziemy tu mogli 
podjąć decyzję na podstawie informacji o typie rozpoznanego obiektu, jego oddaleniu, ruchu itp. 
Jak wiadomo nasz organizm jest wyposażony w pięć kategorii czujników: słuchu, dotyku, 
smaku, zapachu i wzroku oraz oczywiście w „superkomputer”, jakim jest nasz mózg. W 
większości przypadków niezbędne decyzje podejmujemy samodzielnie. Istnieje jednak wiele 
przypadków, w których celowe jest poproszenie o pomoc maszyny. Na podstawie swoich 
czujników związanych z niektórymi zmiennymi środowiska podejmuje ona decyzje niezależnie 
od nas. Stosunkowo prostym zadaniem jest wyposażenie urządzenia w zestaw czujników 
przekształcających zmienną w sygnały elektryczne. Znacznie trudniejsze okazuje się 
przystosowanie rejestrującego sygnały komputera by reagował na nie w sposób podobny do 
naszego mózgu. 
Nasz mózg funkcjonuje na podstawie elektrycznej reprezentacji nieustannie zmieniających się 
sygnałów, takich jak intensywność dźwięku, ciśnienie itp. Te nieprzerwanie zmieniające się 
sygnały nazywane są sygnałami analogowymi. Nasz mózg może być uważany jako potężny 
komputer analogowy. Aczkolwiek możliwe jest skonstruowanie elektronicznego komputera 
analogowego, tym niemniej jesteśmy bardziej przyzwyczajeni do komputerów cyfrowych, takich 
jak PC. Komputer osobisty doskonale sobie radzi z problemami obliczeniowymi wielu różnych 
zastosowań, jak na przykład baz danych czy arkuszy kalkulacyjnych, lecz nie za dobrze jest 




Rys.1. System cyfrowego przetwarzania sygnałów 
 
Nasze kubki smakowe, nos, uszy, oczy i skóra przetwarzają odebrane sygnały zewnętrzne w 
energię elektryczną, którą dostarczają za pośrednictwem nerwów do naszego mózgu. W podobny 
sposób, do przetworzenia takich wielkości, jak ciśnienie, temperatura czy dźwięk w sygnały 
elektryczne możemy wykorzystać rozmaite czujniki elektroniczne. Pozostaje jednak problem 
konwersji sygnałów analogowych w wielkości cyfrowe w celu przekazania wartości liczbowych 
komputerowi cyfrowemu do dalszej obróbki. Ten proces konwersji nazywany jest 
przetwarzaniem analogowo-cyfrowym, czy tez przetwarzaniem A/C. 
Obróbka dostarczonych w tej postaci sygnałów jest dalej realizowana przez komputer cyfrowy 
i w związku z tym jest nazywana cyfrowym przetwarzaniem sygnałów lub w skrócie DSP. We 
współczesnych systemach DSP w charakterze procesorów cyfrowych stosowane są 
jednoukładowe mikrokomputery zaprojektowane specjalnie do tego celu i nazywane 
procesorami DSP. 
Po przetworzeniu sygnału przez urządzenie DSP rezultat dokonanej obróbki ma w dalszym 
ciągu postać sekwencji liczb i może wymagać kolejnej konwersji w postać analogową niezbędną 
do sterowania jakiegoś typu organu wykonawczego np. głośnika. Ten proces konwersji nazywa 
się przetwarzaniem cyfrowo--analogowym, czy też przetwarzaniem C/A. Kompletny przykład 
konwersji i przetwarzania pokazano na rysunku 1. 
Mogłoby się wydawać, że do rozwiązania prostego z pozoru problemu przedsięwzięto 
skomplikowane środki techniczne. To spostrzeżenie wynika jednak z nieznajomości złożoności 
tematyki przetwarzania sygnałów. Aczkolwiek możliwe jest przeprowadzenie pewnych operacji 
za pośrednictwem elektroniki analogowej z pominięciem etapów konwersji sygnałów, to jednak 
możliwości stosowania elektroniki analogowej są na większą skalę niezwykle ograniczone.  
Aczkolwiek termin DSP jest skrótem angielskim od Digital Signal Processing, tym 
niemniej, ze względu na jego powszechność, będzie on stosowany w dalszej części książki  
 
ROZWÓJ CYFROWEGO PRZETWARZANIA SYG NAŁÓW 
W tym krótkim rozdziale postaramy się wyjaśnić sposób, w jaki rozwój metod 
matematycznych i technologii komputerowej umożliwił cyfrowe przetwarzanie rzeczywistych 
sygnałów otaczającego nas świata. Przedstawiona perspektywa historyczna udostępni nam 
niektóre interesujące odniesienia do współczesnych zaawansowanych technologicznie urządzeń 
DSP o najwyższej wydajności. 
Zwykle nie jest doceniany paradoksalny pogląd upatrujący inicjatorów burzliwego rozwoju 
cyfrowego przetwarzania sygnałów w projektantach systemów analogowych, pragnących przed 
konstruowaniem kosztownych prototypów przeprowadzać symulacje ich wydajności. Niemniej 
jednak oczywistym narzędziem do realizacji takich symulacji był komputer cyfrowy i wniosek 
nasuwa się sam — był to początek rozwoju praktycznych systemów cyfrowego przetwarzania 
sygnałów. Z drugiej strony trudno sobie wyobrazić, że owi pionierzy lat 50 i wczesnych 60 
zdawali sobie sprawę ze swojej misji i wiedzieli o tym, że dają początek spektakularnej i jednej z 
podstawowych dziedzin elektroniki, która mogła się gwałtownie rozwinąć po przekroczeniu 
bariery w technologii półprzewodników, czyli począwszy od lat 80. 
Cyfrowe przetwarzanie sygnałów było w oczywisty sposób uzależnione od stanu rozwoju 
techniki komputerowej. Większość aparatu matematycznego i algorytmów opracowano już w 
latach 50. Mając na podorędziu odpowiednie algorytmy projektanci zaczęli poszukiwać takich 
architektur komputerowych, które najbardziej nadawałyby się do ich efektywnej implementacji. 
 Podstawowym wymogiem był czas przetwarzania, czyli możliwość dokonania 
przewidzianej symulacji w dopuszczalnym dla danego zastosowania czasie. Nie wiadomo 
dokładnie, kiedy zastosowano komputery cyfrowe do przetwarzania w czasie rzeczywistym, lecz 
z tą chwilą podejście do przetwarzania i jego cele zmieniły się. 
 Główną cechą systemów DSP stała się możliwość ich pracy w trybie czasu rzeczywistego, 
czyli konieczność wykonania wszystkich operacji obliczeniowych i sterujących w czasie 
wystarczającym na niezakłócony przebieg trwającego procesu.  
Wcześniejsze systemy były zdolne jedynie do zapisania przebiegu poszczególnych sygnałów 
w pamięci komputera i przetworzenia ich w późniejszym czasie. Oczywiście takie systemy nie 
mogły mieć wpływu na przebieg badanego procesu i nie mogły podjąć natychmiastowej decyzji 
na podstawie zgromadzonych danych. 
Zakres omawianego przez nas materiału obejmuje głównie cyfrowe przetwarzanie sygnałów w 
czasie rzeczywistym. Związane z tym szczególne wymogi stymulowały przez ostatnie 30 lat 




ALGORYTMY DLA CYFROWEGO PRZETWARZANIA SYGNAŁÓW 
 
Podstawowy model matematyczny opisujący sygnały ciągłe opiera się na sformułowanych w 
XIX wieku przekształceniach Fouriera i Laplace’a. 
Jean Baptiste Joseph baron de Fourier był za czasów Napoleona Bonapartego gubernatorem 
Dolnego Egiptu, lecz w 1801 roku wrócił do Francji i kontynuował swe poszukiwania naukowe. 
W roku 1822 opublikował fundamentalną dla dalszego rozwoju omawianej przez nas dziedziny 
rozprawę o przepływie ciepła, w której do opisu zjawiska fizycznego zaproponował 
wykorzystanie szeregów Fouriera. Od tego czasu szeregi te znalazły zastosowanie w wielu 
gałęziach nauki i są do tej pory jednym z podstawowych narzędzi służących do analizy 
sygnałów. Przekształcenie Fouriera (lub całka Fouriera) jest prostym rozszerzeniem szeregów 
Fouriera. Zasadniczo szeregi Fouriera mają zastosowanie do sygnałów okresowych 
(powtarzających się), przekształcenie zaś Fouriera do sygnałów aperiodycznych (nie 
powtarzających się). 
Pierre Simon, markiz de Laplace był wybitnym teoretykiem astronomii, prawdopodobnie 
największym od czasów Newtona. Urodził się 20 lat przed Fourierem, a wymyślony przez niego 
aparat matematyczny służył do opisu i lepszego zrozumienia ruchu planet. Podobnie jak szeregi 
Fouriera przekształcenie Laplace’a zostało szeroko wykorzystane w najprzeróżniejszych 
dziedzinach nauki i techniki. My jesteśmy szczególnie zainteresowani w jego uaktualnieniach 
wykorzystywanych do opisu sygnałów cyfrowych. Przy zastosowaniu nieznacznego rozszerzenia 
i odpowiedniej interpretacji przekształcenie Laplace’a staje się przekształceniem Z.  
Technika przekształcenia Z nie jest nowa, sięga roku 1730 kiedy to De Moivre zaproponował 
w teorii prawdopodobieństwa ideę „funkcji generującej”. Pojawienie się w latach 40. 
komputerów spowodowało wzrost zainteresowania przekształceniem Z, które stało się głównym 
składnikiem struktury filtrów cyfrowych. 
Podobnie jak przekształcenie Laplace’a, również przekształcenie Fouriera ma swój 
odpowiednik dla sygnałów cyfrowych. 
Dyskretne przekształcenie Fouriera (DFT) stało się popularne w latach 40 i 50, jako narzędzie 
pomocne przy rozwijaniu cyfrowych technik obliczeniowych. Jednak możliwość jego użycia 
była ograniczona ze względu na duże potrzeby mocy obliczeniowej.  
W roku 1965 pojawiła się publikacja pod niewiele obiecującym tytułem „Algorytmy dla obli-
czeń komputerowych zespolonych szeregów Fouriera” autorstwa Cooleya i Tukeya. Pozycja ta 
miała jednak przełomowe znaczenie, gdyż proponowała znaczne udoskonalenie DFT. Autorzy 
wykorzystali niektóre szczególne właściwości DFT i opracowali algorytm powszechnie znany 
jako szybkie przekształcenie Fouriera (FFT). Podstawową przewagą nowego algorytmu była 
radykalna redukcja liczby niezbędnych do obliczeń operacji mnożenia. Jak się wkrótce 
przekonamy, mnożenie jest głównym czynnikiem ograniczającym możliwości obliczeniowe 
większości algorytmów DSP. Redukując 100-krotnie liczbę mnożeń dla dużego (1024-
punktowego) dyskretnego przekształcenia Fouriera, FFT stała się krokiem milowym w rozwoju 
cyfrowego przetwarzania sygnałów. Za ojca FFT można uznać niemieckiego matematyka 
Rungego łub nawet Gaussa .  
Ostatnie udoskonalenia teorii DSP nie są już tak przełomowe. Niemniej prace na ten temat są 
nieprzerwanie kontynuowane i zmierzają ku takim rozwiązaniom, jak logika rozmyta (fuzzy 
logic) i algorytmy genetyczne czy sieci ncuronowe, itp. 
Istnieje kilka fundamentalnych opracowań na temat podstaw teoretycznych DSP. Dwiema 
klasycznymi pozycjami są książki Digital Signal Processing (przetłumaczono na język polski 
pod tytułem Cyfrowe przetwarzanie sygnałów, WKŁ, Warszawa 1979) autorstwa Oppenheima i 
Schafera oraz Theory and Application of Digital Signal Processing napisana przez Rabinera i 
Goulda. Pierwsze wydania obydwu tych pozycji ukazały się w roku 1975. Książki te zawierają 
szczegółowy opis teoretyczny DSP i nie są przeznaczone dla początkujących. 
ARCHITEKTURA KOMPUTEROWA W ASPEKCIE DSP 
Jeśli przyjrzymy się chronologicznemu rozwojowi specjalnych procesorów jednoukładowych 
przystosowanych do realizacji algorytmów DSP, powinniśmy oddzielić od siebie ich architekturę 
logiczną i technologię wykonania. W przypadku urządzeń półprzewodnikowych rozwój 
podstawowych struktur i rozwiązań logicznych zwykle znacznie wyprzedza możliwość ich 
fizycznej realizacji. Rozpatrzmy więc wpierw rozwój architektury urządzeń DSP. 
Podstawowe typy architektury zarówno dużych komputerów, jak i mikroprocesorów podzielić 
można na dwie kategorie. 
Architektura pierwszego znaczącego komputera elektromechanicznego charakteryzowała się 
oddzielnymi obszarami pamięci dla programów i dla danych. W ten sposób dostęp do kodu 
programu i danych realizowany być mógł jednocześnie. Tego typu architektura nosi nazwę 
harwardzkiej, gdyż została opracowana w późnych latach 30 przez Howarda Aikena, fizyka 
Uniwersytetu Harvarda. Zbudowany tam komputer Harvard Mark I zaczął liczyć w roku 1944. 
Pierwszym w pełni elektronicznym komputerem uniwersalnym był prawdopodobnie ENIAC 
budowany od roku 1943 do 1946 w Uniwersytecie Pennsylwańskim. Komputer ten miał 
architekturę zbliżoną do Harvard Mark I i posiadał oddzielne pamięci programu i danych.  
Z powodu złożoności wynikającej z konieczności stosowania dwóch odrębnych systemów 
pamięciowych architektura harwardzka nie zyskała popularności w rozwiązaniach uniwersalnych 
komputerów i w mikroprocesorach. 
Jednym z konsultantów projektu ENIAC był matematyk węgierskiego pochodzenia John von 
Neumann. Jest on uznawany za twórcę innej architektury komputerowej o doniosłym znaczeniu  
Tak zwana architektura von Neumanna ustanowiła standard rozwoju systemów 
komputerowych w przeciągu ostatnich pięćdziesięciu lat. Koncepcja owej architektury jest 
bardzo prosta i opiera się na dwóch podstawowych założeniach: 
• nie istnieje zasadnicza różnica między kodem programu i danymi 
• rozkazy programowe mogą być podzielane na dwie części, z których jedna zawiera kod 
operacyjny a druga adres operandu (danych, na których przeprowadzana jest operacja).  
W ten sposób stosowana być może pojedyncza przestrzeń adresowa, zawierająca zarówno kod 
programu jak i dane. 
Nowa architektura uprościła projektowanie komputerów, lecz zarazem wprowadziła pewne 
ograniczenie polegające na tym, że w danym czasie komputer może mieć dostęp albo do kodu 
programu albo do danych. Praktyka pokazała jednak, że ograniczenie to nie stanowi istotnego 
problemu dla współczesnych komputerów uniwersalnych. 
Powszechnie stosowane mikroprocesory, takie jak rodzina 68000 firmy Motorola, czy też 
rodzina i86 firmy Intel wykorzystują właśnie architekturę von Neumanna. Te i inne popularne 
mikroprocesory uniwersalne charakteryzują się także innymi cechami typowymi dla 
przeważającej większości komputerów ostatnich 40 lat. Podstawowym blokiem obliczeniowym 
tych urządzeń jest jednostka arytmetyczno-logiczna (ALU) oraz rejestr przesuwny. Takie 
operacje jak dodawanie, przesyłanie danych czy odejmowanie są łatwo wykonywane w 
przeciągu kilku cykli zegarowych. Rozkazy złożone, jak mnożenie czy dzielenie tworzone są z 
sekwencji prostych operacji przesuwania i dodawania lub odejmowania. 
 Urządzenia tego typu nazywane są komputerami o złożonym zestawie instrukcji (CISC). 
Urządzenia CISC zawierają rozkazy „mnożenia”, lecz są one realizowane wewnątrz komputera 
jako ciąg rozkazów mikrokodowych, zaszytych w umieszczonej wewnątrz procesora pamięci 
stałej. Taka mikrokodowana instrukcja mnożenia wymaga jednak wielu cykli zegarowych. 
Z powodów, które staną się zrozumiałe nieco później cyfrowe przetwarzanie sygnałów 
wykorzystuje wiele cykli obliczeniowych o postaci: 
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To proste wyrażenie zawiera operację mnożenia i operację dodawania. Z powodu długiego 
czasu wykonywania operacji mnożenia mikroprocesory CISC nie za bardzo nadają się do tego 
typu obliczeń. 
Tak więc niezbędne, z punktu widzenia technik DSP, jest urządzenie wyposażone w 
możliwość wykonywania jednoczesnej operacji mnożenia i dodawania w przeciągu jednego 
cyklu zegarowego. Z tego powodu konieczne jest inne podejście do architektury komputerowej. 
Innymi słowy należy dostosować architekturę komputerową do naszych wymagań. Podczas 
przetwarzania sygnałów w czasie rzeczywistym głównym problemem jest ilość obliczeń, jakie 
możemy wykonać przed nadejściem kolejnej porcji danych. Wczesne systemy DSP były 
konstruowane z użyciem standardowych elementów, to znaczy rejestrów przesuwnych, układów 
mnożących i sumatorów. Natychmiast okazało się, że operacja mnożenia była głównym 
czynnikiem ograniczającym wydajność tamtych komputerów. Dokonał się jednak postęp i 
opracowano nowe układy mnożące wykorzystujące zasadę przetwarzania potokowego oraz nowe 
technologie. We wczesnych latach 70 pojawił się pierwszy układ mnożący realizujący pełne 
mnożenie w jednym cyklu zegarowym — układ ten był oparty na szybkich elementach 
logicznych ze sprzężeniem emiterowym (ECL). 
Wiodącą organizacją w dziedzinie badań nad DSP były w tym czasie Laboratoria Lincolna. 
Opracowany tam procesor „Lincoln FDP” ujrzał światło dzienne w roku 1971 i charakteryzował 
się czasem mnożenia równym 600 nanosekund, lecz zbudowany był z około 10000 oddzielnych 
obwodów scalonych. Miał on także trudności z wykonywaniem operacji równoległych, gdyż 
oparty był na architekturze von Neumanna. Kolejny procesor o nazwie „Lincoln LSP/2” był 
zbudowany z wykorzystaniem zdobytych doświadczeń. Zastosowano architekturę harwardzką 
oraz całkowicie równoległą strukturę wewnętrzną. Dzięki temu był on czterokrotnie szybszy niż 
FDP — zużyto też nań trzykrotnie mniej obwodów scalonych. 
W połowie lat 70 rozwijaniem technik DSP zaczęły się także zajmować inne renomowane 
instytuty badawcze. Zbudowano układ mnożący o czasie przetwarzania mniejszym niż 200 ns, a 
wykorzystujące go procesory były już zdolne do przetwarzania w czasie rzeczywistym. 
Urządzenia te były jednak tak ogromne gabarytowo i tak kosztowne, że ich komercyjne 
wykorzystanie było praktycznie niemożliwe. Osiągnięto jednak główny cel — stworzono 
podstawową architekturę komputera DSP. Na realizację powszechnie dostępnego procesora 
należało jeszcze poczekać. 
 Niezbędne było przełamanie bariery technologicznej w produkcji urządzeń 
półprzewodnikowych, gdyż rzeczywiście przydatny procesor DSP nie mógł zajmować więcej niż 
kilka obwodów scalonych, a najlepiej jeden. 
 
OBWODY SCALONE DLA DSP 
W przeciągu lat 70 technologia półprzewodnikowa, a w szczególności technologia produkcji 
obwodów scalonych stawała się coraz bardziej skomplikowana i zaawansowana. Głównymi 
stymulatorami jej rozwoju były potrzeby armii Stanów Zjednoczonych oraz rynek konsumencki 
elektronicznych urządzeń powszechnego użytku, szczególnie zaś urządzeń audio-wizualnych. 
Pragnienie zminimalizowania gabarytów urządzeń, zmniejszenia ceny oraz znacznego 
zwiększenia szybkości działania stało się w tym czasie dominujące. Doprowadziło to do 
opracowania pod koniec lat 70 nowego procesu technologicznego, tzn. wynalezienia struktury 
półprzewodnikowej N-MOS, czyli struktury metal-tlenek-półprzewodnik z kanałem N. Obwody 
scalone oparte na nowej technologii mogły pracować z pojedynczym zasilaniem 
pięciowoltowym oraz mogły być produkowane z zachowaniem geometrii trzymikronowej. 
Dzięki temu w jednym obwodzie scalonym mogło być już umieszczone ponad 100 000 
tranzystorów. 
Na początku lat 80 dostępne stały się cztery typy jednoobwodowych układów do cyfrowego 
przetwarzania sygnałów. Palmę pierwszeństwa w tej dziedzinie przyznaje się często firmie 
American Microstystems Inc. (AMI) za opracowanie urządzenia S28 11. Jest to jednak kwestia 
sporna. Mniej więcej w tym samym czasie pojawiły się urządzenia „2920” firmy Intel oraz 
µPD772O firmy Nippon Electric Company (NEC). Nieco później, w roku 1982, firma Texas 
Instruments wprowadziła na rynek obwód TMS32010. Tak więc jednoobwodowa technika DSP 
stała się rzeczywistością. 
W celu oddzielenia pamięci programu od pamięci danych wszystkie wczesne urządzenia DSP 
wykorzystywały architekturę harwardzką. 
Umożliwiało to jednoczesny dostęp do kodu programu i słów danych. W systemach DSP 
pracujących w czasie rzeczywistym efektywny czas przepływu danych między procesorem a 
urządzeniami zewnętrznymi jest krytyczny. Zastosowanie architektury harwardzkiej nie 
powoduje przerwania procesu przepływu danych w celu pobrania z pamięci kodu programu. Na 
rysunku 2 przedstawiono schemat blokowy urządzenia TMS32O1O z uwzględnieniem 
rozdzielenia pamięci programu i danych.  
Trudno sobie wyobrazić wydajne stosowanie technik DSP bez odpowiednich narzędzi 
projektowych. Texas Instruments uzupełnił swój mikroprocesor DSP o odpowiedni język 
asemblerowy, o zestaw ewaluacyjny i symulator, co upodobniło projektowanie systemów DSP 
do projektowania typowych systemów mikroprocesorowych. 
///////////////////// 
2 Uproszczony schemat blokowy urządzenia TMS32010 — pokazano oddzielne programu 
i danych charakterystyczne dla architektury harwardzkiej 
 
 
Dalszy rozwój coraz bardziej szybkich urządzeń wspomaganych przez odpowiednie 
symulatory, programy uruchomieniowe, kompilatory C itp., pozwolił umieścić technikę DSP w 
głównym nurcie praktyki projektowania systemów mikrokomputerowych.  
 
DLACZEGO DSP? 
Do tej pory dowiedzieliśmy się z grubsza, co to jest DSP i jak się ono rozwijało na przestrzeni 
ostatnich trzydziestu lat. Nie wiemy jednak jeszcze, dlaczego DSP jest tak atrakcyjne. W końcu 
w celu realizacji większości zadań przewidzianych dla cyfrowego przetwarzania sygnałów być 
może wystarczające okazać się mogą układy analogowe. Z drugiej strony na opracowanie coraz 
to szybszych i bardziej wydajnych układów DSP przemysł półprzewodnikowy zainwestował, 
może niepotrzebnie, ogromne sumy pieniędzy. Skąd się więc bierze taka popularność cyfrowego 
przetwarzania sygnałów? 
Odpowiedź na to pytanie nie jest krótka i jednoznaczna. Stosowanie uniwersalnego cyfrowego 
przetwarzania sygnałów daje wiele korzyści i przewag. Korzyści te dotyczą również bardziej 
wyspecjalizowanych zastosowań — istnieje odrębna klasa zadań, które mogą być zrealizowane 
tylko przy zastosowaniu DSP z wyłączeniem metod analogowych.  
Korzyści wynikające ze stosowania technik cyfrowych można podzielić na kilka kategorii o 
szerokim znaczeniu. Są to: 
Programowalność, stabilność, powtarzalność, łatwość implementacji algorytmów 
adaptacyjnych oraz możliwość zastosowania kodów korekcji błędów, a także wykorzystania 
funkcji specjalnych, takich jak liniowe filtry fazowe.  
Istnieje także wiele obszarów techniki, jak np. transmisja, przechowywanie czy kompresja 
danych, gdzie zastosowanie metod cyfrowych pozwoli zrealizować konkretne zadanie o wiele 
bardziej efektywnie, niż przy użyciu metod analogowych. 
Analizując przedstawioną listę wydawać by się mogło, że DSP jest uniwersalnym panaceum 
na wszystkie dotychczasowe niedogodności. Niestety sytuacja nie jest aż tak różowa — istnieją 
znaczące ograniczenia w możliwości zastosowań urządzeń DSP dnia dzisiejszego. Co więcej, 
można wskazać wiele dziedzin, w których rozwiązania analogowe są preferowane. 
PROGRAMOWALNOŚĆ 
Jednym z powodów powszechnego użycia komputerów cyfrowych (takich jak na przykład PC) 
jest ich programowalność i reprogramowalność. W przeciągu kilku sekund możemy zmienić 
funkcję naszego komputera osobistego z procesora tekstu na maszynę grającą. Czynimy to przez 
załadowanie innego oprogramowania. Technologia mikroprocesorowa udostępnia identyczną 
możliwość systemom cyfrowego przetwarzania sygnałów. 
Możliwe jest zaprojektowanie jednej konfiguracji sprzętowej, która, przez załadowanie 
odpowiedniego oprogramowania, może być wykorzystana do realizacji wielu różnych zadań 
cyfrowego przetwarzania sygnałów. Na przykład, bez żadnej zmiany sprzętowej filtr cyfrowy 
może być przeprogramowany tak, by w jednym zastosowaniu był filtrem dolnoprzepustowym, w 
innym zaś — górnoprzepustowym. W przypadku rozwiązania analogowego taka zmiana 
wymagała będzie modyfikacji całego projektu sprzętowego. 
 
STABILNOŚĆ 
Jeśli weźmiemy pod uwagę wymagania eksploatacyjne, tzn. sposób zachowania się systemu 
elektronicznego z upływem czasu lub przy zmianach temperatury, wówczas sytuacja staje się 
jeszcze bardziej krytyczna. Podzespoły elektroniczne, takie jak rezystory, pojemności czy 
wzmacniacze operacyjne zmieniają swoje parametry pod wpływem zmian temperatury. Oznacza 
to, że układ analogowy przy temperaturze 00C może zachowywać się całkiem inaczej niż przy 
temperaturze 700C.  
Natomiast, w dopuszczalnym zakresie operacyjnym, układ cyfrowy nie wykazuje żadnych 
fluktuacji swych parametrów roboczych pod wpływem zmian temperatury. 
Innym istotnym czynnikiem wpływającym na zmianę parametrów układów analogowych jest 
upływ czasu. Szczególnie podatne na wpływ czasu są elementy pojemnościowe. Dzieje się tak ze 
względu na starzenie się ich materiału dielektrycznego, co powoduje zmianę impedancji i w 
efekcie nieprawidłową pracę układu. Utrata parametrów związana ze zmianami 
temperaturowymi i czasowymi może być częściowo wyeliminowana przez zastosowanie metod 
kompensacyjnych. Powoduje to jednak znaczne skomplikowanie układu i może mieć wtórny 
wpływ na inne parametry systemu. 
Tym niemniej istnieje jednak ogromna liczba funkcjonujących poprawnie systemów 
analogowych, co świadczy o tym, że wspomniane niedogodności są do przezwyciężenia. 
Problem jednak istnieje i może być rozwiązany przez zastosowanie cyfrowego przetwarzania 
sygnałów. Co więcej, układy DSP mogą być zaprogramowane w ten sposób, by wykrywały i 
kompensowały wszystkie niepożądane zmiany w analogowych i mechanicznych częściach 
systemu jako całości. 
 
POWTARZALNOŚĆ 
Systemy cyfrowe są z natury powtarzalne. Jeśli na pięciuset komputerach cyfrowych 
wykonamy analogiczną operacje polegająca na sumowaniu identycznych sekwencji liczb, 
wówczas rezultat wszystkich operacji będzie dokładnie taki sam, o ile oczywiście komputery te 
są sprawne. Jeśli natomiast na wejścia pięciuset układów analogowych, zbudowanych z 
wykorzystaniem podzespołów o analogicznych specyfikacjach, podamy identyczny sygnał, 
wówczas z całą pewnością odpowiedzi poszczególnych układów będą różne. 
Dzieje się tak z prostego powodu -- stosowane podzespoły analogowe charakteryzują się 
określonym rozrzutem parametrów. Np. analogowe (liniowe) układy półprzewodnikowe nie 
mają stałych parametrów, lecz parametry te znajdują się w pewnym zakresie wartości, a 
gwarantowane zakresy są niejednokrotnie odmienne dla różnych producentów. Oznacza to, że 
niemożliwością jest precyzyjne przewidzenie zachowania się układu analogowego. W 
konsekwencji, dla bardziej wymagających zastosowań wymagany jest żmudny proces nastrajania 
i testowania każdego układu, stosowanie procedur kalibracyjnych, wykorzystywanie 
regulowanych i o wiele droższych rezystorów lub pojemności itp. 
 
ŁATWIEJSZA IMPLEMENTACJA ALGORYTMÓW ADAPTACYJNYCH 
Systemy DSP mogą łatwo dostosowywać się do zmian niektórych zmiennych 
środowiskowych. Algorytm adaptacyjny oblicza zbiór kolejnych parametrów koniecznych dla 
nowo powstałych warunków i zapamiętuje je w pamięci, zamieniając wartości poprzednie. 
Pewien niewielki zakres adaptacji jest również możliwy w systemach analogowych, jednak 
całkowita zmiana charakterystyk złożonego zbioru filtrów niezbędnego do realizacji 
omawianego przykładu wyciszania szumów znajduje się poza zasięgiem praktycznego układu 
analogowego (przykład: redukcja hałasu pracujących maszyn) 
 
KOREKCJI BŁĘDÓW 
Stosowanie technik wykrywania i korekcji błędów stało się w ostatnich czasach sprawą 
niezwykle istotną. Zasięg wykorzystania tych technik można zademonstrować na przykładzie 
dysków kompaktowych czy modemów telekomunikacyjnych. 
Niezawodny odczyt i transmisja danych uzależnione są od szeregu potencjalnych źródeł 
błędów. Np. odczyt danych z dysku kompaktowego wpływ mają stan i ewentualne uszkodzenia 
jego powierzchni, defekty samej płyty, czy też jej złe ustawienie w napędzie. W przypadku zaś 
modemu jakość transmisji zależy od szumów i odbić linii długiej, co jest szczególnie istotne dla 
analogowych linii telefonicznych. 
Metody cyfrowe umożliwiają dodanie do przekazywanego strumienia bitów pewnej porcji 
informacji „nadmiarowej”, która jest wykorzystywana w celu wykrycia błędu zaistniałego w 
podstawowej części danych. W bardziej zaawansowanych systemach stosowane są algorytmy 
generujące taką postać bitów nadmiarowych, na podstawie których można zrekonstruować 
uszkodzoną informację danych oryginalnych. Pierwszy z omówionych przypadków może 
dotyczyć znanej metody sprawdzania parzystości, drugi z nich łączy się z o wiele bardziej 
złożonymi technikami, takimi jak bloki kodowe czy korekcja błędów.  
FUNKCJE SPECJALNE 
Istnieje kilka ważnych zadań przetwarzania sygnałów, które nie mogą być rozwiązane z 
pomocą układów analogowych. Klasycznym przykładem są filtry liniowe fazowo. Filtr cyfrowy 
o skończonej odpowiedzi impulsowej z symetrycznie rozłożonymi współczynnikami w stosunku 
do punktu środkowego ma liniową charakterystyką fazową. Innym typem filtru, który łatwo 
może być zrealizowany za pośrednictwem metod cyfrowych jest filtr szczelinowy o stromym 
punkcie odcięcia częstotliwości granicznej. Jest praktycznie niemożliwe wykonanie takiego filtru 
metodami analogowymi.  
Kolejna dziedzina, na którą techniki cyfrowe mają w zasadzie wyłączność, to systemy 
sterowania 
Dalej będzie mowa o bezstratnej kompresji i danych w systemach transmisji i przechowywania 
danych. Realizacja tego typu kompresji nie jest możliwa przy zastosowaniu analogowego 
przetwarzania sygnałów. 
 
TRANSMISJA I PRZECHOWYWANIE DANYCH 
 
Informacja cyfrowa jest o wiele bardziej odporna na wpływ zakłóceń niż informacja 
analogowa. Ten klarowny obraz psuje nieco konieczność dwukrotnej konwersji (z postaci 
analogowej w cyfrową i odwrotnie), lecz jej wpływ na ostateczną jakość przetwarzania 
cyfrowego może być zminimalizowany przez uważne stosowanie reguł projektowych.  
 
KOMPRESJA DANYCH 
We wszystkich zastosowaniach kompresji analogowej część informacji jest zawsze tracona. 
Typowym przykładem jest tu analogowa linia telefoniczna o paśmie limitowanym w celu 
umożliwienia przesyłu rozmów multipleksowanych. Efektywne pasmo przenoszenia 
pojedynczego kanału wynosi w tym przypadku nie więcej niż 3 kHz. 
Podczas wykorzystywania cyfrowej transmisji i przechowywania informacji stosowane są 
dwie formy kompresji: bezstratna i stratna. Użycie kompresji bezstratnej powoduje, że 
informacja odtworzona jest identyczna z informacją oryginalną. Stosowanie kompresji stratnej 
powoduje utratę pewnej części informacji, dotyczącej najczęściej mniej znaczących szczegółów. 
Dla kompresji mowy i obrazów niewielkie pogorszenie jakości może być akceptowane, bądź 
wręcz niedostrzegalne przez odbiorcę.  
PRAKTYCZNE SYSTEMY DSP 
DSP ma niestety pewne ograniczenia związane z możliwościami jego praktycznego 
zastosowania. Niezależnie od tego, że nieustannie pojawiają się coraz to nowsze i bardziej 
szybkie urządzenia DSP, to wciąż istnieje wiele poważnych barier, uniemożliwiających 
zastosowanie tej techniki w warunkach czasu rzeczywistego. Ograniczenia staja się jeszcze 
bardziej wyraziste, gdy pod uwagę brany jest koszt systemu. Nowe rozwiązania przetwarzania 
równoległego DSP mogą być realnie rozpatrywane i wykorzystywane w nowych dziedzinach 
zastosowań pod warunkiem uwzględnienia ciągle rosnącego kosztu takich opracowań. 
Przenikanie systemów DSP do urządzeń powszechnego użytku pozwoliło jednak znacznie 
zmniejszyć koszt obwodów DSP. Jednocześnie rozwój równoległego przetwarzania DSP 
udostępnił systemy o wiele bardziej wydajne. Tak więc zakres zastosowań DSP rozszerza się 
zarówno od strony powodowanej niskim kosztem urządzeń, jak i od strony wysokiej wydajności 
i funkcjonalności systemu. 
 
KONWERSJA ANALOGOWO-CYFROWA 
Jak wiemy sygnały otaczającego nas świata mają postać analogową. W niniejszym rozdziale 
przyjrzymy się wpierw sposobom przekształcenia postaci analogowej w równoważną jej formę 
cyfrową, która może być wykorzystana przez urządzenia DSP. Zapoznamy się także ze 
sposobami rekonstrukcji analogowego sygnału wyjściowego. 
Pierwszy etap procesu przekształcania postaci analogowej w cyfrową nazywany jest 
próbkowaniem. Aby uniknąć zjawiska aliasingu stosuje się filtr analogowy dolnoprzepustowy 
zwany filtrem antyaliasingowym.  
Filtry tego typu stosowane są na wejściach większości układów w zastosowaniach DSP. Filtry 
antyaliasingowe powinny być stosowane przed próbkowaniem sygnału, są więc one zwykle 
filtrami analogowymi. Teoretycznie możliwa jest realizacja usuwania aliasingu za 
pośrednictwem urządzeń DSP, lecz wymagałoby to o wicie bardziej złożonych algorytmów. W 
praktyce metoda ta stosowana jest rzadko gdyż sam antyaliasing pochłonąłby większość czasu 
przeznaczonego na właściwe przetwarzanie. 
 
OBRÓBKA CYFROWEGO SYGNAŁU WEJŚCIOWEGO 
Do tej pory omówiliśmy dwie pierwsze fazy procesu konwersji analogowego sygnału 
wejściowego do postaci, która może być interpretowana przez procesor cyfrowego przetwarzania 
sygnałów: 
filtrowanie antyaliasingowe oraz próbkowanie.  
W rzeczywistych rozwiązaniach elektronicznych funkcja próbkowania zamieniana jest przez 
układ „próbkująco-pamiętający”, utrzymujący aktualnie próbkowany poziom sygnału aż do 
momentu kolejnego próbkowania . Rezultatem tej operacji jest tzw. przebieg schodkowy, który 
pokazano na rysunku 3. 
rys. 3.17 str. 50 ///////////////////// 
Układ próbkująco-pamiętający oznaczać będziemy symbolem P/P. 
Musimy teraz rozwiązać problem sposobu reprezentacji wartości chwilowych sygnału 
analogowego przez liczby, które mogą być wykorzystywane przez urządzenia DSP. Operacja ta 
nazywa się kwantyzacją. Kwantyzacja realizowana jest przez przetwornik analogowo-cyfrowy 
(przetwornik A/C). 
Kwantyzacja może być pomyślana jako przyporządkowanie określonych odcinków 
amplitudowych sygnału wejściowego ustalonym przedziałom napięciowym.  
 
RZECZYWISTE PRZETWORNIKI A/C 
Omówiliśmy to tej pory wszystkie funkcje niezbędne do przetworzenia sygnału analogowego 
w postać zrozumiałą przez DSP (rysunek 4).  
rys. 3.26 str. 55 //////////////////////// 
Zawierający szumy sygnał wejściowy jest najpierw filtrowany przez filtr dolnoprzepustowy —
w ten sposób usuwane są z niego wszystkie częstotliwości leżące powyżej 0,5fs.  
Następnie sygnał poddawany jest operacji próbkowania-zapamiętywania, po czym powstałe w 
ten sposób chwilowe poziomy analogowe przetwarzane są w wartości binarne (liczby). 
Wynikowe próbki cyfrowe z przetworników A/C podawane są w końcu na urządzenie DSP. 
Przyjrzyjmy się teraz komercyjnie dostępnym przetwornikom A/C. Na rynku istnieje obecnie 
wiele różnych typów przetworników, z których większość zawiera także układ próbkująco-
pamiętający. W dalszej części rozdziału omówimy cztery najbardziej popularne typy 
przetworników A/C, z których każdy wykorzystuje inną metodę kwantyzacji. 
 
Kompensacyjny przetwornik A/C 
Kompensacyjny przetwornik A/C wytwarza wyjście n-bitowe w przeciągu n cykli 
zegarowych, w każdym z których dokonywane jest porównanie przebiegu wejściowego z 
wyjściem przetwornika cyfrowo-analogowego (przetwornika C/A). Mówiąc ogólnie jego 
zadanie polega na dokonywaniu kolejnych przybliżeń do wartości sygnału wejściowego przez 
każdorazowy podział zakresu napięcia na dwie równe części i określaniu, w której połowie 
aktualnego podziału leży sygnał wejściowy. 
Kompensacyjne przetworniki A/C są stosunkowo tanie, względnie szybkie i na ogół dość 
dokładne. Czas przetwarzania wynosi od poniżej 1 µs dla konwersji 8-bitowej do 50 µs dla 
konwersji o rozdzielczości 12-bitowej. Ten typ przetwornika może działać poprawnie w 
odniesieniu do sygnałów wejściowych o stałych poziomach — zmiana poziomu wejściowego 
podczas konwersji jest zgubna i wypacza wynik końcowy. 
 
Przetworniki A/C o podwójnym całkowaniu 
W przetwornikach A/C o podwójnym całkowaniu wykorzystywana jest pojemność podłączona 
do napięcia odniesienia. Cykl przetwarzania rozpoczyna się przy zerowym napięciu na 
pojemności. Następnie pojemność ładuje się w ciągu stałego czasu napięciem dostarczonym z 
okładu próbkująco-pamiętającego po czym napięcie ładujące przełączane jest na znane napięcie 
ujemne i pojemność zaczyna się rozładowywać dopóki napięcie na niej nie osiągnie wartości 
zerowej. Czas, podczas którego pojemność jest rozładowywana jest mierzony za pomocą 
licznika cyfrowego taktowanego częstotliwością o znanej wartości. Jeśli licznik ten na początku 
jest wyzerowany, wówczas końcowa zawartość licznika jest proporcjonalna do napięcia 
wejściowego. 
Technika stosowana w tym typie przetwornika charakteryzuje się niezwykłą precyzją i daje 
możliwość konstrukcji urządzeń o dużej dokładności. Technika podwójnego całkowania 
uniezależnia dokładność pomiaru od rozrzutu parametrów większości zastosowanych 
podzespołów.  
Fleszowe przetworniki A/C 
Równoległy fleszowy przetwornik A/C jest najszybszym znanym typem przetwornika. 
Napięcia z odgałęzień drabinki są doprowadzane do komparatorów analogowych, po których 
znajduje się dekoder cyfrowy. Aby osiągnąć wymaganą dokładność wartości rezystorów 
powinny być odpowiednio dobierane przez wyrównywanie laserowe. 
 
Przetworniki A/C typu sigma-delta 
Jedną z podstawowych zalet techniki sigma-delta jest to, że może ona wykorzystywać filtrację 
cyfrową, a około 90% obszaru struktury półprzewodnikowej obwodu scalonego jest czysto 
cyfrowe. Dzięki temu dostępne są teraz przetworniki sigma-delta o dużej rozdzielczości, dobrych 
charakterystykach szumowych i cenie porównywalnej z innymi typami przetworników. 
Przetworniki sigma-delta charakteryzują się wszystkimi tymi zaletami, które wynikają ze 
stosowania technik cyfrowych, czyli dużej niezawodności, lepszej stabilności i wyższej 
funkcjonalności. Ponadto, ze względu na wykorzystywanie podczas konwersji sigma-delta 
głównie technik cyfrowych, możliwe jest zintegrowanie tego przetwornika z urządzeniem DSP 
na tej samej strukturze półprzewodnikowej.  
Przetwornik A/C typu sigma-delta wykorzystuje konwersję o niskiej rozdzielczości (kwanty-
zator jednobitowy), lecz stosowana w nim szybkość próbkowania wielokrotnie przewyższa 
częstotliwość Nyquista. Po procesie próbkowania, już w dziedzinie cyfrowej, następuje 
zgęszczenie informacji (decymacja), co prowadzi do obniżenia częstotliwości wyjściowej i 
wzrostu dokładności. 
REKONSTRUKCJA SYGNAŁU ANALOGOWEGO Z WYJŚCIA CYFROWEGO 
 
W wielu zastosowaniach DSP, po etapie przetwarzania cyfrowego powinniśmy 
zrekonstruować sygnał analogowy. Funkcja te realizowana jest za pomocą przetworników C/A. 
Cena przetworników C/A jest zwykle znacznie niższa od przetworników A/C, a czas ustalania 
się napięcia wyjściowego waha się między 100 ns (dla konwersji 8-bitowej), a 1 µs (dla 
konwersji 12-bitowej) i zależy oczywiście od rozwiązania układowego przetwornika. 
 
MNOŻĄCY PRZETWORNIK C/A 
Jest to najbardziej powszechna postać przetwornika C/A. Wartość wyjściowa urządzenia jest 
iloczynem prądu lub napięcia wejściowego oraz wejściowego kodu cyfrowego. Wejściowy kod 
cyfrowy służy do włączenia odpowiednich źródeł prądowych, których prądy są następnie 
sumowane. Wynikowy prąd wyjściowy jest bądź przekształcany na napięcie bądź też 
pozostawiany bez zmiany. W istocie w prądowych przetwornikach C/A źródła prądowe są 
włączone zawsze, lecz w przypadku nie wybrania danej pozycji bitowej odpowiadający jej prąd 
źródła kierowany jest do masy zewnętrznego napięcia odniesienia. Pozwała to na zewnętrzne 
określenie dokładności przetwarzania.  
 
Urządzenia AIC, czyli analogowe układy interfejsowe, jak na przykład rodzina układów 
TLC32O4x firmy Texas Instruments zawiera w jednej obudowie wszystkie omówione uprzednio 
komponenty. Są to przetworniki A/C i C/A oraz filtry antyaliasingowe i rekonstrukcyjne. Układy 
tej rodziny mają programowane częstotliwości obcięcia filtrów. Typowe zastosowania tych 
układów to modemy, systemy mowy oraz kontrolery przemysłowe o częstotliwościach 
próbkowania od 7,2 do 19,2 kHz. 
Zarówno układy CODEC jak i AIC mają możliwość szeregowego podłączania do 
dedykowanych portów większości DSP ogólnego przeznaczenia. Ponadto układy AIC są 
przystosowane do współpracy z szeregowym sygnałem zegarowym wytwarzanym bezpośrednio 
przez DSP. W przypadku zaś układów typu CODEC wymagane są dodatkowe układy 
wspomagające przeznaczone do generacji standardowych szybkości przekazu (2400 bodów, 
4800 bodów itp.). 
ARCHITEKTURA SYSTEMÓW DSP 
 
Omówiliśmy do tej pory wszystkie te układy peryferyjne, które są niezbędne do implementacji 
rzeczywistych systemów DSP. Oczywiście w niektórych systemach nie wszystkie z tych 
układów będą konieczne. Na przykład urządzenia DSP zaczynają być obecnie stosowane w 
charakterze akceleratorów arytmetycznych w procesorach matematycznych, co oznacza, że 
otrzymują one dane w postaci cyfrowej i w takiej samej formie zwracają wykonane obliczenia. 
W tym przypadku nie jest potrzebna konwersja A/C i C/A.  
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Przez wiele ostatnich lat filtry cyfrowe były najbardziej rozpowszechnioną dziedziną 
stosowania cyfrowego przetwarzania sygnałów. Jak przekonaliśmy się, „ucyfrowienic” 
dowolnego projektu umożliwia odtworzenie każdego układu elektronicznego w dowolnym 
czasie i z identyczną dokładnością jego parametrów. W odniesieniu do filtrów istnieją jeszcze 
dwie inne istotne zalety stosowania rozwiązań cyfrowych. Po pierwsze możliwe jest 
przeprogramowanie urządzenia DSP i dzięki temu całkowita zmiana jego charakterystyki 
amplitudowej i fazowej. Na przykład możemy zmienić konkretny program danego filtru i z filtru 
dolnoprzepustowego utworzyć filtr górnoprzepustowy bez jakiejkolwiek zmiany sprzętowej. Po 
wtóre, możemy zmieniać współczynniki filtru podczas pracy urządzenia, tzn. możemy  
Istnieją dwie podstawowe postaci filtrów cyfrowych: filtry o Skończonej Odpowiedzi 
Impulsowej (SOI = FIR) oraz filtry o Nieskończonej Odpowiedzi Impulsowej (NOI = IIR)”. 
Podstawowy opis będzie dotyczył filtrów dolnoprzepustowych, aczkolwiek zamiana filtru 
dolnoprzepustowego na każdy inny rodzaj filtru (górnoprzepustowy, środkowoprzepustowy itp.) 
jest bardzo prosta.  
 
REALIZACJA FILTRÓW CYFROWYCH 
Znamy kilka różnych typów filtrów, na przykład filtry Butterwortha czy Bessela. Każdy z nich 
wyróżnia się określonymi parametrami, jak odpowiedź amplitudowa czy też odpowiedź fazowa. 
Filtry te realizowane są zarówno metodami analogowymi jak również metodami cyfrowymi z 
zastosowaniem technik transformacyjnych służących do konwersji analogowego opisu filtru w 
postać cyfrową.  
//////////////////////////////// 
Rys. 4.31. str 103. Podstawowa struktura filtru SOI drugiego rzędu. 
 
Pozostaje jednak pytanie, co sprawia, że filtry te są z łatwością realizowane metodami 
obliczeniowymi oraz dlaczego procesory DSP wykonują te zadania o wiele lepiej niż inne typy 
procesorów?  
Równanie dla przebiegu wyjściowego ma następującą postać: 
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gdzie M jest rzędem filtru. 
Filtr opisuje zestaw współczynników aR oraz zestaw wartości wejściowych x(n). 
W celu obliczenia wartości wyjściowych dla każdego odcinka czasowego musimy wykonać 
mnożenie wszystkich odpowiadających sobie wartości z obydwu tablic aR i x(n) zsumować 
rezultat. Gdybyśmy chcieli przedstawić procedurę obliczenia wymaganej funkcji dla filtru o 




 i(0) = a0·x(n) 
 i(1) = a1.x(n - 1) 
 i(2) = a2.x(n - 2) 
 y(n) = i(0) + i(1) + i(2) 
 
gdzie i(M) są wynikami pośrednimi. Widzimy, że w celu obliczenia wartości wyjściowej dla 
jednego odcinka czasowego filtru drugiego rzędu wymagane są trzy operacje mnożenia i dwie 
operacje dodawania. Dla wykonania operacji mnożenia procesory uniwersalne potrzebują wielu 
cykli wewnętrznych. 
Można wykazać, że dla wykonania mnożenia na dwóch binarnych liczbach 16-bitowych 
musimy zrealizować 256 operacji binarnego mnożenia, 15 operacji przesunięcia w lewo oraz 32 
operacje dodawania rezultatów częściowych. 
 Nie jest to proste zadanie, nie mniej większość uniwersalnych mikroprocesorów może 
wykonać je w przeciągu około dziesięciu cykli wewnętrznych, co oznacza że procesor o 
częstotliwości zegara równej 20 MHz na wykonanie mnożenia 16-bitowego potrzebuje około 0,5 
µs. Jak więc widzimy, w celu obliczenia wartości wyjściowej z filtru drugiego rzędu procesor o 
częstotliwości zegara 20 MHz zużyje około 1,05 µs, przy założeniu jednak że wykonuje on 
dodawanie 16-bitowe w jednym cyklu. 
Uniwersalne procesory DSP operację mnożenia mają wbudowaną w swoją strukturę 
półprzewodnikową co oznacza, ze mogą one wykonywać mnożenia dwóch liczb n- bitowych w 
jednym cyklu. Procesor DSP z rodziny TMS320 ma jeszcze większe możliwości i w jednym 
cyklu oprócz mnożenia n- bitowego wykonuje ponadto dodawania 2n-bitowe.  
W celu zilustrowania korzyści wynikających ze stosowania sprzętowego układu mnożącego 
przeanalizujmy wydajność czasową procesora DSP typu TMS320C5x, o 25 nanosekundowym 
okresie cyklu zegarowego. Z pomocą tego procesora możemy wykonać obliczenia 
matematyczne dla naszego filtra drugiego rzędu w przeciągu 3 cykli, czyli przez 75 ns =0,075 
µs. 
Jest to bardzo istotna różnica między procesorami standardowymi i procesorami DSP. Jeśli 
naszą analizę nieco rozszerzymy i weźmiemy pod uwagę rzeczywisty filtr o 50 
odprowadzeniach, wówczas procesor DSP może wykonać wymagane obliczenia w przeciągu 
około 1,275 µs. Oznacza to, że możemy obrabiać każdą nową próbkę co 1,275 µs, z czego 
wynika że nasza maksymalna częstotliwość próbkowania przebiegu wejściowego wynosi 0,78 
MHz. Wracając do omawianego wcześniej prawa próbkowania ( ), nasz filtr jest 
zdolny do przetwarzania sygnałów wejściowych o częstotliwościach dochodzących do 392 kHz. 
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Natomiast procesory uniwersalne o porównywalnej częstotliwości zegara równej 33 MHz 
(cykl wewnętrzny maszyny 30 ns) potrzebują 10 cykli na każdą operację mnożenia i jeden cykl 
na dodawanie. Jeśli więc wykorzystamy taki procesor do obróbki danych filtru o 50 
odprowadzeniach, wówczas będziemy w stanie pobierać próbki wejściowe z częstotliwością nie 
przewyższającą 30 kHz, czyli przeszło 10 razy wolniej. 
Szybkość wykonania czystego mnożenia stanowi tylko część obliczeń realizowanych w 
dowolnym zastosowaniu przez różne procesory. Szybkość mnożenia w oderwaniu od innych 
właściwości procesora nie daje nam wystarczającej informacji o prawdziwych możliwościach 
konkretnego urządzenia w aspekcie przetwarzania danych filtrów cyfrowych. 
Powracając do naszych filtrów możemy się przekonać, że ogólnie rzecz biorąc występuje tam 
długa lista danych, które powinny być mnożone we właściwej kolejności. Ponadto, niezależnie 
od tego, że wartości współczynników filtrów mają charakter statyczny, dane wejściowe 
zmieniają się przy każdej nowej próbce, tzn. wartości x(n) dla jednego okresu próbkowania 
zostają zamienione przez x(n - l), potem przez x(n - 2), itp., dopóki nie osiągną końca łańcucha 
opóźniającego. 
Najbardziej efektywną metodą obsługi tego typu tablic danych jest ładowanie wszystkich 
wartości wejściowych do bufora kołowego (rysunek 4.33). Początek danych, x(n), 
identyfikowany jest przez wskaźnik, a poprzednie dane są w buforze umieszczone sekwencyjnie 
w kierunku zgodnym z ruchem wskazówek zegara. W chwili pobrania nowej próbki zostaje ona 
załadowana do bufora na pozycję x(n) i od tej pozycji rozpoczyna prace podprogram 
obliczeniowy mnożąc wartości danych przez wartości odpowiednich współczynników 
odprowadzeń aR filtra. 
 
3. Bufor kołowy przeznaczony do gromadzenia danych wejściowych. 
 
 
Po obliczeniu finalnej wartości wyjściowej filtru wskaźnik zostaje przesunięty na pozycję 
 i następuje oczekiwanie na kolejną wartość próbki wejściowej, która po nadejściu 
zostaje wpisana na pozycję . Staje się to możliwe, dlatego że stara dana 
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wyszła już po ostatnim obliczeniu poza zakres łańcucha opóźniającego i nasz podprogram 
obliczeniowy może być powtórzony. Koncepcja bufora kołowego zdaje się być rozwiązaniem 
idealnym, gdyż chroni nas ona przed czasochłonnym przesyłaniem wszystkich danych po 
otrzymaniu każdej nowej próbki.  
Niestety wygląda to zbyt dobrze by mogło być prawdziwe. Przeanalizujmy strukturę 
rzeczywistych mikroprocesorów — wszystkie one, włączając w to procesory DSP, mają liniową 
przestrzeń adresową. Przez pojęcie liniowości adresowej rozumiemy to, że najniższy adres ma 
wartość 0, a najwyższy — wartość XXXX (heksadecymalnie) i jeżeli podejmiemy próbę 
zapisania danych poniżej dolnego zakresu pamięciowego, wówczas spowodujemy błąd, bądź też 
utracimy dane. Jak więc można sobie poradzić z tym problemem? 
W technice DSP stosowane są dwie metody: adresowanie liniowe z przesyłem danych lub 
symulowanie buforów kołowych.  
Układ TMS320Cx umożliwia także implementację dwóch symulowanych buforów kołowych, 
wykorzystując w tym celu kilka specjalnych rejestrów procesora. Stosowany jest rejestr SOB 
(początek bufora) i EOB (koniec bufora) oraz dwa dodatkowe rejestry sterujące, włączając w to 
sygnalizację całkowitego zapełnienia bufora i pustego bufora.  
Po prawidłowym ustawieniu zawartości tych rejestrów wybrany obszar pamięci TMS32OCx 
zachowuje się jak bufor kołowy, a nadzór nad poprawnością dokonywanych przesyłów 
spoczywa całkowicie na procesorze i dla użytkownika jest niewidoczny. Podsumowując 
możemy stwierdzić, że w celu realizacji filtru SOI należy używać technik DSP, gdyż za ich 
pomocą niezbędne obliczenia matematyczne dokonywane są o wiele szybciej niż za 
pośrednictwem mikroprocesorów uniwersalnych. 
PORÓWNANIE FILTRÓW SOI I NOI 
W zastosowaniach, gdzie podstawowym wymaganiem jest liniowość charakterystyki fazowej 
preferowane są filtry SOI. Mogą być one zaprojektowane z dokładnie liniową charakterystyką 
fazową gdyż są stabilne i ich zachowanie się można dokładnie przewidzieć. Stosujemy je także 
w sytuacjach, gdzie wymagany jest duży stopień kontroli odpowiedzi fazowej systemu. 
Filtry NOI natomiast charakteryzują się kiepską odpowiedzią fazową, która jest wyjątkowo 
nieliniowa na brzegach pasm. Niektóre z programów komputerowego projektowania filtrów 
nawet nie biorą pod uwagę odpowiedzi fazowej filtru jako parametru projektowego. Wynika to z 
założenia, że stosując filtry NOI staramy się osiągnąć jak najbardziej strome nachylenie 
charakterystyki z użyciem jak najmniejszej liczby odprowadzeń — w tym celu poświęcamy 
jakość odpowiedzi fazowej. Pod względem nachylenia charakterystyki amplitudowej filtr NOI 
jest pięć razy bardziej efektywny niż filtr SOI przy takiej samej liczby odprowadzeń. 
Biorąc pod uwagę względy ekonomiczne, tzn. złożoność realizacji sprzętowej oraz względy 
czasowe, czyli szybkość wykonywania obliczeń okazuje się, że filtr NOI także osiąga znaczną 
przewagę. Natomiast czysty filtr SOI, tzn. filtr z elementami skomponowanymi w porządku 
liniowym jest ze swej natury stabilny i pewny w działaniu. Filtry NOI zawsze zawierają jakąś 
składową sprzężenia zwrotnego i, jak wiemy, przy zaistnieniu określonych warunków może to 
powodować wzbudzanie się układu. Wymaga to znacznie większej uwagi podczas projektowania 
filtrów NOI. 
 
BŁĘDY W UKŁADACH FILTRÓW 
Cyfrowe układy filtracyjne zawierają błędy będące rezultatem aproksymacji oryginalnego 
filtru analogowego przez jego cyfrowy odpowiednik. Mówiąc ogólnie, efekt wprowadzanych 
szumów jest bardziej widoczny dla filtrów NOI. Dzieje się tak dlatego, że sprzężenia zwrotne 
takiego filtru powodują nakładanie się błędów w czasie. Natomiast filtry SOI, dzięki swej 
liniowej strukturze, wywołują pojawianie się błędów jednokrotnie na jeden okres próbkowania. 
Przeanalizujemy teraz pięć głównych typów błędów występujących w układach filtrów 
cyfrowych oraz rozważymy wpływ tych błędów na ogólne parametry urządzenia.  
Kwantyzacja sygnału 
Wiemy, że wszystkie typy przetworników A/C wprowadzają do przychodzącego sygnału 
błędy kwantyzacji. W przypadku przetworników kompensacyjnych lub przetworników o 
podwójnym całkowaniu wprowadzany szum jest bezpośrednio proporcjonalny do ilości bitów 
przetworzonego sygnału wyjściowego. W przypadku zaś przetworników sigma-delta sytuacja 
jest nieco inna — ilość wprowadzanych błędów zależy tu od rozwiązania układowego 
modulatora oraz zastosowanych filtrów. Ponadto, jeśli rozdzielczość wyjściowa przetwornika 
C/A jest niższa niż wewnętrzna rozdzielczość DSP, mamy do czynienia z pojawianiem się 
dodatkowych szumów w sygnale wyjściowym. zakresie częstotliwościowym dodane szumy nie 
są znaczące. 
Kwantyzacja współczynników 
Wpływ kwantyzacji współczynników na błędy stałoprzecinkowych układów DSP jest bardziej 
istotny. Większe zmiennoprzecinkowe urządzenia DSP o 32 i więcej bitach są o wiele bardziej 
dokładne i w ich przypadku wpływ kwantyzacji współczynników może być pominięty. 
Stałoprzecinkowe urządzenia DSP mają z reguły 16-bitową szerokość słowa i w celu uniknięcia 
przepełnienia akumulatora DSP wszystkie dane wyrażane są w formie ułamkowej. Powód 
konieczności stosowania dużej dokładności współczynników jest taki, że podczas mnożenia 
dwóch liczb stałoprzecinkowych wynikłe błędy zwielokrotniają się.  
Np.  156040390 ,,, =⋅
Przekłamanie o 0,1 jednego współczynnika może spowodować zmianę 0,3 na 0,4 co daje błąd 
ok. 25% 
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W przypadku filtrów NOI błąd najmniej znaczącego bitu może okazać się bardziej 
niebezpieczny. Pojedyncze odchylenie LSB w jednym elemencie sprzężenia zwrotnego może 
spowodować po przejściu pierwszej pętli tylko nieznaczny błąd, lecz po wielu pętlach sprzężenia 
błąd ten może się nawarstwić do tego stopnia, że spowoduje wzbudzenie się filtru. 
Większość programów do komputerowego projektowania filtrów umożliwia sprawdzenie 
stabilności filtrów NOI.  
 
Szumy obcięcia 
W celu pełnego zapamiętania rezultatu podczas mnożenia przez siebie dwóch liczb n- 
bitowych wymagana jest przestrzeń 2n-bitowa. Zademonstrujemy to na przykładzie mnożenia 
dziesiętnego: 
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Z tego powodu wszystkie stałoprzecinkowe urządzenia DSP rejestr iloczynu oraz akumulator 
mają podwójnej długości. Na przykład w 16-bitowym układzie TMS320C25 rejestr iloczynu (P) 
i akumulator (ACC) mają długość 32-bitową. 
Ponieważ do akumulatora dodawany jest iloczyn 32-bitowy, więc w przeciągu pełnego cyklu 
pracy tego podprogramu pod uwagę brane są wszystkie 32 bity. Po wykonaniu cyklu 32-bitowy 
rezultat powinien być zapamiętany w pamięci 16-bitowej. Możliwe jest to z wykorzystaniem 
dwóch odrębnych cykli zapisu do dwóch kolejnych komórek pamięci, co jednak podwaja czas 
operacji, zajmuje większy rozmiar pamięci oraz podwaja czas odczytu rezultatu podczas jego 
wykorzystania do kolejnych obliczeń. Z tego powodu zwykle zapamiętywana jest górna, bardziej 
znacząca połowa rezultatu i pełny rezultat zostaje obcięty. 
Błąd wprowadzany przez opisane obcięcie jest istotny wyłącznie dla 16-tego bitu i stanowi 
mniej niż 0,001 %. W urządzeniach DSP TMS320Cxx istnieje jeszcze inna opcja zaokrąglania 
rezultatu, powodująca dodatkową redukcję błędu. W większości realnych zastosowań DSP 
zapewnia to w pełni wystarczającą dokładność. 
 
Przepełnienie wewnętrzne 
W większości procesorów zachodzi zjawisko przepełnienia wewnętrznego (overflow) 
polegające na tym, że jeśli podczas operacji matematycznej rezultat wyjściowy przekracza 
zakres akumulatora, wówczas rezultat zostaje obcięty od góry. Na przykład, podczas dodawania 
liczb 0110 i 1111 rezultat powinien wynosić 101010. W procesorach 4-bitowych zachowywane 
są jedynie cztery najmłodsze bity i bit najbardziej znaczący zostaje utracony, a rezultatem 
dodawania staje się liczba 0101, co jest oczywiście błędem. Identycznie sprawa się ma z 
niedoborem arytmetycznym (underflow) powodującym obcięcie rezultatu w kierunku ujemnym. 
Podobnie do innych przedyskutowanych już rodzajów błędów efekt przepełnienia lub 
niedoboru nie jest dla filtrów SOI katastrofą, gdyż jest ograniczony do pojedynczego przejścia 
przez filtr. Natomiast w filtrach NOI błąd na wyjściu będzie w swojej części wprowadzany 
ponownie na wejście, co powoduje nieustanne nawarstwianie błędu. 
W celu zapobieżenia tym efektom w DSP przewidziany jest specjalny tryb pracy nazywany 
trybem nasycenia. W tym trybie, w przypadku przekroczenia maksymalnego dopuszczalnego 
zakresu akumulatora DSP, wyjście układu przechodzi do stanu nasycenia i wszystkie bity 
akumulatora zostają ustawione w stan jedynkowy. Natomiast, gdy wynik działania jest mniejszy 
od minimalnego dopuszczalnego zakresu, wówczas akumulator nasyca się ustawiając wszystkie 
swoje bity do stanu zerowego. Metoda ta zapobiega podawaniu niewłaściwych rezultatów w 
sprzężeniu zwrotnym, lecz nie jest oczywiście idealna, gdyż algorytm filtrujący nie oblicza w 
takim przypadku dokładnych rezultatów wyjściowych. 
Wynika stąd wniosek, że filtry powinny być projektowane w ten sposób, by unikać pojawienia 
się przepełnienia lub niedoboru. Producenci urządzeń DSP załączają zawsze programy 
symulacyjne, których możemy użyć w celu modelowania działania filtru. Możemy sprawdzić 
każdą możliwość wystąpienia wewnętrznego przepełnienia i odpowiednio przeskalować sygnały 
wejściowe usuwając w ten sposób większość problemów. 
 
Ograniczenia zakresu dynamicznego 
Zakres dynamiczny urządzeń DSP może ograniczać ogólną wydajność filtru, gdyż jest 
bezpośrednio związany z szerokością słowa procesora. Liczba dostępnych bitów jest związana z 
minimalnym rozmiarem kroku kwantyzacyjnego, a zatem z granulacją filtru. W przypadku 
ograniczonej liczby bitów urządzenia w celu zapewnienia akwizycji pełnej znaczącej informacji 
sygnału wejściowego należy stosować bardziej skomplikowane metody kwantyzacyjne. 
Urządzenia stałoprzecinkowe rodziny DSP TMS320Cxx mają słowa o długości 16 bitów. 
Wynikający z tego zakres dynamiczny wynosi: 
 ( ) ( ) dB 966553620220 101610 == loglog  
Akumulator i rejestr iloczynu jednostki arytmetycznej tych urządzeń zostały rozszerzone do 32 
bitów, zapewniając tym samym dla obliczeń pośrednich zakres dynamiczny równy 192 dB. Jest 
to wielkość zupełnie wystarczająca dla większości zastosowań. 
 
PROGRAMY DO KOMPUTEROWEGO PROJEKTOWANIA FILTRÓW 
Do tej pory nie przedyskutowaliśmy jeszcze sposobu określenia rzeczywistych wartości 
współczynników potrzebnych do utworzenia filtru cyfrowego. Nie jest to zadanie proste i zwykle 
wykonywane jest najlepiej za pośrednictwem programów komputerowego wspomagania 
projektowania. 
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4.42. Odpowiedź filtru wyliczona za pośrednictwem programu komputerowego projektowania 
filtrów 
 
Programy te umożliwiają szybki wybór struktury filtru, łatwe określenie współczynników 
filtru oraz przeprowadzenie symulacji charakterystyki filtru, zarówno amplitudowej, jak i 
fazowej. Jeśli okazuje się, że otrzymane rezultaty nas nie zadowalają, wówczas cały proces 
projektowy może być powtórzony dowolną liczbę razy. Istnieje kilka pakietów programowych 
generujących również kod asemblerowy urządzenia TMS320Cxx, który przeznaczony jest do 
bezpośredniej sprzętowej implementacji filtru — powoduje to, że całkowita realizacja filtru jest 
niezwykle prosta. 
Przyjrzyjmy się krótko jednemu z takich pakietów programowych. Przystępując do 
projektowania za pomocą programu ustalamy na wstępie przewidywaną częstotliwość 
próbkowania. Wszystkie kolejne wprowadzane do programu częstotliwości powinny, w celu 
wypełnienia kryterium Nyquista, spełniać warunek sf2
1≤ ,. Odpowiedź filtru jest następnie 
definiowana zgodnie z rysunkiem ?4.42. Obszar przejściowy określany jest za pomocą dwóch 
częstotliwości,  i . Szybkość spadku wzmocnienia w tym obszarze jest dla wszystkich 
typów filtrów bezpośrednio zależna od ilości odprowadzeń projektu. Im bardziej strome jest 
wymagane nachylenie charakterystyki obszaru przejściowego, tym więcej należy zastosować 
odprowadzeń. Zauważmy, że filtr o prostokątnej charakterystyce wzmocnienia wymagał będzie 
nieskończonej ilości odprowadzeń. 
pbf sbf
Dopuszczalne tętnienia w paśmie przepustowym i paśmie zaporowym definiowane są 
odpowiednio za pomocą parametrów Pδ  i Sδ .  
Na rysunku 4.42 przedstawiono filtr dolnoprzepustowy, lecz program może być także 
wykorzystany do projektowania wszystkich innych typów filtrów: górno-przepustowego, 
środkowo-zaporowego środkowo-przepustowego czy wielo-pasmowego. Wymagane 
charakterystyki wszystkich tych typów filtrów są wprowadzane w formacie podobnym do filtru 
dolnoprzepustowego. 
Program najpierw wylicza liczbę odprowadzeń, która według wstępnego oszacowania jest 
wymagana do wypełnienia przedstawionych przez nas żądań. Jeśli zasugerowana przez program 
liczba odprowadzeń nas nie zadawala, wówczas wprowadzamy własną propozycję ich liczby. 
Istnieją dwa powody, dla których możemy się zdecydować na zmianę sugerowanej liczby 
odprowadzeń. Po pierwsze filtr okazuje się zbyt długi i chcemy pójść na kompromis obniżając 
wymagania co do niektórych parametrów. Po wtóre chcemy wymusić na programie zmianę 
liczby odprowadzeń w celu zapewnienia filtrowi SOI nieparzystej liczby odprowadzeń dla 
osiągnięcia liniowej charakterystyki fazowej. 
Jeśli okazuje się, że filtr nie spełnia naszych wymagań odnośnie jakiegoś określonego 
kryterium, wówczas możemy powtórzyć pętlę projektową, uaktualniając niektóre dane 
wejściowe. Po osiągnięciu założonych parametrów możemy z pomocą pakietu bezpośrednio 





W rozdziale tym omówiliśmy różne typy filtrów cyfrowych, których parametry wewnętrzne 
były niezmienne w czasie. Oznacza to, że współczynniki filtrów pozostawały takie same przez 
cały czas działania filtru. Filtry adaptacyjne wyposażone są we współczynniki, które mają 
możliwość zmiany swojej wartości w ściśle ustalonym porządku i na ogół bez interwencji 
człowieka. 
Zakładamy również, że bez wyraźnej potrzeby częstotliwość zmian tych współczynników jest 
o wiele niższa, niż pasmo próbkowanego sygnału. Zazwyczaj technika filtracji adaptacyjnej jest 
wykorzystywana w sytuacjach, gdy nie do końca są zrozumiałe właściwości filtrowanego 
sygnału. Może to być związane z nieokreślonością przychodzącego sygnału bądź zmianami 
parametrów jego kształtu w czasie. W ten sposób możliwe jest przystosowywanie się filtru 
adaptacyjnego do sygnału lub, mówiąc bardziej obrazowo, „uczenie się” charakterystyk 
nadchodzącego sygnału. 
Przykładem potrzeby stosowania filtru adaptacyjnego jest obsługa bardzo dokładnych 
czujników, szczególnie w sytuacjach, gdy są one połączone z urządzeniem monitorującym za 
pomocą długiego kabla transmisyjnego. Ponieważ aparatura jest najprawdopodobniej zasilana z 
ogólnej sieci prądu zmiennego, więc kable transmisyjne narażone będą na zakłócenia o 
częstotliwości 50 Hz. Prostym rozwiązaniem tego problemu może być zastosowanie filtru górno-
przepustowego o częstotliwości odcięcia około 100 Hz. Niestety w wielu zastosowaniach, np. w 
elektrokardiografie, wyeliminowanie częstotliwości poniżej 100 Hz jest wykluczone. 
W celu zapobieżenia utraty zbyt dużej ilości informacji zawartej w sygnale wejściowym 
możemy zastosować filtr środkowo-zaporowy o bardzo wąskim paśmie (filtr szczelinowy). 
Operacja ta traci jednak sens w przypadku, gdy sygnał zakłócający zmienia nieznacznie swą 
częstotliwość. W tej właśnie sytuacji możemy zastosować filtr adaptacyjny, który sam podstraja 
się do częstotliwości zakłócającej, którą następnie wycina z sygnału użytecznego. 
Istnieje wiele metod umożliwiających znaczną redukcję błędu miedzy wymaganym, a 
rzeczywistym przebiegiem sygnału wyjściowego — wymaga to jednak obecności 
odpowiedniego sygnału odniesienia. Najbardziej trudną decyzją jest tu wybór właściwego 
algorytmu. Filtry cyfrowe projektowane do wykorzystania w DSP jest łatwo przekształcić w 
struktury adaptacyjne. Jeśli czas między kolejnymi próbkami jest wystarczająco długi, wówczas 
nowe współczynniki możemy obliczać równolegle z obliczeniami wartości sygnału 
wyjściowego. 
Najbardziej znanym algorytmem adaptacyjnym jest algorytm najmniejszej średniej 
kwadratowej (LMS). Powodem jego popularności jest łatwość implementacyjna oraz 
zrozumiałość metody. Istnieje wiele różnych typów tego algorytmu, np. znormalizowany LMS, 
LMS z błędem znaku, itd.  
 
 
PRZEKSZTAŁCANIE SYGNAŁÓW W DZIEDZINĘ CZĘSTOTLIWOŚCIOWĄ 
W poprzednich rozdziałach sygnały opisywaliśmy zarówno w dziedzinie czasowej, jak i 
częstotliwościowej.  
Przejście od opisu w jednej dziedzinie do opisu w drugiej dziedzinie przeprowadzane jest na 
ogół automatycznie. Rozum ludzki bez trudu może rozróżniać obydwa kierunki myślenia. 
Inaczej sprawa ma się z urządzeniami DSP, które nie są tak inteligentne. W celu obliczenia 
wartości wyjściowych naszego systemu dla konkretnego sygnału wejściowego powinniśmy krok 
po kroku zrealizować odpowiedni algorytm obliczeniowy. Mamy więc do czynienia z 
dylematem czy sygnał wejściowy jest sekwencyjnym ciągiem impulsów cyfrowych, tzn. czy jest 
to sygnał dziedziny czasowej, czy też sygnał jest opisany przez odpowiedź częstotliwościową? 
W jaki wiec sposób programujemy DSP? 
Odpowiedź jest zupełnie prosta. Albo przekształcamy sygnał wejściowy w dziedzinę 
częstotliwościowa, albo też przekształcamy odpowiedź częstotliwościową w dziedzinę czasową. 
Po wyborze dowolnej z tych metod, możemy z łatwością zrealizować obliczenia naszego 
algorytmu. Podczas cyfrowego przetwarzania sygnałów wykorzystywane są obydwa typy 
przekształceń. Na przykład często przekształcamy odpowiedź częstotliwościową w dziedzinę 
czasową w celu tworzenia filtrów cyfrowych. 
Podczas realizacji filtrów SOI lub NOI reprezentację odpowiedzi filtru tworzymy w dziedzinie 
czasowej, którą w celu obliczenia rezultatu wyjściowego splatamy następnie z sygnałem 
wejściowym.  
Drugą metodą konwersji sygnału wejściowego jest przekształcenie go w dziedzinę 
częstotliwościową, co jest niezwykle przydatne w sytuacji, gdy chcemy zbadać charakterystyki 
częstotliwościowe sygnału. Na przykład, bardzo użyteczna jest znajomość odpowiedzi 
częstotliwościowej kanału telekomunikacyjnego. Pozwała nam ona zdecydować jaka 
maksymalna częstotliwość może być przysyłana kanałem oraz znać zniekształcenia, jakimi 
będzie obciążony sygnał na jego wyjściu. 
Dobrym przykładem może tu być także analiza mowy ludzkiej. Po przekształceniu sygnału głosu 
w jego składniki częstotliwościowe łatwo jest zidentyfikować mówcę i rozpoznać wymawiane 
słowa. Jest to bardzo przydatne w systemach rozpoznawania i identyfikacji mowy, które są 
szybko rozwijającymi się obszarami stosowania DSP.  
Innym oczywistym przykładem przekształcania sygnału dziedziny czasowej w dziedzinę 
częstotliwościową są analizatory widma stosowane coraz powszechniej w laboratoriach 
elektronicznych. Analizator widma może być użyty w celu zbadania wyjścia z czujnika 
dołączonego do jakiejś struktury mechanicznej, np. mostu, gdzie znaczące zmiany w odpowiedzi 
częstotliwościowej mogą oznaczać podwyższone naprężenia mechaniczne w jakiejś części mostu 
i zwiastować katastrofę.  
: 
ASPEKTY PRAKTYCZNE 
W rzeczywistych warunkach nie jest możliwa realizacja nieskończonego sumowania, gdyż nigdy 
nie osiągnęlibyśmy wyniku końcowego. Po wtóre, nasz czas przeznaczony na osiągnięcie 
wartości wyjściowej jest limitowany. Wynika stąd, że liczba częstotliwości biorących udział w 
obliczeniach jest ograniczona. 
Pierwszy z przedstawionych problemów jest łatwy do rozwiązania. Powinniśmy brać pod uwagę 
jedynie część wartości wejściowych x(n). Technika ta nazywana jest okienkowaniem i jest 
wykorzystywana także w wielu innych zastosowaniach 
Idealne okno powinno się charakteryzować prostokątnym widmem w dziedzinie 
częstotliwościowej. Niestety prostokątna odpowiedź częstotliwościowa jest niemożliwa w 
praktycznej realizacji.  
Załóżmy, że dobraliśmy już odpowiednią funkcję okienkującą. Wymagana jest tu znajomość 
efektu zastosowania ograniczonej liczby częstotliwości oraz liczby częstotliwości niezbędnych 
do osiągnięcia wymaganej dokładności. Zwykle odpowiedź na to pytanie nie jest prosta. Na ogół 
optymalna liczba fazorów równa jest liczbie pierwotnych punktów sygnału x(t), tzn. N.  
 
SZYBKIE PRZEKSZTAŁCENIE FOURIERA (FFT) 
 
DFT jest niezwykle efektywną metodą określania widma częstotliwościowego dowolnego 
sygnału. Jedyną niedoskonałością tej techniki jest znaczny czas niezbędny do obliczenia 
rezultatu końcowego. Dzieje się tak dlatego, że w celu wytworzenia pełnego zestawu fazorów 
wyjściowych obydwa wskaźniki, k i n, powinny uwzględnić cały zakres swoich wartości (od 0 
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Każda kolejna składowa powyższego równania zawiera w sobie funkcję mnożenia-dodawania, 
tak więc DFT o 1000-punktowe DFT powinno wykonać co najmniej 106 cykli maszynowych, 
nawet przy zastosowaniu specjalizowanych procesorów DSP. Wykorzystując układ DSP o czasie 
cyklu równym 50 ns operacja ta ząjmic około 0,05 s i, w związku z tym, maksymalna 
częstotliwość próbkowania urządzenia nie może przekroczyć 20 Hz. 






Przekonamy się wówczas, że ta sama wartość WN występuje w obliczeniach DFT wielokrotnie, 
gdyż jest ona funkcją okresową o limitowanej liczbie odrębnych wartości. Zadaniem więc 
szybkiego przekształcenia Fouriera (FFT), i jego odwrotności IFFT, jest wykorzystanie tej 
nadmiarowości w celu redukcji liczby niezbędnych obliczeń cząstkowych. 
Wszystkie algorytmy FFT wykorzystują podobne podejście do problemu zmniejszenia długiego 
algorytmu obliczeniowego przez jego podział na krótsze i prostsze obliczenia DFT. Przyjrzyjmy 
się więc szczegółom jednej z metod zamiany DFT przez bardziej przydatny FFT.  
Pierwszym krokiem prowadzącym do redukcji algorytmu obliczeniowego jest podział sygnału 
wejściowego x(n) na kilka przeplatających się sekwencji. Operacja ta zwykle nazywana jest 
decymacją czasową.  
Równanie FFT ostatecznie przyjmuje postać: 
( ) ( )kHWkGX kNN +=  
gdzie G(k) jest dyskretną transformatą Fouriera dla punktów parzystych, natomiast H(k) jest taką 
transformatą dla punktów nieparzystych. Przed dodaniem do G(k) DFT dla punktów 
nieparzystych musi być mnożone przez czynnik . kNW
Zapisaliśmy przed chwilą pierwotną transformatę DFT za pomocą dwóch krótszych transformat 
DFT, z których każda ma długość N/2. Przy N = 1000 obliczenie całej transformaty zajmie 5002 
+ 5002 = 50500 obliczeń cząstkowych zamiast 106 obliczeń oryginalnego DFT. 
Zakładając, że długość transformaty jest wyrażona przez całkowitą potęgę o podstawie 2, 
dokonać możemy kolejnego podziału i każdą z dwóch przedstawionych wyżej sekwencji rozbić 
na dwie kolejne sekwencje. Postępować w ten sposób możemy wielokrotnie, a granica 
dokonywanych podziałów jest prosta —jest to dwupunktowe DFT. Doprowadza nas to do 
najbardziej rozpowszechnionej formy FFT o długości ciągu wyrażonym przez potęgę o 
podstawie z dwóch.  
Jako przykład rozpatrzmy krótką sekwencję o N = 8, gdzie x(n) jest zdefiniowana dla: 
{ }76543210 ,,,,,,,=n  
Dokonując pojedynczej decymacji otrzymujemy dwie sekwencje dla: 
{ }{1,3,5,76420 ,,,=n }
}
 
Kolejna decymacja tworzy cztery sekwencje: 
{ }{ }{ }{ 73516240 ,,,,=n  
Przy tym podziale FFT jest wstępnie obliczane przez wykonanie czterech dwupunktowych 
dyskretnych transformat Fouriera z użyciem powyższych par wartości próbek. Aczkolwiek 
obliczenia matematyczne są w tym przypadku znacznie uproszczone, tym niemniej musimy 
pamiętać o współczynniku skrętu, którego różna wartość pojawia się podczas każdej decymacji 
sekwencji. Właściwością dobrego algorytmu FFT jest jego zdolność do uwzględnienia w 
obliczeniach tych dodatkowych współczynników bez zbytniego utrudnienia operacji. 
 
Przyjrzyjmy się teraz sposobowi implementacji FFT w urządzeniu DSP. Na ogół stosowane są 
dwie tablice numeryczne, z których jedna zawiera wartości wejściowe i druga zawiera wartości 
wyjściowe. Dla osiągnięcia uporządkowanej sekwencji wyjściowej np. 4-punktowego FFT, 
wartości wejściowe powinny być ładowane do odpowiedniej tablicy w następującej kolejności: 
{ }3120 ,,,=n  
Jest to sprawa trywialna dla transformaty 4-punktowej, natomiast dla FFT o 512, 1024 lub 
większej liczbie punktów rzecz staje się o wiele bardziej skomplikowana. Większość DSP 
przeznaczonych do ogólnych zastosowań charakteryzuje się obecnie właściwością 
umożliwiającą rozwiązanie tego problemu, czyli tzw. adresacją bitowo-rewersyjną. Dane 
wejściowe zapisywane są w tablicy w kolejności ich napływu, a zastosowanie wspomnianego 
trybu adresowania umożliwia dostęp do zmagazynowanych danych w dowolnie przemieszany 
sposób. 
Pamiętać należy, że termin szybkie przekształcenie Fouriera jest określeniem ogólnym i odnosi 
się do wielu metod redukcji liczby wymaganych obliczeń DFT. Omówiliśmy jedynie FFT o 
podstawie z dwóch, będące najbardziej rozpowszechnioną, lecz nie jedyną metodą. Na podstawie 
pokazanego przykładu łatwo możemy spostrzec, że rozkład transformaty o dowolnej długości 
będącej potęgą dwóch na 2-punktowe DFT może być łatwo osiągnięty. Jeśli natomiast długość 
transformaty jest inna, wówczas zastosować należy odmienną metodę FFT. 
Programy realizujące FFT na urządzeniach rodziny TMS320 można znaleźć w szeregu not 
aplikacyjnych firmy Texas Instruments. 
Kodowanie przebiegów czasowych 
Metoda JPEG 
Zaproponowany przez Połączoną Grupę Ekspertów Fotografii (JPEG) standard dotyczy 
kompresji obrazów nieruchomych. Oparty jest on na transformacyjnych algorytmach kodujących 
mających zastosowanie do dowolnego typu całkowitego kolorowego sygnału wizyjnego. tzn. 
standardowych telewizyjnych sygnałów luminancji i chrominancji, lub systemów opartych na 
trzech podstawowych kolorach: czerwonym, niebieskim i zielonym.  
Każda odpowiedzialna za kolor składowa kodowana jest na bloki o wymiarze 8 x 8, a powstałe 
w wyniku zastosowania transformaty DCT (dyskretna transformacja kosinusowa) współczynniki 
kwantyzowane są z wykorzystaniem systemu zależnego od konkretnej składowej i częstotliwości 
(patrz rysunek 6.37). 
///////////////////////// 
Kwantyzacja zależna od częstotliwości polega na tym, że elementy obrazu o wyższych 
częstotliwościach kodowane są z zastosowaniem mniejszej liczby bitów w porównaniu z 
bardziej znaczącymi elementami niskoczęstotliwościowymi. System JPEG pozwała także 
projektantowi na zastosowanie różnych metod kwantyzacji do różnych składowych obrazu, 
dzięki czemu składowe bardziej ważne mogą być kodowane z wykorzystaniem większej ilości 
bitów. 
Współczynniki są upakowywane w pojedynczy strumień bitowy z wykorzystaniom techniki 
zygzakowej (rysunek 6.38), po czym, w celu redukcji przeznaczonych do transmisji bitów, 
powstały w ten sposób strumień bitowy jest poddawany kodowaniu Huffmana. Przed 
zastosowaniem kodów Huffmana składowa stała przebiegu jest kodowana różnicowo — ma to 
na celu ograniczenie odchyleń miedzy składowa stałą i kolejnymi współczynnikami 
odnoszącymi się do wyższych częstotliwości. 
Metoda MPEG 
Grupa Ekspercka Obrazów Ruchomych (MPEG) zaproponowała standard (MPEG 1), 
przeznaczony do kompresji i zapisywania na cyfrowe nośniki informacji obrazów w pełni 
ruchomych. Z powodu konieczności rejestracji skompresowanych danych na takich nośnikach, 
jak płyty kompaktowe, jego maksymalna przepływność bitowa nie może przewyższać 1,5 
Mbitów/s. 
W stosunku do przetwarzania danych wewnątrz jednej ramki system MPEG wykorzystuje taki 
sam typ kompresji, jak JPEG. Biorąc jednak pod uwagę kompresję międzyramkową MPEG jest 
dwukrotnie bardziej efektywny, niż pojawiające się opracowania JPEG dotyczące obrazów 
ruchomych. Z drugiej strony złożoność MPEG i jego potrzeby mocy obliczeniowej są wyższe. 
Po podziale obrazu na bloki i wykonaniu na każdym z nich transformaty DCT kodowanie 
współczynników realizowane jest za pośrednictwem bądź prognozowania wstecznego, bądź też 
prognozowania uprzedzającego — stosowana jest także kombinacja obydwu tych metod. 
Następnym krokiem jest równomierna kwantyzacja poszczególnych bloków z zastosowaniem 
matrycy kroków kwantyzacyjnych — matryca ta jest tworzona z uwzględnieniem wymaganej 
szybkości wyjściowej przepływności bitowej. 
Aczkolwiek metody JPEG i MPEG opracowano w celu realizacji dwóch różnych celów, tym 
niemniej JPEG charakteryzuje się niektórymi przewagami w dziedzinie kompresji sygnałów 
wizyjnych. Przede wszystkim jest to technika symetryczna, czyli podobna metoda może być 
użyta zarówno w stosunku do kompresji, jak i dekompresji informacji wizyjnej-Dzięki temu 
może zostać zaprojektowany jeden procesor realizujący obydwa te zadania. Z tego powodu w 
niektórych systemach opracowanych w celu przeprowadzania wideokonferencji 
wykorzystywany jest system JPEG. 
 
Toczą się ciągłe dyskusje dotyczące przewag i niedostatków poszczególnych rozwiązań, głównie 
JPEG i MPEG. W celu osiągnięcia bieżących danych na ten temat niezbędne jest więc sięgnięcie 
po aktualnie wydawane czasopisma. 
 
PRAKTYCZNE ROZWIĄZANIA SPRZĘTOWE URZĄDZEN DSP 
 
WARIANTY SPRZĘTOWE W TECHNIKACH DSP 
W zasadzie realizacja algorytmu DSP możliwa jest na dowolnym komputerze — na przykład 
wykorzystany do tego celu może być komputer osobisty (PC). Jednak optymalna platforma 
sprzętowa dla konkretnej aplikacji określana jest przede wszystkim na podstawie wymaganej 
szybkości przetwarzania informacji. W tym miejscu należy zwrócić uwagę na podstawowy 
podział zastosowań DSP, czyli na systemy pracujące w czasie rzeczywistym i na systemy nic 
przystosowane do pracy w tym trybie. Systemy czasu rzeczywistego to na przykład cyfrowe 
odtwarzacze foniczne (dyski kompaktowe), kompresory mowy w telefonii komórkowej itp. 
Natomiast zastosowania nie wymagające pracy w czasie rzeczywistym to np. obróbka informacji 
o zjawiskach sejsmicznych, kompresja danych podczas tłoczenia tychże dysków kompaktowych.  
 
Istnieją cztery kategorie platform sprzętowych powszechnie stosowanych w aplikacjach DSP 
czasu rzeczywistego. Są to: urządzenia uniwersalne, specjalizowane urządzenia DSP, procesory 
o architekturze segmentowej oraz mikroprocesory uniwersalne. 
Uniwersalne urządzenia DSP to rodzina TMS320 firmy Texas Instrumcnts. rodziny DSP56000 i 
DSP966000 firmy Motorola, rodziny ADSP2100 i 21000 firmy Analog Devices czy rodziny 
DSP16 i DSP32 firmy AT&T. Urządzenia te są w pełni programowalne i tym samym bardzo 
elastyczne. Charakteryzują się one krótkimi czasami cyklu, a w miarę postępu technologicznego 
wypuszczane są regularnie nowsze, jeszcze bardziej szybkie wersje tych urządzeń. Wysoka 
wydajność i dużą elastyczność takich układów pozwała na ustanowienie standardowego 
urządzenia DSP danej firmy, gdzie jedna platforma sprzętowa może być użyta do realizacji wielu 
różnych zadań. Pozwała to na znaczne oszczędności, dotyczące zarówno niezbędnego szkolenia 
inżynierskiego, jak i wymaganego oprzyrządowania ewaluacyjnego i narzędzi projektowych. 
 
 Konkretne urządzenie produkowane jest w długich seriach zaspokajając zapotrzebowanie wielu 
użytkowników i znacznie obniżając koszt pojedynczego egzemplarza. Uniwersalne układy DSP 
są także wyposażone w wiele wbudowanych urządzeń peryferyjnych oraz charakteryzują się 
rozbudowaną uniwersalną listą rozkazową. W większości wypadków pełnią one rolę jedynego 
procesora w systemach wbudowanych — taka konfiguracja systemowa nie wymaga 
dodatkowego komputera nadrzędnego. Architektura uniwersalna jest niezwykle efektywna pod 
względem kosztów i może być wykorzystywana w bardzo wielu zastosowaniach. 
Wiele firm elektronicznych, jak na przykład Zoran, Plessey czy SGS Thompson 
Microelectronics (STM), wytwarza specjalizowane urządzenia DSP przeznaczone do zastosowań 
dedykowanych. Przykładami takich rozwiązań mogą być obwody z filtrami SOI, urządzenia FFT 
czy też układy realizujące splot funkcji.  
Układy takie są przydatne w sytuacjach, gdy dobrze zdefiniowana bazowa operacja DSP 
powinna być zrealizowana w jak najkrótszym czasie. Urządzenia specjalizowane są w stanie 
wykonać konkretne zadanie o wiele szybciej niż urządzenia uniwersalne — dzieje się tak 
dlatego, że mają one specjalnie przystosowaną do tego celu architekturę. Słabością takiego 
podejścia jest brak standardowych narzędzi projektowych, co w rezultacie znacznie wydłuża 
czas realizacji projektu. Ponadto koszt takich urządzeń jest o wiele wyższy, nie mówiąc już o 
potrzebie stosowania dodatkowego procesora nadrzędnego. 
Elementy segmentowe, jak na przykład rodzina AMD29000 firmy Advanced Micro Devices, 
oferują o wiele bardziej elastyczne podejście do problemów szybkiego cyfrowego przetwarzania 
sygnałów. Są one w swej istocie modułami konstrukcyjnymi, w skład których wchodzą układy 
mnożące, jednostki arytmetyczno-logiczne, układy sekwencyjne itp. Moduły te są odpowiednio 
scalane tworząc w efekcie dedykowaną architekturę DSP. Wady tego typu konstrukcji są 
podobne do wad charakterystycznych dla specjalizowanych urządzeń DSP —jest to brak 
odpowiednich standardowych narzędzi projektowych, długi cykl realizacyjny czy stosunkowo 
wysoki koszt. 
 Procesory segmentowe wykorzystywane są głównie w zastosowaniach wojskowych, gdzie koszt 
i długość cyklu projektowego nie są najważniejsze w porównaniu z wydajnością systemu. 
Jak już powiedzieliśmy, do cyfrowego przetwarzania sygnałów użyty może być dowolny 
komputer. Ma to oczywiście zastosowanie do wielu popularnych mikroprocesorów, takich jak 
Motorola 68000 czy rodzina i86 firmy Intel. Niestety, architektura tych mikroprocesorów nie jest 
najlepiej przystosowana do efektywnej realizacji algorytmów DSP. Główną przeszkodą w 
możliwości ich stosowana w technikach DSP jest brak sprzętowego układu mnożącego. Operacja 
mnożenia zmiennoprzecinkowego, która przy zastosowaniu typowych urządzeń DSP 
wykonywana jest w jednym cyklu i zajmuje co najwyżej 50 ns, na bardzo zaawansowanym 
mikroprocesorze 68030 zajmie 44 cykle o czasie trwania 35 ns, czyli jest 31 razy dłuższa. W 
zasadzie jedynym polem zastosowań uniwersalnych mikroprocesorów są systemy, gdzie przy 
niewielkich potrzebach na cyfrowe przetwarzanie sygnałów system wykonuje inne odrębne 
funkcje. Wydajność potężnych mikroprocesorów uniwersalnych nie wytrzymuje porównania 
nawet z najtańszymi uniwersalnymi urządzeniami DSP i ich przydatność w cyfrowym 
przetwarzaniu sygnałów jest znikoma. 
 
ZASTOSOWANIE UNIWERSALNYCH URZĄDZEŃ DSP 
 
Na początku przyjrzymy się architekturze dwóch najbardziej popularnych układów, czyli 
TMS320C25 i TMS320C30.  
Na rysunku 7.1 pokazano schemat blokowy układu TMS320C25. Jest to procesor o 
stałoprzecinkowej arytmetyce 16-bitowej i architekturze harwardzkiej, charakteryzującej się 
odrębną adresacją programów i danych. W strukturze półprzewodnikowej układu zawarto stałą 
pamięć programu (ROM), układ mnożący, jednostkę arytmetyczno-logiczną, rejestr przesuwny 
oraz trzy bloki pamięci danych o dostępie swobodnym (RAM). Dostęp do zasobów 
zewnętrznych realizowany jest za pośrednictwem multipleksowanych magistral danych i adresu. 
Magistrale te zapewniają dostęp do zewnętrznych pamięci programu i danych, a także do 
zewnętrznych urządzeń wejścia/wyjścia.  
Z kolei układ TMS320C30 charakteryzuje się całkiem innymi właściwościami. 
Najbardziej oczywista różnica między tymi dwoma typami urządzeń polega na tym, że 
TMS320C30 nie jest wyposażony w architekturę harwardzką. Zarówno pamięć programu, jak i 
pamięć danych oraz adresacja wejścia/wyjścia są odwzorowywane w pojedynczą przestrzeń 
adresowa o pojemności 16 Mbajtów. Równoległy dostęp do różnych obszarów pamięciowych 
jest realizowany z pomocą wielu magistral wewnętrznych oraz podwójnej magistrali 
zewnętrznej. Urządzenie jest 32-bitowym procesorem zmiennoprzecinkowym. Jego podstawowe 
węzły funkcjonalne, to dwa bloki pamięci RAM, rozkazowa pamięć podręczna, układ mnożący, 
jednostka arytmetyczno-logiczna, rejestry, kontroler bezpośredniego dostępu do pamięci, pamięć 
ROM oraz porty szeregowe i liczniki zegarowe 
/////////////////////////// 
Rys. 7.1. Schemat blokowy urządzenia TMS320C25 
//////////////////////////// 
Rys. 7.2. Schemat blokowy urządzenia TMS320030 
 
 
Dokładna informacja techniczna na temat tych układów może być znaleziona w publikowanych 
przez producenta przewodnikach użytkownika. Przedstawione powyżej urządzenia DSP są 
powszechnie stosowane i jednocześnie reprezentatywne dla większości układów stało- i 
zmiennoprzecinkowych. 
 
STAŁO- I ZMIENNOPRZECINKOWE URZĄDZENIA DSP 
 
Przeglądając dane katalogowe szybko dochodzimy do wniosku, ze najbardziej istotny podział 
urządzeń DSP dotyczy typu wypełnianych operacji arytmetycznych, czyli operacji stało- lub 
zmiennoprzecinkowych. Szerokość operacji stałoprzecinkowych jest na ogół 16-bitowa, bądź 
24-bitowa, natomiast operacje zmiennoprzecinkowe charakteryzują się zwykle szerokością 32-
bitową. 
Typowy procesor stałoprzecinkowy, jak na przykład TMS320C25, zapamiętuje liczby w 
formacie 16-bitowym. Chociaż współczynniki i wartości danych zapisywane są zewnętrznie z 
precyzja 16-bitową, to wartości pośrednie są przetwarzane i przechowywane w wewnętrznych 
akumulatorach z precyzją 32-bitową. Dzięki temu kumulacyjne efekty zaokrągleń nie stanowią 
tu problemu.  
Urządzenia stałoprzecinkowe są na ogół tańsze od urządzeń zmiennoprzecinkowych. Związane 
jest to z mniejszą objętością struktury półprzewodnikowej oraz mniejsza liczbą wyprowadzeń. 
Urządzenia stałoprzecinkowe charakteryzują się także krótszym czasem cyklu dochodzącym do 
25 ns. Nie oznacza to jednak, że mogą one szybciej realizować algorytm DSP — szybkość 
wykonywania obliczeń zależy w głównej mierze od tego, co w jednym cyklu może być 
zrealizowane.  
Typowy 32-bitowy układ zmiennoprzecinkowy, taki jak TMS320C30 dzieli swoje słowo w ten 
sposób, że mantysa liczby zajmuje 24 bity, natomiast jej wykładnik — 8 bitów. Dane pośrednie 
przechowywane są w rejestrach 40-bitowych, gdzie mantysa zajmuje 32 bity. Zakres 
dynamiczny 32-bitowej liczby zmiennoprzecinkowej rozciąga się od plus (2 - 223)·2127 do minus 
2128. Należy jednak pamiętać, że rozdzielczość rejestracji nie może być tu lepsza niż 24 bity i 
względy kwantyzacyjne mogą w dalszym ciągu stanowić problem w profesjonalnych 
zastosowaniach audio. 
Ogromny zakres dynamiczny zmiennoprzecinkowego DSP oznacza, że ograniczenia z nim 
związane mogą być pominięte. Jest to jakościowo nowa wartość, gdyż w systemach opartych na 
urządzeniach stałoprzecinkowych nagminnie stosowane są współczynniki skalujące, 
zabezpieczające przed prawdopodobnym przepełnieniem akumulatora.  
Zmiennoprzecinkowe urządzenia DSP mogą być także wykorzystywane w charakterze 
procesorów stałoprzecinkowych, przeznaczonych do przetwarzania liczb całkowitych. 
Układ TMS320C30 wyposażony jest w pełny zestaw rozkazów przeznaczonych do 
wykonywania 24-bitowych operacji na liczbach całkowitych z możliwością zapisywania 32-
bitowych rezultatów. 
Jak już wiemy, urządzenia zmiennoprzecinkowe są droższe niż stałoprzecinkowe (większa 
objętość struktury półprzewodnikowej). Większa liczba wyprowadzeń zewnętrznych związana 
jest z koniecznością stosowania bardziej kosztownych obudów — podwójna magistrala 32-
bitowa potrzebuje przecież dużej liczby styków. 
Urządzenia zmiennoprzecinkowe stosowane są na ogół w zastosowaniach, w których albo 
zmieniają się w czasie współczynniki wzmocnienia (np. systemy adaptacyjne), albo sygnały lub 
współczynniki mają duży zakres dynamiczny, albo też wymagane są duże struktury pamięciowe 
(np. przetwarzanie obrazów). Inny przypadek, gdzie stosowanie urządzeń 
zmiennoprzecinkowych może być usprawiedliwione, to aplikacje o dużym koszcie cyklu 
projektowego i małej liczbie produktów końcowych. Krótszy czas projektu może skompensować 
wyższe nakłady na elementy półprzewodnikowe.  
Urządzenia zmiennoprzecinkowe umożliwiają także bardziej efektywne wykorzystanie 
kompilatorów języków wyższego poziomu oraz upraszczają projekt przez pominiecie 




Przemysłowa norma zawierająca specyfikację zapisu liczb zmiennoprzecinkowych znana jest 
pod nazwą IEEE Standard 754.1985 i stanowi podstawę większości procesorów 
zmiennoprzecinkowych. Niektóre urządzenia DSP, jak na przykład układy TMS320C3x i 
TMS320C4x, stosują do obliczeń wewnętrznych inną reprezentację liczby 
zmiennoprzecinkowej. Oznacza to, że urządzenia te nie są bezpośrednio zgodne z normą IEEE 
754. Nie stanowi to jednak problemu, gdyż zgodność normatywna jest niezbędna wyłącznie 
podczas wprowadzania bądź wyprowadzania danych zmiennoprzecinkowych. Wszystkie 
operacje wewnętrzne mogą stosować dowolny format. W celu zapewnienia zgodności 
normatywnej możliwe jest użycie konwertujących środków programowych (np. pojedynczy 
rozkaz urządzenia TMS32OC4O)  
 
ASPEKTY SZYBKOŚCI PRZETWARZANIA W DSP 
 
W przeciągu ostatniego czasu większość z nas miała do czynienia z komputerami osobistymi 
(PC) — reklamowane szybkości działania tych urządzeń ciągle wzrastały: 16 MHz dla 386SX, 
33 MHz dla 386, 50 MHz dla 486 itd. 
Przeglądając jednak dane porównawcze urządzeń o zbliżonych specyfikacjach przekonujemy się, 
że w realnych warunkach niektóre z nich działają o wiele szybciej niż inne. 
Błędnie zaprojektowany system komputerowy może mieć np. zbyt wolny dostęp do pamięci 
dyskowych, wolną komunikację z ekranem czy też niewłaściwą architekturę pamięci 
półprzewodnikowej. 
Podstawowe dane katalogowe stanowią główne kryterium podczas sprzedaży komputerów 
osobistych nie uwzględniając innych, czasem bardziej istotnych parametrów. Podobne „zabiegi” 
stosowane są także przez przemysł półprzewodnikowy podczas sprzedaży wielu elementów 
elektronicznych. Niestety podobnych „grzechów” nie ustrzeżono się także w dziedzinie DSP. 
Przytaczane suche liczby, takie jak MFLOPS, MIPS, MOPS czy MBPS, aczkolwiek są 
dokładne, tym niemniej nie odzwierciedlają rzeczywistych możliwości konkretnego urządzenia. 
Dla porządku jednak przytoczmy opis podstawowych parametrów oceny związanych z 
technikami DSP.  
Symbole: 
• MFLOPS - Milion operacji zmiennoprzecinkowych na sekundę — ilość 
zmiennoprzecinkowych operacji mnożenia, dodawania, odejmowania, zapisywania itp., 
jaka może być wykonana przez dany procesor w ciągu jednej sekundy. Często podane 
parametry dotyczą jedynie wartości chwilowych. 
 • MOPS - Milion operacji na sekundę — całkowita liczba operacji, którą procesor może 
wykonać w ciągu jednej sekundy. Parametr ten obejmuje także cykle bezpośredniego 
dostępu do pamięci, operacje przesyłu danych, itd. Parametr ten podaje przybliżone 
możliwości procesora włączając w to ocenę szybkości dostępu do urządzeń 
peryferyjnych. 
• MIPS - Milion rozkazów na sekundę — ilość wewnętrznych cykli rozkazowych, jaka 
może być wykonana przez dany procesor w ciągu jednej sekundy. Kluczową informacją 
jest ocena tego, co poszczególny rozkaz może wykonać i bardziej miarodajnym 
parametrem wydajności procesora pozostaje MFLOPS. 
• MBPS - Megabity na sekundę — zwykle parametr ten odnosi się do szerokości pasma, 
jakie może zapewnić magistrala lub port wejścia/wyjścia. Parametr ten zapewnia sposób 
oceny przepustowości systemu. 
 
 
Na podstawie dostępnych danych katalogowych każdy procesor można zakwalifikować do 
konkretnej kategorii, związanej z określoną wydajnością. Jednak odpowiedź na pytanie, czy 
podany w MFLOPS parametr odnosi się do okresów chwilowych, czy ciągłych, jaka będzie 
przepustowość systemu podczas dostępu dodanych umieszczonych na zewnątrz układu 
scalonego, nie zawsze jest jasna.  
 
Dostęp do zasobów pamięciowych 
 
Systemy cyfrowego przetwarzania sygnałów charakteryzują się kompleksowymi wymaganiami 
dotyczącymi pamięci. Kod programu oraz dane wykorzystywane w szybkich podprogramach 
realizacji algorytmów DSP powinny być przechowywane w pamięciach szybkich o minimalnym 
czasie dostępu. Z kolei programy inicjalizacyjne i wartości stosowanych współczynników mogą 
być przechowywane w pamięciach wolniejszych, które są oczywiście tańsze. Może także 
zaistnieć potrzeba przechowywania niektórych danych w pamięciach typu EEPROM, czy innych 
typach pamięci nieulotnych.  
Większość współczesnych urządzeń DSP wyposażona jest w prosty interfejs pamięci 
wymagający nieskomplikowanej logiki dekodowania adresów. Na ogół interfejsy te 
przeznaczone są do współpracy z pamięciami statycznymi bądź typu EPROM — interfejsowanie 
pamięci dynamicznych (DRAM) jest niewygodne. Pamięci statyczne są ponadto szybsze i, ze 
względu na swą strukturę, bardziej przydatne w krytycznych czasowo zastosowaniach DSP.  
 
W celu wyboru optymalnego urządzenia DSP, które najlepiej wykonuje postawione przed nami 
zadanie potrzebny jest niemały wysiłek, związany ze studiowaniem dostępnych danych 
katalogowych. Podczas projektowania większych systemów korzystne jest także 
przeprowadzenie symulacji programowej uwzględniającej wstępnie wyselekcjonowane 
urządzenia. Właściwa symulacja da nam poczucie obcowania z rzeczywistym urządzeniem o 
wydajności związanej z konkretnym zastosowaniem. 
Łatwiejszą, lecz zarazem mniej rygorystyczną alternatywą jest zapoznanie się z kilkoma 
niezależnymi testami porównawczymi. Testy te obejmują na ogół standardowe funkcje DSP, 
takie jak realizacja filtrów o różnej długości, realizacja FFT, czasem DCT lub innych bardziej 
kompleksowych zadań. Wytwórcy także publikują testy porównawcze odnoszące się do 
produkowanych przez siebie urządzeń, lecz do informacji w nich zawartej należy podchodzić z 
dużą ostrożnością. Testy porównawcze wytwórców w przeważającej mierze uwypuklają dobre 
strony danego urządzenia pomijając milczeniem jego wady.  
Na przykład świetne dane testu algorytmu FFT mogą dotyczyć tylko takiej jego długości, która 
mieści się w zasobach wewnętrznych urządzenia, w porównaniu z nieco gorszymi danymi testu 
konkurencyjnego układu innej firmy. Po bliższym przyjrzeniu się reklamowanemu układowi 
okazuje się, że po nieznacznym rozszerzeniu długości filtru szybkość obliczeń drastycznie 
spadu, podczas gdy układ konkurencyjny w dalszym ciągu zachowuje swoje parametry. 
Optymalizacja wykorzystania pamięci jest jedną z najtrudniejszych dziedzin, z jakimi styka się 
projektant. Istnieje tu mnogość możliwości, jak na przykład stosowanie pamięci wewnętrznych 
lub zewnętrznych, stosownie podprogramów zapętlających się lub liniowych, użycie 
rozkazowych pamięci podręcznych, kontrolery bezpośredniego dostępu do pamięci itp. 
Podstawowy cel każdego projektu to takie rozwiązanie, które przy zaangażowaniu minimalnych 
środków pozwoli zrealizować założony algorytm w przeciągu wyznaczonego czasu. Osiągnięcie 
optymalnego rezultatu jest często nie lada wyzwaniem. Najlepszym podejściem wydaje się 
zachowanie zdrowego rozsądku, a przy pojawieniu się wątpliwości zwracanie się do ekspertów, 
najlepiej konsultantów technicznych zalecanych przez wytwórców układów DSP. 
 
Scalanie urządzeń peryferyjnych 
Liczba dołączanych do DSP urządzeń peryferyjnych może w znacznym stopniu wpłynąć na 
wydajność systemu, jego koszt i złożoność konstrukcji. 
Intuicyjnie wydaje nam się oczywiste, że im więcej układów uda nam się umieścić na strukturze 
półprzewodnikowej, tym lepiej. Odnosi się to przede wszystkim do systemów produkowanych 
masowo, lecz nie zawsze jest prawdą. Niektóre układy peryferyjne. takie jak porty szeregowe 
czy licznikowe układy czasowe, umieszczane są w większości urządzeń DSP. Niektóre 
natomiast, jak na przykład przetworniki A/C i C/A, układy modulacji szerokości impulsu (PWM) 
czy układy zarządzające zdarzeniami integrowane są rzadziej - każdy wolny obszar struktury 
półprzewodnikowej kosztuje. Porty szeregowe czy układy licznikowe nie zajmują dużo miejsca i 
ewentualne niewykorzystanie ich nie ma zasadniczego wpływu na koszt. 
W stosunku do przetworników A/C i C/A sytuacja jest zupełnie inna. Scalenie układu 
analogowego o wysokiej precyzji z szybkim układem cyfrowym na jednej płytce krzemu nie jest 
proste. Praca układów analogowych może być zakłócana przez szybkie przebiegi cyfrowe — 
szczególnie odnosi się to do linii masy analogowej, linii zasilających czy napięć odniesienia. 
Wykorzystywanie przetworników o wyższym poziomie ”ucyfrowienia”, jak na przykład układy 
sigma-delta, może ułatwić ich scalanie i zwiększy dostępność urządzeń bardziej zintegrowanych. 
 
