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Abstract—Accurate simulation and validation of advanced
driver assistance systems requires accurate sensor models.
Modeling automotive radar is complicated by effects such as
multipath reflections, interference, reflective surfaces, discrete
cells, and attenuation. Detailed radar simulations based on
physical principles exist but are computationally intractable for
realistic automotive scenes. This paper describes a methodology
for the construction of stochastic automotive radar models
based on deep learning with adversarial loss connected to real-
world data. The resulting model exhibits fundamental radar
effects while remaining real-time capable.
I. INTRODUCTION
Automotive radar is widely used within modern advanced
driver assistance and vehicle safety systems. Current vehicles
are equipped with up to six radar sensors enabling a 360°
FOV in both near (up to 40m) and far (up to 200m)
range [1], [2]. Unlike lidar or stereo video sensors, radar
exploits the Doppler effect for obtaining relative velocity
and is fairly robust to weather and lighting conditions. Radar
sensors use radiated electromagnetic energy to measure the
locations and velocities of objects in the sensor’s field of
view. The receiving antennae measure the returned power
to infer distance and relative velocity based on how the
modulated signal mutates during flight and reflection on
targets. The raw radar measurement is then resolved into
a three-dimensional grid of range, azimuth, and relative
velocity.
Most commercial automotive radars provide an object list
rather than the raw radar grid. The object list is typically
the product of object clustering, ambiguity resolution, and
target tracking, and is used to inform environmental models
for driving assistance functions.
Radar exhibits several special characteristics, including
multipath reflections, interference, ghost objects, ambigui-
ties, clutter, and attenuation [3]. These effects are a result
of high frequency electromagnetic waves propagating and
interacting in complex scenes. The accurate simulation of
such phenomena using physics-based models often requires
computationally extensive ray-tracing calculations. Such ap-
proaches are currently not fast enough for practical use in
simulation as they require highly detailed geometry (i.e.
square millimeter accuracy) to obtain correct results, which
require a massive amount of computational power. However,
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sensor models are needed to accurately represent radar in
simulations of advanced driver assistance systems.
Existing radar models are typically black- or white-box.
Black-box models seek to represent radar phenomena in a
stochastic manner [4]. White-box models use ray-tracing for
estimating electromagnetic path propagation and typically
rely on object radar cross section values being given [5]
or extract virtual scattering centers [6]. White-box models
can exploit modern GPU technology for significantly faster
computation [7]. However, such white-box models require
detailed models of the environment to capture important
radar-related effects such as multipath propagation and inter-
ference. Models of sufficient detail are often not available,
and the extensive computation required makes real-time
simulation infeasible. To the best knowledge of the authors,
modern commercial software tools for virtual test driving use
idealized sensor models, which do not reflect the sensor’s
actual performance.
This paper presents a new class of deep stochastic radar
models for use in automotive simulations. These models
allow for arbitrary roadway configurations and scene com-
position through the use of raster grid and object list inputs.
These models produce power return fields that exhibit radar
phenomena without explicit programming and run in real
time. The proposed method can be seamlessly extended with
additional object types and properties to capture additional
behavior, and can be trained end-to-end. The methods were
evaluated using prediction accuracy on withheld data, on
reproducing the radar range equation for cube corner reflector
measurements, and on predicted offroad clutter location and
power distributions.
II. MODEL SPECIFICATION
A sensor model M consists of a conditional probability
distribution p(Y | S) over the sensor observation Y given
a scene representation S. The scene S describes the state
of the environment relevant to the sensor, including the
roadway geometry, scenery, road infrastructure, and other
traffic participants. The observation Y is a sensor reading,
in this case a tensor over range and azimuth describing the
received power by the radar over a discretized grid. A good
sensor model produces observations that closely match those
obtained in the real world.
Sensor models in simulation require a scene representation
that is as close as possible to the data structures used by
automotive simulation software. There are two primary ways
in which scene information is conveyed: spatial rasters and
object lists. Amorphous spatial information is often well
represented by a spatial raster, in which the presence or
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Fig. 1: The spatial raster input representation. The tensor is indexed using range and azimuth in the radar frame.
absence of features can be indicated to a required spatial
resolution [8]. Spatial rasters are useful for representing
occupied space or marking the type of terrain at a particular
grid point.
Object-specific information, especially dynamic entities
like vehicles and pedestrians, are often represented using
object lists. Each object has a list of properties that apply
to the object as a whole, such as its pose information and
material properties. Object lists allow for reasoning about
specific entities, including a dynamic number of entities,
and are easily extended with new properties. Foregoing an
object list and using a raster instead requires rendering the
properties to a discrete grid, leading to a loss of information
for larger input sizes, and either requires many grid layers
or a method for handling overlapping objects rendered to the
same cell.
A sensor model should thus support a scene representation
consisting of both components: a spatial raster R and an
object list O. These model inputs are both complex and
multi-dimensional, as is required to capture the full space
of driving scenes. Traditional parametric radar models do
not have the modeling capacity to handle such complicated
inputs and outputs [4], so we turn to deep learning.
III. DEEP RADAR MODEL
Neural networks are universal function approximators that
take the form of a computational graph [9]. Tensor-valued
inputs are manipulated by a set of transformations as they
traverse the directed acyclic network to produce tensors at
the output nodes. These operations are parameterized, and
can be efficiently trained with backpropagation via stochastic
gradient descent [10].
Deep neural networks have recently gained widespread
popularity, owing to their ability to automatically learn robust
hierarchical features from complicated inputs [11], [12].
They have outperformed traditional state-of-the-art methods
in fields as diverse as image classification [13] and natural
language processing [14] and dominate the KITTI automo-
tive benchmarks [15].
Neural networks are efficient to use once trained. Effi-
ciency is critical for their application in simulation, in which
objects
features
object: {x, y, θ, vx, vy, one-hot class}
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Fig. 2: The object list input allows for parameter sharing
through 1× 1 convolutions on a 3D tensor.
sensor readings must be generated for every vehicle in every
simulation frame.
We employ deep neural networks as radar models to learn
the conditional probability distribution p(Y | R,O) end-to-
end from data. The inputs to the network are the spatial
raster R and the object list O, and the output is the sensor
reading Y .
A. Inputs
The spatial raster R is a 3D tensor with two primary
dimensions of range and azimuth. The third dimension
consists of layers that are dedicated to different types of
information. This representation is quite similar to that of
an RGB image whose pixel information is stored in two
spatial dimensions and a color channel. Convolutions can be
applied to such tensors in order to efficiently learn robust,
hierarchical features [16].
Our spatial raster consists of a single layer indicating
which cells contain grass and which cells contain roadway.
More layers can be incorporated in the future as necessary.
Such a representation allows for arbitrary roadway geometry
that would be difficult to represent with an object list. Fur-
thermore, the spatial raster is indexed in polar coordinates,
mimicking the radar power grid, depicted in Fig. 1.
The object list O is also represented as a 3D tensor (see
Fig. 2). As with the spatial raster, we include a preprocessing
head for learning abstract features before concatenation with
the spatial raster.
The first processing layers for the object list are object-
independent and designed for parameter sharing. This inde-
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Fig. 3: The two typical methods for representing conditional
probability distributions are by either directly parameterizing
a probability distribution (a) or by producing samples using
noise as an auxiliary input (b).
pendence was accomplished using 2D convolutions, which
also reduce the number of parameters and increase robust-
ness [16]. The tensor has shape nobjects×1×nfeatures, where the
first two dimensions correspond to traditional tensor length
and width, and the features dimension corresponds to the
number of channels. One-by-one convolutions are applied to
the tensor, thereby sharing operations across all objects in
the list.
The object list representation is general and allows for the
inclusion of arbitrary features. We include the object 2D pose
{x, y, θ}, speed, and a one-hot class encoding over objects
classes. An additional class entry exists for when the object
row is not used, which occurs when the list has more capacity
than there are objects in a scene. When an object row is not
used, all entries but the one-hot class entry are zeroed. Object
geometry is not specified as it is given by the object class.
B. Architectures
There are two primary methods1 for representing a proba-
bility distribution with a neural network: by direct parameter-
ization and by producing samples using noise as an auxiliary
input. These approaches are referred to as the direct and
sampling approaches, respectively. They are visualized in
Fig. 3.
We provide two baseline radar models that directly pa-
rameterize a probability distribution: a normal distribution
and a Gaussian mixture model. The multivariate normal
distribution is often used in machine learning due to its well-
behaved mathematics.
Unfortunately, the normal distribution is unimodal. Fur-
thermore, the parameters for the normal distribution grow
quadratically with the dimensionality of the target variable.
One often sacrifices correlations between components and
uses diagonal covariance matrices [18]. Here, the output of
the neural network is a tensor grid with two layers; one for
the mean and one for the diagonal log variances.
The second baseline radar model is a deep Gaussian
mixture model (GMM) [19]:
p(x) =
n∑
i=1
w>i N (x | µi, σ2i ), (1)
1Stochastic neural networks also exist [17], which introduce random
variables directly within the network through stochastic activation functions
or edge weights. These approaches are less efficient, as they require many
samples both during training and at runtime.
where wi, µi, and σi are the weight, mean, and standard de-
viation for the ith mixture component. The network outputs
3n layers to produce the weights, means, and log variances
for each grid point. The component weights are squared
and normalized to produce probability values, and the log
variances are obtained through a ReLU [20] plus a small
offset. GMMs have been successfully applied in fields such
as speech synthesis [21] and generative models for image
labels [18].
An important challenge with stochastic radar models is
that the sensor outputs are multi-modal and spatially cor-
related. Regression approaches will average out the possible
solutions, resulting in blurry predictions that do not resemble
reality. A recently developed solution is the conditional
variational autoencoder (VAE) [22], [23], which allows for
learning one-to-many probability distributions without ex-
plicitly specifying the output distribution.
A VAE with input X and output Y seeks to model
p(Y | X). The model includes a latent random variable
z ∼ N (0, I) such that:
p(Y | X) = N (Y | f(z,X), σ2I), (2)
where f is the deterministic neural network whose parame-
ters are learned from data.
A function Q(z | X,Y ) is used to obtain a distribution
over z values that are likely to produce X . One minimizes
the Kullback-Leibler divergence between Q(z | X,Y ) and
p(z | X,Y ) to force it towards N (0, I):
D[Q(z | X,Y ) ‖ p(z | X,Y )] =
Ez∼Q(·|X,Y )[logQ(z | X,Y )− log p(z | X,Y )]. (3)
Equation (3) is manipulated to produce [24]:
logP (Y | X)−D[Q(z | X,Y ) ‖ p(z | Y,X)] =
Ez∼Q(·|X,Y )[log p(Y | z,X)]−
D[Q(z | X,Y ) ‖ p(z,X)]. (4)
The left hand side describes the optimization objective
of log p(Y | X) with an error term for Q. The right hand
side can be implemented as the loss function for stochastic
gradient descent.
C. Implementation Details
The overall architecture is an encoder-decoder pipeline
shown in Fig. 4. The encoder takes the raster and object list
and produces a latent feature representation x. The decoder
takes the feature representation and a randomly generated
noise value and produces the predicted sensor measurement.
Source code for model training is released in the link at the
end of the paper.
The encoder is composed of two heads, one for the
spatial raster and one for the object list. These heads are
joined and produce the latent feature representation. Both
heads consist entirely of convolutional layers. The outputs
are flattened, concatenated, and then processed using fully
connected layers with ReLU activations [25].
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Fig. 4: Model architecture for the conditional variational autoencoder (VAE). The object list O and raster grid R each have
their own processing heads that produce a flat vector. These inputs are concatenated and processed through a series of fully
connected layers to produce the conditional input x. The VAE has both encoder and decoder stages that each take x as an
input. During training the latent variable z depends on the sensor reading Y . When deployed, z is sampled from a unit
multivariate Gaussian.
The decoder generates a radar polar grid of power values
using the encoded features and random noise. Random noise
sampled from N (0, σ2I) is included as an input as per
the VAE reparameterization trick with scalar hyperparameter
σ2 [26]. The noise and the latent features are concatenated
and processed using fully connected layers with ReLU
activations. The output is reshaped and followed by a series
of deconvolutional layers [27] that increase dimensionality as
convolutions with fractional stride. The repeated deconvolu-
tions produce the required output dimensions of 64×64×1.
D. Loss Function
Neural networks are trained with stochastic gradient de-
scent to minimize a scalar loss function [10]. The VAE loss,
Lvae = log p(Y | z,X, Y )−D[Q(z | X,Y ) ‖ p(z)], (5)
includes a log-likelihood term for the prediction and a
divergence term for the latent z distribution. The VAE loss
favors models that capture the overall structure of the radar
signal with regard to its context, but tends to average together
multiple modes and clutter objects in predictions.
An adversarial loss [28], however, trains a discriminator
network D(Y ) to discriminate between real and generated
data. The radar model can be trained to fool the discriminator
according to a binary cross entropy loss, Ladv. The adversar-
ial loss forces the model to break away from smooth averages
and commit to particular modes from its distribution.
The overall loss function for the deep radar model is:
L = αLvae + (1− α)Ladv (6)
where α ∈ [0, 1] adjusts the weights between the losses.
IV. DATA COLLECTION
Data was collected using an automotive radar. Only the
near scan range (up to 75m) was considered. Experiments
were run with the radar mounted on a moving vehicle.
An extensive set of recordings was taken on the German
August-Euler airfield in sunny conditions. The runway pro-
vides a road-like corridor flanked by knee-high grass, which
Fig. 5: Targets on the August-Euler airfield near Darmstadt,
Germany. The yellow object is filled with packing pellets
and the black object contains a metal tube frame. The VW
Golf has attachments for measuring tire dynamics.
grass runwayFig. 6: Data collection with vehicle on runway using a radar
with a 90° FOV and lidar with a 130° FOV.
produces radar clutter at its boundary. Targets include a VW
Golf, a cube corner reflector, a sedan-sized bag containing
packing pellets, and a sedan-sized metal frame covered in
black tarp, shown in Fig. 5. These targets possess very
different radar signatures and require that the models learn
to distinguish between them.
Ground truth states were obtained from Lidar data fused
from three Ibeo LUX laserscanners, as shown in Fig. 6.
Radar power return points were exported for every frame.
These points represent raw returns before ambiguity resolu-
tion, clustering, or object tracking is applied. Sensor readings
TABLE I: Performance for each model on withheld data.
model expected root-mean square error
VAE (vae) 23.23
VAE (adv) 25.12
VAE (vae+adv) 21.95
Normal 42.20
GMM 76.90
for training and testing were constructed by rendering the
radar points to the radar polar grid (Fig. 1) using their power
in decibels. The terrain input was rendered to the radar
polar grid and object lists were constructed from the derived
ground truth. Every sample was extracted from over an hour
of driving data at a 12.5Hz sample rate, resulting in 47 359
frames.
Real sensors exhibit noise and inaccuracies. Learning-
based approaches are able to handle these inaccuracies
directly and learn to exhibit the same characteristics. The
sensor model should exhibit the same inaccuracies as the real
sensors used to train it. Noise in the Lidar used to derive
ground truth states, while minimal, was further mitigated
by manually matching the Lidar point clouds with the radar
measurements.
V. EVALUATION
The conditional VAE radar models were evaluated on the
collected dataset and compared against the baseline normal
and Gaussian mixture models. All models were trained in
Keras [29] with a Tensorflow [30] backend. We used the
ADADELTA [31] stochastic gradient descent solver with
mini-batches of size 16. Models were trained on a CUDA
enabled GPU on a frame-wise random subset of 90% of the
data and no model took longer than 12 h to train. Validation
results are on the withheld data.
Three VAE models were trained, VAE (vae) based exclu-
sively on the variational autoencoder loss, VAE (adv) based
exclusively on the adversarial loss, and VAE (vae+adv) using
a mixture with α = 0.99. Here, α is close to one to account
for the difference in scale between the two losses.
Qualitative results are shown in Fig. 8, depicting several
withheld ground truth sample states, the true sensor reading,
and the corresponding model predictions. The smoothing ef-
fect of the VAE loss is apparent, as is the uncorrelated nature
of the two direct models. The models trained with adversarial
loss exhibit multi-modality and concentrated power returns.
A. Expected Root Mean Square Error
Generalization is evaluated by how well a model predicts
withheld data. The expected root-mean square error of the
sensor output for each model was computed by averaging
the square deviation between the test set and one sample for
each test input.
The results given in Table I show that the VAE models
significantly outperform the normal and GMM methods. The
mixed-loss VAE model had the lowest error. The Gaussian
mixture model had higher error than the normal distribution,
potentially due to overfitting.
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Fig. 7: Radar distance vs. range equations fit to withheld
cube corner reflector data.
B. The Radar Range Equation
The radar range equation states that the power return for a
radar is inversely proportional to the quartic distance to the
target, Pr ∝ 1/r4 [3]. Cube corner reflectors (CCRs) were
used as clear, standard targets for providing data to which
power curves can be fit.
Power curves of the form P0/r4 were fit to minimize the
square power, in decibels, error for each model’s predicted
CCR power returns on withheld data. These curves are shown
in Fig. 7 overlaid on a 2D histogram of the true CCR
returns. The results show a peak return at around 18m,
reflecting that the radar range equation is an approximation
to more complicated phenomena and that the vehicle always
drive past the CCR with different lateral offsets rather than
stopping directly before it. Nevertheless, a radar range curve
provides a reasonable fit to the data.
The mixed-loss VAE has nearly a perfect fit with the radar
range equation fit to the ground truth. The pure VAE severely
under-predicts the CCR power, owing to the fact that the VAE
loss tends to smooth out predictions. The adversarial VAE
also under-predicts the CCR power, but less severely. The
adversarial network only receives the sensor reading as an
input, and thus does not require the target to necessarily be
in the correct location or have the correct radar return, so
long as it results in an otherwise valid-looking reading. The
two direct approaches over-predict the CCR return.
The results presented here only describe the phenomena in
a qualitative manner. In future work, an experiment should
be conducted in which one drives straight at a CCR.
C. Clutter Metrics and Clutter Analysis
The radar power field often contains a significant number
of returns caused by spurious reflections in the terrain.
These clutter points are plainly visible in our data, occurring
primarily at the grassy edge of the runway. Clutter is a
real concern that should be mimicked by the model so that
vehicles tested in simulation are affected as closely as they
would be in the real world.
We evaluate the ability of each model to predict clutter
using histograms over distance to clutter distance, heading
State True Lvae Ladv Lvae & Ladv Normal GMM
Fig. 8: Scene configurations with true radar measurements from withheld data and corresponding radar power field predictions.
All heatmaps are tensor grid representations (Fig. 1) with power given in decibels.
TABLE II: Kullback-Leibler divergences for clutter.
model distance angle power
VAE (vae) 0.027 0.219 0.141
VAE (adv) 0.055 0.243 0.368
VAE (vae+adv) 0.014 0.078 0.161
Normal 0.063 0.109 0.333
GMM 0.040 0.100 0.316
to clutter, and power. A qualitative measure is obtained
using the Kullback-Leibler divergence between the piece-
wise uniform distributions predicted by each model and the
real-world data. A similar approach for radar model clutter
analysis has been used by Bühren and Yang [32].
The clutter prediction histograms are given in Fig. 9.
All models match fairly well in clutter distance and angle,
indicating a high overall positional accuracy and suggest-
ing that all models have learned to predict clutter values
at the appropriate roadside locations. The associated KL-
divergence values are listed in Table II, with the mixed-loss
VAE performing best.
Clutter predicted power does not exhibit as good of a
fit. The normal, GMM, and pure VAE models are trained
to only minimize the regression loss, smoothing out the
localized high power values. This is also exhibited by the
dip in power return beneath −70 dB for true measurements
in contrast with the high likelihood assigned by the models.
Low power is over-predicted because the power return does
not always exactly overlap with the true cluster position and
the localized cluster power return is often smoothed over.
The adversarial VAE model has far more high power
returns, whereas the mixed-loss VAE lies between the two
VAE models, as expected. While the pure VAE has the
lowest divergence in power, the gap between the second best,
mixed-loss VAE model and the third best GMM model is
significantly larger.
VI. CONCLUSION
This paper developed deep radar sensor models for use in
automotive simulation. An architecture was developed that
closely mimics data structures used in automotive simula-
tions and can be readily applied to arbitrary roadway topolo-
gies and scene configurations. Qualitative and quantitative
evaluations against real-world data show that using condi-
tional variational autoencoders trained with both autoencoder
loss and adversarial loss produce the best predictions. The
VAE is able to produce inter-correlated predictions, and
the use of an adversarial discriminator prevents prediction
averaging, resulting in more realistic predictions. Models
were shown to exhibit power loss following the radar range
equation and reproduce roadside clutter.
Future work will investigate additional radar sensor char-
acteristics, including measurement accuracy, detection rate,
interference, and separation capability. Model sensitivity to
radar make and configuration should also be investigated.
A distinguishing feature of radar is its ability to measure
relative velocities via the Doppler effect. Relative velocity
should be incorporated into future versions of the deep radar
model, perhaps by producing a three-dimensional output ten-
sor with dimensions of range, azimuth, and relative velocity.
The high dimensionality raises additional training concerns.
Perhaps the greatest limitation of a learning-based model
is generalization to more complicated environments and the
vast amounts of data needed to train such models. One poten-
tial solution is to develop and certify white-box models that
may be too slow to run in real time but can be used to gener-
ate a large amount of data for training and validating a real-
time deep stochastic radar model. These approaches should
be tested against formal model requirements for specific use
cases, such as in simulations for adaptive cruise control or
autonomous driving, and the ability of the model to gener-
alize should be quantified. All software is publicly available
at github.com/tawheeler/2017_iv_deep_radar.
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power. Only offroad reflections are included.
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