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Abstrat. Proving lower bounds remains the most diult of tasks in omputational omplexity
theory. In this paper, we show that whereas most natural NP-omplete problems belong to NLIN
(linear time on nondeterministi RAMs), some of them, typially the planar versions of many NP-
omplete problems, belong to NTISP(n, nq), for some q < 1, i.e., are reognized by nondeterministi
RAMs in linear time and sublinear spae. The main results of this paper are the following: as the
seond author did for NLIN, we
 give exat logial haraterizations of nondeterministi polynomial time-spae omplexity lasses;
 derive from them a problem denoted Layered-Constraints(t, s), whih is omplete in the
lass NTISP(n, ns/t), for all integers t, s, t ≥ s ≥ 1, and
 as a onsequene of suh a preise result and of some reent separation theorems by [9℄ using di-
agonalization, prove time-spae lower bounds for this problem, e.g. Layered-Constraints(3, 2) /∈
DTISP(n1.618, no(1)).
Key Words: omputational omplexity, desriptive omplexity, nite model theory, omplexity
lower bounds, time-spae omplexity.
1 Introdution and disussion
1.1 The diulty to prove omplexity lower bounds
One of the main goals of omputational omplexity is to prove lower bounds for natural problems.
In his Turing Award Leture [4℄ twenty years ago, S. Cook noted: There is no nonlinear time lower
bound known on a general purpose omputation model for any problem in NP, in partiular, for
any of the 300 problems listed in [10℄. Sine 1983, despite of some tehnial progress (see for
example [2, 8, 9, 12, 18, 19, 24℄) things have not fundamentally hanged and Fortnow [9℄ wrote
in 2000: Proving lower bounds remains the most diult of tasks in omputational omplexity
theory. While we expet problems like satisability to take time 2Ω(n), we do not know how to
prove that non linear-time algorithms exist on random-aess Turing mahines. In our opinion,
the persistent diulty to prove time lower bounds for natural NP-omplete problems is due to
the onjuntion of two fats.
(i) Nondeterminism makes suh problems easy, typially they belong to NLIN, i.e. are reognized
in linear time on nondeterministi RAMs, and most of them are even easier, i.e. we onjeture
that they are not NLIN-omplete.
(ii) Almost nothing is known about the relationships between deterministi time and nondeter-
ministi time.
Let us now develop both arguments (i) and (ii).
1.2 Nondeterminism makes problems easy
In a series of papers [13, 14, 16℄, the seond author showed that many NP-omplete problems,
inluding the 21 problems studied in the seminal paper of Karp [20℄, belong to NLIN, i.e. an
be reognized in linear time on nondeterministi RAMs, and [12, 13, 25℄ (see also [17℄) proved
that a few of them are NLIN-omplete, inluding the problem Risa (Redution of Inompletely
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Speied Automata: quoted [AL7℄ in the well-known book [10℄ of Garey and Johnson). More-
over, [14℄ and [1℄ argue that it is unlikely that many NP-omplete problems in NLIN suh
as Sat(the satisability problem) and Hamilton (the Hamilton yle problem) are NLIN-
omplete. Further, several authors [21, 22, 26, 29℄ give onvining arguments that a number of
NP-omplete problems, inluding Clique, Partition and planar restritions of NP-omplete
problems are even easier. E.g., [22℄ dedued from the Planar Separator Theorem (see [21℄) that
the Maximum Independent Set problem in planar graphs an be omputed in deterministi
subexponential time 2O(n
1/2)
, whereas we believe the same result does not hold for many other
NP-omplete problems inluding Sat (see [29℄). Finally, in the same diretion, [16℄ reently
proved that a ouple of graph problems, inluding Hamilton and Cubi-Subgraph belong to
the lass Vertex-NLIN, i.e., are reognized by nondeterministi RAMs in time O(n), where n is
the number of verties of the input graph, whih may be muh less than the size (number of
edges) of the graph.
1.3 Our ignorane of the relationships between deterministi time and
nondeterministi time
Whereas most people expet NP-omplete problems to be exponential, there are only very mod-
est results that formally prove that nondeterminism gives stritly more power to omputation.
Interestingly, [24℄ proved that nondeterministi Turing mahines (TM) ompute stritly more
problems in linear time than deterministi ones, namely DTIMETM(n) ( NTIMETM(n). Using
this result and the inlusion NTIMETM(n) ⊆ NLIN, [12℄ onludes that Risa (or any other sim-
ilar NLIN-omplete problem via DTIMETM(n) redutions) does not belong to DTIMETM(n).
However, it would be muh more signiant to obtain the similar but stronger result for deter-
ministi RAMs, namely Risa /∈ DLIN, that is equivalent to the onjeture DLIN 6= NLIN. This
would be a very strong result sine, as argued in [28, 17℄, the lass DLIN exatly formalizes the
important and very large lass of linear time omputable problems.
Despite of our pessimisti arguments (i-ii), some progress has been reently made by on-
sidering mixed time-spae omplexity.
1.4 Time-spae lower bounds
In reent years, Fortnow and several authors [8, 9, 23, 30℄ have used a new approah to show
that some problems like Sat require a nonminimal amount of time or spae. Their tehniques
inspired by some earlier work of [19℄ essentially use two arguments skethed below.
1. A hardness result: Sat is omplete for quasi-linear time O(n(log n)O(1)) under redutions
that use quasi-linear time and logarithmi spae (see [5, 6, 27℄);
2. A separation result proved by diagonalization: There exist onstants a, b suh that
NTIME(n) 6⊆ DTISP(na, nb) (see [9℄), where DTISP(T (n), S(n)) denotes the lass of prob-
lems omputable on deterministi RAMs in time O(T (n)) and spae O(S(n)).
From (1-2), Fortnow et al. [9℄ onlude: for any onstants a′ < a, b′ < b : Sat /∈ DTISP(na′ , nb′).
Finally, note that another ompletely dierent urrent of researh (see e.g. [3, 2, 18℄)uses
ombinatorial tehniques to prove lower bounds for spei problems. However, to our knowledge
suh tehniques have never been ompared to the hardness-separation method (1-2) above.
Let us now desribe the ontribution of this paper.
1.5 Our ontribution
In this paper we generalize for mixed time-spae omplexity lasses NTISP(n, ns/t) and NTISPσ(nt, ns)
(for any signature σ and any integers t ≥ s ≥ 1) the results of [15, 16℄ about NLIN and similar
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time omplexity lasses NTIME
σ(nt) for RAMs 1. The organization and the main results of the
paper are the following: in Setion 2 we show that many signiant NP-omplete problems belong
to some sublinear lasses NTISP(n, nq), q < 1. In Setion 4 we introdue the logi ESOσ(r, s)
and prove the exat haraterization ESO
σ(r, s) = NTISPσ(nr+s, ns). In Setion 5, we obtain a
problem, denoted Layered-Constraints(t, s), that is omplete in the lass NTIME(n, ns/t)
and we dedue lower bounds for this problem in Setion 6.
2 Time-linear and spae-sublinear lasses ontain signiant problems
One important ondition for a omplexity lass to be pertinent is to ontain natural problems. In
this setion, we show that the lass NTISP(n,
√
n), that trivially ontains the Clique problem,
ontains many planar graph problems and some problems over numbers. Moreover, we show that
there also are signiant problems in the lasses NTISP(n, n1−
1
d ), for eah integer d ≥ 2.
2.1 The ase NTISP(n,
√
n)
The examples given in the ase NTISP(n,
√
n) mainly onern planar graph problems. We rst
need a separator result for planar graphs that allows a more onvenient presentation of the input.
Lemma 1. [21℄ Let G be any n-vertex planar graph. The verties of G an be partitioned into
three sets A, B, C suh that no edge joins a vertex in A to a vertex in B, neither A nor B
ontains more than 2n/3 verties, nor C ontains more than 2
√
2
√
n verties. Furthermore, A,
B and C an be omputed in time O(n).
Now we an use this lemma reursively, i.e. nd a separator set S1 for A and S2 for B and
so on, until we have subsets of size O(
√
n). In suh a way we build a binary tree that represents
our graph so that the nodes of the tree are the subsets S, S1, S2, . . . and every edge of the graph
joins two verties in the same node or in two nodes of the same branh (beause any (separator)
node disonnets its two hild subgraphs). We all this tree a separating tree.
Lemma 2. Computing a separating tree T of a planar graph G = (V,E) an be done in time
O(n log n) and spae O(n), with |V | = n.
Proof. Consider the following fats.
 The tree is linear in size (i.e., O(n)), as its nodes form a partition of the verties of the graph.
 Eah subset of type A or B (i.e., every suessive subtree) is of size at most (2/3)n, (2/3)2n,
(2/3)3n, et. Thus, to reah size O(
√
n), we need O(log n) steps, so the depth of the tree is
O(log n).
 Now by Lemma 1 a separating step (omputing S, A and B) is done in time and spae linear
in the size of the subgraph involved. Considering that, at any given level of the tree, the
union of the subgraphs at the nodes of that level is a subpartition of the whole graph, and
so is of size O(n), the whole omputation of the separation of all the subgraphs at that level
is done in time and spae O(n).
 Hene, the whole omputation of the tree is done in time O(n log n) and spae O(n).
⊓⊔
For eah planar graph problem, we an give a new version with this representation, for
example for the 3-Colourability problem.
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NTISP
σ(T (n), S(n)) denotes the lass of σ-problems (i.e. sets of rst-order strutures of signature σ) reogniz-
able by nondeterministi RAMs in time O(T (n)) and spae O(S(n)) where n is the ardinality of the domain
of the input σ-struture. This generalizes the notation of [16℄.
3
Problem Separating Tree Planar 3-Colourability
Instane : An undireted planar graph G = (V,E) given in the separating tree representa-
tion T .
Question : Is G 3-olourable?
Proposition 1. Separating Tree Planar 3-Colourability and Separating Tree Pla-
nar Vertex Cover are in NTISP(n,
√
n).
In order to prove Proposition 1, we need the following additional result:
Lemma 3. In eah separating tree of a planar graph G = (V,E), eah branh omposed of nodes
E0, E1, . . . , El has |E0|+ |E1|+ . . .+ |El| = O(
√
n) verties, where |V | = n.
Proof. Along a given branh, the subtrees at the suessive nodes are of size at most n, 2n/3,
(2/3)2n, et. So the size of eah separator is suessively at most k
√
n, k
√
2n/3, k
√
(2/3)2n,
et. where k = 2
√
2. Therefore, the size of a branh without its leaf is:
|E0|+ |E1|+ . . .+ |El−1| ≤
l∑
i=0
k
√
(2/3)in
≤ k√n
∞∑
i=0
√
(2/3)
i
= O(
√
n)
Finally, the subset El at the leaf is, by denition of the separating tree, of size O(
√
n) so
overall the size |E0|+ . . .+ |El| of the branh is O(
√
n). ⊓⊔
Proof (of Proposition 1). Consider the rst branh of the separating tree. It is of size O(
√
n) by
Lemma 3 and so we an guess for it a 3-olour assignment and hek that it is orret in time and
spae eah O(
√
n). Now, following a depth-rst searh algorithm pattern, we an suessively
forget the assignment at the leaf (we have already heked that it is orret, and no further edge
will ever lead to a vertex in this subgraph) and proess the next branh. So we an reursively
hek the 3-olourability of the graph, one branh at a time, while visiting every node at most
as often as there are edges leading to it. Therefore at any time, there is never more than one
branh in memory, limiting the size to O(
√
n), and the total number of visits to nodes is at most
the number of edges, whih for planar graphs is O(n).
The proof is similar for Separating Tree Planar Vertex Cover. ⊓⊔
Although there is an O(n log n) delay to build the tree, whih prevents to prove that Plan-3-Col ∈
NTISP(n,
√
n), this proposition still has a signiant onsequene onerning an upper bound
for this problem.
Proposition 2. If NTISP(n,
√
n) ⊆ DTISP(T (n), S(n)), with T (n) ≥ n log n and S(n) ≥ n,
then Plan-3-Col ∈ DTISP(T (O(n)), S(O(n))).
Moreover, a similar result an be applied to a wide range of problems, namely those linearly
equivalent to Plan-3-Col, as stated by the following results.
Lemma 4. [1℄ Plan-3-Col is linearly equivalent to Plan-Sat (i.e., there are DLIN [1, 17℄
redutions both from Plan-3-Col to Plan-Sat and from Plan-Sat to Plan-3-Col) and
Plan-Hamilton.
Denition 1. [1℄ LIN-PLAN-LOCAL is the lass of problems linearly reduible to Plan-Sat.
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Corollary 1. If NTISP(n,
√
n) ⊆ DTISP(T (n), S(n)), with T (n) ≥ n log n and S(n) ≥ n, then
LIN-PLAN-LOCAL ⊆ DTISP(T (O(n)), S(O(n))).
This last orollary shows that a result similar to Proposition 2 an be applied to the wide
range of problems that are linearly reduible to Plan-Sat. Note that Corollary 1 is muh more
preise than the previously known inlusion LIN-PLAN-LOCAL ⊆ DTIME(2O(
√
n)) [1℄ (beause
of the inlusion NTISP(n,
√
n) ⊆ DTIME(2O(
√
n))).
Other interesting problems that happen to be in NTISP(n,
√
n) are the well-known Partition
[10, ref SP12℄ and Knapsak [10, ref MP9℄ problems.
Proposition 3. The problems Partition and Knapsak are in NTISP(n,
√
n).
Proof. Reall that the Partition and Knapsak problems are dened as follows.
Problem Partition
Instane : A nite set A of integers.
Question : Is there a subset A′ ⊆ A suh that ∑a∈A′ a =∑a∈A′\A a?
Problem Knapsak
Instane : A nite set U , for eah u ∈ U a size s(u) ∈ N and a value v(u) ∈ N, and positive
integers B and K.
Question : Is there a subset U ′ ⊆ U suh that∑u∈U ′ s(u) ≤ B and suh that∑u∈U ′ v(u) ≥ K?
The idea of the proof that Partition belongs to NTISP(n,
√
n) is based on the one given
by Hunt and Stearns in [29℄ for DTIME(2O(
√
n)). Consider an instane A = {a1, . . . , ak} of
Partition. The size of the input is n, that is the ai are written in base n, and they oupy
n registers. Consider a xed real d, 0 ≤ d < 1, and ompute nd − 1. Consider two empty sets
A1 and B1, with S(A1) and S(B1) the sums of the integers in A1 and B1 respetively. Now
for eah ai whose size is smaller or equal to n
d − 1 registers, nondeterministially put it in A1
or in B1 and add its value to S(A1) or S(B1). Note that sine there are at most n numbers
ai whose size is smaller or equal to n
d − 1 registers, then S(A1) ≤ n · nnd−1 = nnd (the same
for S(B1)) and an be stored in n
d
registers. Now we onsider all the ais of size greater than
nd − 1 and we nondeterministially partition them into two subsets A2 and B2. There learly
are no more than n1−d suh numbers and so this is the number of registers needed to keep a
reord of the partition. One this is done, we sum the units (in base n) of the numbers in A2
with the unit digit of S(A1), and we make sure it is equal modulo n to the sum of the units
of the numbers in B2 and the unit digit of S(B1). This only takes O(1) registers as we work
in base n. We also ompute the arry and then we do the same for the tens, the hundreds, et
(in base n). If at every stage, the sums are equal, we have a partition of {a1, . . . , ak}. Finally,
the whole omputation uses linear time and spae O(nd+n1−d), that is O(n1/2) if we set d = 1/2.
The proof is similar for the Knapsak problem. ⊓⊔
2.2 Classes NTISP(n, n1−
1
d )
The following parameterized problem shows that eah lass NTISP(n, n1−
1
d ), for every integer
d ≥ 2, ontains a (quite natural) problem.
Problem d-Constraint Tiling
Instane : An integer d ≥ 2, d integers m1,m2, . . . ,md and a d-dimensional m1 × m2 ×
. . .×md grid, with a set of allowed tiles for eah hyperube of the grid. Eah tile has its
faes oloured.
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Question : Can we hoose for every hyperube of the grid one of its allowed tiles so that
two adjaent hyperubes have the same olour on their ommon fae?
Proposition 4. For every integer d ≥ 2, the problem d-Constraint Tiling is in NTISP(n, n1− 1d ).
Proof. We prove this result for d = 2, the general ase being an easy generalization. Consider
a retangle onsisting of n×m squares, with eah one having a nonempty set of tiles. The size
of the input is t ≥ nm. Suppose that n ≥ m. Consider the rst row of m squares and hoose
nondeterministially an allowed tile for eah square. Now do the same for the seond row and
hek that both row are onsistent internally and with eah other. One this is done, the hoies
made for the rst row are of no more use and an be forgotten. The memory spae they oupied
an be used to hold the tiles hosen for the third row, then heking the onsistene with the
seond row. And so on, until we have in memory the n− 1th and nth rows. At any time we only
keep 2 rows in memory, eah of size m, and the spae used is always the same reyled, that
is O(
√
t) (reall that m ≤ √mn ≤ √t), and it is easy to see that the whole proess takes time
O(t). ⊓⊔
3 Computational and logial preliminaries
3.1 NRAMs and time-spae omplexity lasses
The time-spae funtions studied here being very tight, it is very important to desribe preisely
the omputational model we use, that is the Nondeterministi Random Aess Mahine (or
NRAM) as it was designed by Grandjean and al. in several papers (see for example [15, 28, 16℄),
with only slight modiations.
An NRAMR is designed to store an input struture S = 〈[n], σ〉, where [n] = {0, 1, . . . , n−1}
and σ is a nite signature ontaining p funtion or prediate symbols 2. It onsists of (see Figure
1):
 input registers: a register L ontaining the integer n, and for eah σ-symbol f of arity k, and
for eah tuple a ∈ [n]k, a register f [a] ontaining the value of f in a;
 the working setion omposed of d+ 1 speial registers (alled aumulators), A,B1, . . . , Bd,
where d = maxf∈σ{arity(f)}, and the main memory whih onsists of omputation registers
R0, R1, . . .
Convention 1.  The input registers are alled Qj(a), where Qj is the j
th
symbol of σ, 1 ≤
j ≤ p, and a ∈ [n]k, where p is the number of symbols of σ and k is the arity of Qj .
 All the input registers are read-only while the omputation registers A,B1, . . . , Bd, R0, . . .
are read/write.
The program of the NRAM R is a sequene of instrutions I(1),I(2), . . . ,I(λ) of the fol-
lowing types (1 ≤ j ≤ p, 1 ≤ i ≤ d):
(1) A := L (8, i) Bi := A
(2) A := 0 (9, i) R(A) := Bi
(3) A := A+ 1 (10, i) if A = Bi then goto I(i0)
(4) A := A− 1 else goto I(i1)
(5) guess(A) (11) accept
(6, j) A := Qj(B1, . . . , Bk) (12) reject
(7) A := R(A)
2
In our notation, we onfuse eah signature (resp. funtion or prediate symbol) with its interpretation.
6
AN Input registers
4 0
0
0
00
0
0
01
1
1
1
1
11
1
2
0
2
Accumulators
R R0 1
0
B B1 2
Main memory
Fig. 1. An NRAM assoiated with a binary relation
Convention 2.  At the beginning of the omputation, all the aumulators and the registers
in the main memory ontain the value 0.
 guess(A) is the non-deterministi instrution of the NRAM; it stores any integer in aumu-
lator A.
 The only accept instrution in the program is I(λ), that is the last one.
Remark 1. The aess to the main memory is only possible via aumulator A.
Following this denition of our omputational model, we an now dene the mixed time-spae
omplexity lasses we study here:
Denition 2. Let σ be a signature and T, S : N → N be funtions suh that S(n) ≤ T (n) and
T (n) ≥ n. We all NTISPσ(T (n), S(n)) the lass of problems over σ-strutures (or σ-problems)
omputable on an NRAM using time O(T (n)) (i.e. that performs O(T (n)) instrutions) and
spae O(S(n)) (i.e. the registers of the main memory used have adresses O(S(n)) and their
ontents are O(max{n, S(n)})), where [n] is the domain of the input σ-struture.
Notation 1. We will write NTISP(T (n), S(n)) as an abbreviation for NTISPσ(T (n), S(n)) when
σ is a unary {f}-signature, i.e. f is a unary funtion symbol. This orresponds to the usual
onvention sine suh a struture has size n.
3.2 Formulas and logial lasses
We use the standard denitions of logi and nite model theory, see e.g. [7℄.
Let succ be the predened non-yli suessor over [n], that is the funtion
{
y 7→ y + 1 if 0 ≤ y < n− 1
n− 1 7→ n− 1
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For every δ ≥ 1, we dene the non-yli lexiographial suessor funtion over [n]δ as the
following abbreviation, also denoted succ(y1, . . . , yδ):
succ(δ)(y1, . . . , yδ) =


(y1, . . . , yi−1, yi + 1, 0, . . . , 0) if (y1, . . . , yδ) is not the
last δ-tuple, i.e. if for some i = 1, . . . , δ, we
have yj = n− 1 for eah j > i and yi < n− 1
(n− 1, . . . , n− 1) otherwise
Denitions 3 and 4 are the ornerstone of the main result, as they show the restritions we
impose on the logi we will use to haraterize our omplexity lasses.
Denition 3. A rst-order quantier-free formula ψ(x1, . . . , xs, y1, . . . , yr) of signature σ ∪
{0, succ} ∪ g¯ over s + r variables is alled an (s, r)-restrited formula with input σ if all the
funtion (resp. relation) symbols of g¯ are of arity at most s + r, with the following restrition
on the arguments of those of arity s+ δ (δ ≥ 1): the rst s arguments are not restrited and the
last δ arguments form a vetor of form either (y1, . . . , yδ) or succ
(δ)(y1, . . . , yδ).
Remark 2. Note that if r = 1, the last argument of an (s+ 1)-ary funtion is y or succ(y).
We an now dene the lasses of logial formulas that will haraterize our mixed time-spae
omplexity lasses.
Denition 4. We all ESO
σ(s, r) the lass of Existential Seond Order formulas of the form
∃g ∀x1 . . . ∀xs ∀y1 . . . ∀yr ψ(x, y)
where g is a set of funtion or relation symbols of arity at most s + r, y1, . . . , yr are alled
the iteration variables, and ψ is a quantier-free (s, r)-restrited formula with input σ and of
signature σ ∪ {0, succ} ∪ {g}.
4 Logial haraterization of mixed time-spae lasses
A main result of this paper is the following exat haraterization of eah time-spae omplexity
lass NTISP
σ(nt, ns), for all integers t ≥ s ≥ 1, whih generalizes the similar haraterization of
the lasses NTIME
σ(nt) [16℄:
Theorem 1. For all integers s ≥ 1, r ≥ 0 and any signature σ, a σ-problem P is in NTISPσ(ns+r, ns)
i there exists a formula φ in ESOσ(s, r) that haraterizes P, i.e. suh that for every σ-struture
〈[n], σ〉 of domain [n]:
〈[n], σ〉 ∈ P i 〈[n], σ, succ, 0〉 |= φ (1)
For the sake of simpliity and without loss of generality, we will restrit ourselves to signatures
σ = {f} ontaining only one funtion symbol f , of any arity d. That means the program of the
NRAM will ontain instrutions (6, j) of the unique following form:
(6) A := f(B1, . . . , Bd)
Also we will prove the theorem only for the ase r = s = 1 the general ase being just an easy
generalization of this partiular one. Note that we will use the linear order < over domain [n] as
it is denable in ESO
∅(1, 1) (see [11℄ or [16, Corollary 2.1℄).
First, if there exists a formula φ in ESOσ(1, 1) suh that the equivalene above holds for
every σ-struture, then it is easy to see that P is in NTISPσ(n2, n).
Let P be a σ-problem. Suppose that there exists an ESOσ(1, 1) formula φ suh that the
equivalene (1) of Theorem 1 holds for every σ-struture 〈[n], σ〉. An NRAM R an hek φ in
the following way:
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 R rst guesses and stores the p1 unary ESO funtions gi : [n] → [n], and the 2 × (p − p1)
unary restritions of the binary ESO funtions gi : [n] × [n] → [n] by setting y = 0 and
y = 1. All this an be done in linear time O(n) and by using a linear number of registers. We
an then hek the formula for all x and for y = 0 (remember the form of a (1, 1)-restrited
formula).
 We now have the following loop: for y = 1 to y = n− 1, replae in the registers the values of
the binary funtions for y − 1 by the values for y, and then guess the values for y + 1 and
store them in the registers just freed. Chek whether the formula holds for all x and for the
urrent y. This is done also in linear time; the spae used is the same as in the rst step, so
it is still linear.
We have n suh iterations (inluding the one for y = 0), eah of time O(n), so the time
used overall is quadrati. The spae used is always the same, that is linear. So we have P ∈
NTISP
σ(n2, n).
Now let us see how we an desribe a problem in NTISP
σ(n2, n) with a formula in ESOσ(1, 1).
A problem P is in NTISPσ(n2, n) i it is reognized by an NRAM R that works in time at most
cn2 and spae cn, and uses numbers at most cn, for some xed integer c. We an also suppose
that if our NRAM works in time less than cn2, then the nal onguration is repeated until
instant cn2 so that R works in time exatly cn2 and the instants of the omputation an be
labelled 0, 1, 2, . . . , cn2 − 1.
Our goal is to desribe the omputation of R with a logial formula. As we annot desribe
the ontent of every register at any time (this would require a size Θ(time × spae) = Θ(n3),
i.e. some ternary funtion on the domain [n]), we only enode what may hange: the urrent
instrution index, the ontents of aumulators A,B1, . . . , Bd, and the ontent of the register
pointed to by A. We want a logial formula over the domain [cn], so we will ode the instants of
the omputation 0, 1, . . . , cn2− 1 with ordered pairs (t, T ), 0 ≤ t < cn, 0 ≤ T < n, so that (t, T )
enodes the instant t+ T · cn of a omputation of R. Let us introdue the following funtions:
 I(t, T ) denotes the index of the instrution performed at instant (t, T ).
 A(t, T ) denotes the ontent of aumulator A at instant (t, T ).
 Bi(t, T ), 1 ≤ i ≤ d, denotes the ontent of aumulator Bi at instant (t, T ).
 RA(t, T ) denotes the ontent of register R(A) (ie. the register pointed to by A) at instant
(t, T ).
 R′A(t, T ) denotes the ontent of the same register R(A) after step (t, T ).
Let us mention two things. Firstly, the enoding of the time naturally divides the time-spae
diagram of the omputation of R into n bloks of cn instants. Seondly, all those funtions are
binary and should respet the onditions of Denitions 3 and 4 for the logi ESO
σ(1, 1). This
ompels us to onsider only two bloks at one : the urrent one referred at by T , and the
previous one (T − 1). So, T is our unique iteration variable. Now, remember that at any instant
t of blok T , we must be able to know the ontents of aumulators A, B1, . . . , Bd and of the
register pointed to by A. The suessive ontents of the aumulators are ompletely desribed
by the above funtions A and B1, . . . , Bd, so there is no problem for them. In ontrast, the
ontents of the omputation registers are aessible only through the funtion RA, whih must
hold the right value at any time, onsidering the fat that the register pointed to by A at instant
(t, T ) may be distint from the one at the previous instant. Moreover, if a spei register is
not aessed in two onseutive bloks, the restrition imposed to the iteration variable T seems
to prevent the reovery of its ontent. So the problem is to be able to get the value that was
stored in any register the last time it was aessed, be it in the urrent blok or in any other
blok before. The idea to overome this diulty is to resume, at the beginning of eah blok T
(0 ≤ T < n), the ontent of any omputation register of address x (0 ≤ x < cn) with a binary
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funtion R(x, T ). More preisely, R(x, T ) will ode the ontent of register R(x) at the instant
(0, T ), that is the instant cn ·T of the omputation of R. We are now ready to give the formulas
that desribe the omputation of R. First, the initial onditions are desribed by formula φ1:
φ1 ≡ I(0, 0) = 1 ∧ A(0, 0) = 0 ∧ B1(0, 0) = 0 ∧ . . . ∧Bd(0, 0) = 0
Funtions I, A, Bi, 1 ≤ i ≤ d, and R′A an be easily dened by reurrene from I, A, Bi and
RA by ESO
σ(1, 1) formulas φI , φA, φBi and φR′A respetively.
We use the following onventions:
 We use two dierent suessor funtions. The rst one is the one desribed above (succ(1))
and will be applied to T . The seond one is the suessor funtion over [cn] and it will be
applied to t. Both are denoted by succ sine they have roughly the same behaviour. Moreover,
we use the abbreviation succ(t, T ) for:
succ(t, T ) =


(succ(t), T ) if t < cn− 1
(0, succ(T )) if t = cn− 1 and T < n− 1
(cn − 1, n− 1) otherwise
 The input funtion f : [n]d → [n] is padded by the funtion
F : [cn]d → [cn]
(x1, . . . , xd) 7→
{
f(x1, . . . , xd) if xi < n for all i ≤ d,
0 otherwise
This funtion will be the only one in the input signature of the (1, 1)-restrited formula, and
so will not be restrited in its arguments.
 We use the funtion pred (non-yli predeessor) easily denable in ESOσ(1, 1).
 I(t, T ) = (i) (for i = 1, . . . , 12) is an abbreviation for the disjuntion
∨
j∈SiI(t, T ) = j where
Si ⊆ {1, 2, . . . , λ} denotes the set of indies of instrutions of type (i) in the program of R.
We have the following ase denitions:
I(succ(t, T )) =


i0 if I(t, T ) = (10, i) and A(t, T ) = Bi(t, T )
i1 if I(t, T ) = (10, i) and A(t, T ) 6= Bi(t, T )
I(t, T ) if I(t, T ) = (11) or (12)
succ(I(t, T )) otherwise
A(succ(t, T )) =


n if I(t, T ) = (1)
0 if I(t, T ) = (2)
succ(A(t, T )) if I(t, T ) = (3)
pred(A(t, T )) if I(t, T ) = (4)
G(t, T ) if I(t, T ) = (5)
F (B1(t, T ), . . . , Bd(t, T )) if I(t, T ) = (6)
RA(t, T ) if I(t, T ) = (7)
A(t, T ) otherwise
where the non-deterministi feature of the instrution guess(A) is given by the ESO funtion
G(t, T ).
Bi(succ(t, T )) =
{
A(t, T ) if I(t, T ) = (8, i)
Bi(t, T ) otherwise
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R′A(succ(t, T )) =
{
Bi(t, T ) if I(t, T ) = (9, i)
RA(t, T ) otherwise
These ase denitions of I, A, Bi and R
′
A an be easily transformed into rst-order formulas
φI , φA, φBi and φR′A respetively, of the form ∀T < n ∀t ψ(t, T ) where ψ is some (1, 1)-restrited
formula.
So the omputation of R between two suessive instants will be expressed by φ2:
φ2 ≡ φI ∧ φA ∧ φB1 ∧ . . . ∧ φBd ∧ φR′A
Now there remains to desribe funtions RA and R, whih is a muh more triky task.
For this purpose, we introdue, as in [15℄, the binary funtion N(x, T ) = (N1(x, T ), N0(x, T ))
(more preisely two binary ESO funtion symbols N0, N1) whih represents, in eah blok T ,
the lexiographial numbering of the ordered pairs (A(t, T ), t) (see Figure 2 for an example on
a given blok T ):
φN ≡ ∀T < n ∀t ∃x
N1(x, T ) = A(t, T ) ∧ N0(x, T ) = t
∧ x 6= cn− 1 → N(x, T ) <lex N(succ(x), T )
where (i, j) <lex (i
′, j′) abbreviates i < i′ ∨ (i = i′ ∧ j < j′).
A(t,T)
t
N(0,T)
N(1,T)
N(i,T)
N(j,T)
N(k,T)
N(k+1,T)
N(cn−1,T)
Rq : 1 < i < j < k < k+1 < cn−1
Fig. 2. N(x, T )
Notie that the rst two onjunts of φN express that, for every T < n, the mapping x 7→
N(x, T ) is a surjetion, and hene is a bijetion from the set [cn] to the set of equal ardinality
{(A(t, T ), t) : t ∈ [cn]}.
Remark 3. We use the non-yli suessor funtions over [cn] and over [n]. Both are denoted
succ as they have the same behaviour.
The binary funtion R that allows to represent the ontent R(x, T ) of register R(x) at instant
(0, T ) is desribed by formula φR:
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φR ≡ ∀T < n− 1 ∀x ∃t ∃z ∃t′ ∃u
{T = 0 → R(x, T ) = 0}
∧




A(t, T ) = x ∧ N(z, T ) = (A(t, T ), t)
∧

z = cn − 1 ∨

 z 6= cn− 1∧ N(succ(z), T ) = (A(t′, T ), t′)
∧ A(t, T ) 6= A(t′, T )




∧ R(x, succ(T )) = R′A(t, T )


∨ { N(0, T ) = (A(t, T ), t)
∧ [A(t, T ) > x ∧ R(x, succ(T )) = R(x, T )]
}
∨ { N(cn− 1, T ) = (A(t, T ), t)
∧ [A(t, T ) < x ∧ R(x, succ(T )) = R(x, T )]
}
∨ 
A(t, T ) < x < A(u, T ) ∧ (A(t, T ), t) = N(z, T )
∧ (A(u, T ), u) = N(succ(z), T )
∧ R(x, succ(T )) = R(x, T )




Remark 4. The rst line of the matrix of φR (rst onjunt) desribes the behaviour of R in the
rst blok (labelled 0). In the big seond part (seond onjunt), the rst disjunt orresponds
to the ase when register R(x) is aessed in blok T (in partiular, the formula in brakets [. . .]
ombined with the ondition A(t, T ) = x expresses that (t, T ) is the last instant in blok T when
A(t, T ) = x). The other three disjunts orrespond to the three ases when register R(x) it is
not aessed in blok T . See Figure 3 for more details.
Block
Block
R(x,succ(T))
Block
zt
ut’
t
x
R(x,T)
R(x,succ(T))
x
z
z+1 z+1
Block T
T+1
T
T+1
Fig. 3. R(x, succ(T ))
By using funtions R and R′A, funtion RA (whih desribes the right ontent of the register
pointed to by aumulator A) is easily dened by formula φRA (see Figure 4):
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Block T Block T
u
t
x
u
t x+1
x+1x
R(A(t,T),T)
Fig. 4. RA(t, T )
φRA ≡ ∀T < n ∀t ∃x ∃u
{(A(t, T ), t) = N(0, T ) ∧ RA(t, T ) = R(A(t, T ), T )}
∨
(A(t, T ), t) = N(succ(x), T ) ∧ (A(u, T ), u) = N(x, T )
∧ (A(t, T ) = A(u, T ) → RA(t, T ) = R′A(u, T ))
∧ (A(t, T ) 6= A(u, T ) → RA(t, T ) = R(A(t, T ), T ))


So we ontrol the ontents of all the registers via formula φ3:
φ3 ≡ φN ∧ φR ∧ φRA
The fat that R reahes the aept instrution, that is I(λ), is ensured by formula φ4:
φ4 ≡ I(cn − 1, n− 1) = λ
Finally, the omputation of R is exatly desribed by formula φ over domain [cn]:
φ ≡ ∃I,A,B1, . . . , Bd, RA, R′A, G,N φ1 ∧ φ2 ∧ φ3 ∧ φ4
and it is easy to transform φ into a prenex Skolemized ESOσ(1, 1) formula.
We have desribed the omputation of the NRAM R on an input f by an ESO(1, 1) formula
for the struture 〈[cn], F 〉, that means over domain [cn]; now let us see how to get a formula
for the input struture 〈[n], f〉, i.e. over domain [n]. The idea is to ode an element x ∈ [cn] by
an ordered pair of elements (x0, x1) ∈ [n] × [c]. Aording to this idea, every binary funtion
g : [cn]× [n] → [cn] will be oded by 2c funtions g0(i) : [n]× [n]→ [n] and g1(i) : [n]× [n] → [c],
for 0 ≤ i < c, dened as follows:
g0
(i) : [n]× [n]→ [n]
(x, y) 7→ g(in + x, y) mod n
g1
(i) : [n]× [n]→ [c]
(x, y) 7→
⌊
g(in+x,y)
n
⌋
So, for every g : [cn] × [n] → [cn], every y ∈ [n] and every (x0, x1) ∈ [n] × [c], we have
g(nx1 + x0, y) = n · g1(x1)(x0, y) + g0(x1)(x0, y). We notie that the iteration variable, that is
y = T , is not modied and hene our binary funtions respet our restrited logi (see Denitions
3 and 4). The proess is similar for any unary funtion g : [cn] → [cn]. The details of the proof
are left to the reader [15℄. ⊓⊔
Now, the omputation of R is exatly desribed by formula φ over domain [n].
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5 Completeness results for some logial problems
Before presenting our problems, along with some form of ompleteness for linear time and sub-
linear spae omplexity lasses, we need some tehnial tools.
5.1 A tehnial result
It will be onvenient to enode any set of unary {f}-strutures P ∈ NTISP(mt/d,ms/d) - where
s, t, d are xed integers suh that t ≥ s ≥ 1 and t ≥ d ≥ 1 and m denotes the size of the unary
input struture 〈[m], f〉 - into a set Pcode of d-ary strutures.
Remark 5. We use in that notation the letter m instead of n to make the following enoding
easier.
For xed numbers t, s with t ≥ s ≥ 1 and any signature σ, remember that NTISPσ(nt, ns)
denotes the lass of problems over σ-strutures 〈[n], σ〉 reognizable by an NRAM that uses
omputation register ontents O(ns) and works in time O(nt) and spae O(ns).
Denition 5. For any unary {f}-struture S = 〈[m], f〉, f : [m] → [m], let code(S) = 〈[n], g〉
denote the struture of signature σd = {g0, . . . , gd−1}, where every gi is of arity d, dened by
(1− 2):
1. n− 1 = ⌈m1/d⌉, i.e. (n− 2)d < m ≤ (n − 1)d;
2. g : [n]d → [n]d is suh that g = (g0, . . . , gd−1), where gi : [n]d → [n], and
2.1. if f(a) = b for any a, b < m, then gi(a0, a1, . . . , ad−1) = bi where ai, bi are the respetive
ith digits of a, b in base n − 1, that means a =∑i<d ai(n − 1)i and b =∑i<d bi(n − 1)i
with ai, bi < n− 1, and
2.2. gi(a0, a1, . . . , ad−1) = n − 1 if (a0, a1, . . . , ad−1) ∈ [n]d is not the list of (n − 1)-digits of
any integer smaller than m.
Let Pcode = {code(S) : S ∈ P}.
The following remarks are essential.
Remark 6. S and code(S) have about the same size, i.e. size(code(S)) = Θ(nd) = Θ(m) =
Θ(size(S)).
Remark 7. The orrespondene S 7→ code(S) is one-one and is easily omputable as its onverse
is beause if S′ = 〈[n], g〉 = code(S) for S = 〈[m], f〉 then we have
m = ♯
{
(a0, a1, . . . , ad−1) ∈ [n− 1]d : g0(a0, a1, . . . , ad−1) < n− 1
}
(2)
Here is our tehnial lemma:
Lemma 5. For any xed numbers t, s suh that t ≥ s ≥ 1 and t ≥ d ≥ 1, P ∈ NTISP(mt/d,ms/d)
implies Pcode ∈ NTISPσd(nt, ns).
Proof. Under the hypothesis, let us give an
Algorithm for reognizing the problem Pcode
Input : a d-ary struture S′ = 〈[n], g〉.
begin
 ompute m with the expression (2) of Remark 7;
14
 hek that all the onditions (1-2) of Denition 5 are satised, that means S′ =
code(S) for some (unique) unary struture S = 〈[m], f〉 with n− 1 = ⌈m1/d⌉;
 on the input S, simulate the running of the NRAM that reognizes P in time O(mt/d) =
O(nt) and spae O(ms/d) = O(ns). (Note that this NRAM only uses register ontents
O(m) = O(nd).)
end
This proves Pcode ∈ NTISPσd(nt, ns). ⊓⊔
5.2 Completeness result
Let us now present our logial problems, denoted Layered-Constraints(t, s), where t, s are
xed integers, t ≥ s ≥ 1.
Denition 6. An [n]-formula F of signature σ is a quantier-free rst-order σ-formula where
the variables are replaed by integers in [n]. Let length(F ) denote the number of ourrenes of
integers, σ-symbols, equalities, and onnetives in F .
Example: g(h(1, 0), 2) = h(3, 1) is an atomi [4]-formula of signature {g, h} and of length 9.
Problem Layered-Constraints(t, s)
Instane :  an integer n;
 a non-empty set OP of t-ary operators [n]t → [n], eah expliitly given by its table;
 a onjuntion of [n]-formulas F = F1 ∧ . . . ∧ Fl, eah Fi of size at most ns and of
signature νi, where νi ∩ νj ⊆ OP if |i− j| > 1 (∗).
Question : Is F satisable?
Convention 3. To satisfy automatially ondition (∗), it is natural to partition the overall signa-
ture of F as τ0∪˙τ1∪˙ . . . ∪˙τl∪˙OP, where ∪˙ denotes the disjoint union, with νi = τi−1 ∪ τi, τ0 = ∅.
The jth symbol of τi is denoted f
i
j .
Remark 8. The size of the input is m ≥ nt;
Proposition 5. Layered-Constraints(t, s) is in NTISP(m,ms/t).
Proof. Let (n,OP , F1 ∧ . . .∧Fl) be an instane of Layered-Constraints(t, s). First, we on-
sider formula F1 and prove that it is oherent withOP. Remember that we use a nondeterministi
RAM. Eah part of the formula is heked in the following way.
 If it is of the form F ′i ∨ F ′j , with F ′i and F ′j subformulas of F1, then we nondeterministially
hoose F ′i or F
′
j and hek its oherene.
 If it is of the form F ′i ∧F ′j , with F ′i and F ′j subformulas of F1, then we hek if F ′i and F ′j are
oherent.
 If it is of the form f(α) = β, with f a symbol of ν1, β ∈ [n] and α ∈ [n]k where k is the arity
of f , then we set f(α) = β and store it in the memory.
 If it is of the form f(α) = g(β), with f, g symbols of ν1 and α ∈ [n]k, β ∈ [n]m where k is the
arity of f and m the arity of g, then we nondeterministially hoose an interpretation for f
in α and give the same value to g in β.
 The same applies if we have ompositions of the form f (g1(. . .), . . . , gk(. . .)), whatever the
arity of the funtions involved.
 Whenever an element of OP appears, we take the interpretation given in the input.
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Note that, as the size of F1 is at most n
s
, we don't need more than ns registers to store the
values we need. (Note also that a symbol is identied with the signature in whih it appears, so
it is easy to see if a formula uses a forbidden symbol.) One this is done for formula F1, we sort
all the values we have given to the funtions, there are at most |F1| so it an be done in time
and spae O(|F1|) (see [14℄), and we hek that if there are twie (or more) the same symbol in
the same value, then the same interpretation is given every time. All this is done in time O(|F1|)
and spae O(ns). We do the same thing for F2, but as there may be ommon symbols in both
formulas F1 and F2, we hek that they were given the same value (as both lists are sorted,
it an be done at the same time as the hek for repeated ourrenes). This again is done in
time O(|F1|+ |F2|) and spae O(ns). Now remember that symbols in F1 no longer our in the
other formulas Fi for i > 2, so we an forget their interpretations as they an no longer bring
inoherene. The memory thus freed will be used to store the values that appear in F3, and so
on until we hek the oherene of Fl.
Overall, the same memory spae O(ns) = O(ms/t) is always reyled and the time needed
is O(
∑
1≤i≤l |Fi|) = O(m), where m is the size of the input. So Layered-Constraints(t, s) ∈
NTISP(m,ms/t). ⊓⊔
The following theorem essentially expresses the ompleteness of the problem
Layered-Constraints(t, s) in the lass NTISP(m,ms/t).
Theorem 2. For all integers t, s, t ≥ s ≥ 1, and all funtions T, S:
(i) Layered-Constraints(t, s) ∈ DTISP(T (O(m)), S(O(m))) if and only if
NTISP(m,ms/t) ⊆ DTISP(T (O(m)), S(O(m)));
(ii) Layered-Constraints(t, s) ∈ o-NTISP(T (O(m)), S(O(m))) if and only if
NTISP(m,ms/t) ⊆ o-NTISP(T (O(m)), S(O(m))).
Proof (Sketh of). Proposition 5 yields the if impliation. We will prove the only if part of this
theorem for the ase s = 1, t = 2, the general ase being an easy generalization of this partiular
one.
Let P be a problem in NTISP(m,m1/2). Then by Lemma 5, Pcode ∈ NTISPσ2(n2, n), with
σ2 = {g0, g1}, and by Theorem 1 there exists a formula ϕ in ESOσ2(1, 1) suh that for eah
integer n > 0 and eah σ2-struture 〈[n], g0, g1〉 we have
〈[n], g0, g1〉 ∈ Pcode i 〈[n], g0, g1, succ, 0〉 |= ϕ (3)
Let ϕ ≡ ∃f¯ ∀x ∀y ψ(x, y) where y is the iteration variable and ψ is quantier-free. Without
loss of generality, assume that f¯ onsists of funtion symbols fi of arity 2. The idea onsists in
unfolding the rst-order part of ϕ on the domain [n]. This gives the equivalent [n]-formula
∧
b<n
[∧
a<n
ψ(a, b)
]
whih is also equivalent to the onjuntion
∧
b<n Fb where Fb =
[∧
a<n ψb(a)
]
and ψb(a) denotes
the formula ψ(a, b) in whih eah term fi(a, b) (resp. fi(a, succ(b))), for fi ∈ f¯ , is replaed by
f bi (a) (resp. f
b+1
i (a)). In other words, eah ESO funtion symbol fi ∈ f¯ (of arity 2) is replaed
by n funtion symbols f bi (b < n) of arity 1. By onstrution, we have 〈[n], g0, g1, succ, 0〉 |= ϕ
i the [n]-formula F ≡ ∧b<n Fb is oherent with the tables of funtions g0 and g1. Note that, by
onstrution, if |b− b′| > 1, we have signature(Fb) ∩ signature(Fb′) ⊆ {g0, g1}.
There remains a tehnial problem. (n, σ2, F ) is not exatly an instane of the problem
Layered-Constraints(2, 1) sine length(Fb) = kn = N for eah b < n, where k = length(ψ).
Therefore, we linearly pad our instane into an equivalent instane over [N ] by ompleting
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the tables of g0 and g1 on the domain [N ], under the names g
(N)
0 and g
(N)
1 respetively: we add
the values g
(N)
i (a0, a1) = (0, 0) whenever a0 or a1 belongs to [N ] \ [n]. We obtain an instane
(N,OP , F ) of Layered-Constraints(2, 1) with N = kn and OP =
{
g
(N)
0 , g
(N)
1
}
suh that
(by (3))
〈[n], g0, g1〉 ∈ Pcode i (N,OP , F ) ∈ Layered-Constraints(2, 1)
Let us reapitulate the properties of our redution of any problem P of NTISP(m,m1/2) to
Layered-Constraints(2, 1).
 It is orret:
For any m and any input unary struture S = 〈[m], f〉, if S′ = code(S) = 〈[n], g0, g1〉:
S ∈ P i S′ ∈ Pcode i (N,OP , F ) ∈ Layered-Constraints(2, 1)
 It is linear-sized:
length(F ) = Θ(N2) = Θ(n2) = Θ(size(S′)) = Θ(size(S))
and similarly for size(OP).
 It yields the only if impliation of the Theorem 2(i):
Let R be a (deterministi) RAM that deides
Layered-Constraints(2, 1) in time O(T (O(m))) and spae O(S(O(m))). The RAM R′
with the following program deides the problem P.
Input : a unary {f}-struture S = 〈[m], f〉.
begin
• Compute n = ⌈m1/2⌉ and N = kn.
• Simulate running R on input (N,OP , F ) without storing it nor S′ = code(S). When-
ever R needs to read an operator value g(N)i (a0, a1) = bi (i = 0 or i = 1), suh
that, e.g., a0 < n − 1, a1 < n − 1 and a0 + a1(n − 1) < m, R′ reads the value
v = f(a0+a1(n−1)) in its input S and ompute b0 = v mod (n−1) or b1 = ⌊v/(n−1)⌋.
Whenever R needs to read a symbol in F , the easy struture of F ≡ F0∧F1∧. . .∧Fn−1
allows R′ to ompute that symbol in onstant time and onstant spae.
end
Sine the redution S 7→ (N,OP , F ) is linear-sized, R′ deides P within time O(T (O(m)))
and spae O(S(O(m))) as required. The proof of part (ii) of Theorem 2 is similar. ⊓⊔
6 Corollaries: time-spae lower bounds
The ompleteness results for the problems Layered-Constraints(t, s) obtained in the previous
setion yield some lower bounds for those problems beause of several separation results proved
by Fortnow et al. [9℄ that we reformulate as follows.
Theorem 3 (Fortnow-Melkebeek 2000: See Corollary 4.8, Corollary 3.23, Corollary
3.22, respetively).
 NTISP(m,m0.619) 6⊆ DTISP(m1.618,mo(1))
 NTISP(m,m3/4) 6⊆ o-NTISP(m1.4,mo(1))
 NTISP(m,m4/5) 6⊆ o-NTISP(m5/4,m1/10)
Corollary 2.  Layered-Constraints(8, 5) ∈ NTISP(m,m5/8) \DTISP(m1.618,mo(1))
 Layered-Constraints(3, 2) ∈ NTISP(m,m2/3) \DTISP(m1.618,mo(1))
 Layered-Constraints(4, 3) ∈ NTISP(m,m3/4) \ o-NTISP(m1.4,mo(1))
 Layered-Constraints(5, 4) ∈ NTISP(m,m4/5) \ o-NTISP(m5/4,m1/10)
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7 Conlusion and open problems
It is well-known that most natural NP-omplete problems are in NLIN and that many of them,
e.g. Sat, are omplete in nondeterministi quasi-linear time. Moreover, in this paper we have
shown that signiant NP-omplete problems, mainly many problems over planar graphs and
some problems over numbers, belong to NTISP(n, nq), for some q < 1, and speially to
NTISP(n, n1/2). This improves the known upper bound DTIME(2O(n
1/2)) for those problems.
Thanks to a logial desription of nondeterministi polynomial time-spae lasses we have ex-
hibited, for any integers s, t, t ≥ s ≥ 1, a problem, denoted Layered-Constraints(t, s), that
is omplete in NTISP(n, ns/t) via linear redutions. This is a very preise and nontrivial re-
sult. The main open hallenge would be to disover more natural omplete problems in suh
lasses, mainly in NTISP(n, n1/2), even via quasi-linear redutions. Further, in order to prove
some omplexity lower bound, suh a result should be ompleted by some separation result for
NTISP(n, n1/2) that would be similar to those obtained by [9℄ for any lass NTISP(n, nq), with
q greater than 0.619 (the golden ratio).
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