In this letter, we present a novel method for reconstructing continuous data field from scattered point data, which leads to a more characteristic visualization result by volume rendering. The gradient distribution of scattered point data is analyzed for local feature investigation via singular-value decomposition. A data-adaptive ellipsoidal shaped function is constructed as the penalty function to evaluate point weight coefficient in MLS approximation. The experimental results show that the proposed method can reduce the reconstruction error and get a visualization with better feature discrimination.
Introduction
Well established methods exist for visualization of structured as well as unstructured grids data, but scattered point data remains a challenge [1] . The generation of high-quality images from scattered point data relies on methods that accurately solve the volume rendering integral [2] . Besides the illumination model and transfer function optimization, reconstruction (interpolation stage in volume rendering integral) is a critical issue. Existing reconstruction methods for scattered point data can broadly be divided into 2 categories: grid based and non-grid based. The grid based methods are to resample the data on a uniform grid [3] , or tetrahedralize it to create an unstructured grid, and then reconstruct the value at an arbitrary point in the resulting grid with spline-based methods [4] , [5] or high order tetrahedral methods [6] , [7] . In non-grid based methods, arguably the most prominent methods are radial basis functions (RBFs) that were introduced to volume rendering by Jang et al. [8] . And the moving least squares (MLS) [9] are applied in ray casting method by Ledergerber [10] et al., which provides a unifying mathematical framework for the reconstruction of arbitrarily sampled volume data.
In general, grid based methods have good processing efficiency. But a grid with sufficiently high resolution will require vast amounts of memory. With tetrahedralization, one can typically only perform interpolation in a tetrahedron, which may cause poor results with cells of widely varying sizes. The connectivity (topology) of the data is key to the quality of related visualization methods, and the op- timization of grid structure still remains a difficult problem. Moreover, these methods are easily affected by noise data. In non-grid based methods, RBFs can be applied to volume rendering integral efficiently [11] , and get a continuous reconstruction results. But the method still has defects, e.g., it requires an initial solution to a global system of equations which is time-consuming and the method still easy to be affected by noise data. In the method of [11] , the selection of support regions is data-independent which leads to some artifacts in the visualization result.
In this letter, we propose a novel approach for generating high-quality visualizations of scattered point data using ray casting method under MLS framework. In order to further accurately solve the reconstruction problem and reduce the influence of noise data, data-adapted ellipsoidal shaped weighting function is applied to fit the data distribution, and a more accurate reconstruction method is introduced.
Data-Adapted Volume Rendering Integral
To provide a robust and accurate process for reconstructing volume data in the presence of noise, we apply MLS method to the volume rendering integral of direct volume rendering. As MLS uses a weighted Least Squares (WLS) approximation, the tightness of the approximation is determined by the weighting function and the basis function. The classical MLS treats data points equally if they have a same distance to the evaluation point even though these data points do not necessarily have any similarity. As a consequence, when a ray traversing a volume data, the classical MLS interpolation may produces significant deviation from the accurate value and lead to artifacts (e.g., blurring or ringing) in the final rendered image. In order to overcome this drawback, we propose a new data-adapted volume rendering method to further improve the interpolation stage and provide a quality rendering result.
We use the following notation throughout this letter. For a single data point
Denote m as the space of algebraic polynomials whose degree up to m, and M be the dimension of this space.
MLS Reconstruction Framework
Given a point set X := {x n : n = 1, 2, · · · , N}, N > M and a set of values { f (x n ) : n = 1, 2, · · · , N}, the value of an evaluation pointx is obtained by the following linear combination [12] Copyright c 2017 The Institute of Electronics, Information and Communication Engineers
where the combination coefficient C(x) := (C n (x) : n = 1, 2, · · · , N) are obtained by solving the minimization problem
where θ(x) is the data-adapted penalty function that reflects the feature of the local data points. A detailed discussion will be given in the following subsection. Subject to the reproducing condition
where
is a set of basis functions for
m . In fact, by the Lagrange multiplier method, the solution C m (x) can be obtained by
Data-Adapted Penalty Function
The data-adapted penalty function is designed to reflect the feature of surrounding data points. First of all, denote
is the partial derivative of f at x i -direction. Specifically, define the data-adapted penalty function
where g(x) = 1 is an ellipsoid elongated in accordance with the local feature around x. When g(x) = 1 represents a sphere, the penalty function will be equivalent to the weighting function in classical MLS method. ζ is a parameter that controlling the shape of C n (x) in Eq. (1). Obviously, when ζ = 0, C n (x) becomes the classical kernel. On the contrary, if ζ = 1, the data-adapted penalty function θ satisfies θ(x, x n ) = 0 whenx = x n . In this situation, p(x n ) = f (x n ) for n = 1, 2, · · · , N [12] , which is inappropriate because of the noise contaminate in the raw data. In this letter, having performed numerical experiments with several alternatives for ζ, we suggest to choose ζ = 0.6. In order to find g( ), we first approximate the gradient ∇ f (x) for each x n ∈ Ω by using the MLS-based method described in [10] . Thus, we build the gradient matrix as follows: Fig. 1 The ellipsoid built according to the feature of local data
The N × 3 matrix G can be factorized by the singular-value decomposition as follows:
Through the connotation of the singular value decomposition, we can know that the first column vector of the 3 × 3 matrix V = [v 1 , v 2 , v 3 ], i.e. v 1 , is the main gradient direction comparing to v 2 , v 3 . In other words, relatively drastic data changes are occurred in v 1 direction. Generally, as discretized from a common natural continuous scalar field, data from positions that perpendicular to the main gradient direction v 1 have a good consistency, such as situations of lamellar structure or the border of different materials. Judging from the results of singular value decomposition, v 3 can be regarded as the direction in which data changing slightly. Data from this direction can be regarded as belonging to the materials that have similar properties. In the following interpolation process, data from v 3 direction should play a more important role.
Three singular values in the matrix Σ = diag(η 1 , η 2 , η 3 ) describe the relative relation among these gradient directions. We build an ellipsoid around the interpolating point whose axes pointing to the directions of v 1 , v 2 and v 3 , and the lengths of axes corresponding to η 3 , η 2 and η 1 (η 1 > η 2 > η 3 > 0) to adapt with the defined penalty function in Eq. (6). Hence, an ellipsoid is built according to the feature of local data, as is illustrated in Fig. 1 . Two points p 1 and p 2 in v 1 and v 2 direction have the same distance to point o. But p 1 will get a greater value of penalty function, because it is in the v 1 direction. In order to get a better algorithm robustness, the lengths of axes are set to (
), corresponding to v 1 ,v 2 and v 3 . In the end, g(x) can be obtained by
Experimental Results
In order to demonstrate the validity of the proposed method, two sets of data are used: the Blunt Fin from NASA Advanced Supercomputing Division and the Cadaver Head from Computer Graphics Group, University of Erlangen. The Blunt Fin is modified to add random noise to validate the robustness of the proposed algorithm. The Cadaver Head is focused on the visualization result. Table 1 shows the details of data. The results obtained by MLS algorithms from [10] and the tetrahedron-based quadratic method in [5] are also utilized for comparison. The experiments are performed on a PC equipped with an Intel Core i7-4702HQ CPU @ 2.20GHz and an NVidia GeForce GT750m GPU with 2G VRAM. All the above three methods are implemented on the CPU without any parallel modification. Linear basis function and 7-neighborhood support region are chosen during the experiments, and the adaptive preintegration scheme [10] is applied.
In the experiments of the Blunt Fin, 100 out of 48739 data points are replaced by noise data randomly with I.I.D. normal distribution, whose mean values are the original data values and the variances corresponding to the max value in Figure 2 shows the distribution of different error range by three kinds of symbols in a single experiment. Figure 3 shows the average relative errors of different methods. Table 2 shows the final statistical result. With From Fig. 2 and Table 2 , we can see that because of the data-adaption strategy in treating the surrounding data points, our method can obtain a better reconstruction performance than the other two methods for Blunt Fin data with a maximum relative error rate at 15% and an average relative error at 8%. The reason relies on the fact that the MLS ray casting method only takes advantage of the information of surroundings in an equal way. As for the quadratic method, interpolation process only occurs in a tetrahedron. If the node points of a tetrahedron are affected by noise, the reconstruction result will significantly deviate from the true value. Hence the deviation will spread to the surrounding tetrahedra. However, the MLS-based methods incur a more time expensive reconstruction process than tetrahedral mesh based reconstruction schemes. Figure 3 shows that confronted with noise data, the mean value and the variance of average relative error under the quadratic method are both greater than that of the MLS method and the proposed method. On the contrast, the proposed method can reduce the noise interference and improve the reconstruction precision with data-adapted anisotropic weighting function. From Fig. 4 , we can find out that because of the value deviation caused by noise data, the visualization result of quadratic reconstruction method is different from the others. Figure 4 (a) and Fig. 4 (c) shows that by implementing the data-adaption strategy, the visualization result of our method is more accurate and can highlight the features of the data.
The visualization results of the Cadaver Head is shown in Fig. 5 . Due to the lack of enough detailed information, the result in Fig. 5 (b) is incomplete (the nose part) and has some artifacts (the neck part). By the data-adaption strategy, the proposed method achieves continuous reconstruction within each feature while reducing interpolation between features. The result in Fig. 5 (c) is much sharper than the result in Fig. 5 (a) , which leads to a more characteristic visualization.
Conclusion
In this letter, we have presented a robust and accurate reconstruction method for scattered point data which leads to a more characteristic volume rendering result. By singular value decomposition, the data gradient distribution are analyzed and an ellipsoid weighting function is constructed to describe the feature of local data. The experimental results show that our method can reduce the affection of noise data and get a characteristic visual effect. In the future, we will improve the efficiency of the proposed method for a better real-time rendering.
