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Resumen
En este trabajo se estudiara´ el problema de la deteccio´n de las placas
vehiculares en una imagen digital como parte de un Sistema de Reconoci-
miento Automa´tico de Matr´ıculas o Sistemas ANPR estudiando de forma
integral este tipo de sistemas. Una vez analizado el sistema de forma global
se centrara´ el problema en la deteccio´n del a´rea de la placa vehicular don-
de se propone un modelo inspirado en procesos biolo´gicos que llamaremos
Caminata Aleatoria Repulsiva el cual es una metodolog´ıa que puede ser
utilizada para la exploracio´n de regiones en el espacio, mostrando su apli-
cacio´n con el reconocimiento de patrones en ima´genes digitales de placas
vehiculares. Una vez exploradas las ima´genes se procedera´ a analizarlas
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El presente trabajo fue inspirado en un me´todo basado en modelos biolo´gicos
para localizar y reconocer patrones y propiedades en un espacio acotado. Este
modelo es la Caminata Aleatoria Repulsiva la cual combina la exploracio´n
de una caminata aleatoria con un conjunto de part´ıculas y la transmisio´n de
informacio´n de las part´ıculas con sus vecinos a partir de alguna medida de
cercan´ıa y su interaccio´n.
Se pretende explicar de forma clara el concepto de las Caminatas Aleatorias
Repulsivas as´ı como mostrar una aplicacio´n de las mismas para resolver una
problema´tica real.
Para esto la problema´tica seleccionada es el reconocimiento de placas
vehiculares, debido a la familiaridad con el tema y la sencilla representacio´n de
los resultados de e´sta.
Al final de la Caminata Aleatoria Repulsiva, el conjunto de part´ıculas aso-
ciado a ella debera´ contener una muestra representativa del espacio explorado y
posteriormente obtener patrones y propiedades de esta muestra que describan
su espacio de origen.
En este caso en particular los espacios que sera´n muestreados sera´n obteni-
dos a partir de ima´genes de automo´viles. Estas ima´genes sera´n analizadas para
obtener patrones que representen e identifiquen a las placas vehiculares en las
ima´genes.
Para reconocer los patrones que representan a las placas vehiculares se pro-
cedera´ a estudiar los sistemas ANPR (Automatic Number Plate Recognition
System) ya que estos sistemas son capaces de analizar una imagen de un au-
tomo´vil captan por medio de una ca´mara obteniendo la localizacio´n de la placa
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vehicular y procederemos a proponer la Caminata Aleatoria Repulsiva como
parte de uno de estos sistemas.
1.1. Objetivo
Entre los diferentes modos para encontrar placas vehiculares en un Sistema
ANPR, son pocos los modelos que utilizan Caminatas Aleatorias como herra-
mientas en la bu´squeda de patrones de ima´genes a pesar de que e´stas han sido
usadas antes en otros campos como la medicina (ver: [20], [21]).
La utilizacio´n de Caminatas Aleatorias para la generacio´n de algoritmos
estoca´sticos ha tenido un gran e´xito para la resolucio´n de problemas no
determin´ısticos (ver: [12]), por lo cual se ha desarrollado un sencillo pero u´til
algoritmo basado en procesos biolo´gicos para la exploracio´n de un espacio (que
en este trabajo en particular se trata de una imagen digital) para mostrar como
con un conjunto de reglas simples se puede obtener un buen medio de bu´squeda
de patrones para reconocimiento.
Para esto se ha escogido por familiaridad con el tema el aplicar esta
propuesta como parte de un sistema de reconocimiento de placas utilizando
las propiedades que tiene para la exploracio´n del espacio representado por una
imagen digital as´ı como el reconocimiento de un patro´n reconocible como una
placa vehicular.
Este problema en particular y similares no podr´ıan resolverse sin la aplicacio´n
de me´todos matema´ticos para la identificacio´n de patrones, transformaciones de
ima´genes, creacio´n de filtrados, rotaciones y cambios de dimensiones. Para cada
paso de un sistema de reconocimiento de placas vehiculares se han aplicado muy
diversas te´cnicas de las cuales se propondra´ una ma´s.
7
1.2. Organizacio´n de la tesis
En este cap´ıtulo se mostrara´n algunos ejemplos de problema´ticas que
pueden solucionarse con la identificacio´n de los veh´ıculos de forma automa´tica
basa´ndose principalmente en la localizacio´n, identificacio´n y lectura de las
placas vehiculares en una imagen tomada desde una imagen o video. Una vez
mostradas estas problema´ticas generales se procede a mostrar las propiedades
particulares que implicar´ıa resolverlas tomando en cuenta las particularidades
de las placas mexicanas.
El cap´ıtulo dos trata sobre un tipo en particular de sistemas de visio´n
artificial enfocado en el reconocimiento automa´tico de placas conocido como
sistema ANPR, las implicaciones f´ısicas que implica uno de estos sistemas
as´ı como los recursos requeridos junto con las diferentes partes que conforman
con una ligera explicacio´n de cada uno: la Adquisicio´n de la image´n, su
procesamiento, la localizacio´n de la posicio´n de la placa, el segmentado de los
caracteres de la matr´ıcula, su reconocimiento y su ana´lisis.
El cap´ıtulo tres se centra en la Deteccio´n del A´rea de las Placas Vehiculares
de un sistema ANPR. Para esto se define lo que es una imagen digital
procediendo a definir de distintas maneras lo que es una Placa Vehicular en
una imagen. Una vez teniendo diferentes formas de definir una imagen se
presentaran algunos metodos usuales para detectar las Placas dependiendo de
la forma en que e´stas hayan sido definidas.
El cap´ıtulo cuatro basado en la Caminata Aleatoria, en procesos biolo´gicos
como la Inteligencia de Enjambre y la Auto-organizacio´n se conjuntan para
dar lugar a la Caminata Aleatoria Repulsiva el cual apartir de un conjunto de
reglas simples genera una dispersio´n de puntos muestrales los cuales pueden ser
utilizados para la exploracio´n y discretizacio´n de un espacio.
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El cap´ıtulo cinco se procede a mostrar el algoritmo utilizado para la
deteccio´n de placas vehiculares empleando en ella la Caminata Aleatoria
Repulsiva. Se empieza por una exploracio´n general de la imagen buscando
regiones factibles a ser placas vehiculares, para luego someterse a pruebas que
encajen con el patron de las placas vehiculares mexicanas y asi rechazar o
aceptar una regio´n como placa vehicular.
El cap´ıtulo seis describe los diferentes para´metros utilizados para la aplica-
cio´n de la propuesta dada en el cap´ıtulo cinco, como se han escogido los valores
de estos y el modo en que se han calibrado algunos de ellos para luego mostrar
los resultados obtenidos en simulacio´nes de deteccio´n de placas vehiculares.
El capitulo siete habla sobre las conclusiones obtenidas asi como ideas a
probar para trabajo a futuro.
1.3. Aplicaciones
La lectura de placas vehiculares es un me´todo eficaz para la identificacio´n
u´nica de veh´ıculos, la automatizacio´n de estos procesos permite tener un
registro contante de los veh´ıculos y darles seguimiento para automatizar accesos
de veh´ıculos a lugares restringidos, vigilancia en cruces de frontera, control de
acceso a estacionamientos, deteccio´n de veh´ıculos robados, registro de patrones
de uso de veh´ıculos o incluso sistemas de gestio´n de tra´fico.
Esta automatizacio´n implica entre sus pasos principales la tarea de recu-
perar la localizacio´n e identificacio´n de la placa de una imagen tomada desde
una ca´mara o cuadro de video, la cual deseamos que se realice de la forma ma´s
confiable y ra´pida posible.
En esta seccio´n se describira´n varias situaciones de problemas de seguri-
dad no triviales que pueden ser resueltos usando un sistema de visio´n artificial[6].
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Las a´reas de estacionamiento: Podr´ıa parecer que estas zonas no
requieren ningu´n sistema de seguridad. Sin embargo, la pra´ctica fraudulenta es
bastante comu´n y trae importantes pe´rdidas a las empresas que gestionan las
a´reas de estacionamiento y garajes (ver: [2], [4], [6], [10]).
Una pra´ctica fraudulenta habitual es utilizar dos coches con el fin de ocupar
permanentemente un espacio en un estacionamiento. Uno puede entrar a un
estacionamiento con el auto A (un Ferrari, por ejemplo) y obtener un boleto TA
con el tiempo de entrada T1. En algu´n momento posterior, la misma persona
puede entrar con un coche B (un Tsuru, por ejemplo) y obtener un boleto TB
con el tiempo de entrada T2.
Entonces la persona deja el coche B en el estacionamiento y deja el lugar en
el tiempo T2+ con el coche A y el boleto TB , pagando solamente el mı´nimo para
el tiempo . Despue´s en el coche A depositado de nuevo en el estacionamiento
con el boleto T ′A que se utiliza para salir del estacionamiento con el coche B
(pagando solo una tarifa mı´nima).
El proceso se repite, siempre cambiando los coches y salir del estaciona-
miento con el boleto mas reciente. Por lo tanto, un Ferrari costoso se puede
mantener en un estacionamiento seguro por un tiempo ilimitado, casi gratis,
con enormes pe´rdidas para la compan˜´ıa.
Otra situacio´n t´ıpica es la del robo de veh´ıculos. Un ladro´n puede entrar a
un estacionamiento con su propio coche A obteniendo un boleto TA, robar un
coche caro B y salir tranquilamente con el coche robado y el boleto TA. Este
tipo de fraude causa enormes pe´rdidas para las empresas de parques vehiculares
en forma de altos costos de seguro.
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Uno puede imaginar un sistema que reconoce automa´ticamente el nu´mero
de matr´ıcula de coche cuando el coche entra en el a´rea de estacionamiento y
guarda de alguna manera el nu´mero de registro en el billete. Ma´s tarde, cuando
el coche sale del aparcamiento, el sistema puede verificar la correspondencia
entre la informacio´n en el boleto y el nu´mero de matr´ıcula del coche. Es fa´cil
apreciar que tal sistema elimina por completo las dos situaciones de fraude
descritas anteriormente, o al menos reducir, su frecuencia.
Las a´reas de estacionamiento con requisitos especiales de seguri-
dad: En lugares donde solo este permitida la entrada a ciertas personas, un
sistema de visio´n artificial an˜ade un nivel adicional de seguridad mediante la
concesio´n de la entrada u´nicamente a los veh´ıculos registrados y detectar un
vehiculo extran˜o que intente entrar al lugar (ver: [2], [4], [6]).
Pagos de peajes: Un sistema capaz de reconocer las placas de matr´ıcula
se puede utilizar para identificar los veh´ıculos que transitan a trave´s de los
peajes. Tal sistema puede ser utilizado para lograr dos tipos de objetivos.
En primer lugar, el sistema puede ser usado en conjuncio´n con una base de
datos que contiene los registros e informacio´n de los propietarios con el fin de
cargar el importe debido directamente en la cuenta del propietario del veh´ıculo.
Esto puede reducir los gastos de funcionamiento del puente de peaje o por la
autopista, reduciendo o eliminando la necesidad de una presencia humana (ver:
[6]).
En segundo lugar, dicho sistema puede ser utilizado como un sistema de
respaldo que so´lo se refiere a veh´ıculos fraudulentos. Por ejemplo, en Italia, la
red de autopistas esta a cargo de una compan˜´ıa privada llamada ((Autostrade
spa)). Esta empresa ha puesto a punto un sistema de teledeteccio´n llamado
((Telepass)), que es capaz de identificar ciertos veh´ıculos equipados con un
dispositivo especial. Los veh´ıculos podra´n transitar sin parar a trave´s de ciertos
canales dirijidos a las puertas de peaje, eliminando as´ı las colas; sin embargo,
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los usuarios fraudulentos pueden transitar los canales orientados sin tener el
dispositivo instalado en sus coches por lo tanto tratan de evitar pagar el peaje.
En tales casos, un sistema reconocimiento de placas puede ser activado. El
sistema automa´ticamente identifica el veh´ıculo y, en conjuncio´n con una base
de datos, puede identificar al propietario del veh´ıculo e incluso expedir una
multa (ver: [6]).
Zonas de acceso restringido: El sistema puede ser utilizado para
identificar los abusos en cualquier situacio´n en la que esta´ restringido el tra´fico.
Por ejemplo, los centros histo´ricos de ciudades como Roma, Florencia, etc.,
esta´n cerrados al tra´fico pu´blico; sin embargo, muchas personas simplemente
ignoran esto y tra´nsitan en las respectivas a´reas (ver: [6])
El refuerzo de la ley es muy dif´ıcil debido a la gran cantidad de puntos de
acceso en esas zonas. En teor´ıa, en cada uno de esos puntos ser´ıa necesario un
guardia de tra´fico. Un sistema de tipo reconocimiento de placas puede sustituir
la presencia humana y permite detectar anomalia.
Control y gestio´n del tra´fico vehicular: Sistemas de visio´n artificial
colocados en diferentes posiciones estrate´gicas pueden arrojar datos impor-
tantes que pueden ser importantes para el control del tra´fico (ver: [5], [6], [7], [9]).
Identificacio´n de veh´ıculos robados: Dado la gran cantidad de robos de
veh´ıculos en la mayor´ıa de las grandes ciudades. Un sistema de visio´n artificial
colocado en las carreteras y autopistas puede ayudar detectar dichos veh´ıculos
y enviar una sen˜al a las autoridades correspondientes (ver: [2], [4]).
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1.4. Problema´tica
En la mayor´ıa de los veh´ıculos en Me´xico las placas esta´n localizadas en
la parte inferior central del veh´ıculo, pero esto puede ser diferente en muchos
casos. La altura de la placa desde el suelo var´ıa dependiendo del modelo del
veh´ıculo y en muchos casos las placas esta´n localizadas en la parte inferior
izquierda o inferior derecha del veh´ıculo. La distancia entre la ca´mara y el
veh´ıculo var´ıa, dependiendo de las necesidades o requisitos en la ubicacio´n de
la ca´mara o con que recursos se cuente.
La Secretar´ıa de Comunicaciones y Transportes, que es la entidad guber-
namental encargada de regular las placas vehiculares mexicanas, establece en
la Norma oficial mexicana NOM-001-SCT-2-2000 (ver: [13]) que cada estado
pueda emitir sus propias placas de circulacio´n incorpora´ndoles caracter´ısticas
y disen˜os particulares, pero respetando cierto esta´ndar que todas deben de
cumplir.
Segu´n la misma norma, todas las placas son de forma rectangular, y tienen
una dimensio´n de 300 mm de largo por 150 mm de ancho, sus esquinas deben de
ser redondeadas, contener un sello de plomo de la SCT, y las letras y nu´meros
deben de ser troquelados (ver: [13]).
Para los veh´ıculos clasificados como automo´viles privados, el nu´mero de la
licencia debe de estar conformado por tres letras (excluyendo I, O, y Q por su
parecido con el 0 y el 1), seguidas de cuatro o tres nu´meros dependientes de cada
estado; para veh´ıculos clasificados como camiones privados, les corresponden
dos letras seguidas de cinco o cuatro nu´meros, segu´n el estado del que se trate.
La serie de letras que contengan las placas esta´n asignadas a cada estado
del pa´ıs, lo cual permite la identificacio´n del origen del veh´ıculo, adema´s de
esto, tambie´n incluyen el nombre del estado o su abreviatura oficial, la vigencia
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de las placas, as´ı como co´digos de barras y seguridad que impiden su falsificacio´n.
Adema´s de las placas descritas para veh´ıculos privados existen tambien nor-
mas especiales para automo´viles y camiones de servicio pu´blico, para aquellos
que se dedican al transporte de personas con algu´n tipo de discapacidad, para
automo´viles clasificados como Cla´sicos y para los veh´ıculos registrados como
Fronterizos, que son veh´ıculos automotores de origen extranjero, generalmente
procedentes de los Estados Unidos, los cuales pueden ser adquiridos por
mexicanos y circular legalmente en Me´xico, pero u´nicamente dentro de la
llamada Zona libre fronteriza, una franja de territorio ubicada entre la frontera
y los puestos de inspeccio´n aduanal situados en carreteras a distancias variables
de los puntos fronterizos, grandes ciudades como Tijuana, Ciudad Jua´rez,
Nuevo Laredo o Heroica Matamoros quedan dentro de esta zona libre, y en
ellas son muy comunes este tipo de veh´ıculos.
Tomando en cuenta e´stas posibles variaciones el problema a resolver es
encontrar una forma automatizada de localizar la placa de un veh´ıculo en una
imagen y una vez correctamente localizada, proceder a analizar y extraer el
texto que e´sta contiene.
Los me´todos de visio´n artificial que estudian este problema son conocidos
como ANPR (Automatic Number Plate Recognition) o Reconocimiento Au-
toma´tico de Nu´meros de Placas (ver: [2], [3], [4], [5], [6], [7], [8], [9], [10]) los
cuales estan basados en la identificacio´n de los veh´ıculos basandose en la lectu-
ra de los caracteres que estan en una placa vehicular. Asi que para resolver la
problema´tica de la identificacio´n de veh´ıculos se presentara a continuacio´n las
bases de los sistemas ANPR.
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2. Reconocimiento Automa´tico de Placas
La integracio´n masiva de las tecnolog´ıas de la informacio´n en todos los
aspectos de la vida actual ha causado la demanda de poder tratar a los veh´ıculos
como recursos en un sistema informa´tico. Pero debido a que un sistema de
informacio´n sin datos no tiene sentido, tambie´n se necesita transformar la
informacio´n acerca de los veh´ıculos entre la realidad y estos sistemas.
Lo anterior en general se puede lograr de dos formas: mediante un agente
humano o mediante aparatos especiales inteligentes con la capacidad de
reconocer veh´ıculos por su nu´mero de placas desde un ambiente real y poder
reflejar esto en los recursos conceptuales. Debido a esto se han desarrollado
diversas te´cnicas y Nu´merosos sistemas de reconocimiento de placas que se
utilizan hoy en d´ıa para diferentes aplicaciones.
Las placas vehiculares contienen una matr´ıcula que es una combinacio´n de
caracteres alfanume´ricos que identifican e individualizan a un veh´ıculo de los
dema´s y es fa´cilmente le´ıda por humanos. En la mayor´ıa de los pa´ıses se exige
que las matriculas esta´n en la parte trasera y frontal del veh´ıculo para su lectura.
Aun que las placas son fa´cilmente le´ıdas por humanos, las diferencias en la
interpretacio´n de los datos hace que esta tarea no resulte trivial para una ma´qui-
na. Generalmente la forma de recibir informacio´n de una placas vehiculares para
una ma´quina es atreves de ima´genes las cuales percibe como una matriz de valo-
res nume´ricos. De estas matrices nume´ricas no se puede distinguir directamente
una matr´ıcula de cualquier otra cosa.
15
Debido a esto es necesario el disen˜o de herramientas matema´ticas robustas
que sera´n capaces de extraer el texto del dominio espacial de la imagen captu-
rada. Estas funciones son implementadas en los llamados Sistemas ANPR. Los
Sistemas ANPR transforman los datos entre el entorno real y los sistemas de
informacio´n.
2.1. Sistemas ANPR
Figura 1: Proceso general de un sistema ANPR
La parte del hardware de un sistema ANPR consiste t´ıpicamente en una
ca´mara, un procesador de ima´genes, el disparador de la ca´mara, y unidades de
comunicaciones y almacenamiento. El hardware del disparador f´ısico controla
un sensor que suele estar instalado en un carril. Cuando el sensor detecta un
veh´ıculo a una distancia adecuada de la ca´mara, se activa un mecanismo de
reconocimiento. Como alternativa a esta solucio´n es un software de deteccio´n
de un veh´ıculo entrante, o continuo procesamiento de una muestra de una sen˜al
de video.
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El software de deteccio´n o procesamiento de video continuo puede consumir
ma´s recursos del sistema, pero no es requerido equipo de hardware adicional,
como el disparador de una ca´mara fotogra´fica.
El procesador de ima´genes se ejecuta en el software de reconocimiento
especial, el cual reconoce instanta´neas capturadas por la ca´mara y regresa una
representacio´n de texto de la placa detectada. Unidades ANPR puede tener su
propio procesador dedicado a ima´genes (solucio´n todo-en-uno), o pueden enviar
los datos a una unidad de procesamiento central para su posterior ana´lisis
(ANPR gene´rico).
Debido a que uno de los campos de aplicacio´n es en uso de carriles de
carretera, suele utilizarse una ca´mara especial con el obturador extremadamente
corto. De lo contrario, la calidad de las ima´genes capturadas sera´ degradada por
un efecto de movimiento borroso indeseado provocado por un movimiento del
veh´ıculo. Este tipo de efectos genera defectos asime´tricos, lo cual significa una
degradacio´n significativa de las capacidades para el correcto reconocimiento de
la placa.
Tambie´n hay una necesidad de asegurar invariancia en el sistema sobre las
condiciones de luz. Una ca´mara normal no es recomendable para la captura de
ima´genes en la oscuridad o la noche, por que opera en el espectro de luz visible.
Sistemas ANPR a menudo se basan en las ca´maras que pueden operar en una
banda infrarroja del espectro de luz.
El uso de ca´maras infrarrojas en combinacio´n con iluminacio´n infrarroja
es la mejor forma para tener una buena imagen de las placas. En virtud de
la iluminacio´n, las placas que esta´n hechas de materiales reflejantes destacan
mucho ma´s que el resto de la imagen haciendo la deteccio´n de placas mucho
ma´s fa´cil.
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El disen˜o de Sistemas ANPR es un campo de investigacio´n en inteligencia
artificial, visio´n de las maquinas, reconocimiento de patrones y redes neuronales.
Para resolver este tipo de problema´ticas los sistemas ANPR suelen dividirse
en los siquientes procesos: Adquisicio´n de la imagen, Procesamiento de la
imagen, Localizacio´n de la posicio´n de la placa, Segmentacio´n de los caracteres,
Reconocimiento de caracteres y por ultimo un Ana´lisis de sintaxis.
2.1.1. Adquisicio´n de la Imagen
La adquisicio´n de la imagen es el primer proceso de un sistema ANPR, e´ste
consiste en la adquisicio´n, reconocimiento de la sen˜al visual y transformacio´n
en datos.
La adquisicio´n de la imagen se obtiene a partir de un sensor el cual permite
a una maquina obtener e interpretar las sen˜ales que este reciba. Los sensores
usados suelen ser ca´maras digitales o esca´neres los cuales por medio de un
conversor analo´gico-digital pueden obtener una imagen digital. En caso de que
la ca´mara digital sea fotogra´fica, el sensor suele trabajar en conjunto con un
disparador el cual le indica cuando debe captar las sen˜ales.
Figura 2: Adquisicio´n de Imagen
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Una imagen digital es una representacio´n bidimensional de una imagen, el
cual suele ser representado como una matriz nume´rica o un grafico vectororial
los cuales pueden ser manejados por una computadora dando la posibilidad de
aplicar filtros, an˜adir o suprimir elementos, modificar su taman˜o y en general
ser analizada.
2.1.2. Procesamiento de la Imagen
El procesamiento de la imagen consiste en la aplicacio´n de algoritmos
computacionales que permiten resaltar aspectos deseados en la imagen u
opacar de la imagen aspectos indeseados. El procesamiento es un paso im-
portante para obtener las caracter´ısticas deseadas y preparar las cosas para
la extraccio´n de la informacio´n necesaria por los me´todos que se vayan a
emplear en el sistema ANPR haciendo que estos procesos cambien dependiendo
de los algoritmos que se usaran o de las particularidades de la imagen a procesar.
Figura 3: Ejemplos de procesamiento de imagenes
Algunos de los procesos aplicados aqu´ı incluyen la transformacio´n de una
imagen a colores por una en escala de grises para simplificar el valor de la
imagen dada una posicio´n, la binarizacio´n de la imagen para cuando se tienen
ima´genes con altos contrastes, reduccio´n del ((ruido)) de una imagen para
eliminar impurezas o quitar detalles que no aportan informacio´n adicional,
procesos de rotacio´n o correccio´n de sesgos para corregir el a´ngulo de la placa o
eliminacio´n de barridos dados por cuestiones de la velocidad del veh´ıculo, filtros
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de resaltado de caracter´ısticas, como el resaltado de orillas en el filtro Sobel
(ver: [4]) o la transformada wavelets (ver: [10]), por mencionar los procesos ma´s
comunes al trabajar con una imagen en un sistema ANPR.
2.1.3. Localizacio´n de la Posicio´n de la Placa
Este problema incluye algoritmos que son capaces de detectar un a´rea
rectangular de la placa vehicular desde la imagen original. Se define de
manera natural una placa vehicular como ((una pequen˜a placa de pla´stico o
metal pegada al veh´ıculo para propo´sito de identificaciones oficiales)), pero
las ma´quinas no entienden este tipo de definiciones como no entienden lo que
son conceptos como ((veh´ıculos)), ((camino)) entre otros. A causa de esto, es
necesario encontrar una definicio´n alternativa de la placa vehicular basada en
una descripcio´n que sea comprensible para las ma´quinas. E´ste es el problema
fundamental de la visio´n de las ma´quinas.
La localizacio´n de la posicio´n de la placa vehicular en una imagen es una
de las partes ma´s importantes para el reconocimiento del veh´ıculo, el localizar
esta a´rea correctamente permitira´ aplicar los filtros correctos y la oportunidad
de recuperar los caracteres que se encuentren en la placa. Este sera´ el paso de
los sistemas ANPR en el cual nos concentraremos ma´s adelante.
2.1.4. Segmentacio´n de los caracteres
La segmentacio´n consiste en el proceso de dividir la imagen en varias partes
las cuales representan los caracteres contenidos en la placa vehicular. Esto con
el objetivo de simplificar y cambiar la representacio´n de la imagen en otras mas
fa´ciles de analizar.
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Figura 4: Segmentacio´n de imagen
Durante la segmentacio´n por lo general la imagen candidata es normalizada,
rotada para obtener una placa horizontal y recortar los bordes para luego
proceder a la extraccio´n de los caracteres individuales. Un error en esta parte
podr´ıa significar que un cara´cter este´ incompleto o fusionado con algu´n otro lo
cual evitaria la correcta interpretacio´n de los caracteres y por consiguiente de
la matr´ıcula de la placa vehicular.
2.1.5. Reconocimiento de los caracteres
En el Reconocimiento de caracteres cada una de las ima´genes de caracteres
obtenidas del proceso de segmentacio´n es procesada por separado.
Una de las herramientas ma´s utilizadas para el reconocimiento de caracteres
es el comparar estas ima´genes individuales con una base de datos con ayuda de
una red neuronal para devolver el cara´cter que representan.
Figura 5: Reconocimiento de caracteres
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Despue´s los caracteres son conectados uno a uno en una cadena de carac-
teres que representa la captura (el nu´mero de placa) obtenida de la imagen
candidata a placa vehicular. Para esto los caracteres son tratados para obtener
sus propiedades descriptivas y tratar de asignarlo a alguna clase definida con
dichas propiedades.
2.1.6. Ana´lisis de sintaxis
Por u´ltimo para asegurar que el resultado obtenido sea el deseado se ejecuta
un ana´lisis de sintaxis. Cada captura se compara con algu´n patro´n de sintaxis
predefinido que representa un nu´mero de placa vehicular apropiado.
Estos patrones describen desde el largo de las cadenas de texto capturadas
hasta el orden y tipos de caracteres. Este tipo de ana´lisis depende mucho
del tipo de placas esperadas, ya que el ana´lisis de sintaxis puede diferir
enormemente para placas vehiculares de un lugar a otro e incluso variar con el
tiempo en una misma localidad.
Una vez examinados los principales componentes de un sistema ANPR se
procede a profundizar en la deteccio´n del a´rea de las placas vehiculares el cual
representa la parte central o mas importante de este trabajo.
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3. Deteccio´n del A´rea de las Placas Vehiculares
El primer paso en el proceso de reconocimiento automa´tico de placas
vehiculares es la deteccio´n del a´rea del nu´mero de placa. Este problema incluye
algoritmos que son capaces de detectar el a´rea rectangular del nu´mero de placas
en la imagen original.
Como mensione´ anteriormente la placa vehicular en lenguaje natural se
define como ((un pequen˜o pla´stico o metal pegado al veh´ıculo con propo´sito de
identificaciones oficiales)), pero las ma´quinas no pueden entender esta definicio´n
como no pueden entender palabras como ((veh´ıculo)) o ((camino)). Debido a
esto, es necesario encontrar una definicio´n alternativa de la definicio´n de placa
vehicular basada en una descripcio´n que una computadora pueda comprender.
Una imagen puede ser representada como una funcio´n f : A → B tal que
A ⊂ R2 las coordenadas de la imagen y B el espacio de colores o intensidades
de luz. Debido a que una computadora solo puede manejar datos discretos, una
imagen suele ser representada como una matriz M(x, y) donde x y y son las
coordenadas en la imagen. Los valores de la matriz ser representado con una
triada de nu´meros que van de 0 a 255 representan su color en el sistema RGB,
un solo Nu´mero de 0 a 255 que representar´ıa solo la intensidad de los colores
(como una escala de grises), o un incluso solo con los nu´meros 0 y 1 en el caso
de una binarizacio´n.
Definicio´n 1. Se define a una imagen digital como una Matriz M(x, y) donde
x y y son coordenadas espaciales y el valor de M es la intensidad de luz en un
punto. Donde x ∈ N0 ∧ y ∈ N0, donde N0 denota el conjunto de los nu´meros
naturales incluyendo el cero (ver: [4]).
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Dependiendo de lo que tomemos como definicio´n de una placa vehicular,
sera´n los requerimientos y procesos empleados para la deteccio´n y ubicacio´n
de la placa en una imagen. Estos procesos a veces pueden detectar un a´rea
equivocada que no corresponde a una placa vehicular. Debido a esto, a menudo
se detectan varios candidatos de la placa por este algoritmo, para luego escoger
la mejor opcio´n por un ana´lisis heur´ıstico adicional.
Al ser un campo fe´rtil para la investigacio´n se han desarrollado muchos
me´todos diferentes para localizacio´n de placas o localizacio´n de letras en una
imagen, algunos me´todos como Estimacio´n Horizontal & Estimacio´n Vertical
(ver: [2]), Me´todo de deteccio´n de Orillas con Ana´lisis Estad´ısticos (ver: [3],
[4]) o Algoritmos Gene´ticos (ver: [8]), Me´todo de Ana´lisis de Componentes
Conectados para Reconocimiento de caracteres (ver: [7], [11]) entre otros, para
dar una idea sobre el manejo de los me´todos, se describira´n algunos de estos
me´todos junto con diferentes interpretaciones de lo que es una placa vehicular.
3.1. Ejemplos de Deteccio´n
A continuacio´n mostraremos me´todos usuales para la deteccio´n de placas
vehiculares en una imagen, cada una basada en diferentes definiciones de lo
que se considera una placa vehicular asi como transformaciones y procesos
aplicados a la imagen para la deteccio´n de sus elementos.
3.1.1. Estimacio´n Horizontal & Estimacio´n Vertical
Una forma de definir una placa vehicular es como ((Un a´rea rectangular
con cambios bruscos de intensidad de forma perio´dica))[2]. La diferencia de
colores entre el fondo de la placa y los caracteres que suelen mantenerse en alto
contraste para su fa´cil lectura para ojo el ojo humano y la pequen˜a a´rea de la
placa se pueden tomar como caracter´ısticas que la identifican.
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Supongamos que tenemos una imagen en escala de grises, este proceso
esta´ basado en propiedades de la imagen donde la placa esta´ localizada con
propiedades que no se presentan en otras partes de la imagen del automo´vil.
Para este me´todo se definen l´ıneas de ana´lisis que cruzan por la imagen de
manera horizontal para mostrar caracter´ısticas especiales cuando e´stas pasan
sobre los nu´meros o letras, tales como el tomar varias l´ıneas con similares
anchos, estas pueden representar las posiciones de letras o nu´meros, adema´s
se sugiere utilizar las propiedades de e´stas l´ıneas para determinar la posicio´n
horizontal y vertical de las placas en el frente o en la parte trasera del veh´ıculo.
Figura 6: Estimacio´n Horizontal y Vertical
Dada una imagen digital, se define una nueva operacio´n que dependera´ de
las propiedades de la imagen base, la cual representara las l´ıneas de intensidad
usada para analizar la imagen, se define de la siguiente manera:
G(n, y) = f(10 ∗ n, y), n = 1, 2, ..., N
25
En esta fo´rmula N el nu´mero de l´ıneas representativas que se tomaran de
la imagen para su ana´lisis, con esto se espera encontrar las l´ıneas con mayores
cambios en su color y determinar que esa a´rea es una placa vehicular. Aun que
para que este me´todo tenga e´xito, la imagen debe contener poco fondo aparte
de la placa ya que una imagen muy amplia podr´ıa contaminar en gran medida
los datos a obtenidos para la bu´squeda de la placa.
Una vez definidas las l´ıneas de intensidad se crean intervalos de pasos de nivel
que servira´n para medir el cambio de una intensidad a otra y a partir de cierto
nu´mero de pasos definidos como frontera se procede a acotar la imagen buscando
las l´ıneas horizontales superior e inferior que tengan suficientes nu´meros de pasos
de nivel obteniendo una banda y se procede de igual manera con la banda para
acotar verticalmente y obtener el a´rea de la placa.
3.1.2. Me´todo de deteccio´n de Orillas
Una forma de definir una placa vehicular es como ((un a´rea rectangular
con alta densidad de bordes horizontales y verticales)) (ver: [3], [4]). La alta
densidad de los bordes horizontales y verticales en un a´rea pequen˜a es en
muchos casos causada por los caracteres que contrastan en una placa, pero no
en todos los casos.
Definimos las operaciones de deteccio´n de bordes como transformaciones
matema´ticas de la matriz M . La deteccio´n de placas vehiculares consiste en
una serie de operaciones de convolucio´n. Modificando la imagen que se proyecta
en los ejes x y y. Estas proyecciones son usadas para determinar el a´rea de una
placa.
Cada operador de la imagen (o filtro) es definido como una convolucio´n de
matrices. La matriz de convolucio´n se define como un pixel espec´ıfico es afectado
por sus vecinos pixeles.
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Una X es una matriz individual que representa los vecinos relacionados a
un pixel x0 situado en el centro de la matriz y sea M la matriz de convolucio´n
que indica de que manera afectara´n los vecinos al pixel.
La imagen del pixel en la imagen destino y es afectado por los pixeles en la





Para la deteccio´n de orillas se utilizan matrices de convolucio´n para que
resalten las orillas, entre e´stas se encuentran las matrices de Deteccio´n de
Orillas Horizontales, Verticales y Sobel.
Figura 7: De izquierda a derecha y de arriba a abajo - Imagen normal, Detec-
cio´n de Orillas Sobel, Deteccio´n de Orillas Horizontal y Deteccio´n de Orillas
Verticales
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Despue´s de las operaciones de convolucio´n, se pueden detectar el a´rea de
una placa vehicular a partir de un ana´lisis estad´ıstico de los datos de la imagen.
Uno de estos ana´lisis es el de la proyeccio´n horizontal y vertical de la imagen
sobre los ejes X y Y.
La proyeccio´n vertical de la imagen es una gra´fica que representa la magnitud
global de la imagen de acuerdo con el eje Y. Si se crea esta proyeccio´n vertical de
la imagen despue´s de la aplicacio´n del filtro de deteccio´n de bordes verticales, la
magnitud de esta proyeccio´n representar´ıa la ocurrencia de bordes verticales en
ese punto. Entonces, la proyeccio´n vertical de la imagen as´ı transformada puede
ser usada para localizar la posicio´n vertical de la placa. De forma similar la pro-
yeccio´n horizontal representa una magnitud total de la imagen asignada al eje X.
Sea la imagen de entrada definida por la funcio´n discreta f(x, y). Entonces la
proyeccio´n py de la funcio´n f en un punto y es la suma de todas las magnitudes
de todos los pixeles en el renglo´n y-esimo de la imagen de entrada. De forma
similar la proyeccio´n en un punto x es la suma de todas las magnitudes en la
x-esima columna.
Figura 8: Proyeccio´n Vertical de la imagen en el eje y
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Una vez teniendo estas proyecciones se procede a hacer un ana´lisis estad´ısti-
co donde el principio es obtener los picos en las gra´ficas de las proyecciones.
Los picos corresponden a las bandas de los posibles candidatos para placas
vehiculares para luego obtener las bandas de las ima´genes.
La salida de este ana´lisis estad´ıstico es el a´rea de la placa vehicular.
3.1.3. Ana´lisis de componentes conectados
Una forma de definir una placa vehicular es como ((Un conjunto de objetos
(caracteres) agrupados )) (ver: [7]). Al inicio la imagen es filtrada para que los
caracteres de la placa tengan un color distinto del fondo. Para esto se disen˜a un
filtro especial en la que a´reas de la imagen en la que el contraste entre puntos
vecinos supere cierto umbral.
Despue´s de aplicar dicho filtro cuyo resultado sera´ la binarizacio´n de la
imagen, se da lugar un proceso de eliminacio´n. El objetivo de esta etapa es dejar
en la imagen aquellos lugares que tienen ma´s probabilidades de ser caracteres,
suponiendo que cada mancha es solo un cara´cter y no esta´ conectado con
ningu´n otro objeto de la imagen.
La siguiente etapa busca las posibles a´reas donde se pueda localizar una placa
vehicular. Se realiza mediante la agrupacio´n de las manchas que se asemejan a
los caracteres de una placa vehicular. La vecindad de cada mancha en la imagen
es analizada y si hay otra mancha del mismo taman˜o en la vecindad, entonces
e´stas son agrupadas. El grupo de manchas es llamado segmento y otras manchas
pueden ser agregadas si cumplen las condiciones y no difieren demasiado de las
manchas que se han an˜adido.
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De igual forma que se hizo con las manchas se aplican procesos similares
para los segmentos obtenidos, se pasa por un proceso de eliminacio´n de los
segmentos que no cumplan con las caracter´ısticas de un texto. Pero una
vez obtenidos estos textos en muchos casos esto sigue sin ser suficiente para
representar correctamente una placa vehicular. Puede ocurrir que una placa
vehicular este representada por dos segmentos vecinos. Por lo tanto es necesario
realizar una agrupacio´n de los segmentos vecinos.
Despue´s de agrupar los segmentos se eliminan aquellos con un nu´mero
incorrecto de manchas y los segmentos que permanezcan en la imagen se tratan
como candidatos de placas.
Figura 9: A´rea detectada con el ana´lisis de componentes conectados
Despues de ver algunos metodos para la localizacio´n de las placas definiremos
un me´todo propio basado en la deteccio´n de recta´ngulos en la imagen, pero antes
de definir el algotitmo es necesario primero explicar las bases de las Caminatas
Aleatorias Repulsivas en el cual esta basada la bu´squeda.
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4. Caminata Aleatoria Repulsiva
El objetivo de este trabajo es mostrar la capacidad del uso de Caminatas
Aleatorias Repulsivas para el reconocimiento de patrones de una imagen. Este
modelo combina la Caminata Aleatoria con caracter´ısticas de modelos de
enjambres atravez de aplicar reglas simples de interaccio´n entre las part´ıculas y
su entorno. Sus propiedades permiten generar una discretizacio´n de un espacio
a partir de una dispersio´n de puntos muestrales y usarlos para detectar las
propiedades del espacio como sus l´ımites.
Considere un sistema que puede caracterizarse por estar en cualquier con-
junto de estados previamente especificado. Suponga que el sistema evoluciona
o cambia de un estado a otro a lo largo del tiempo de acuerdo a una ley de
movimiento, y sea Xt el estado del sistema al tiempo t.
Si se considera que la forma en que el sistema evoluciona no es determinista,
sino provocada por algu´n mecanismo aleatorio, entonces se puede considerar
que Xt es una variable aleatoria para cada valor del ı´ndice t.
Definicio´n 2. Se llama variable aleatoria a una funcio´n X de valor real
definida sobre los elementos de S, donde S es un espacio muestral con una
medida de probabilidad (ver: [18]).
Una coleccio´n de variables aleatorias es la definicio´n de proceso estoca´stico,
y sirve como modelo para representar la evolucio´n aleatoria de un sistema a lo
largo del tiempo. En general, las variables aleatorias que conforman un proceso
no son independientes entre s´ı, sino que esta´n relacionadas unas con otras de
alguna manera particular.
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Definicio´n 3. Un proceso estoca´stico es una coleccio´n de variables aleatorias
{Xt : t ∈ T} parametrizada por un conjunto T , llamado espacio parametral, y
con valores en un conjunto S llamado espacio de estados (ver: [18]).
El espacio parametral suele tomarse del conjunto discreto T = {0, 1, 2, ...},
o bien el conjunto continuo T = [0, ı´nf), y estos nu´meros se interpretan como
tiempos. Los posibles espacios de estados que generalmente se consideran son
los subconjuntos de Z, R, Zn y Rn. Naturalmente, espacios ma´s generales son
posibles, tanto para el espacio parametral como para el espacio de estados.
Los procesos estoca´sticos son una de las diferentes propuestas para hacer lo
ma´s cercano al co´mputo no-determin´ıstico a algo que sea posible hacer con una
computadora convencional. Este proceso se conoce como el nombre de co´mputo
probabil´ıstico.
Para el co´mputo probabil´ıstico un proceso estoca´stico es un algoritmo cuya
sucesio´n de pasos se produce usando una distribucio´n de probabilidad. No
sera´ realmente co´mputo no-determin´ıstico pero su ventaja es que es posible
implantarlo en una computadora convencional.
Los procesos estoca´sticos juegan un papel central en el estudio de los
problemas NP-completos (ver: [12]) ya que gracias a ellos es posible en-
contrar soluciones para dichos problemas, que consumen menos pasos de
los requeridos por un algoritmo de fuerza bruta, ya que en muchas ocasio-
nes el explorar exhaustivamente el espacio complejo de soluciones puede dar
cantidades de tiempo para las cuales, no se podr´ıan tener aplicaciones pra´cticas.
Siguiendo las palabras de Salvador El´ıas Venegas Andraca ((El e´xito de varios
algoritmos estoca´sticos en la solucio´n de problemas NP, en particular algoritmos
que emplean caminatas aleatorias, ha sido una importante fuente de inspiracio´n
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para desarrollar nuevos modelos de caminatas.)) (ver: [12]) Se describiran una
serie de conceptos clave apartir de los cuales se construyen las Caminatas Alea-
torias Repulsivas como un modelo de Caminata.
4.1. Inteligencia de Enjambres
Un enjambre se refiere a cualquier coleccio´n poco estructurada de agentes
que interactu´an, ejemplos en la naturaleza incluyen colonias de hormigas,
alineamiento de aves en vuelo, comportamiento de reban˜os, crecimiento
bacteriano y comportamiento de cardu´menes entre muchos otros.
De estos el comportamiento de enjambre es un comportamiento colectivo
exhibido por los agentes, tal vez dando vueltas por el lugar, en un movimiento
en masa o una migracio´n en alguna direccio´n. Otra manera de definir el
comportamiento de enjambre es como el movimiento colectivo de un gran
Nu´mero de entidades auto-propulsadas.
Apartir de estas ideas surge el concepto de Inteligencia de Enjambre se
basa en un sistema colectivo descentralizado y auto-organizado, ya sea natural
o artificial. Este concepto fue introducido por Gerardo Beni y Jing Wang en
1989, en el contexto de sistemas celulares robo´ticos o auto´matas celulares (ver:
[1]).
Comu´nmente esta´n constituidos de elementos de comportamientos simples
que interactu´an entre s´ı y con el entorno. Apesar de seguir reglas simples, la
ausencia de un control centralizado que dicte la estructura, el comportamiento
individual de los agentes, que estos actu´an de forma local y de cierta manera
aleatoria, las interraciones entre los agentes generan cierto comportamiento
global de ((inteligencia)), desconocida por los agentes individuales.
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4.2. Auto-organizacio´n
La auto-organizacio´n es un proceso en el que la organizacio´n interna de
un sistema aumenta de complejidad sin ser guiado por ningu´n agente externo.
En estos procesos, se genera alguna forma de orden o coordinacio´n que surge
entre las interacciones de los componentes del sistema inicialmente desordenado.
La auto-organizacio´n es objeto de estudio interdisciplinar, pues es una
propiedad caracter´ıstica de los sistemas complejos, ya sean estos matema´ticos,
f´ısicos, qu´ımicos, biolo´gicos, sociales o econo´micos.
La auto-organizacio´n por lo general se basa en tres ingredientes ba´sicos (ver:
[14]):
Fuerte dina´mica no lineal.
Balance de la explotacio´n y exploracio´n.
Mu´ltiples interacciones.
El origen del ((Principio de auto-organizacio´n de sistemas dina´micos)) fue
formulado por el cibertne´tico William Ross Ashby en 1947 (ver: [15], [16]).
Establece que cualquier sistema dina´mico determin´ıstico automa´ticamente va a
evolucionar hacia un estado de equilibrio o atractor. Es decir, dejara´ todos los
estados no atractores y los seleccionara´ sobre todos los dema´s estados. Una vez
all´ı, la evolucio´n del sistema esta´ limitada a permanecer en el atractor.
El principio de ((Orden del ruido)) fue formulado por el ciberne´tico Heinz von
Foerster en 1960 (ver: [17]). La auto-organizacio´n se ve facilitada por las per-
turbaciones aleatorias (((ruido))) que permiten que el sistema explore variedades
de estados en su espacio de estados. Esto aumenta la probabilidad de que el
sistema llegue a la ((cuenca)) de un atractor, al cual luego llegar´ıa ra´pidamente.
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4.3. Principios de las Caminatas Aleatorias
Definicio´n 4. Una Caminata Aleatoria es una trayectoria X(t) que empieza en
la posicio´n X(0) = X0 tal que X(t+ τ) = X(t) + φ(τ) donde φ es una variable
aleatoria que describe la ley de probabilidad para tomar el siguiente paso y τ es
el intervalo de tiempo entre pasos consecutivos (ver: [19]).
El modelo ba´sico de las caminatas aleatorias es el movimiento de una
part´ıcula (llamado caminante) sobre puntos discretos distribuidos en un
espacio sin restricciones. El sentido del movimiento del caminante depende
de un sistema multivaluado, cuyos valores para cada paso, dependen de la
probabilidad.
El ejemplo ma´s simple de esto es la caminata aleatoria en una dimensio´n
(sobre una l´ınea donde el movimiento del caminante solamente es bivaluado
(izquierda o derecha). iniciando en el estado 0, al siguiente tiempo el proceso
puede pasar al estado +1 (derecha) con probabilidad p, o al estado -1 con
probabilidad q, en donde p + q = 1. Se usa la misma regla para lo siguientes
tiempos, pasar al estado de la derecha con probabilidad p, o al estado de la
izquierda con probabilida q.
Figura 10: Caminata Aleatoria en una dimencio´n
Dos propiedades importantes a destacar sobre las Caminata Aleatoria (ver:
[12]) por su utilidad en este trabajo son:
1) La varianza de la distribucio´n de probabilidad del movimiento de la
part´ıcula es proporcional al nu´mero de pasos ejecutados.
2) La forma de la distribucio´n no depende del punto de partida.
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Lo que sucede al cambiar el punto de origen, es que la gra´fica de probabi-
lidad sufrira´ una traslacio´n, pero la forma sera´ la misma. Esta invariancia de
la forma de la distribucio´n respecto del punto de partida es una caracter´ıstica
fundamental de las cadenas de Markov (ver: [19]), de las cuales las caminatas
aleatorias son un caso especial.
Una vez teniendo nuestra caminata aleatoria se puede asignar a un grupo
de part´ıculas para que caminen simulta´neamente, ya que la distribucio´n de
este grupo de part´ıculas depende del nu´mero de pasos ejecutados, cuando se
tiene una cantidad de pasos muy grandes estas part´ıculas tendera´n a tener un
comportamiento de dispersio´n natural.
4.4. Principios de las Caminatas Aleatorias Repulsivas
Los conceptos anteriores son la base del modelo presentado a continuacio´n
como Caminata Aleatoria Repulsiva. En este modelo se tendra´ a un grupo
de part´ıculas o agentes que sera´n las que constituyen nuestro ((enjambre)), el
cual sera´ el encargado de explorar y describir el espacio de estados. Para una
exploracio´n satisfactoria de este espacio de estados es suficiente con que este
espacio sea acotado.
Una vez teniendo nuestro enjambre, a cada part´ıcula se le asignara una serie
de reglas simples de interaccio´n entre las part´ıculas, condiciones que definen una
regio´n cerrada, a´rea de bu´squeda o entorno y reglas para la interaccio´n de las
part´ıculas y el entorno.
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Las reglas ba´sicas que se impondra´n son:
1) Con cierta probabilidad las part´ıculas actuara´n independientemente o
con relacio´n a otros miembros del enjambre.
2) Cuando actu´en individualmente, estas caminara´n de forma aleatoria y
en caso de interaccio´n con los otros miembros del grupo, e´stas se movera´n
en la direccio´n contraria de su vecino ma´s cercano.
3) Una part´ıcula no puede salir del a´rea objetivo.
Con e´stas simples reglas se buscan generar una auto-organizacio´n por parte
de las part´ıculas dada sus interacciones con las dema´s y su medio adecuada
para la exploracio´n de regiones en el espacio objetivo. Es importante que la
regio´n a muestrear se defina como cerrada o se obtendr´ıa una dispersio´n tal
que sus part´ıculas individuales no llegara´n a un estado de equilibrio pero todo
el conjunto mantiene a un equilibrio.
Una forma de visualizar a una Caminata Aleatoria Repulsiva ser´ıa como un
enjambre en un entorno cerrado que evoluciona a travez del tiempo, donde sus
miembros individuales al interaccionar con otros miembros buscan alejarse de
e´stos. Mas concretamente lo definiremos de la siguiente manera:
Definicio´n 5. Sea Υ(P (t), A, θ) una Caminata Aleatoria Repulsiva, e´sta se
define como un conjunto finito de part´ıculas P (t) con K elementos en el espacio
acotado A ⊂ Rn donde las part´ıculas interaccionan entre s´ı con una probabilidad
θ ∈ [0, 1] donde una interaccio´n de una part´ıcula pi(t) ∈ A con i = 1, ...,K
implica que pi(t+ 1) depende de algu´n p
∗
i (t) una part´ıcula ((cercana)) a pi(t) tal
que ||(pi(t+ 1)− p∗i (t))|| ≥ ||(pi(t)− p∗i (t))||.
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Hay distintas formas de escoger la part´ıcula cercana p∗i (t), en este plan-
teamiento se considerara a como la particula mas cercana, aun que es posible
sacar un aproximado compara´ndolo solo con una muestra de las part´ıculas del
conjunto.
p∗i (t) = mı´n
j=1,...,i−1,i+1,...,K
||(pi(t)− pj(t))||
Aun que la Caminata Aleatoria Repulsiva describe el movimiento de un
conjunto de part´ıculas, su movimiento puede ser descrito tambie´n por el
comportamiento individual de sus elementos de la siguiente manera.
Sea pi(t) ∈ P (t) un conjunto de puntos en Rn, Θ ∈ [0, 1] y p∗i (t) un punto
((cercano)) a pi(t) y φ(t) una ley de probabilidad para determinar el siguiente paso
de una caminata aleatoria y x ∈ [0, 1] un Nu´mero escogido de forma aleatoria,
entonces se puede describir la dinamica de una Caminata Aleatoria Repulsiva
de la siguiente manera:
pi(t+ 1)(x) =
 pi(t) + ∆× p∗i (t)−pi(t)||(p∗i (t)−pi(t))|| ; si x ≥ Θ
pi(t) + φ(τ) ; si x < Θ

4.4.1. Caminatas Aleatorias Cla´sicas
Definicio´n 6. Un sistema de part´ıculas P que se encuentran dando una
Caminata Aleatoria Repulsiva es equivalente a Caminatas Aleatorias Cla´sicas
si Θ = 0.
Figura 11: Caminatas Aleatorias sin interaccio´n
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En una Caminata Aleatoria Cla´sica o sin interaccio´n las part´ıculas se mueven
independientemente de las dema´s, por consiguiente su movimiento esta´ restringi-
do en cada paso de tiempo solamente a la direccio´n dada por una distribucio´n de
probabilidad equipada al sistema, la cual puede ser por ejemplo la distribucio´n
uniforme.
4.4.2. Caminatas Repulsivas
Definicio´n 7. Se dice que una Caminata Aleatoria Repulsiva es una Caminata
Repulsiva cuando Θ = 1.
Figura 12: Caminatas Repulsivas con frontera
En una Caminata Repulsiva las part´ıculas escoge la direccio´n a desplazarse
en un siguiente paso de tiempo dependiendo de las posiciones de las dema´s
part´ıculas a su alrededor.
Al sistema se le priva del azar haciendo que el desplazamiento de las
part´ıculas sea completamente determinista de modo que las part´ıculas siempre
se alejan de la part´ıcula ma´s cercana para cada paso de tiempo e indirectamente
haciendo que las part´ıculas se distribuyan por el espacio objetivo.
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4.4.3. Caminatas Aleatorias Repulsivas
Cuando Θ ∈ (0, 1) le llamaremos al sistema de part´ıculas Caminata Alea-
toria Repulsiva, el valor de Θ determina tanto la dependencia del movimiento
de las part´ıculas con respecto a las dema´s como el grado de independencia
en su movimiento. Un valor de Θ ≈ 0 tendera a comportarse de forma mas
aleatoria mientras que un valor de Θ ≈ 1 su movimiento dependera ma´s de las
dema´s part´ıculas haciendo que se alejen entre s´ı. Esto permite tanto crear una
dispersio´n de puntos como darle flexibilidad para viajar por diversos caminos,
propiciando la exploracio´n del espacio.
Figura 13: Caminatas Aleatorias Repulsiva con frontera
El verdadero valor de las Caminatas Aleatorias Repulsivas es el ser una
te´cnica que permite la exploracio´n en varias dimensiones con la capacidad
de rodear regiones no factibles gracias a sus capacidades de exploracio´n
permitiendo un tratamiento aceptable de ima´genes no convexas.
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A continuacio´n se presentan un ejemplo de los tres tipos de Caminatas en
una regio´n no convexa con la misma cantidad de puntos exploradores y los
mismos pasos de tiempo. En esta imagen se puede apreciar que la evolucio´n
de estas Caminatas evoluciona de formas muy distintas con respecto a la
interaccio´n entre sus elementos.
Figura 14: A) Ejemplo de una regio´n en R2. B) Caminata Aleatoria Cla´sica. C)
Caminata Repulsiva. D) Caminata Aleatoria Repulsiva
El uso de caminatas aleatorias ya se ha usado antes en la bu´squeda de
patrones en ima´genes como por ejemplo en (ver: [20],[21]). Ahora al presentar
un nuevo tipo de Caminata Aleatoria procederemos a usarlo para resolver un
sistema ANPR ya que es una manera de mostrar una aplicacio´n de la misma al
aplicarla en la exploracio´n de una imagen.
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5. Metodolog´ıa
El enfoque siguiente explora los usos de las Caminatas Aleatorias Repulsivas
en el reconocimiento de patrones tales como los cambios de colores de una
imagen, en este caso, secciones con mucho y poco brillo, en los cuales se espera
que la placa este en la imagen de forma destacada por medios vistos en cap´ıtulos
anteriores. A continuacio´n se presenta un esquema general de la metodolog´ıa
propuesta.
Figura 15: Proceso general de la localizacio´n de Placas Vehiculares usando Ca-
minatas Aleatorias Repulsivas
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5.1. Obtencio´n de la imagen
El primer paso coincidiendo con todos los sistemas ANPR consiste en la
obtencio´n de la imagen ya capturada, ya sea en una ca´mara digital comu´n, una
ca´mara infrarroja o incluso un video el cual se digitaliza si es necesario para
ingresarla a la computadora y posteriormente procesarla. Sin importar que el
medio a analizar sea un video multimedia o una imagen digital se supondra´ que
se analizara una imagen digital, ya que un video puede ser descompuesto en un
conjunto de ima´genes para su ana´lisis individual.
5.2. Procesamiento de la imagen
El procesamiento de la imagen incluye tanto la seleccio´n de una imagen
digital en una computadora como los procesos aplicados a e´stas. En este caso
las ima´genes sera´n obtenidas, se les aplicara una escala en el taman˜o, se le
aplicara un filtro para eliminar el ruido, se transformara a escala de grises y
luego se aplicara una binarizacio´n.
5.2.1. Lectura de Archivo
La lectura de la imagen suele ser un paso sencillo que consiste en la seleccio´n
de la imagen correspondiente en un directorio de la computadora o la seleccio´n de
un directorio en el cual cada nuevo elemento sera´ automa´ticamente analizado.
En lo que sigue del cap´ıtulo se supondra´ que se ha seleccionado una imagen
individual.
5.2.2. Escalacio´n de la Imagen
Una vez obtenida la imagen se procedera a cambiar el taman˜o de esta
procurando mantenee las proporciones de largo y ancho. Esto con el objetivo
de que los pasos siguientes sean mas efectivos al aplicarse a la imagen resultante.
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5.2.3. Convolucio´n
La imagen una vez escalada se le aplicara una matriz de convolucio´n, que
como se ha explicado en el Me´todo de deteccio´n de orillas, consiste en una
transformacio´n a cada pixel dependiendo de los valores de sus pixeles vecinos.
Se aplicara una matriz M5×5 a cada pixel de la imagen para reducir los candi-
datos a placas vehiculares haciendo que los pixeles sin elementos alrededor sean
despreciados. En esta matriz el valor de M(3,3) representa el color del pixel X0
que es valor a cambiar, los elementos alrededor de X0 en la Matriz M son los
pixeles alrededor en la imagen de origen. La matriz de convolucio´n utilizada es:
M =

0 0 2 0 0
0 2 1 2 0
2 1 0 1 2
0 2 1 2 0
0 0 2 0 0

Esto debido a ser una matriz que otorga un efecto de difuminado a la imagen,
eliminando parte del ruido y suavizando los bordes (ver: [23]). El pixel resultante





Una vez aplicada esta transformacio´n a la matriz que representa nuestra
imagen digital se procede a aplicar filtros a los colores de la imagen para su
ana´lisis.
5.2.4. Transformacio´n a escala de grises
Sea I una matriz que representa a la imagen obtenida tal que el valor de
I(x, y) representa la intensidad de colores en las coordenadas dadas, procedemos
a aplicar un filtro encargado de transformar los colores actuales a escala de
grises. Esto con el objetivo de facilitar el manejo de los datos procedentes de la
imagen.
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La intensidad de los colores suele representarse como una triada de valores,
donde estos generalmente representan la intensidad de los colores rojo, verde y
azul (RGB), o pueden representar el matiz, la saturacio´n y la intensidad (HSL)
entre otras cosas. Como el sistema usualmente ma´s usado es el sistema RGB,
entonces es el sistema que se utilizara para la interpretacio´n de los colores de
la imagen.
Tomando el modelo RGB para representar el color de la imagen, se puede
separar el valor de intensidad de color de un pixel I(a, b) en tres matrices,
cada una representando la intensidad de un color en la imagen que puede
ser expresada como I(x, y) = r(x, y) + g(x, y) + b(x, y) donde r representa la
intensidad del rojo, g la intensidad del verde y b la intensidad del azul y los
valores de sus elementos esta´n restringidos a los nu´meros enteros entre 0 y 255.
Para transformar una imagen a escala de grises, aun que existen otras formas
de hacer esto, se toman los valores de las matrices r, g y b y se procede a realizar
un promedio, de tal manera que el valor el valor de intensidad de color de todos
los pixeles de la imagen se puedan representar de la siguiente manera:
I(x, y) =
r(x, y) + g(x, y) + b(x, y)
3
5.2.5. Binarizacio´n
Una vez teniendo la representacio´n de la imagen en escala de grises I, se
procede a realizar una binarizacio´n de la misma, esto con el objetivo de realzar
los contrastes en la imagen y para ello se tomara´ un umbral constante U . Esta
transformacio´n puede ser denotada como B(I, U) o´ B(x, y, U) que es la repre-
sentacio´n de la imagen con dos colores (generalmente blanco y negro). Se puede
representar esta transfomacio´n de la siguiente manera:
B(x, y, U) =
 0 ; si I(x, y) ≥ U
1 ; si I(x, y) < U

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Figura 16: Filtros Aplicados a la imagen
5.3. Bu´squeda de candidatos
La bu´squeda de candidatos consiste en una exploracio´n de la imagen de
donde se obtendra´n varias sub-ima´genes que representara´n a los posibles candi-
datos a placas vehiculares, una vez obtenidos estos candidatos estos pasara´n a
un ana´lisis para identificarlos como placas vehiculares.
5.3.1. Exploracio´n de la imagen
En este punto suponemos que existen un grupo de manchas aisladas
las cuales son sospechosas de ser placas vehiculares. Para encontrar estos
candidatos a placas vehiculares se realizara´ una Caminata Repulsiva en la
imagen I en alguna coordenada S0 ∈ I cual sera´ usada como semilla para la
bu´squeda de todos los candidatos.
Para e´sta bu´squeda se realizara una Caminata Repulsiva en la imagen, como
se menciono´ antes se toma un valor de θ = 1, lo que indica que habra´ completa
dependencia entre las part´ıculas liberadas.
Se tomara´ en cuenta que una imagen es un espacio cerrado y convexo (al
ser una imagen representada como una matriz rectangular) y que al final de
dicha caminata se supondra´ que no existira´n manchas de taman˜o considerable
como para contener una placa vehicular apreciable. Por lo tanto las iteraciones
se terminaran en cuanto se alcancen las fronteras de la imagen y pasen un
nu´mero fijo de iteraciones sin encontrar un nuevo candidato.
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5.3.2. Exploracio´n del candidato
Cada vez que se encuentre una mancha en la Caminata Repulsiva anterior
se procedera´ a aislar y retirar de la imagen de bu´squeda hasta que las part´ıculas
se hayan dispersado por toda la imagen. Para esto cada vez que una part´ıcula
de un paso de la zona blanca a la zona negra, se utilizara ese punto como
semilla procediendo a realizar una Caminata Aleatoria Repulsiva con la cual
se creara´ una ma´scara la cual contendra´ el a´rea candidata para analizarla y
posteriormente retirarla de la imagen principal.
La Caminata Aleatoria Repulsiva utilizada para la exploracio´n de un
candidato se toma con un θ ∈ (0, 1) y se equipa con una distribucio´n uniforme-
mente distribuida para escoger el movimiento de las part´ıculas en los casos no
dependientes. Los pasos de tiempo continuara´n hasta que el a´rea del recta´ngulo
que contiene a las part´ıculas deje de incrementarse.
Nuestro candidato C es un conjunto de puntos en R2 el cual se puede definir
como todos los pixeles recorridos durante una Caminata Aleatoria Repulsiva.
5.3.3. Identificacio´n del A´rea del candidato
Una vez que la imagen que representa el candidato a placa vehicular halla
terminado de ser explorada, se procede a tomar el a´rea correspondiente a dicha
imagen. Para esto se aprovechara el hecho de que una imagen digital puede
ser represetada como una matriz de puntos, con lo cual a cada elemento de la
imagen recorrida se le asignara un valor a una vecindad con centro en el punto
recorrido y con radio equivalente a la distancia recorrida por una part´ıcula en
un espacio de tiempo. Esto con el propo´sito de crear una ma´scara que cubra
solo al candidato aun en el caso de que este sea una imagen no convexa.
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Este me´todo es efectivo con ima´genes de taman˜o medio o pequen˜o pero en
ima´genes grandes puede no limpiar toda el a´rea a examinar dejando manchas
pequen˜as del interior de la mancha original. Para evitar problemas con esto la
imagen fue escalada al inicio de los procesamientos a la imagen.
5.3.4. Limpieza de imagen
Una vez obtenida el a´rea del candidato se procede a aplicar la ma´scara
obtenida sobre la imagen inicial de tal forma que la regio´n sea tratada como no
deseada. Esto con el propo´sito de no tomar un candidato ma´s de una vez para
su ana´lisis permitiendo buscar ma´s regiones candidatas a ser placas vehiculares
con facilidad.
Figura 17: Bu´squeda de candidatos y limpiado de imagen
Otras formas de eliminar el a´rea explorada consisten en retirar el recta´ngulo
que contenga a la regio´n a partir de los valores de mı´n(x), mı´n(y), ma´x(x),
ma´x(y) de las part´ıculas o tomar el envolvente convexo de los puntos alrededor
del a´rea, pero estos a su vez tienen el inconveniente de que la placa sea retirada
de la imagen al tratar un objeto no convexo el cual su envolvente contenga a la
placa vehicular.
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5.4. Ana´lisis de candidatos
El ana´lisis de candidatos tiene el propo´sito de aplicar pruebas a estos por
separado para identificarlos como placas vehiculares o rechazarlos. Para esto
se revisara tanto las proporciones de la placa vehicular como su distancia con
respecto a un recta´ngulo.
5.4.1. Comparacio´n de proporciones
Dado de que se ha tratado de mantener las proporciones en la imagen
en este paso se procede a la comparacio´n del contorno del candidato con
las proporciones adecuadas para las caracter´ısticas de una placa vehicular
mexicana.
Una placa vehicular real tiene un taman˜o de 300mm por 150mm, as´ı que
para que el candidato sea aceptado debe tener una proporcio´n similar. Para que
un candidato sea aceptado las proporciones del ancho (W) entre el alto (H) del





5.4.2. Identificacio´n de contorno
Para obtener puntos que sirvan de contorno a la placa vehicular se procede
a tomar los puntos que esten a ma´ximo una distancia ∆ de los limites pertene-
cientes al candidato C. Esto con el objetivo de ver la diferencia entre el contorno
del candidato y una serie de puntos discretos que representen un rectangulo que
contenga a la placa vehicular.
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5.4.3. Comparacio´n con un rectangulo
Una vez obtenido el contorno del candidato se procede a crear un rectangulo
con el cual comparar para designar si el candidato tiene una forma rectangular.
Ya que el comparar al candidato con un rectangulo continuo no es posible se
creara un conjunto de puntos discretos que lo representen.
Este rectangulo se generara apartir de los limites inferiores del can-
didato (minx(C),miny(C)) + ∆/2 y los limites superiores del candidato
(maxx(C),maxy(C))−∆/2. Una vez obtenidos los limites del rectangulo para
comparacio´n se procede a discretizarlo, llamaremos al conjunto de todos los
puntos que representan al rectangulo como RD.
Figura 18: Rectangulo discreto generado
A continuacion se procede a sacar la distancia de de Hausdorff de los con-
guntos RD y C denotado como dH(RD, C) el cual es una buena nocio´n de tan
diferente es nuestro candidato de un rectangulo, esto dado que la forma que
tiene una placa vehicular es rectangular. A continuacio´n se dara la definicio´n de
la distancia de Haussdorf.
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Definicio´n 8. Sean X y Y dos subconjuntos no-vacios de un espacio metrico
(M,d). Se define la Distancia de Hausdorff como:












donde sup representa el supremo y ı´nf el infimo (ver: [22]).
Una vez calculado dH(RD, C) se procede a sacar una distancia relativa con
respecto al ancho del candidato (WC), esto con el objetivo de obtener una
normalizacio´n de las distancias obtenidas y tener una medida que no dependa
directamente del taman˜o del candidato, permitiendo la comparacio´n de un valor
independientemente de los diferentes taman˜os que pudiera tener un candidato





Una vez realizada esta metodolog´ıa el resultado son los diferentes candidatos
a placas vehiculares, estos continuaran con el siguiente paso´ de un sistema ANPR
que en este caso serian los pasos de segmentacio´n y reconocimiento de caracteres.
Dado que el no identificar una placa vehicular se considera peor que obtener un
falso positivo, el me´todo es ma´s propenso a dar resultados que contengan a ma´s
elementos que la placa vehicular que conjuntos que no lo contengan aun que eso
pudiera reducir los falsos positivos.
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6. Aplicacio´n y Resultados
Para las pruebas realizadas, por cuestio´n de recursos, se ha utilizado una
ca´mara digital normal en lugar de una ca´mara infrarroja para obtener imagenes
de autos con un marcado contraste entre el veh´ıculo y la placa y con poca incli-
nacio´n en las mismas. Las ima´genes obtenidas han sido escaladas a un taman˜o
base tal que su altura sea igual a 800 pixeles y se preserven las proporciones
de la imagen. Una vez que contamos con un me´todo para deteccio´n de pla-
cas se procedera´ a separar los diferentes para´metros que intervienen durante el
algoritmo.
6.1. Para´metros
Los para´metros son las variables que identifican cada uno de los diferentes
elementos que componen a un sistema y de ellos depende que la valorizacio´n y
el ana´lisis de los resultados obtenidos sean adecuados y confiables. A continua-
cio´n se mostrara´n los para´metros de la propuesta para la bu´squeda de placas
vehiculares as´ı como los valores asignados a los mismos junto al porque´ de su
seleccio´n o como se llevo´ a cabo su calibracio´n.
K: Nu´mero de part´ıculas en una Caminata Aleatoria Repulsiva en el ana´li-
sis de un candidato a placa vehicular. Para las simulaciones este valor se
dejara´ fijo en K = 100. Esta cantidad es ma´s que suficiente para realizar
las exploraciones, una cantidad muy reducida de elementos no lograr´ıa
explorar satisfactoriamente una imagen mientras que una cantidad muy
basta de los mismos podr´ıa incrementar mı´nimamente la exploracio´n com-
parado con el incremento del nu´mero de operaciones a realizar.
U : Umbral de la binarizacio´n. Para cada imagen el valor indicado de U
cambia dependiendo de las condiciones de luz ambiental, color del auto y
en general el brillo y contraste del ambiente, lo cual se puede reflejar en
el clima, la hora del d´ıa, el ajuste de la ca´mara entre otros factores que
no pueden ser previstos por el sencillo me´todo utilizado. Por lo general el
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valor de U ∈ [40,130]. Dado que la binarizacio´n no es un punto clave para
este trabajo, se supondra´ que el valor ha sido elegido de forma adecuada
a la imagen a tratar.
S0: Semilla para la bu´squeda de candidatos. Dado que las placas vehicula-
res suelen estar en la parte central inferior del automo´vil, y que la semilla
no tiene un impacto muy fuerte en el estado final del sistema se ha escogi-
do arbitrariamente S0 = (W/2, 3 ∗H/2) donde W es el ancho y H el alto
de la imagen.
∆: Grosor de la orilla detectada para un candidato ( %). El valor utilizado
en las simulaciones sera´ ∆ =10 % del ancho del candidato a placa vehicu-
lar. Este valor representa el grosor de lo que consideraremos la orilla del
candidato a placa vehicular y determina el taman˜o del recta´ngulo discreto
con el cual se compara´ el candidato para determinar si la figura es o no
rectangular.
TP : La tolerancia de la proporcio´n de taman˜o de un candidato a placa
vehicular es aceptable si cumple con lo siguiente: |2 − WC/HC | < TP ,
donde WC representa el ancho y HC la altura de un candidato. Para las
simulaciones a este para´metro se ha asignado el valor de TP =0.25.
ET : Nu´mero de iteracio´nes a esperar la finalizacio´n de la exploracio´n del
candidato. El valor utilizado en las simulaciones es ET = 20. Este nu´mero
indica el nu´mero de iteraciones que se dejan pasar sin que hayan cambiado
los l´ımites del candidato a placa antes de considerar que se ha cubierto su
a´rea. El valor max´ımo de ET = T .
dr: Distancia relativa entre un candidato y su recta´ngulo discreto asociado.
Valores aceptados en simulacio´n: dr ≤0.15. Este valor se obtuvo de la
distancia de Haussdorff (dH) entre el candidato a placa y su recta´ngulo
discreto asociado para luego ser normalizado al dividirse entre la altura
del candidato (HC) generando una distancia relativa que no depende del
taman˜o de los candidatos directamente. dr = dH/HC .
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T : Nu´mero de iteraciones ma´ximas para el ana´lisis de candidatos. El valor
final tomado es de T = 100, esto despues de diversas pruebas con distintos
tiempos que se mostrara´n ma´s adelante.
Θ: Coeficiente de interaccio´n entre las part´ıculas pertenecientes a Υ. El
valor final tomado es de Θ = 0.8, esto despues de diversas pruebas con
distintos tiempos que se mostrara´n ma´s adelante.
Los para´metros en los que se centro la calibracio´n de la propuesta son: dr, T
y Θ. El para´metro dr cambia dra´sticamente si el algoritmo fuera ajustado para
detectar placas vehiculares de otros paises por la simple diferencia en taman˜os
y proporciones en general que e´stas pueden tener. Los para´metros T y Θ
influyen directamente en la calidad y tiempo requerido de las soluciones dadas
y por consiguiente se ha tenido que seleccionar valores adecuados de los mismos.
Para escoger un dr adecuado para la identificacio´n correcta de las placas
vehiculares se procedio´ a realizar varias pruebas con un grupo de ima´genes de
calibracio´n pertenecientes a placas vehiculares aisladas. El grupo de calibracio´n
se constituyo´ de 4 ima´genes las cuales fueron ingresadas en una simulacio´n 25
veces con un valor de T = 200 para dar suficiente tiempo de que se explore
adecuadamente la imagen y un valor de Θ = 0.5, esto por el hecho de ser un
algoritmo estoca´stico y los resultados obtenidos cambian cada vez que se aplica.
Figura 19: Ima´genes de calibracio´n
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Distancias Relativas (dr)
T = 200, Θ = 0.50
Imagen 1 Imagen 2 Imagen 3 Imagen 4
0.053928 0.12314 0.124181 0.080401
0.0553669 0.114349 0.103974 0.0808873
0.0576457 0.104787 0.0876671 0.0980669
0.0590562 0.101376 0.0875675 0.0604645
0.0599632 0.0974087 0.0863674 0.0668514
0.0612473 0.0949144 0.0862624 0.0649545
0.0623157 0.094318 0.0852623 0.0815837
0.0632648 0.0934226 0.0826733 0.0763409
0.0637789 0.0879351 0.0823817 0.0644944
0.0648978 0.084393 0.0817725 0.0541225
0.065546 0.083662 0.0800027 0.0864715
0.0657141 0.0803 0.0797325 0.0547625
0.0662401 0.0795186 0.0786375 0.0564227
0.0667415 0.0783919 0.0785909 0.0955189
0.0683083 0.0780645 0.0772403 0.0673773
0.0685446 0.0757783 0.0752211 0.0671551
0.0706937 0.0756902 0.0747241 0.082489
0.0719139 0.0756441 0.0743522 0.078077
0.0722991 0.0747226 0.0740731 0.066968
0.0726041 0.0741275 0.0733039 0.068954
0.0736847 0.0736487 0.0725776 0.066255
0.0766738 0.0707854 0.0692067 0.074804
0.0838212 0.0701128 0.0683933 0.062217
0.0848309 0.0694091 0.0672578 0.084317
0.0854502 0.0672665 0.065672 0.077068
Ma´ximos
0.107501 0.12314 0.124181 0.0980669
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En cada prueba se obtuvo su dr asociado y entre todas las pruebas realizadas
se ha tomado un nu´mero superior al mayor de los valores ma´ximos obtenidos
resultando en el uso de valores de dr ≤0.15 como una distancia razonable para
la aceptacio´n de un candidato. Esto por el hecho de que el no detectar una placa
vehicular esta siendo considerado peor que obtener algo erroneamente como
una placa vehicular ya, que un objeto mal identificado podra´ ser detectado
durante la segmentacio´n o lectura de la matr´ıcula como una mala imagen pero
una placa no detectada puede representar una importante falla de seguridad.
Para obtener valores apropiados para los valores de T y Θ se ha corrido
mu´ltiples veces el algoritmo generado para ver su rendimiento una vez que el
valor l´ımite de dr se ha obtenido. Para esto se selecciono´ un grupo de imagenes
de prueba y los resultado obtenidos han sido revisados para confirmar si la
placa vehicular fue detectada con e´xito, la probabilidad de obtener realmente
placas vehiculares entre las soluciones obtenidas y el tiempo que dura el ana´lisis
de la imagen una vez que e´sta ha sido binarizada.
Definicio´n 9. Sea N el nu´mero de ima´genes analizados y F la frecuencia con
la cual se encontro´ la placa vehicular en todos los experimentos, entonces la





Definicio´n 10. Sea PA el nu´mero aspirantes a placas vehiculares obtenidas
y PR el nu´mero de placas reales encontradas, entonces la Eficiencia (E) es el






Definicio´n 11. Definimos TA como el tiempo de ana´lisis de una imagen. Este
tiempo comprende desde que inicia la exploracio´n de una imagen ya binarizada
hasta la devolucio´n de todas los aspirantes a placas vehiculares.
Figura 20: Imagenes de prueba
Para Encontrar los para´metros correctos a utilizar en la bu´squeda de
placas vehiculares se realizaron 30 experimentos con cada imagen y cada par
de para´metros (T,Θ) generando en total 90 pruebas para cada par ordenado
mostrado a continuacio´n junto con los valores calculados de C, E y TA
obtenidos de estas pruebas.
T = 50 T = 100 T = 200
Tiempo Ana´lisis (TA)
Θ = 0.5 3.397 seg 12.206 seg 25.939 seg
Θ = 0.8 3.236 seg 12.974 seg 26.360 seg
Certeza (C)
Θ = 0.5 71.11 % 97.78 % 97.78 %
Θ = 0.8 76.67 % 98.89 % 97.78 %
Eficiencia (E)
Θ = 0.5 89.55 % 82.33 % 85.41 %
Θ = 0.8 82.12 % 86.33 % 89.04 %
Tabla de valores obtenidos en las pruebas.
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Como se puede apreciar el tiempo del ana´lisis aumenta directamente por
el valor del para´metro T , mientras el aumento en el para´metro θ incrementa
levemente el tiempo debido a el incremento del nu´mero de operaciones al aplicar
la interaccio´n de las part´ıculas del enjambre. La certeza se incrementa en un
inicio con el incremento del valor de T pero llegado a cierto punto e´sta se detiene
y so´lo causa ma´s consumo de tiempo. El valor de Θ mejoro´ ligeramente los
resultado obtenidos pero as´ı como la eficiencia con valores grandes de T . Una vez
realizadas estas pruebas, los valores seleccionados para ajustar los para´metros
son T = 100 y Θ = 0.8.
6.2. Resultados
Al ser un me´todo que como filtro inicial esta utilizando una binarizacio´n
por altos contrastes, las imagenes de coches de color claro y placas con regiones
en sombras suelen fallar en el momento de detectar la placa vehicular al no ser
resaltadas en la binarizacio´n. Ya que la bu´squeda de los patrones de la imagen
depende de las marcas dejadas en la binarizacio´n inicial, una mejor binarizacio´n
de los elementos deseados permitir´ıa funcionar con mejor rendimiento la
bu´squeda de candidatos, ya que este proceso y la binarizacio´n con procesos
independientes pero que en conjunto afectan al resultado. E´ste mismo hecho
afecto´ la deteccio´n de las placas vehiculares de Cohauila y Zacatecas por tener
colores rojos y azules en sus placas vehiculares.
Tambie´n se mostro´ dificultad para distinguir a un candidato a placa
vehicular considerablemente ancho de una placa por el hecho de que el me´todo
utilizado es menos efectivo en ima´genes de taman˜o grande al aumentar la
tolerancia a aceptacio´n de la placa.
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El algoritmo fue probado con un conjunto de 12 ima´genes de veh´ıculos di-
ferentes de las de calibracio´n con las cuales se realizo un total de 120 pruebas
corriendo una simulacio´n 10 veces con cada imagen. De estas ima´genes se obtu-
vieron los siguientes datos:
Pruebas realizadas (N) : 120.
Frecuencia de e´xito (F ) : 89.
Placas Aspirantes (PA) : 115.
Placas Reales (PR) : 89.
Certeza (C) : 73 %.
Eficiencia (E) : 79 %.
Tiempo Ana´lisis (TA) : 21.56 seg.
Figura 21: Muestras de resultados obtenidos
Como se puede apreciar en la imagen de los resultados obtenidos no todas
las placas aspirantes realmente son placas a pesar del hecho de haber pasado
las pruebas que las acreditaban como tales.
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El algoritmo utilizado tuvo menor Certeza que otros metodos utilizados
antes en la literatura, los principales problemas del algoritmo son la binarizacio´n
inicial a casusa de los cambios de luz, los veh´ıculos de color claro, los brillos
cercanos a las placas. Otro problema presentado fue cierto un marco negro en
algunas placas vehiculares el cual al cambiar las proporciones de lo detectado
como placa vehicular disminuyo´ en gran medida las veces que fue detectado
como placa vehicular.
Au´n que hay otros me´todos que han probado mayor eficiencia al encontrar
placas vehiculares, los resultados obtenidos en este proyecto muestra que es




El presente trabajo propone un me´todo para la deteccio´n de placas vehi-
culares en una imagen la cual es una parte importante de los Sistemas ANPR
el cual es un sistema ampliamente usado para la identificacio´n de veh´ıculos
robados, acceso a lugares restringidos entre otros.
El me´todo utilizado fue utilizado con e´xito para la exploracio´n de ima´genes,
aun que el grado de e´xito de la propuesta fue menor que el de otros me´todos
ya probados para la deteccio´n del a´rea de la placa vehicular. Existen varias
opciones para modificar el algoritmo propuesto que podr´ıan modificar su
rendimiento y que au´n no han sido estudiadas.
El sistema presentado utilizo Caminatas Aleatorias con distribucio´n unifor-
me, pero es posible equiparla con otras distribuciones de probabilidad, ya sea
una distribucio´n normal si se desea que la caminata aleatoria tenga tendencias
a ciertas direcciones o incluso con un vuelo de Le´vy cambiando la manera en
que se mueven las part´ıculas.
Tambie´n el sistema puede ser modificado para que la distancia entre las
part´ıculas sea a traves de nociones diferentes a la distancia euclidiana, tales
como la distancia Manhattan lo que afectar´ıa la eleccio´n de los elementos cer-
canos, as´ı como probar diferentes tipos de muestreo de las part´ıculas como el
presentado, ya sea tomar un nu´mero determinado de part´ıculas al azar, tomar
siempre a un grupo finito de part´ıculas que sera´n las u´nicas a considerar o in-
cluso no tomar en cuenta a las dema´s part´ıculas si todas se encuentran a cierta
distancia.
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Otro aspecto a considerar es el aspecto de cooperacio´n en la Caminata
Aleatoria Repulsiva, en este proyecto el valor usado fue de θ =0.8 pero otros
valores cambiar´ıan el desempen˜o de la exploracio´n o incluso la posibilidad de
que la interaccio´n de cada part´ıcula sea independiente y cambiara´ durante
la bu´squeda utilizando valores altos de θ si no se han detectado obsta´culos e
incrementarla una vez que se empiecen a encontrar orillas.
El sistema propuesto esta´ disen˜ado para detectar a la mayor´ıa de las placas
Mexicanas, pero con unas ligeras modificaciones puede ser adaptado a detectar
placas de otros lugares.
Por u´ltimo la Caminata Aleatoria Repulsiva podr´ıa ser utilizada para el
estudio de algu´n otro tipo de objeto y por consiguiente resaltar caracter´ısticas
distintas de objetos en Rn.
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