Target localization in urban sensing can benefit from angle dependency of the pulse shape at a radar receiver antenna. We propose a localization approach that utilizes the embedded directivity in ultra-wideband (UWB) antennas to estimate target positions. A single radar unit sensing operation of indoor targets surrounded by interior walls is considered, where interior wall multipaths are exploited to provide target cross-range. This exploitation assumes resolvability of the multipath components, which is made possible by the virtue of using UWB radar signals. The proposed approach is most attractive when only few multipaths are detectable due to propagation obstructions or owing to low signal-to-noise ratios. Both simulated and experimental data are used to demonstrate the effectiveness of the proposed approach.
Introduction
Multipath propagation arises in urban and through-the-wall radar sensing due to electromagnetic (EM) interactions of targets of interest with surrounding objects and surfaces. This leads to highly cluttered images of many ghost (false) targets, thereby compromising image quality and interpretation.
Two approaches have been proposed in the literature for dealing with multipath, namely, multipath mitigation [1] and exploitation [2] . Both approaches aim at producing a ghost-free image. Unlike the mitigation techniques, the goal of multipath exploitation methods is not to attenuate or suppress multipath returns but rather use their energy to aid in the detection, localization, and classification of the corresponding target. Multipath exploitation, however, usually requires prior knowledge of the location of major scatterers in the radar field of view. To this end, access to city maps may suffice for outdoor target detection and tracking in urban canyons. For targets inside enclosed structures, this situation requires information on interior building layouts, which, if not available in the form of blueprints, can be determined from prior surveillance operations. It was shown in [3] that it is possible to exploit multipath propagation for target localization without prior knowledge of the location of the scatterers.
Multipath exploitation has been employed in urban environments. Specular multipath returns and their Doppler spread have been utilized for enhanced moving target detection and tracking in urban canyons, especially in the absence of direct line-of-sight (LOS) paths [2, [4] [5] [6] [7] . Multipath has also been used for image enhancement of stationary indoor scenes [8, 9] . By properly modeling the indirect propagation paths, the energy in the multipath returns can be attributed to their respective targets, allowing a ghost-free image and an increased target-to-clutter-and-noise ratio. Further, shadowed regions of spatially extended targets were revealed via their multipath returns in [10, 11] , whereas an inverse scattering based multipath exploitation approach was presented in [12] for imaging stationary targets with enhanced cross-range resolution. Offerings of multipath exploitation for target classification in through-the-wall radar imaging applications were examined in [13] . It is noted that the aforementioned approaches dealing with stationary targets require a radar system comprising a real or synthesized array aperture.
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Multipath exploitation for sensing indoor stationary scenes can be performed using a single-antenna ultrawideband (UWB) radar system. Deploying a physical or synthesized array aperture could be costly and logistically difficult compared to a less expensive, more flexible, and mobile single-antenna radar system based operation. In this case, relying on only target radar returns does not enable coarse or accurate cross-range estimations. However, EM interactions between targets and surrounding walls generate relatively strong multipath returns that are detectable at the receiver. The concept of exploitation is embedded in using the resolvable multipath to create virtual radar units at different locations dictated by the positions of both targets and walls. Incoherent localization can then proceed using constantrange contours corresponding to monostatic and bistatic twoway propagation between the actual radar unit, the targets, and the virtual radar units.
While the above single-antenna radar system based multipath exploitation concept was already discussed in our earlier work [14] , this paper offers a new and alternative approach for target localization. The proposed approach uses a fundamental property of UWB antennas, which has been thus far overlooked in the underlying application. In essence, the transmitted and/or received signal waveforms at different angles assume different shapes [15] [16] [17] . Since UWB propagation is antenna-dependent, it contributes to target localization in multipath by (a) tagging multipath by their angles of arrivals which can be achieved by matched filters of the different pulse shapes of radar returns and (b) lowering the required number of multipath returns for target localization by discarding false solutions whose corresponding pulse shapes deviate from those associated with the respective directions. In this paper, we focus on the latter property (b) and show that the availability of one single-bounce multipath component, in addition to the direct return, is the only condition for localization. This relaxes the requirements of previously published wall association algorithm in [14] , which assume the resolvability of all singleand double-bounce components.
We formulate the multipath propagation of a target positioned within a nominal rectangular room. The merits of using the proposed approach are demonstrated by showing a reduction in localization error when the directivity property is applied. Both simulations and experiments are used to evaluate the performance of the proposed approach.
The remainder of this paper is organized as follows. Section 2 presents the multipath propagation model and scene. In Section 3, the concept of directivity is introduced and verified with radar reflection measurements. The procedure for localization is introduced next where we discuss the number of possible target locations and use directivity to select among the candidates. Error analysis and discussion of results are presented in Sections 5 and 6, and conclusions are presented in Section 7.
Multipath Propagation Model
The multipath model and the geometry of the problem are depicted in Figure 1 within a rectangular room. The right side wall is located at = 0. The length of the side walls is 2 meters, whereas the front and back walls have an extent of 1 meters. The thickness and the electrical properties of the front wall are assumed to be known and their effect on signal propagation can be accounted for. The sensor is located at (− , 0) m. The arrow at the sensor depicts the antenna direction. The azimuth angle is measured from the -axis. To keep the problem in two dimensions, the elevation angle is fixed at 0 degrees measured from the -plane. We consider a total of seven paths by which the signal can travel from the sensor to the target and back. The first is the direct path, which does not involve any secondary reflection at an interior wall. Three single-bounce multipath components involving a reflection at an interior wall either on transit to or back from the target are assumed. We also consider three double-bounce multipath arrivals resulting from transmission and reception along the same path containing a secondary wall reflection. Additional doublebounce and higher order multipath components can also be considered and incorporated in the model. However, realdata experiments have shown that such reflections exhibit severe attenuations making them difficult to detect, and, as such, they are ignored in this paper [14] .
The side walls are assumed to be perfect reflectors. When the radar transmits a pulsed signal, ( ), the received signal, ( ), is a superposition of the direct path and the multipath returns and can be expressed as
where is the total number of signal components and and , respectively, represent the amplitude and delay of the th component. The th signal component is denoted by ( ), suggesting that the returns are not just delayed and scaled version of the transmit pulse but can also assume different International Journal of Antennas and Propagation shapes. The shape-angle dependency of multipath returns is discussed in Section 3. We assume that the components of the radar return in (1) are resolvable. More specifically, the time-of-arrival (TOA) estimates for the first two arrivals, with the first one corresponding to the direct path, are readily available.
Angle-Pulse Shape Dependency
The frequency response of a single antenna varies across the antenna field of view. This phenomenon is validated through both simulation and experimentation.
For simulation, a simulator, originally developed with two antennas for communications applications [15] , is redesigned to accept the wall configuration, antenna position, and polarization as simulation parameters. It is further modified to allow for oblique incidence at the receiver based on the derivation in [16] . This simulator, with the same antenna parameters as in [15] , is used to generate the synthesized data.
For experimentation, a single-antenna sensor was also implemented in the Radar Imaging Lab, Villanova University, using a vector network analyzer (VNA) connected to a ridged horn antenna mounted on a tripod. The VNA operated in a stepped frequency mode with 1601 frequency points covering the 1 to 8 GHz frequency range. The antenna was rotated to different angles from 0 degrees to 180 degrees, with 90 degrees representing normal incidence in steps of 15 degrees. A flat metal plate was used as the target. The setup is shown in Figure 2 . A controlling computer recorded the amplitude and phase of the signal received by the VNA at each frequency step and each antenna angle. The acquired data was conditioned and processed to retrieve the real channel impulse response for each antenna angle. The received signal was then obtained by convolving the channel impulse response with a Gaussian input signal with sigma = 0.1 ns. The experiment was conducted for both the horizontal and vertical polarization.
After eliminating the ringing effect from the antenna by time gating, the received signals corresponding to six different angles are depicted in Figure 3 for the case of horizontal polarization. We observe that not only there are changes in amplitudes, but also both the TOA and the shape of the signals vary with angle. The received signal for the 90-degree angle is a Gaussian doublet. Comparing the returns for 30 and 150 degrees, we observe a clear difference in polarity. For the case of vertical polarization (not shown) similar variations are observed. However, one cannot discern between clockwise and counterclockwise angles relative to the 90-degree case. Consequently, the received signal at 75 degrees appears identical to the signal received at 105 degrees. We assume accurate TOA estimates and focus on exploitation of directional variation to provide coarse angleof-arrival estimation, as delineated below. We maintain that the embedded directivity in the received signal can be utilized to improve TOA estimation by applying angle-dependent matched filters. This is, however, beyond the scope of this paper.
Localization Procedure
In this section, we incorporate pulse-directivity dependence in the localization procedure. The TOAs of all radar returns are ordered in ascending order and represented in vector form as = [ 1 , 2 , . . . , 7 ] . It is clear that the first arrival must represent the direct path, whereas the second arrival must correspond to a single-bounce multipath component. Based on the first arrival of a monostatic configuration, the location of the target is confined to an arc represented by the circle centered at the radar position and having a radius of 1 /2 , where is the wave propagation speed in free space (see Figure 4) . The position of the target must satisfy the circle equation given by
where − 1 < < 0 and 0 < < 2 . The second TOA corresponds to a bistatic configuration involving the true and virtual sensors. Due to the multipath and wall geometry, three virtual sensors are created; two (−x t , y t ) sensors are due to the multipaths from the side walls, and they are located at (+ , 0) and (+ − 2 1 , 0), whereas the third virtual sensor is due to the back wall, and it is located at (− , 2 2 ). The target location in this case is confined to an ellipse with foci at the true and virtual sensor locations. The equations for the three possible ellipses are given by 
In general, a circle can intersect with an ellipse at 4 possible points. However, due to the underlying nature of the problem, an ellipse corresponding to the side wall can only intersect with the circle corresponding to the direct path at one valid location, while that of the back wall can result in two possible solutions. This reduces the maximum number of possible solutions to four, when considering pairs of arrivals one at time, including the direct path. More specifically, when the second arrival is due to a reflection from the right side wall, by solving (2) with (3) and dropping the unrealistic solutions, we obtain = (
2 ) /4 (
Similarly, by solving (2) and (5), we find the solution corresponding to the involvement of left wall:
In both cases, the associated coordinate is found by substitution of the -values in (2) . For the back wall case, we solve (2) with (4) and obtain = (
Note that can have two values. In Figure 4 , the sensor positions are indicated by small circles, while the above possible solutions are represented by small triangles. This example has only three possible solutions as the TOAs, 1 and 2 , cannot correspond to a reflection from the left side wall. To maintain a candidate target location, the major and the semimajor axes of the corresponding ellipses must assume positive coordinate values. It is noted that in the very special case where the target exists colinearly between the real and virtual sensor corresponding to the back wall the equation of the ellipse reduces to that of a line, leading to a single solution. The lower limit on 2 for a solution to exist due to multipath from the right, back, and left walls, respectively, can be expressed as 2 / , 2 2 / , and 2( 1 − )/ .
We hypothesize that the second arrival belongs to a multipath from each of the three surrounding walls (side and back walls) and find the point(s) of intersection, or target location, between the corresponding ellipse and the direct path circle. In this case, the number of valid solutions is dependent on the radar location. Figure 5 illustrates the number of possible solutions within the scene for different antenna positions with 1 = 15m and 2 = 20m. Figure 5 (a) corresponds to the radar located at (−12, 0) m, whereas the radar position is (−10, 0) m for Figure 5(b) . The results have been generated by an exhaustive search with steps of 0.5 m. In Figure 5 (a), there is a region with a single candidate solution for target location. On the other hand, no such region is present in Figure 5(b) . This is because the antenna in this case is centered between the side walls, that is, = 1 /2, which introduces symmetry. As such, there are always multiple possible solutions.
First, we use the time of the first two arrivals to determine the candidate solutions. To explain the procedure, consider the example where the target is located at (−6.5, 11.5) m and the radar is located at (−12, 0) m. The direct reflection arrives at 1 = 84.98 ns and the TOA of the second arrival corresponding to a single-bounce multipath component is 106.83 ns. Figure 5 (a) suggests that there are four possible target location solutions for this scenario. The arrow at the sensor depicts the antenna direction. Figure 6 illustrates the four candidate target positions. The candidate solution marked with 3 is the true target position. Next, we use the directivity inherent in the UWB antenna to select the most probable target location amongst the candidate solutions. The multipath scenario corresponding to each candidate solution is reproduced. If knowledge of antenna characteristics is assumed when reproducing the candidate profiles, we refer to the procedure as directional estimation. The nondirectional estimation is then based on the assumption that all multipath components have the same pulse shape as the one received at the boresight direction. Figure 7 shows the actual radar return and the simulated directional profiles for the candidate solutions 1 through 4 of Figure 6 . The correlation between each directional synthesized return and the actual return is performed. The highest correlation results in the third candidate solution to be selected as the estimated target location. It is worth noting that the simulated returns corresponding to candidate solutions 2 and 4 have arrivals that occur before 2 . If we are able to further strengthen our assumption that no multipath components are missed, then these two solutions can be dropped even before the correlation step.
Although we employed a specific horn antenna for this example, in many cases only coarse angle estimation is required to choose among the possible solutions and the same procedure can be extended to other antennas.
Sensitivity to Timing Errors
In addition to the geometry of the room and the angle between the antenna and the target, the estimated position depends on the time of arrival of the direct and the multipath components, 1 and 2 . In this section, we quantify the impact of the error in estimating the time of arrivals, Δ 1 and Δ 2 , on the final estimated position ( + Δ , + Δ ) and how that affects the angle required for directional estimation. The amount of error in the position estimation is evaluated as
The derivations of the partial derivatives for the three cases are provided in Table 1 . The error on the direction of arrival can be calculated as the angle change due to the radar Right wall Left wall
pointing towards ( + Δ , + Δ ) instead of ( , ). For the example considered in Figure 6 where the radar is located at (−12, 0) m and the target is located at (−6.5, 11.5) m, the error in the estimated angle is illustrated in Figure 8 . It is shown that an error of 1 ns in time estimation of both 1 and 2 results in less than 5 degrees of error in the angle for the considered case. It is worth noting that the maximum error occurs when Δ 1 has an opposite sign compared with Δ 2 when the reflection is from the side walls. When the second arrival is due to the back wall, then the error in the angle is a weak function of Δ 2 . The third candidate corresponding to a second reflection from the left side wall resulted in the maximum sensitivity to timing error as demonstrated by Figure 8 .
Reduction on Localization Error
In this section we demonstrate the reduction on the error estimation. The exact amount of gain will vary based on the specific localization algorithm.
Simulation Results.
In these simulations, the target is localized using the first two radar returns. Assume the timing error of the multipath components to be independent and Gaussian distributed with variance, standard deviation, = 0.5, a Monte Carlo simulation was performed. The average localization error defined as the distance between the true target position and the estimated position in meters at various target locations was evaluated for the directional and the nondirectional localization. Figure 9 represents the average reduction in error when directivity is utilized compared with the nondirectional case where the multipath components are all assumed to be of the boresight form. The reduction in localization error is very evident. Errors may dominate as the target approaches the wall due to solution constraints. These errors can be reduced with conditioning. Other possible sources of large errors include the scenarios where the intersecting circle and ellipse are semitangential. This source of error can be reduced by carefully selecting the location of the sensor.
Comparing Figure 5 (a) with Figure 9 , we observe that locations with single candidate target result in small localization errors while locations with multiple solutions call for directivity. It is also worth noting that direction of the antenna can be deduced from the plot. The two regions shown by the arrows resulted in small error reduction. The first region (solid arrow) results in a first arrival with boresight shape because antenna is pointing 45 degrees from the -axis. The second arrival (in the region indicated by dashed arrow) has a boresight shape after being reflected from the right side wall.
To examine the performance as a function of the timing error, three possible target locations are selected. The first is (−14.5, 4.5) which is a case with only one candidate solution. The positions (−3.5, 4.5) and (−6.5, 11.5) result in three and four candidates, respectively. Figure 10 provides the variation of errors as function of the standard deviation of the timing error. For the case of single candidate, both directional and nondirectional antenna result in a small error of less than 1 meter due to the timing inaccuracy with standard deviation up to 2.5 nanoseconds. However, for the case of multiple possible solutions, directionality resulted in a significant reduction on the positioning error. Note that the errors are location dependent and not a monotonic function.
Experimental
Results. An experimental evaluation was conducted in a classroom at Villanova University, Tolentine Building. Figure 11 depicts the measurement environment. The walls are made of concrete with reinforced concrete columns. A metallic reflector cylinder is used as the target. The diameter of the cylinder is 7.63 cm while the height is 61 cm. The target is mounted on Styrofoam base with a height of 100 cm. The height of the center of the aperture of the horn antenna is kept at 122 cm. The location of the antenna is shown in Figure 12 . The antenna direction was first facing the corner of the room; then, in the second scenario, it was changed to point towards the back wall.
The target position was changed to different locations in the room. Nine selected locations are shown in Figure 12 . The target initial location was kept at 61 cm from the two walls and then moved at steps of 61 cm in a 3 by 3 grid. An initial measurement was made without the target in place and was subtracted from the subsequent measurements. Hence, all International Journal of Antennas and Propagation 9 the presented waveforms are generated by the target. At every point 32 measurements are averaged to reduce the effect of the ambient noise.
The received signals in the two antenna scenarios are presented in Figure 13 . The figure is made of 9 plots representing the 9 different target locations in the same order. Every subplot contains two traces for the two antenna directions to demonstrate the impact of directivity.
Consider the specific case of scenario 1, where the target is located at point 2. Relative to the reference antenna location, the target is located at (−91.4, +213.3) cm. This target results in multipath arrivals with the direct component round-trip time delay of 15.47 ns and the second arrival due to the back wall multipath of a corresponding delay of 19.32 ns. These two arrivals could be generated by a target near to location 4, specifically at (−152.4, 152.4) cm relative to the antenna, with the second reflection generated by the side wall. To decide between the two locations, correlation is performed between the received profile and the expected respective profile. The expected profiles are generated using a directional ray-tracing simulator. The ray-tracing simulator determines the expected multipath components and their magnitudes and angles and builds the candidate profiles based on the known scene geometry. Due to the limited number of candidates and the expected differences in their profiles in terms of times and directions of arrival, even in the presence of some noise and timing jitter, the receiver will be able to select best the candidate. The results support the selection of position number 2. Due to the horizontal polarization of the antenna, the second arrival is inverted when comparing location 2 with location 4. Refer to trace 1 in the second and fourth plot in Figure 12 at the time of the second arrival 19.32 ns. The difference is due to the fact that the second radar return in case 2 is due to the back wall, whereas in case 2 it is due to the side wall. The two multipath returns result in different angles of arrival. A similar polarity observation can be made when comparing the direct arrival in case 4 and case 5.
Conclusion
In this paper, we introduced a new approach for indoor target localization exploiting multipaths from surrounding walls. This approach uses pulse shape dependency on DOA of the radar return for excluding false target locations. Solutions of target position coordinates can proceed using only two multipaths. This capability becomes important when exploitation of all possible multipaths fails due to obstruction or weak signal detection. Further, applying the proper angledependent matched filter at the receiver in lieu of the nominal filter corresponding to boresight increases signal-to-noise ratio and as such reduces timing errors. The effectiveness of our approach was supported by both simulations and measurements.
