Efficient Molecular Dynamics Simulations of Multiple Radical Center Systems Based on the Fragment Molecular Orbital Method by Nakata, Hiroya et al.
Chemistry Publications Chemistry
9-2014
Efficient Molecular Dynamics Simulations of
Multiple Radical Center Systems Based on the
Fragment Molecular Orbital Method
Hiroya Nakata
Tokyo Institute of Technology
Michael Schmidt
Iowa State University, mike@si.fi.ameslab.gov
Dmitri G. Fedorov
National Institute of Advanced Industrial Science and Technology
Kazuo Kitaura
Kobe University
Shinichiro Nakamura
RIKEN
See next page for additional authors
Follow this and additional works at: http://lib.dr.iastate.edu/chem_pubs
Part of the Chemistry Commons
The complete bibliographic information for this item can be found at http://lib.dr.iastate.edu/
chem_pubs/590. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html.
This Article is brought to you for free and open access by the Chemistry at Iowa State University Digital Repository. It has been accepted for inclusion
in Chemistry Publications by an authorized administrator of Iowa State University Digital Repository. For more information, please contact
digirep@iastate.edu.
Efficient Molecular Dynamics Simulations of Multiple Radical Center
Systems Based on the Fragment Molecular Orbital Method
Abstract
The fully analytic energy gradient has been developed and implemented for the restricted open-shell
Hartree–Fock (ROHF) method based on the fragment molecular orbital (FMO) theory for systems that have
multiple open-shell molecules. The accuracy of the analytic ROHF energy gradient is compared with the
corresponding numerical gradient, illustrating the accuracy of the analytic gradient. The ROHF analytic
gradient is used to perform molecular dynamics simulations of an unusual open-shell system, liquid oxygen,
and mixtures of oxygen and nitrogen. These molecular dynamics simulations provide some insight about how
triplet oxygen molecules interact with each other. Timings reveal that the method can calculate the energy
gradient for a system containing 4000 atoms in only 6 h. Therefore, it is concluded that the FMO-ROHF
method will be useful for investigating systems with multiple open shells.
Disciplines
Chemistry
Comments
Reprinted (adapted) with permission from Journal of Physical Chemistry A 118 (2014): 9762, doi:10.1021/
jp507726m. Copyright 2014 American Chemical Society.
Authors
Hiroya Nakata, Michael Schmidt, Dmitri G. Fedorov, Kazuo Kitaura, Shinichiro Nakamura, and Mark S.
Gordon
This article is available at Iowa State University Digital Repository: http://lib.dr.iastate.edu/chem_pubs/590
Eﬃcient Molecular Dynamics Simulations of Multiple Radical Center
Systems Based on the Fragment Molecular Orbital Method
Hiroya Nakata,†,‡,§ Michael W. Schmidt,∥ Dmitri G. Fedorov,*,⊥ Kazuo Kitaura,# Shinichiro Nakamura,‡
and Mark S. Gordon*,∥
†Department of Biomolecular Engineering, Tokyo Institute of Technology, 4259 Nagatsutacho, Midori-ku, Yokohama, Kanagawa
226-8501, Japan
‡Research Cluster for Innovation, Nakamura Lab, RIKEN, 2-1 Hirosawa, Wako, Saitama 351-0198, Japan
§Kojimachi Business Center Building, Japan Society for the Promotion of Science, 5-3-1 Kojimachi, Chiyoda-ku, Tokyo 102-0083,
Japan
∥Department of Chemistry and Ames Laboratory, Iowa State University, Ames, Iowa 50011, United States
⊥NRI, National Institute of Advanced Industrial Science and Technology (AIST), 1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan
#Graduate School of System Informatics, Kobe University, 1-1 Rokkodai-cho, Nada-ku, Kobe 657-8501, Japan
*S Supporting Information
ABSTRACT: The fully analytic energy gradient has been
developed and implemented for the restricted open-shell
Hartree−Fock (ROHF) method based on the fragment
molecular orbital (FMO) theory for systems that have multiple
open-shell molecules. The accuracy of the analytic ROHF
energy gradient is compared with the corresponding numerical
gradient, illustrating the accuracy of the analytic gradient. The
ROHF analytic gradient is used to perform molecular
dynamics simulations of an unusual open-shell system, liquid
oxygen, and mixtures of oxygen and nitrogen. These molecular
dynamics simulations provide some insight about how triplet
oxygen molecules interact with each other. Timings reveal that
the method can calculate the energy gradient for a system
containing 4000 atoms in only 6 h. Therefore, it is concluded that the FMO-ROHF method will be useful for investigating
systems with multiple open shells.
1. INTRODUCTION
Molecular dynamics (MD) simulations, especially using
classical molecular mechanics (MM) force ﬁelds, and geometry
optimizations have become indispensable tools in chemistry,
physics, biology, and material science. The applications of MM
range from drug design to transition metal catalysis. Especially
in the biological ﬁeld, classical MD using, for example, the
GROMACS,1 CHARMM,2 AMBER,3 Tinker,4 and AMOEBA5
force ﬁelds have been developed and successfully applied to
many interesting phenomena.
Chemical reactions, in which bonds are broken and formed,
generally must be described with quantum mechanics. Several
groups have developed and implemented quantum mechanics
MD methods, often called ab initio MD (AIMD), for this
purpose.6−18 To reproduce experimental properties accurately,
AIMD simulations over a long time period are necessary.
Because the systems of interest usually contain many atoms and
electrons, AIMD simulations are computationally challenging.
To overcome this computational bottleneck, several methods
have been developed to reduce the computational eﬀort per
time step in AIMD simulations. These methods include quick
step,7 GPU-accelerated AIMD,19 the eﬀective fragment
potential method,20 and fragmentation methods21 such as the
fragment molecular orbital (FMO) method.13 Fragmentation
methods have been applied to investigate reactions in
solvents.9−17,22 However, many fewer MD simulations for
open shell systems have been reported than for closed-shell
systems.23 In particular, there are few reports of AIMD
simulations for systems with many open shell solvent
molecules, such as simulations of liquid oxygen.24 Such
simulations would be useful, for example, to apply quantum
chemistry to electronics and spintronics.25,26 Such AIMD
simulations require the availability of an exact analytic gradient
for the chosen electronic structure method.
For systems with open-shell molecules, one can use either
restricted open shell Hartree−Fock (ROHF)27−33 or unre-
stricted Hartree−Fock (UHF).34 The present work presents
the exact analytic FMO-ROHF energy gradient for multiple
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open-shell systems. The coupled perturbed Hartree−Fock
(CPHF) equations have been developed and implemented to
apply to any number of ROHF fragments. Because the
response theory for the ROHF method has been thoroughly
discussed by Schaefer et al.,35−37 only the modiﬁcations that are
required for the FMO method are discussed here.
The FMO method38−40 is based on a fragmentation
approach,38,41−60 in which a system is divided into small
fragments. The energy of each fragment (also called a
monomer) is then calculated independently of the others, but
in the presence of a bath (i.e., embedding) electrostatic
potential (ESP) that represents all of the other fragments. The
monomer calculations are done self-consistently, as one would
do in an ordinary Hartree−Fock calculation. Once the
monomer calculations have been completed, one can perform
a set of (single) dimer (fragment pair) calculations. This level
of FMO theory is called FMO2. One can also include explicit
calculations on all sets of three monomers (trimers) to obtain
the FMO3 method. Several approximations can be introduced
to improve the eﬃciency of the FMO method. The most
commonly used approximations are the electrostatic dimer (ES-
DIM) approximation for far separated dimers62 and the point
charge approximation for the electrostatic potential (ESP-
PC).62−64 With these approximations, one attains nearly linear
scaling with the system size. The FMO method can be
interfaced with most levels of electronic structure theory65−70
and has been applied to a variety of chemical and biological
systems,71−74 silicon nano wires, protein−ligand complexes,71
DNA,72 ionic liquids,73 organic pigments, boron nitride nano
rings, and silica nano particles and surfaces.74 An energy
decomposition analysis of pair interaction energies (PIEDA)
has also been developed for the FMO method.75−79 One can
replace the ES-DIM and ESP-PC approximations with the more
sophisticated eﬀective fragment potential (EFP) method80−82
to produce the integrated eﬀective fragment molecular orbital
(EFMO) method to achieve both improved accuracy and
computational eﬃciency.83
This study presents the derivation of the fully analytic energy
gradient for the FMO2-ROHF method and extends its
applicability to any number of open-shell fragments. The
accuracy of the FMO2-ROHF method for multiple open shell
systems is evaluated by comparison with fully ab initio
calculations. FMO NVE MD simulations were performed on
pure oxygen and N2−O2 mixtures. The results are compared to
experimental radial distribution functions.84 Finally, the
computation time requirement is evaluated using mixed
molecular clusters of oxygen and nitrogen.
2. MATHEMATICAL FORMULATION
2.1. Overview of FMO-ROHF Analytic Gradient. The
FMO2 energy may be written as
∑ ∑
∑ ∑
∑ ∑
= ′ + ′ − ′ − ′ + Δ
+ ′ + ′ − ′ − ′ + Δ
+ ′ − ′ − ′ + Δ
∈ > ∈
∈ > ∈
∈ ∈
E E E E E D V
E E E E D V
E E E VD
[ Tr( )]
[ Tr( )]
[ Tr( )]
I
N
I
I J
N
IJ I J
IJ IJ
K
N
K
K L
N
KL K L
KL KL
K
N
I
N
KI K I
KI KI
RHF RHF
ROHF ROHF
ROHF RHF
RHF RHF
ROHF ROHF
ROHF RHF
(1)
In eq 1 NRHF and NROHF are the numbers of RHF or ROHF
fragments, respectively. I, J denote RHF fragments, and K, L
denote ROHF fragments. EX′ is the internal energy of
monomers (X = I) or dimers (X = IJ). VIJ is the ESP used
for dimer IJ. ΔDIJ is the density transfer matrix, ΔDIJ = DIJ −
(DI ⊕ DJ), where DX is the density matrix of fragment X.
Though the monomer energies are iterated to self-consistency
with respect to the ESP, the dimer energies are not (ESP is
ﬁxed). Therefore, the FMO2 method is not fully variational, so
response terms must be included to obtain a fully analytic
gradient.
The analytic gradient of the energy with respect to a nuclear
coordinate a for open-shell systems can be written as a linear
combination of terms for both RHF and ROHF fragments.68
The derivative of the total energy (for simplicity, without
making the ESP approximation), is
∑ ∑
∑ ∑
∑ ∑
∂
∂
= ∂ ′
∂
+ ∂
∂
′ − ′ − ′ + Δ
+ ∂ ′
∂
+ ∂
∂
′ − ′ − ′
+ Δ + ∂
∂
′ − ′ − ′
+ Δ
∈ > ∈
∈ > ∈
∈ ∈
E
a
E
a a
E E E D V
E
a a
E E E
D V
a
E E E
D V
[ Tr( )]
[
Tr( )] [
Tr( )]
I
N
I
I J
N
IJ I J
IJ IJ
K
N
K
K L
N
KL K L
KL KL
K
N
I
N
KI K I
KI KI
RHF RHF
ROHF ROHF
ROHF RHF
RHF RHF
ROHF ROHF
ROHF RHF
(2)
The main diﬀerence between the FMO-ROHF and FMO-
UHF methods is found in the orbital relaxation terms. In the
FMO-ROHF method the total energy gradient is separated into
terms that include the response terms Ua, Ra and the other
terms as follows:
∂
∂
= ∂ ′
∂
+ + ̅E
a
E
a
R Ua a
(3)
where (∂E′/∂a) is the analytic energy gradient without the
response terms and Ra and U̅a come from the response term
Uri
a,X. The gradient without the response terms mentioned
below is (∂E′/∂a).
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where MOs r and i run over all of the independent pairs (see
below), vir refers to a virtual orbital, s.o. refers to a singly
occupied molecular orbital, d.o. refers to a doubly occupied
molecular orbital, and occ denotes all occupied molecular
orbitals (s.o. + d.o.). In eq 4, I runs over closed shell fragments
and K runs over open shell fragments. Without the point charge
ESP approximation (ESP-PC), the Lagrangian is deﬁned as (Y
= I or K)
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In the Lagrangian, L, there are three contributions (see ref 64
and 85 for details on the formulations of the Lagrangian with
the ESP approximation ESP-PC). The ﬁrst contribution comes
from the ESP term in monomer Y. The second and third terms
come from the dimer ESP, so there are summations over all of
the fragment pairs except those treated approximately. (μν|ri) is
The Journal of Physical Chemistry A Article
dx.doi.org/10.1021/jp507726m | J. Phys. Chem. A 2014, 118, 9762−97719763
a two-electron Coulomb integral. The Greek indices denote the
atomic orbital basis. RIJ is the I−J interfragment distance. If the
distance between two monomers is greater than a threshold
RES‑DIM, then the dimer energy is approximated as the
electrostatic interaction between the two monomers. Vri
IJ is
the electrostatic potential in the MO basis. Vri
I(J) and Vri
IJ are
deﬁned as
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The electron and nuclear positions are r and RA, respectively; A
labels atoms, and ZA is the atomic nuclear charge.
The analytic energy gradient for FMO-ROHF requires
solving for the unknown response terms U running over all
three types of independent pairs: from virtual to doubly
occupied, from singly occupied to doubly occupied, and from
virtual to singly occupied molecular orbitals. In the following
subsections, the derivation of the CPROHF equations is
discussed to obtain the unknown response terms U; this is the
main new development in the present study.
2.2. First-Order Coupled Perturbed Hartree−Fock
Equation for FMO-ROHF. For FMO analytic energy
gradients, it is necessary to solve the ﬁrst-order coupled
perturbed Hartree−Fock equations. The FMO CPHF equation
is derived from the ﬁrst-order derivative of the Fock matrix on
the basis of the Roothaan restricted open-shell HF theory,30 in
the presence of the ESP potential:
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In eq 8 i, j are two orbitals in one of the following sets: (virtual
i, doubly occupied j) or (singly occupied i, doubly occupied j)
or (virtual i, singly occupied j) pairs. These orbital pairs are
called independent pairs. f i and f j are occupation numbers for
molecular orbitals i and j, respectively (i.e., for a doubly
occupied orbital, f i = 2). The last term in eq 8 is identiﬁed in eq
7.
By taking Fij = δijεi, and the derivative of the canonical Fock
matrix (a detailed derivation is provided in the Supporting
Information), one can obtain the ﬁrst-order coupled perturbed
Hartree−Fock equations for the FMO-ROHF method
=AU Ba a0 (9)
In eq 9 A is the orbital Hessian matrix and Ua is the response
term, and B0
a is the derivative of the integral terms. The explicit
formulations for these terms are discussed below. For
convenience of solving eq 9, it is separated into a set of linear
equations for individual fragment pairs. Then, the product of
AUa can be separated into fragment pair contributions. The
equations are reformulated using the self-consistent Z-vector
(SCZV) method,86,87 for each fragment with the inclusion of
contributions of A elements from other fragments:
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N is the total number of fragments (i.e., N = NRHF + NROHF).
The supermatrix A is built from blocks for fragment pairs such
as K, L. The diagonal contribution for fragment K is AK,K,
whereas the oﬀ-diagonal contribution for fragments K and L is
AK,L. For an independent orbital pair k and l, the oﬀ-diagonal
part of the orbital Hessian is
= − | ≠A ij kl K L4( ) ( )ij klK L, , (11)
for virtual (i) to doubly occupied (j) molecular orbital, and
= − | ≠A ij kl K L2( ) ( )ij klK L, , (12)
for virtual (i) to singly occupied (j) molecular orbitals or singly
occupied (i) to doubly occupied (j) molecular orbitals. Rather
than giving an explicit deﬁnition of the diagonal block AK,K, we
give its contraction with U, as needed in eq 10. For fragment K
and i ∈ vir and j ∈ d.o., the contraction of A with Ua is given by
∑ ∑ ∑ ∑
∑ ∑
∑ ∑
∑ ∑ ∑ ∑
∑ ∑ ∑ ∑
ε ε
+
= − − − | − | + |
− | − | + |
− | − |
− | − |
∈
+
∈ ∈ ∈
+
∈
+
∈
∈ ∈
+
∈ ∈ ∈ ∈
∈ ∈ ∈ ∈
⎡
⎣⎢
⎤
⎦⎥
⎡
⎣⎢
⎤
⎦⎥
U A U A
U U ij kl ik jl il jk
U ij kl ik jl il jk
U kl il U kl il
U kl jl U kl jl
( ) 2( )
1
2
{( ) ( )}
2( )
1
2
{( ) ( )}
1
2
( )
1
2
( )
( )
1
2
( )
k K l K
kl
a K
ij kl
K K
k K l K
kl
a K
ij kl
K K
i
K
j
K
ij
a K
k K l K
kl
a K
k K l K
kl
a K
k K l K
kj
a K
k K l K
kj
a K
k K
d o
l K
ik
a K
k K l K
ik
a K
vir s.o. d.o.
,
,
,
vir d.o. s.o.
,
,
,
,
vir s.o. d.o.
,
vir d.o. s.o.
,
s.o. s.o.
,
vir s.o.
,
. . s.o.
,
s.o. s.o.
,
(13)
Likewise, the product A·Ua within the fragment K for i ∈ s.o.
and j ∈ d.o., is given by
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Finally, for i ∈ vir and j ∈ s.o.
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B0
a in eq 9 contains derivative integral terms,
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where εi
K is the energy of orbital i in fragment K and Sμν
a,K is the
derivative of the overlap matrix. The diagonal parts of the
orbital Hessian in eqs 13, 14, and 15 can largely be constructed
by the previously developed FMO-UHF response code,70
because A corresponds to (Aα + Aβ)/2 for each virtual to
doubly occupied pair, to Aα for each singly occupied to doubly
occupied pair, and to Aβ for each virtual to singly occupied pair.
Therefore, the new terms in the FMO-ROHF gradient
derivation are the ﬁnal four terms in eqs 13, 14, and 15 and
the corresponding terms in eq 16. These new terms can be
evaluated by using atomic orbital basis integrals and then
transformed to MO indices for use in equations (eq 13−16).
It is necessary to solve a set of linear equations for all
independent pairs coupled over the entire system. Practically,
the set of CPHF equations (eq 9) is converted into a Z-vector
equation:86
=AZ Ltot (17)
where Ltot is the vector formulation of the Lagrangian, L,
deﬁned in eq 5. After solving eq 17 for Z, the gradient
contribution is obtained as
+ ̅ = =−R U L A B Z B[ ] [ ]a a a atot T 1 0 T 0 (18)
In eqs 17 and 18, the Langrangian Ltot (and, likewise, Z) is a
supervector, which includes the corresponding Langrangians (Z
vectors) for each fragment I (see eq 5). A in eq 18 is a
supermatrix, with blocks for pairs of fragments I, K (see eqs 11
and 12). Equation 17 may be decomposed into diagonal and oﬀ
diagonal parts:86
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Equation 19 is formulated for each independent pair i, j for
every fragment I. The product ∑k,l∈ Ii.p. Aij,klI,I ZklI is calculated
with eqs 13−15 by replacing Ukla,K with ZklK. One can solve the
set of linear equations in eq 19 with the iterative conjugate
gradient solver as is described in detail elsewhere.70,86
2.3. Implementation of Multiple Open Shell Method.
For FMO calculations on multiple open-shell systems, the
multiplicity for each subsystem (fragment) is predeﬁned and
ﬁxed. For fragment pair calculations (dimers), it is not
necessary to deﬁne the multiplicity, as it is currently taken to
be the high-spin coupling of the spins of its two monomers.
As an example, consider the system constructed with two
oxygen and one nitrogen molecules. In this system, there are
two diﬀerent kinds of dimer calculations, oxygen−oxygen and
oxygen−nitrogen. The net spin S of the two oxygen molecules
is taken to be 2, and the spin of the oxygen−nitrogen dimer is
1. If there is no unpaired electron in a dimer, it can be
calculated by RHF with S = 0. The approach taken here
considers the spin state of the whole system, equal to the sum
of the spins of all fragments. Note that in the case when the
coupling between open-shell fragments is small (as is the case
in oxygen), the energy diﬀerence between the high and low
spin states is very small.
To test the diﬀerence between low-spin and high-spin, gas
phase calculations on isolated dimers were performed, with
geometry optimizations for a number of diﬀerent angular
arrangements, using an MCSCF treatment of the π and π*
orbitals and electrons. The spin of S = 1 for one O2 molecule
may couple to a total S = 0, 1, or 2 for the O2 dimer. Binding
energies for various geometric arrangements of two O2
molecules are found to be less than 0.1 kcal/mol, with the
splitting between the three possible S values being about 0.005
kcal/mol. At some geometries, the S = 0 state is lowest, whereas
at others S = 2 is lowest, but all three states are always very
close together. This quasi-degeneracy justiﬁes the assumption
of high-spin coupling for any FMO dimer calculations.
The current approach could also be applied to open-shell
fragments connected by covalent bonds, for instance, multiple
radical centers on a polymer chain, such as unterminated
polystyrene and polyethylene. If two open-shell fragments are
close and strongly interact, the two open-shell centers should
merge into one fragment, and therefore, one might prefer to
treat it by the FMO-MCSCF (multiconﬁguration self-
consistent ﬁeld) method.
The starting dimer orbitals for an open shell system are
constructed using the converged molecular orbitals obtained
from monomer calculations. As is shown in eq 8, the
formulation of the ROHF Fock matrix is diﬀerent for each
virtual, singly occupied, and doubly occupied molecular orbital.
Therefore, the three diﬀerent shells are treated separately when
the initial molecular orbitals are constructed. This is shown
schematically in Figure 1. If one has two triplet oxygen
molecules, there are two diﬀerent sets of singly occupied
orbitals, one set localized on fragment K and the second set
localized on fragment L. These four singly occupied orbitals are
separated from the doubly occupied orbitals, and reordered so
as to be the dimer open shell orbitals. Because there may be
Figure 1. Schematic illustration of how to construct the initial
molecular orbital for an open-shell dimer if both monomers are open-
shell molecules. KFG and LFG denote the monomer fragments, and
the dimer is constructed from KFG and LFG.
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many open shell dimer calculations, the preparation of the
starting molecular orbitals for dimer open shell fragments is
important to gain good convergence behavior and eﬃcient
computational timings as is shown below.
3. COMPUTATIONAL DETAILS
FMO-ROHF calculations for multiple open-shell fragments
have been implemented in the GAMESS electronic structure
program,54,88 and parallelized with the generalized distributed
data interface (GDDI).89
First, the accuracy of the analytic FMO-ROHF gradient
method is evaluated by comparison to its corresponding
numerical energy gradient and to the analytic gradient of the
fully ab initio method. The numerical energy gradient is
calculated using double diﬀerences with a step size of 0.0005 Å.
It is important to analyze the eﬀect of multiple open-shell
fragments. Therefore, four diﬀerent systems have been
constructed: (1) 41 oxygen molecules, (2) a mixture of 31
nitrogen and 10 oxygen molecules, (3) 41 nitrogen molecules,
and (4) an unterminated polyethylene 18 mer (−(C2H2)18−)
that has two radical centers at both ends. The latter system was
divided into 9 fragments (two ethylene units per fragment).
Hybrid projection operators were used to describe fragment
boundaries. The ratio of nitrogen:oxygen in the second
example is 3:1. This corresponds to the ratio in air. These
four systems were optimized using the FMO-ROHF or FMO-
RHF method, as appropriate, as well as with the corresponding
fully ab initio method. The ﬁnal geometries and energies are
compared. If the multiple open-shell FMO-ROHF method is
reasonable, all of the diﬀerent kinds of systems, which possess
various multiplicities, should reproduce the corresponding ab
initio calculations with similar accuracies.
For a more rigorous test of the quality of the analytic energy
gradient, NVE MD simulations were performed, and the energy
conservation evaluated. For this purpose, 6 ps NVE MD
simulations were performed on the above three systems starting
from the optimized geometries using a 0.5 fs time step. The
root-mean-square error of the energy (RMSE) was evaluated
for each system. Velocity-Verlet was used for the time
integration of all the MD simulations.
Second, MD simulations on liquid oxygen have been
performed, and the calculated radial distribution function
(RDF) have been compared to experimental results.84
Experimentally, liquid oxygen is a paramagnetic liquid between
90.2 and 54.4 K.90,91 Therefore, the total multiplicity of liquid
oxygen is not high-spin, but rather some intermediate coupling
of high- and low-spin structures due to random thermal
motions. However, as a simple test of whether the ROHF
calculation works correctly, and to make the analysis simple, the
high-spin electronic structure is chosen throughout this study.
Finally, the computational timing is evaluated using spherical
clusters of air. The diameters of the spheres are 6 Å (82 atoms),
9 Å (234 atoms), 12 Å (540 atoms), 15 Å (994 atoms), 20 Å
(2244 atoms), and 25 Å (4100 atoms).
For all of the calculations, the 6-31G(d) basis set with
spherical harmonics is used. The geometry optimizations were
performed using the default geometry optimizer in GAMESS
based on numerical updates of the Hessian. The MD simulation
was performed with an NVT ensemble at 77 K. A spherical
boundary potential was applied to maintain the sphere11 as in
eq 20:
∑= · − >V R R R R1
2
S ( ) (If )
A
A Aforce off
2
off
(20)
In eq 20 RA is the distance between each atom A and the origin,
and Roff is the radius of the spherical boundary. Sforce is a force
constant (2 kcal/(mol Å2)) designed to keep the atoms within
a distance Roff from the center of the sphere.
In the FMO method, the ES dimer and point charge ESP
approximations were applied with the thresholds RES−DIM = 2.0
and RESP−PC= 2.5, respectively. Note that both thresholds are
unitless,62 because they are applied to the interatomic distances
normalized by the sum of the atomic van der Waals radii. The
geometry optimizations and MD simulations were performed
with an empirical Grimme dispersion correction version 3
(ROHF-D3).92 The FragIt program93 was used to make the
FMO input ﬁles.
4. RESULTS AND DISCUSSION
4.1. Evaluation of Gradient Accuracy. To evaluate the
accuracy of the FMO-ROHF method for multiple open shell
fragments, the analytic energy gradient was compared to the
numerical energy gradient, and geometry optimizations were
compared to the results of fully ab initio calculations.
In Figure 2, a comparison between the analytic and
numerical energy gradients is shown. Without the response
terms (dotted black line), the RMSD and Max errors relative to
the numerical gradient are 0.000234 and 0.000067 hartree/
bohr, respectively. When the response terms are included (thick
red line), the RMSD and Max errors relative to the numerical
gradient are 0.000012 and 0.000004 hartree/bohr, respectively,
an order of magnitude improvement. In fact, the analytic
gradient agrees with the numerical gradient to within the
expected error in the latter calculation. The improved gradient
is especially important for energy conservation in MD
simulations.17 Therefore, the analytic energy gradient including
the response terms is used hereinafter.
Four diﬀerent systems were geometry optimized as noted
above, 41 O2 molecules, 31 nitrogen and 10 oxygen molecules,
41 N2 molecules, and the polyethylene 18 mer. A summary of
the optimization results is shown in Figure 3 and Table 1. In
Figure 3, the equilibrium geometry diﬀerences between FMO
and ab initio calculations are shown for both 41 O2 molecules,
and 31 nitrogen + 10 oxygen molecules. Gray colors represent
the positions of the fully ab initio atoms, and blue and red
Figure 2. Comparison of the analytic and numerical energy gradient
(Hartree/bohr) of a mixture of oxygen and nitrogen. The vertical axis
is the analytic energy gradient error relative to the numerical energy
gradient. The horizontal axis represents the Cartesian coordinates of
the atoms. The red line shows the exact analytic gradient, and the
dotted black line shows the gradient without the response terms.
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colors show the FMO atoms. Therefore, the diﬀerences
between the blue and gray colors represent the errors in the
nitrogen atom positions, whereas the diﬀerences between the
red and gray colors represent the errors in the O atom
positions. The positions of most N2 and O2 molecules in FMO
are very close to those in full ab initio calculations. Some
deviations are observed at the outside surface of the system,
because the potential energy surface is very ﬂat. The RMSD
FMO errors relative to the ab initio atom positions are 0.111 Å
for the oxygen system, 0.175 Å for air, 0.126 Å for the nitrogen
cluster, and 0.029 Å for the 18-mer of unterminated
polyethylene. Thus, the size of the error for open shell systems
is the same as that for closed shells. The average energy error at
the stationary points is ∼1 kcal/mol.
4.2. Molecular Dynamics Simulations for Liquid
Oxygen. First, the accuracy of the MD simulation is evaluated
by testing the energy conservation in NVEMD simulations. For
this purpose, MD simulations of oxygen molecules, nitrogen
molecules, and mixtures of nitrogen and oxygen molecules were
performed to evaluate the eﬀect of multiple open-shell
fragments. The energy conservation for ROHF should be
comparable to that found previously for the RHF method.13,18
The computational details are described in section 3.
The energy conservation results are shown in Figure 4. The
energy conservation for a 6 ps NVE MD simulation is shown in
Figure 4a. A time step of 0.5 fs was used in these simulations.
The deviations of the ROHF simulations are similar to those of
the RHF simulations, thereby conﬁrming acceptable energy
conservation for the open shell systems.
After the 6 ps NVE MD simulation, the RMSE was evaluated
at several time steps. The RMSE is deﬁned as
Figure 3. Comparison of the FMO and ab initio stationary geometries.
The red (oxygen) or blue (nitrogen) color denotes the FMO
equilibrium geometry atom positions, and gray shows the equilibrium
geometry of the ab initio atom positions. ROHF-D3/6-31G(d) is used
for the optimization. (a) is the system containing a mixture of oxygen
and nitrogen, and (b) is the system containing all oxygen.
Table 1. Average FMO Geometry Deviations (rmsd) and
Energy Errors, ΔE, from the Corresponding ab Initio
Calculations at the Stationary Points for the Structures in
Figure 3a
system rmsd (Å) ΔE (kcal/mol)
O2 0.111 −0.306
air 0.175 1.288
N2 0.126 0.256
polyethylene 0.029 0.455
aROHF-D3/6-31G(d) for O2 and air and RHF-D3/6-31G(d) for N2
are used, respectively. RES‑DIM is set to 2.0, and RESP‑PC is set to 2.5.
Figure 4. Summary of the ROHF-D3/6-31G(d) NVE MD simulation,
with RESDIM = 2.0, RESPPC = 3.5, 0.5 fs time step. (a) Energy
trajectory for 6 ps NVE MD simulation. The red solid line is air, the
blue dashed line denotes the oxygen system, and the black dotted line
denotes the nitrogen system. The vertical axis is the energy diﬀerence
from the initial energy, and the horizontal axis is the elapsed time from
the beginning of the MD simulation. (b) RMSE energy (kcal/mol),
relative to the average energy during the MD simulation (log−log
plot). The red solid line with rectangles denotes the oxygen system,
the blue dotted line with circle denotes the air system, and the black
dashed line with triangle denotes the nitrogen system. The horizontal
axis is the time step (fs), and the vertical axis is the RMSE energy
(kcal/mol) relative to the average energy during the 10 fs MD
simulation after 6 ps is elapsed.
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Ei in eq 21 is the energy of the ith step, and Eave is the average
energy during the NVE MD simulation. Nstep is number of
steps. The MD simulations were performed using diﬀerent time
steps, 0.1, 0.3, 0.5, and 0.7 fs, to evaluate the gradient quality. In
Figure 4b, the red solid line denotes the RMSE for the air-like
mixture, and the blue dashed line denotes the RMSE for pure
oxygen, both using the FMO-ROHF method. The black dotted
line denotes the FMO-RHF RMSE for the nitrogen molecules,
all relative to the fully ab initio calculations. The slope of the
NVE energy conservation with respect to the time steps is
about 2.11, 2.00, and 1.95 for air, oxygen molecules, and
nitrogen. The slope around the theoretically expected value94 of
2.0 suggests that the analytic FMO-ROHF energy gradient
including response terms can be used reliably from 0.1 to 0.7 fs
time steps.
NVT MD simulations were performed to describe the
geometry and electronic structure of air and liquid oxy-
gen.24,95,96 The pure oxygen system (123 oxygen molecules)
and three kinds of N2/O2 systems were studied, in which the
numbers of oxygen and nitrogen molecules are diﬀerent: (1) 99
oxygen molecules and 24 nitrogen molecules, (2) 62 oxygen
molecules and 61 nitrogen molecules, (3) 36 oxygen molecules
and 87 nitrogen molecules.
The distribution of both distance and angle between the
molecules are shown in Figure 5a. The distance between
fragments is the distance between the closest pair of atoms
(oxygens in Figure 1). The angle between the molecules is
measured as depicted in Figure 1. The angle between KFG and
LFG is deﬁned as the angle constructed by the two vectors
associated with KFG and LFG as shown in Figure 1. Because all
four N2/O2 systems reveal similar trends, results are shown
only for the O2:N2 = 3:7 mixture. The results for the MD
simulations for the other three mixtures are available in the
Supporting Information (Figures S1−S3). The populations of
the intermolecular distance (horizontal axis) and angle (vertical
axis) are shown in Figure 5. For the intermolecular distance, the
maximum population is ∼3.5 Å, and the population decreases
steeply as the intermolecular distance increases. When the
intermolecular distance increases, the population deceases
slowly. Angles around 90−100° appear to be preferred.
The simulation results are compared to the experimental and
other calculations24 of the radial distribution function (RDF) in
Table 2 and Figure 5b for liquid oxygen. The distances between
the molecules monotonically decrease with the increase of the
population of oxygen molecules, and the computational results
are in good agreement with the experimentally measured RDF.
In Figure 5b, the prominent peak of 1.16 Å is the O−O
distance within a single oxygen molecule. The distance between
atoms of diﬀerent oxygen molecules has two peaks around 3.5
and 6 Å separated by a minimum around 5 Å. The overall
structure of this RDF agrees well with the previously reported
liquid oxygen simulation in ref 24. The ﬁrst peak predicted in
this work, the previous theoretical study,24 and experiment84
are at 1.16, 1.24, and 1.24 Å, respectively. The second peak is at
3.28, 3.6, and 3.41 Å, respectively. The second peak
corresponds to the intermolecular distance between two O2
molecules. The somewhat shorter distance of the peak
compared with experiment may be caused by the general
over binding of ROHF. One would expect that the agreement
with experiment can be improved with the incorporation of
electron correlation in the calculations.
4.3. Computational Timing. The computational timings
of a single point analytic energy gradient calculation for the air
(mixed N2/O2) and pure N2 systems are evaluated, using the
ROHF and RHF methods, respectively. The calculations, the
results of which are shown in Figure 6, were performed with 16
2.93 GHz Xeon nodes (8 cores per node and 12 GB memory
per node). The horizontal axis is the number of atoms in the
system, and the vertical axis is the computational timing in
hours. For 4100 atoms, only 6 h were required.
Now, consider a timing comparison to the full HF energy
gradients calculation on the smallest two oxygen−nitrogen
mixtures, corresponding to air ﬁlling a sphere with a diameter
of 6 Å (82 atoms) and 9 Å (234 atoms). The full HF
calculation is impossible for the larger systems because of the
Figure 5. (a) Summary of the geometric information obtained from
the MD simulation of O2:N2 = 3:7. The horizontal axis is the distance
between molecules (Å), and the left vertical axis is the angle between
two molecules (degrees). The color denotes the frequency for each
given angle and bond length. (b) Radial distribution function (RDF)
for pure oxygen as a function of the interatomic separation (red solid
line) and the distance between the centers of mass of O2 molecules
(blue dashed line).
Table 2. ROHF-D3/6-31G(d) RDF Peaks (Å) for Liquid O2,
and Three N2/O2 Mixtures
a
calc expt84
system ﬁrst peak second peak ﬁrst peak second peak
O2:N2 = 3:7 1.10 3.52 1.16 3.69
O2:N2 = 5:5 1.12 3.44 1.18 3.58
O2:N2 = 8:2 1.14 3.32 1.22 3.47
all O2 1.16 3.28 1.24 3.41
aBoth experimental84 and simulation results are shown. The ﬁrst peak
corresponds to the average distance inside the oxygen and nitrogen
diatomics. The second peak corresponds to the nearest intermolecular
distance. The temperature is 77 K.
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large memory requirement. The computational timing for
FMO and full HF are 0.48 and 6.2 min, respectively, for 82
atoms; whereas for 234 atoms the timings were 3.3 and 132.7
min, respectively. Using FMO, the time required for the
calculation decreased by a factor of 12.9 and 40.2 for the
systems consisting of 82 and 234 atoms, respectively.
The diﬀerence between the FMO-ROHF and the FMO-RHF
time requirements for the analytic energy gradient is small, less
than half an hour for the largest system in this study. The
diﬀerence is primarily due to the fact that the ROHF
calculation took 22 iterations compared with 14 iterations for
the RHF calculation to obtain the ESP by self-consistent
monomer cycles.
5. CONCLUSIONS
The energy and fully analytic gradient for the multiple open
shell FMO-ROHF method has been derived, implemented, and
evaluated. The FMO-ROHF method can reproduce conven-
tional ab initio results with an accuracy that is comparable to the
accuracy of FMO-RHF calculations. The accuracy of the
analytic energy gradient is excellent, suﬃcient to run MD
simulations with good energy conservation. FMO-ROHF MD
simulations have been used to calculate the RDF of liquid
oxygen, obtaining good agreement with experiment. Popula-
tions of various geometric conﬁgurations have been studied for
several mixtures of nitrogen and oxygen.
The computational timings demonstrate that the FMO-
ROHF method has low scaling. A further reduction of the
scaling, approaching linear scaling, can be achieved with the
multipole expansion of the electrostatic interaction.61 For 234
atoms, the FMO-ROHF calculation is 40.2 times faster than full
ROHF; an FMO-ROHF calculation of a nitrogen−oxygen
mixture containing 4000 atoms took only 6 h on 16 Xeon
nodes containing 128 cores.
■ ASSOCIATED CONTENT
*S Supporting Information
A detailed mathematical derivation of the gradients, and
probability maps as a function of geometry for several mixtures
of oxygen and nitrogen from FMO-MD simulations are
available free of charge via the Internet at http://pubs.acs.org.
■ AUTHOR INFORMATION
Corresponding Authors
*D. G. Federov. E-mail: d.g.fedorov@aist.go.jp.
*M. S. Gordon. E-mail: mark@si.msg.chem.iastate.edu.
Notes
The authors declare no competing ﬁnancial interest.
■ ACKNOWLEDGMENTS
D.G.F. thanks the Next Generation Super Computing Project,
Nanoscience Program (MEXT, Japan), and Computational
Materials Science Initiative (CMSI, Japan) for ﬁnancial support.
Calculations were performed on TSUBAME2.5 at the Global
Scientiﬁc Information Computing Center of Tokyo Institute
and RIKEN Integrated Cluster of Clusters (RICC) at RIKEN.
M.W.S. and M.S.G. were supported by a grant from the Air
Force Oﬃce of Scientiﬁc Research under AFOSR Award No.
FA9550-11-1-0099. H.N. thanks JSPS for supporting of this
work by KAKENHI Grant Number 262235.
■ REFERENCES
(1) Van Der Spoel, D.; Lindahl, E.; Hess, B.; Groenhof, G.; Mark, A.
E.; Berendsen, H. J. C. GROMACS: Fast, Flexible, and Free. J.
Comput. Chem. 2005, 26, 1701−1718.
(2) MacKerell, A. D.; Bashford; Dunbrack, J. R. L.; Evanseck, D.;
Field, M. J.; Fischer, S.; Gao, J.; Guo, H.; Ha, S.; Joseph-McCarthy, D.;
Kuchnir, L.; Kuczera, K.; Lau, F. T. K.; Mattos, C.; Michnick, S.; Ngo,
T.; Nguyen, D. T.; Prodhom, B.; Reiher, W. E.; Roux, B.; Schlenkrich,
M.; Smith, J. C.; Stote, R.; Straub, J.; Watanabe, M.; Wirkiewicz-
Kuczera, J.; Yin, D.; Karplus, M. All-Atom Empirical Potential for
Molecular Modeling and Dynamics Studies of Proteins. J. Phys. Chem.
B 1998, 102, 3586−3616.
(3) Case, D. A.; Cheatham, T. E.; Darden, T.; Gohlke, H.; Luo, R.;
Merz, K. M.; Onufriev, A.; Simmerling, C.; Wang, B.; Woods, R. J. The
Amber Biomolecular Simulation Programs. J. Comput. Chem. 2005, 26,
1668−1688.
(4) Ren, P.; Wu, C.; Ponder, J. W. Polarizable Atomic Multipole-
Based Molecular Mechanics for Organic Molecules. J. Chem. Theory
Comput. 2011, 7, 3143−3161.
(5) Ponder, J. W.; Wu, C.; Ren, P.; Pande, V. S.; Chodera, J. D.;
Schnieders, M. J.; Haque, I.; Mobley, D. L.; Lambrecht, D. S.; Dis-
tasio, R. A.; Head-Gordon, M.; Clark, G. N. I.; Johnson, M. E.; Head-
Gordon, T. Current Status of the AMOEBA Polarizable Force Field. J.
Phys. Chem. B 2010, 114, 2549−2564.
(6) Car, R.; Parrinello, M. Unified Approach for Molecular Dynamics
and Density-Functional Theory. Phys. Rev. Lett. 1985, 55, 2471−2474.
(7) VandeVondele, J.; Krack, M.; Mohamed, F.; Parrinello, M.;
Chassaing, T.; Hutter, J. Quickstep: Fast and Accurate Density
Functional Calculations Using a Mixed Gaussian and Plane Waves
Approach. Comput. Phys. Commun. 2005, 167, 103−128.
(8) Field, M. J.; Bash, P. A.; Karplus, M. A Combined Quantum
Mechanical and Molecular Mechanical Potential for Molecular
Dynamics Simulations. J. Comput. Chem. 1990, 11, 700−733.
(9) Arora, P.; Slipchenko, L. V.; Webb, S. P.; DeFusco, A.; Gordon,
M. S. Solvent-Induced Frequency Shifts: Configuration Interaction
Singles Combined with the Effective Fragment Potential Method. J.
Phys. Chem. A 2010, 114, 6742−6750.
(10) Choi, C. H.; Re, S.; Feig, M.; Sugita, Y. Quantum Mechanical/
Effective Fragment Potential Molecular Dynamics (QM/EFP-MD)
Study on Intra-Molecular Proton Transfer of Glycine in Water. Chem.
Phys. Lett. 2012, 539−540, 218−221.
(11) Choi, C. H.; Re, S.; Rashid, M. H. O.; Li, H.; Feig, M.; Sugita, Y.
Solvent Electronic Polarization Effects on Na+−Na+ and Cl−−Cl− Pair
Associations in Aqueous Solution. J. Phys. Chem. B 2013, 117, 9273−
9279.
(12) Ghosh, M. K.; Lee, J.; Choi, C. H.; Cho, M. Direct Simulations
of Anharmonic Infrared Spectra Using Quantum Mechanical/Effective
Figure 6. Computational timing for FMO energy gradient calculation
of the air cluster (red solid line with circles), the nitrogen cluster (blue
dashed line with rectangles), and the ab initio energy gradient (green
dotted line with crosses). The horizontal axis is the number of atoms,
and the vertical axis is the computation times in hours. RES‑DIM = 2.0
and RESP‑PC = 2.0 were used.
The Journal of Physical Chemistry A Article
dx.doi.org/10.1021/jp507726m | J. Phys. Chem. A 2014, 118, 9762−97719769
Fragment Potential Molecular Dynamics (QM/EFP-MD): Methanol
in Water. J. Phys. Chem. A 2012, 116, 8965−8971.
(13) Komeiji, Y.; Nakano, T.; Fukuzawa, K.; Ueno, Y.; Inadomi, Y.;
Nemoto, T.; Uebayasi, M.; Fedorov, D. G.; Kitaura, K. Fragment
Molecular Orbital Method: Application to Molecular Dynamics
Simulation, ab initio FMO-MD. Chem. Phys. Lett. 2003, 372, 342−347.
(14) Komeiji, Y.; Ishikawa, T.; Mochizuki, Y.; Yamataka, H.; Nakano,
T. Fragment Molecular Orbital Method-Based Molecular Dynamics
(FMO-MD) as a Simulator for Chemical Reactions in Explicit
Solvation. J. Comput. Chem. 2009, 30, 40−50.
(15) Fujita, T.; Watanabe, H.; Tanaka, S. Ab initio Path Integral
Molecular Dynamics Based on Fragment Molecular Orbital Method. J.
Phys. Soc. Jpn. 2009, 78, 104723.
(16) Fujita, T.; Nakano, T.; Tanaka, S. Fragment Molecular Orbital
Calculations under Periodic Boundary Condition. Chem. Phys. Lett.
2011, 506, 112−116.
(17) Brorsen, K. R.; Minezawa, N.; Xu, F.; Windus, T. L.; Gordon,
M. S. Fragment Molecular Orbital Molecular Dynamics with the Fully
Analytic Energy Gradient. J. Chem. Theory Comput. 2012, 8, 5008−
5012.
(18) Nagata, T.; Fedorov, D. G.; Kitaura, K. Analytic Gradient and
Molecular Dynamics Simulations Using the Fragment Molecular
Orbital Method Combined with Effective Potentials. Theor. Chem. Acc.
2012, 131, 1136.
(19) Ufimtsev, I. S.; Martinez, T. J. Quantum Chemistry on
Graphical Processing Units. 3. Analytical Energy Gradients, Geometry
Optimization, and First Principles Molecular Dynamics. J. Chem.
Theory Comput. 2009, 5, 2619−2628.
(20) Hands, M. D.; Slipchenko, L. V. Intermolecular Interactions in
Complex Liquids: Effective Fragment Potential Investigation of
Water−tert-Butanol Mixtures. J. Phys. Chem. B 2012, 116, 2775−2786.
(21) Gordon, M. S.; Fedorov, D. G.; Pruitt, S. R.; Slipchenko, L. V.
Fragmentation Methods: A Route to Accurate Calculations on Large
Systems. Chem. Rev. 2012, 112, 632−672.
(22) Kosenkov, D.; Slipchenko, L. V. Solvent Effects on the
Electronic Transitions of p-Nitroaniline: A QM/EFP Study. J. Phys.
Chem. A 2011, 115, 392−401.
(23) Blair, J. T.; Krogh-Jespersen, K.; Levy, R. M. Solvent Effects on
Optical Absorption Spectra: the 1A1 →
1A2 Transition of Form-
aldehyde in Water. J. Am. Chem. Soc. 1989, 111, 6948−6956.
(24) Oda, T.; Pasquarello, A. Ab Initio Molecular Dynamics
Investigation of the Structure and the Noncollinear Magnetism in
Liquid Oxygen: Occurrence of O4 Molecular Units. Phys. Rev. Lett.
2002, 89, 197204.
(25) Tsukagoshi, K.; Alphenaar, B. W.; Ago, H. Coherent Transport
of Electron Spin in a Ferromagnetically Contacted Carbon Nanotube.
Nature 1999, 401, 572−574.
(26) Xiong, Z. H.; Wu, D.; Vardeny, Z. V.; Shi, J. Giant
Magnetoresistance in Organic Spin-Valves. Nature 2004, 427, 821−
824.
(27) Carbo, R.; Riera, J. M. In Lecture notes in chemistry. A general SCF
theory; Springer: Berlin, 1978; Vol. 5.
(28) McWeeny, R. In Method of Molecular Quantum Mechanics, 2nd
ed.; Academic Press: New York, 1992.
(29) Plakhutin, B. N. In Reviews of Modern Quantum Chemistry; Sen,
K. D., Ed.; World Scientiﬁc: Singapore, 2002; Vol. I.
(30) Roothaan, C. C. J. Self-Consistent Field Theory for Open Shells
of Electronic Systems. Rev. Mod. Phys. 1960, 32, 179−185.
(31) Glaesemann, K. R.; Schmidt, M. W. On the Ordering of Orbital
Energies in High-Spin ROHF. J. Phys. Chem. A 2010, 114, 8772−8777.
(32) Binkley, J. S.; Pople, J. A.; Dobosh, P. A. The Calculation of
Spin-Restricted Single-Determinant Wavefunctions. Mol. Phys. 1974,
28, 1423−1429.
(33) Caldwell, J. W.; Gordon, M. S. SCF Calculations on Excited
States. Chem. Phys. Lett. 1976, 43, 493−498.
(34) Pople, J. A.; Nesbet, R. K. Self-Consistent Orbitals for Radicals.
J. Chem. Phys. 1954, 22, 571−572.
(35) Yamaguchi,Y.; Schaefer, H. F., III; Osamura, Y.; Goddard, J. A
New Dimension to Quantum Chemistry: Analytical Derivative Methods in
Ab Initio Molecular Electronic Structure Theory; Oxford University
Press: New York, 1994.
(36) Saxe, P.; Yamaguchi, Y.; Schaefer, H. F., III. Analytic Second
Derivatives in Restricted Hartree-Fock Theory. A Method for High-
Spin Open-Shell Molecular Wave Functions. J. Chem. Phys. 1982, 77,
5647−5654.
(37) Osamura, Y.; Yamaguchi, Y.; Schaefer, H. F., III. Analytic
Configuration Interaction (CI) Gradient Techniques for Potential
Energy Hypersurfaces. A Method for Open-Shell Molecular Wave
Functions. J. Chem. Phys. 1981, 75, 2919−2922.
(38) Kitaura, K.; Ikeo, E.; Asada, T.; Nakano, T.; Uebayasi, M.
Fragment Molecular Orbital Method: an Approximate Computational
Method for Large Molecules. Chem. Phys. Lett. 1999, 313, 701−706.
(39) Fedorov, D. G.; Kitaura, K. Extending the Power of Quantum
Chemistry to Large Systems with the Fragment Molecular Orbital
Method. J. Phys. Chem. A 2007, 111, 6904−6914.
(40) Fedorov, D. G.; Nagata, T.; Kitaura, K. Exploring Chemistry
with the Fragment Molecular Orbital Method. Phys. Chem. Chem. Phys.
2012, 14, 7562−7577.
(41) Otto, P.; Ladik, J. Investigation of the Interaction Between
Molecules at Medium Distances: I. SCF LCAO MO Supermolecule,
Perturbational and Mutually Consistent Calculations for Two
Interacting HF and CH2O Molecules. Chem. Phys. 1975, 8, 192−200.
(42) Yang, W. Direct Calculation of Electron Density in Density-
Functional Theory. Phys. Rev. Lett. 1991, 66, 1438−1441.
(43) Gao, J. Toward a Molecular Orbital Derived Empirical Potential
for Liquid Simulations. J. Phys. Chem. B 1997, 101, 657−663.
(44) Wang, Y.; Sosa, C. P.; Cembran, A.; Truhlar, D. G.; Gao, J.
Multilevel X-Pol: A Fragment-Based Method with Mixed Quantum
Mechanical Representations of Different Fragments. J. Phys. Chem. B
2012, 116, 6781−6788.
(45) Korchowiec, J.; Gu, F. L.; Aoki, Y. Elongation Method at
Restricted Open-shell Hartree−Fock Level of Theory. Int. J. Quantum
Chem. 2005, 105, 875−882.
(46) Aoki, Y.; Gu, F. L. An Elongation Method for Large Systems
Toward Bio-systems. Phys. Chem. Chem. Phys. 2012, 14, 7640−7668.
(47) Tong, Y.; Mei, Y.; Zhang, J. Z. H.; Duan, L. L.; Zhang, Q. G.
Quantum Calculation of Protein Solvation and Protein−Ligand
Binding Free Energy for HIV-1 Protease/Water Complex. J. Theor.
Comput. Chem. 2009, 8, 1265−1279.
(48) Hua, S.; Li, W.; Li, S. The Generalized Energy-Based
Fragmentation Approach with an Improved Fragmentation Scheme:
Benchmark Results and Illustrative Applications. ChemPhysChem
2013, 14, 108−115.
(49) Gordon, M. S.; Mullin, J. M.; Pruitt, S. R.; Roskop, L. B.;
Slipchenko, L. V.; Boatz, J. A. Accurate Methods for Large Molecular
Systems. J. Phys. Chem. B 2009, 113, 9646−9663.
(50) Flick, J. C.; Kosenkov, D.; Hohenstein, E. G.; Sherrill, C. D.;
Slipchenko, L. V. Accurate Prediction of Noncovalent Interaction
Energies with the Effective Fragment Potential Method: Comparison
of Energy Components to Symmetry-Adapted Perturbation Theory
for the S22 Test Set. J. Chem. Theory Comput. 2012, 8, 2835−2843.
(51) Touma, T.; Kobayashi, M.; Nakai, H. Time-Dependent
Hartree−Fock Frequency-Dependent Polarizability Calculation Ap-
plied to Divide-and-Conquer Electronic Structure Method. Chem.
Phys. Lett. 2010, 485, 247−252.
(52) He, X.; Merz, K. M. Divide and Conquer Hartree−Fock
Calculations on Proteins. J. Chem. Theory Comput. 2010, 6, 405−411.
(53) Kobayashi, M.; Nakai, H. How Does It Become Possible to
Treat Delocalized and/or Open-shell Systems in Fragmentation-based
Linear-scaling Electronic Structure Calculations? The Case of the
Divide-and-Conquer Method. Phys. Chem. Chem. Phys. 2012, 14,
7629−7639.
(54) Fedorov, D. G.; Kitaura, K. The Importance of Three-body
Terms in the Fragment Molecular Orbital Method. J. Chem. Phys.
2004, 120, 6832−6840.
(55) Huang, L.; Massa, L.; Karle, I.; Karle, J. Calculation of Strong
and Weak Interactions in TDA1 and RangDP52 by the Kernel Energy
Method. Proc. Natl. Acad. Soc. U. S. A. 2009, 106, 3664−3669.
The Journal of Physical Chemistry A Article
dx.doi.org/10.1021/jp507726m | J. Phys. Chem. A 2014, 118, 9762−97719770
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