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Abstract: In this paper, we study the strong asymptotic for the orthogonal polynomials
and universality associated with singularly perturbed Pollaczek-Jacobi type weight
wpJ2(x, t) = e
− t
x(1−x) xα(1− x)β ,
where t ≥ 0, α > 0, β > 0 and x ∈ [0, 1]. Our main results obtained here include two
aspects: I. Strong asymptotics: We obtain the strong asymptotic expansions for the monic
Pollaczek-Jacobi type orthogonal polynomials in different interval (0, 1) and outside of in-
terval C\(0, 1), respectively; Due to the effect of tx(1−x) for varying t, different asymptotic
behaviors at the hard edge 0 and 1 were found with different scaling schemes. Specifically,
the uniform asymptotic behavior can be expressed as a Airy function in the neighborhood
of point 1 as ζ = 2n2t→∞, n→∞, while it is given by a Bessel function as ζ → 0, n→∞.
II. Universality: We respectively calculate the limit of the eigenvalue correlation kernel in
the bulk of the spectrum and at the both side of hard edge, which will involve a ψ-functions
associated with a particular Painleve´ III equation near x = ±1. Further, we also prove the
ψ-funcation can be approximated by a Bessel kernel as ζ → 0 compared with a Airy kernel
as ζ → ∞. Our analysis is based on the Deift-Zhou nonlinear steepest descent method for
the Riemann-Hilbert problems.
Kerwords: singularly perturbed Pollaczek-Jacobi type weight, strong asymptotic expan-
sions, eigenvalue correlation kernel, universality, Riemann-Hilbert problem, Deift-Zhou non-
linear steepest descent method.
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1 Introduction
The orthogonal polynomials (OPS) associated with different weights have important appli-
cations in random matrix theory [1, 2], approximation theory [3] and the zeros distribution
theory [4]. There are many ways to classify the weight functions. One way, just like the
classification of random matrices ensembles, is to identify the weights into Hermite weight,
Gaussian weight, Laguerre weight and Jacobi weight and so on [5]. Another way is to classify
the weights into Szego¨ class or non-Szego¨ class according the following Szego¨ condition [3].
A weight w(x) is said to be of the Szego¨ class if it has a definition in the domain [−1, 1] and
satisfies ∫ 1
−1
lnw(x)√
1− x2 dx > −∞.
It is interest to study the weight in the Szego¨ class. It has been shown that a large number
of weights belong to the Szego¨ class. Especially, the Jacobi weight is a typical example of
the Szego¨ class, in details see [6].
The asymptotics of OPS with respect to the classical Jacobi weight has been studied in
[3]. There are different generalizations to the classical Jacobi weight. For example, Kuijlaars
et al investigated the OPS about the modified Jacobi weight [6]
w(x) = (1− x)α(1 + x)βh(x), x ∈ (−1, 1),
where α, β > −1 and h(x) > 0 is a real analytic function for x ∈ (−1, 1). They further
obtained the asymptotic behavior for the Hankel determinants, the recurrence coefficients
the leading coefficients of the OPS. Xu and Zhao have obtained the asymptotics of the
polynomials orthogonal with respect to the perturbed Chebyshev weight in [7],
w(x) = (1− x)− 12 (t2n − x2)α, x ∈ (−1, 1), tn > 1.
At the same time, they give the critical edge behavior for this weight with different Painleve´
equation according to the different property of tn.
However, there are some weights that furnish a non-Szego¨ class such as the Pollaczek
weight which will considered in this paper. The Pollaczek polynomials are orthogonal to the
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following Pollaczek weight function
w(x, a, b) = exp(2θ − π)h(θ)[cosh(πh(θ))−1],
where θ = arccos
√
x, h(θ) = (acosθ + b)/(2sinθ), and a and b are constants, and |b| < a
[3, 8]. Compared by the Jacobi polynomials, the Pollaczek polynomials show a singular
behavior in some items, such as the properties of the zero and the gap [3]. Ismail have
studied the large-n asymptotic behavior of the Pollaczek polynomials using the confluent
Horn function in [9]. Bo and Wong have investigated the asymptotics with the technique of
the Airy function, see [10].
In recent years, there are some interests on the study on the associated weight functions
with singular behavior in several different areas of mathematics and physics. For instance,
Berry and Shukla studied the statistics for the zeros of the Riemann Zeta function in the
Gaussian unitary ensemble of random matrices, with the singularly perturbed Gaussion
weight [11]
w(x; z, s) = exp(− z
2
2x2
+
s
x
− x
2
2
), z ∈ R \ 0, s ∈ [0,∞), x ∈ R.
Then, Brightmore, Mezzadri and Mo studied the double scaling limit as N → ∞ and
computed the asymptotics of the partition function when z and t are of order O(N−1/2)
which can be characterized as a particular Painleve´ III equation [12]. Besides, Lukyanov
calculated the finite temperature expectation values of the exponential fields to one-loop
order of the semi-classical expansion under the singularly perturbed Laguerre weight
w(x, t) = xαe−x−t/x, α > 0, t > 0, x ∈ (0,∞),
which is the Laguerre weight xαe−x perturbed by a multiplicative factor es/x inducing an
infinitely strong zero at the origin [13]. In 2010, Chen and Its studied a certain linear
statistics of the unitary Laguerre ensembles and the determination of the associated Hankel
determinant and recurrence coefficients [14]. After that, Xu, Dai, and Zhao showed the
eigenvalue correlation kernel associated with a particular Painleve´ III equation. They also
studied the transition of this limiting kernel to the Bessel and Airy kernels [15]. Further,
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Chen and Dai introduced a sequence of polynomials orthogonal with respect to a one-
parameter family of the Pollaczek-Jacobi type weight
w(x, t) = xα(1− x)βe−t/x, t ≥ 0, x ∈ [0, 1]. (1.1)
If t = 0, this becomes to a shifted Jacobi weight. They expressed the recurrence coefficients
in terms of a set of auxiliary quantities which equaled to a particular Painleve´ V or allied
functions using the ladder operator [16]. Chen and coauthhors showed the uniform asymp-
totic expansions for the moninc OPS and the recurrence coefficients and leading coefficient
of the OPS were expressed in terms of a particular Painleve´ III using the Riemann-Hilbert
approach [17]. It is easy to check that this weight belongs to non-Szego¨ since this weight is
in some extent more “singular”.
The above weights considered admit the first order singularities. However, it is also
interesting to study weights with higher order singularities. Atkin, Claeys and Mezzadri
obtained asymptotics for the partition functions associated to the Laguerre and Gaussian
Unitary Ensembles perturbed with a pole of order k at the origin and their results were
described in terms of a hierarchy of higher order analogs to the PIII equation [18]. Also,
Dan, Xu and Zhang introduced the Fredholm determinant of an integrable operator whose
kernel is constructed out of the Ψ-function associated with a hierarchy of higher order
analogues to the Painleve´ IIIequation and obtained the large s asymptotics of the Fredholm
determinant using the RH method [19].
One of interesting phenomenon in random matrices is that as the order of the matrix
goes to be large, the eigenvalues of different types of random matrix ensembles show the
same statistical law. This phenomenon is known as universality, see [22, 23]. For example,
for the Jacobi unitary ensemble, its limiting mean eigenvalue density admits the property
lim
n→+∞
1
n
Kn(x, x) =
1
π
√
1− x2 , x ∈ (−1, 1).
The limit of Kn is given by the sine kernels in the bulk of the spectrum [22, 24],
S(x, y) =
sinπ(x− y)
x− y . (1.2)
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And the limit of Kn shows the Bessel kernel at the hard edge of the spectrum [2]
Jα(x, y) =
Jα(
√
x)
√
yJ ′α(
√
y)− Jα(√y)
√
xJ ′α(
√
x)
2(x− y) . (1.3)
In this paper, we apply the Deift-Zhou nonlinear steepest method to study the OPS
associated with the Pollaczek-Jacobi type weight involving two singularities at the edge
wpJ2(x) = x
α(1− x)βe−t/x(1−x), (1.4)
where t ≥ 0, α > 0, β > 0, x ∈ [0, 1]. Compared to the weight (1.1), our weight (1.4)
involves one more singular perturbation 1/(z− 1). Our purpose is to see whether some new
phenomena occur with the change of singularities. For our weight (1.4), we have to construct
another model RH problem to match the original RH problem, rather than simply using
the RH problem for the Bessel model in [17]. To build a suitable model, using the same
method in [15, 21], we formulate a model RH problem, which is equivalent to a Cauchy-type
singular integral equations, see [20]. Moreover, there is an interesting result that this model
can transform from a modified Bessel model RH problem as s → 0, n → ∞ to another
modified Airy function as s→∞, n→∞.
This paper is organized as follows. In Section 2, we state our main results which will be
presented in this paper. In section 3, we propose a RH problem with respect to the weight
(1.4) to characterize the Pollaczek-Jacobi type OPS. In Section 3, we apply the Deift-Zhou
nonlinear steepest descent method to analyze the RH problem. In section 4, based on the
asymptotic analysis, we provide detail proofs to all results stated in the section 2.
2 Statement of Main Results
Let introduce some notations used in this paper. Suppose that πn(x) = πn(x;wpJ 2) denote
the monic OPS of degree n orthogonal with respect to the weight (1.4), then it holds that
∫ 1
0
πn(x)πm(x)wpJ 2(x, t) dx = hn(t)δnm. (2.1)
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Let Pn(x) = Pn(x;wpJ 2(x, t)) to denote normalized polynomials with respect to the weight
wpJ2(x, t), then we have
Pn(x) = γnπn(x),
where γn > 0 is the leading coefficient of Pn(x) and hn = γ
−2
n .
According to basic property of orthogonal polynomials [1, 2, 5], then πn(x) meets the
three-term recurrence relation
xπn(x) = πn+1(x) + αn(t)πn(x) + βn(t)πn−1(x), (2.2)
and the eigenvalue correlation kernel is expressed as
Kn(x, y; t) =
√
wpJ2(x, t)
√
wpJ2(y, t)
n∑
i=1
Pi(x)Pi(y). (2.3)
Using the Christoffel-Darboux formula [3], we can get
Kn(x, y; t) = γ
2
n−1
√
wpJ2(x, t)
√
wpJ2(y, t)
πn(x)πn−1(y)− πn(y)πn−1(x)
(x − y) . (2.4)
2.1 Asymptotic for monic OPS
Using the Deift-Zhou steepest descent method, we get the uniform asymptotic expansion for
the monic Pollaczek-Jacobi type OPS.
Theorem 1. For z ∈ C\[0, 1], as n→∞, πn(z) has the following asymptotic approximation
pin(z) = 2
−(2n+α+β+1)(ϕ(z))
2n+α+β+1
2 (z − 1)− 2β+14 z− 2α+14 e t2z(1−z) (1 +O( 1
n
)), (2.5)
where t > 0, ϕ(z) = 2z − 1 + 2
√
z(z − 1) and the error terms have a uniform for z on
compact subsets of C¯ \ [0, 1] as well as a full asymptotic expansion in terms of 1/n.
We also calculate the strong asymptotic expansion in the bulk of the orthogonality
interval (0, 1).
Theorem 2. Let K1 be a compact subset of (0, 1). When 0 < x < 1 and n→∞,
pin(x) =
2−(α+β+2n)√
wpJ2(x, t)x
1
4 (1− x) 14
[
(1 +O( 1
n
))cos((2n+ α+ β + 1)arccos
√
x− βpi
2
− pi
4
)
+O( 1
n
)cos((2n+ α+ β + 1)arccos
√
x− βpi
2
+
pi
4
)
] (2.6)
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The above expansion is uniform for x ∈ K1.
As ζ = 2n2t → 0, the asymptotic behavior of πn near the endpoint 1 is described by
the following theorem.
Theorem 3. There is a small and positive constant r which satisfies 0 < r ≪ 12 , such that
x ∈ (1− r, 1), as n→∞, then
pin(x) =
√
pi(2narccos
√
x)
1
2
22n+α+βx
1
4 (1− x) 14
√
2wpJ2(x, t)
e
−ζ
(2narccos
√
x)2
× [(1 +O(1/n) +O(ζ))(cosθ1Jβ(2narccos
√
x) + sinθ1J
′
β(2narccos
√
z))
+ (O(1/n) +O(ζ))(cosθ2Jβ(2narccos
√
x) + sinθ2J
′
β(2narccos
√
z))],
(2.7)
where
θ1 = (α + β + 1)arccos
√
x, and θ2 = (α+ β − 1)arccos
√
x, (2.8)
and Jβ is the Bessel function of order β. The error terms hold uniformly for x in compact
subsets of (1 − r, 1) ∩ D1, D1 = {x|2nπarccos
√
x ∈ (0,∞), n→∞}.
Near the endpoint 1, the strong asymptotic expansion can be calculated in terms of the
Airy function as ζ = 2n2t→∞.
Theorem 4. There is a small and fixed constant η, 0 < η ≪ 12 , such that x ∈ (1− η, 1) and
ζ = 2n2t→∞,
pin(x) =
√
pi(2narccos
√
x)
1
2
22n+α+βx
1
4 (1− x) 14
√
wpJ2(x, t)
× {(1 +O(n− 23 ))[(cosθ1d11 + sinθ1(d21 − bd11)(2narccos
√
x)−1)Ai(ξ˜)
+ (cosθ1d12 − sinθ1(d22 + bd12)(2narccos
√
x)−1)Ai′(ξ˜)]}
+O(n− 23 )[(cosθ2d11 + sinθ2(d21 − bd11)(2narccos
√
x)−1)Ai(ξ˜)
+ (cosθ2d12 − sinθ2(d22 + bd12)(2narccos
√
x)−1)Ai′(ξ˜)]},
(2.9)
where θ1, θ2 are in (2.8), ξ˜ = (
3
2 )
2
3 (1 − |λ|)ζ 29 |λ|− 23 , λ = ζ− 23n2f1(z), f1(z) = (logε(z))2.
The error terms hold uniformly for x in compact subsets of (1 − η, 1) ∩ D2, where
D2 = {x|(3
2
)
2
3 (1 − |λ|)ζ 29 ∈ (−∞, 0), |λ| = ζ− 23 (2narccos√x)2, ζ →∞, n→∞}.
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At the same time, b, d11, d12, d21, and d22 are defined as follows:
b =
7
72(|λ| − 1) (2.10)
d11 = (
3
2
)
1
6 ζ−
1
9 |λ|− 16 cos(β
2
arccos
1√
|λ| ), (2.11)
d22 = (
3
2
)−
1
6 ζ
1
9 |λ| 16 cos(β
2
arccos
1√
|λ| ), (2.12)
d12 = (
3
2
)−
1
6 ζ−
2
9 (|λ| − 1)− 12 |λ| 16 sin(β
2
arccos
1√
|λ| ), (2.13)
d21 = (
3
2
)
1
6 ζ
2
9 (|λ| − 1) 12 |λ|− 16 sin(β
2
arccos
1√
|λ| ). (2.14)
The strong asymptotic expansion is expressed by the Bessel function of order α as
ζ = 2n2t→ 0 in the neighborhood of the point 0.
Theorem 5. There exists a small and positive constant δ, 0 < δ ≪ 12 so that for x ∈ (0, δ)
and ζ = 2n2t, when n→∞, ζ → 0,
pin(x) =
√
pi(n(pi − 2arccos√x)) 12
22n+α+βx
1
4 (1− x) 14√2wpJ2(x, t)e
−ζ¯
(n(pi−2arccos√x))2
× [(1 +O(1/n) +O(ζ))(sinθ3Jα(n(pi − 2arccos
√
x)) + cosθ3J
′
α(n(pi − 2arccos
√
z)))
+ (O(1/n) +O(ζ))(sinθ4Jα(n(pi − 2arccos
√
x)) + cosθ4J
′
α(n(pi − 2arccos
√
z)))],
where
θ3 = (α + β + 1)arccos
√
x− (α+ β)π
2
(2.15)
θ4 = (α + β − 1)arccos
√
x− (α+ β)π
2
(2.16)
and Jα is the Bessel function of order α. The error terms is uniformly for x in compact
subsets of (0, δ) ∩ D3, where D3 = {x|n(π − 2arccos
√
x) ∈ (0,∞), n→∞}.
We can obtain similar asymptotic behavior in terms of Airy function of order α near
the endpoint 0 as ζ = 2n2t→∞.
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Theorem 6. There exists a small and fixed ǫ, 0 < ǫ≪ 12 , so that x ∈ (0, ǫ), if n→∞, ζ =
2n2t→∞,
pin(x) =
√
pi(n(pi − 2arccos√x)) 12
22n+α+βx
1
4 (1− x) 14
√
2wpJ2(x, t)
× {[1 +O(n− 23 )][(sinθ3d11 + cosθ3(n(pi − 2arccos
√
x))−1(bd11 + d21))Ai(ξˆ)
+ (sinθ3d11 + cosθ3(n(pi − 2arccos
√
x))−1(bd12 − d22))Ai′(ξˆ)]
+O(n− 23 )[(sinθ4d11 + cosθ4(n(pi − 2arccos
√
x))−1(bd11 + d21))Ai(ξˆ)
+ (sinθ4d11 + cosθ4(n(pi − 2arccos
√
x))−1(bd12 − d22))Ai′(ξˆ)]},
(2.17)
where Ai is the Airy function, ξˆ = (32 )
2
3 (1 − |λ¯|)ζ 29 |λ¯|− 23 , λ¯ = ζ− 23n2f0(z) with f0(z) =
(logϕ(z)ϕ(0))
2. The error terms hold uniformly for x ∈ K2, where K2 is any compact subset of
(0, ǫ) ∩ D4, t ∈ (0, c], c > 0 and
D4 = {x|(3
2
)
2
3 (1− |λ¯|)ζ 29 ∈ (−∞, 0), |λ¯| = ζ− 23n2(pi − 2arccos√x)2, ζ →∞, n→∞}, (2.18)
where b, θ3, θ4 is given by (2.10), (2.15), (2.16) respectively and d¯11, d¯12, d¯21, d¯22 can be
obtained by changing β → α in (2.11)-(2.12).
2.2 Universality
Here we state asymptotic of the correlation kernel in the bulk of the spectrum and at both
side of the hard-edge.
Theorem 7. The kernel Kn(x, y) associated with weight (1.4) admits properties
(1) When y ∈ (0, 1), it is easy to get
1
n
Kn(y, y) =
1
π
√
y(1− y) +O(
1
n
), n→∞, (2.19)
and the error term is uniformly in compact subsets of (0, 1).
(2) For a ∈ (0, 1), u, v ∈ R, as n→∞,
1
nρ(a)
Kn(a+
u
nρ(a)
, a+
v
nρ(a)
) =
sin(π(u− v))
π(u− v) +O(
1
n
), (2.20)
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where ρ(y) = (π
√
y(1− y))−1, and the error term is uniformly for any a and u, v
satisfying the above conditions.
(3) The large-n behavior of the kernel near the right edge x = 1 is
1
4n2
Kn(1− u
4n2
, 1− v
4n2
) = KΨ(u, v; 2n
2t) +O( 1
n2
), (2.21)
as n→∞ with the uniform error term for u, v ∈ (0,∞) and t ∈ (0, c] where c > 0, in
which the Ψ-kernel is defined as
KΨ(u, v; ζ) =
ψ1(−v, ζ)ψ2(−u, ζ)− ψ1(−u, ζ)ψ2(−v, ζ)
2πi(u− v) , (2.22)
where the ψ-function is given by (5.33). Also it is noticeable that the Ψ-kernel is
reduced to the Bessel kernel when ζ → 0+ and then the Airy kernel when ζ → +∞.
Precisely, that is
KΨ(u, v; ζ) = Jβ(u, v) +O(ζ), ζ → 0+, (2.23)
where the error term holds uniformly for u, v in compact subsets of (0, ∞) and
Jβ(x, y) =
Jβ(
√
x)
√
yJ ′β(
√
y)− Jβ(√y)
√
xJ ′β(
√
x)
2(x− y) . (2.24)
If the parameter t→ 0+ and n→∞ so that,
lim
n→∞
2n2t = 0,
then, we can obtain the Bessel kernel limit for Kn
lim
n→∞
1
4n2
Kn(1 − u
4n2
, 1− v
4n2
) = Jβ(u, v), (2.25)
which is uniform for u, v in compact subsets of (0,∞).
However, as ζ → +∞,
ζ4/9
m
KΨ(ζ
2/3(1− u
mζ2/9
), ζ2/3(1− v
mζ2/9
); ζ) = A(u, v) +O(ζ−2/9), (2.26)
in which m = (32 )
2
3 and the Airy kernel A is expressed by
A(x, y) =
Ai(x)Ai′(y)−Ai(y)Ai′(x)
x− y . (2.27)
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This formula is uniform for u, v in compact subsets of (−∞,∞). Following, if the
parameter t ∈ (0, d] and n→∞ such that
lim
n→∞
2n2t =∞,
the Airy kernel limit for Kn is given by
lim
n→∞
sn
mζ2/9
Kn(1− sn(1− u
mζ2/9
), 1− sn(1− v
mζ2/9
); ζ) = A(u, v), (2.28)
uniformly for u, v in compact subsets of (−∞,∞) with ζ = 2n2t, sn = ζ− 23 /(4n2).
(4) At left edge of the spectrum, namely near the endpoint 0, the limit kernel has the
Ψ-kernel asymptotic behavior as n→∞,
1
4n2
Kn(
u
4n2
,
v
4n2
) = K¯Ψ¯(u, v, 2n
2t) +O( 1
n2
) (2.29)
uniformly for u, v in compact subsets of (0,∞) and t in (0, c] with a constant c > 0.
Here, the Ψ¯-kernel is defined as
K¯Ψ¯(u, v; ζ) =
ψ¯1(−v, ζ)ψ¯2(−u, ζ)− ψ¯1(−u, ζ)ψ¯2(−v, ζ)
2πi(u− v) (2.30)
where the scalar function ψ¯(ξ¯, ζ), k = 1, 2 are given in [21] (1.22)-(1.24). In addition,
from [15] and [21], by the same way as we deal with Ψ-kernel, we can prove the limiting
Ψ¯-kernel convert to the Bessel and Airy kernels when the parameter ζ changes from 0
to ∞.
Remark 1. It is also readily to show that KΨ(u, v; s) and K¯Ψ¯(u, v; s) are the Painleve´ type
kernel associated with the solvable model RH problem, which admits Lax pair, see [15] and
[27].
The above results can be established by applying Deift-Zhou nonlinear steepest descent
approach to the asymptotic of Pollaczek-Jacobi type OPS, which should be first Character-
ized with a appropriate RH problem.
11
3 RH Characterization for the OPS
Following the idea given by Fokas, Its and Kitaev in 1992 [25], we construct a RH problem
with respect to the weight function wpJ2(x, t) in (1.4) as follows.
RH problem 1. Find 2× 2 matrix-valued function Y (z) satisfying
(a) Y (z) is analytic for z ∈ C \ [0, 1] ;
(b) Y (z) satisfies the jump condition
Y+(x) = Y−(x)

1 wpJ2(x, t)
0 1

 , for x ∈ (0, 1) ;
(c) The asymptotic behavior of Y (z) at infinity is
Y (z) = (I +O(z−1))

zn 0
0 z−n

 , z →∞;
(d) The asymptotic behavior of Y (z) at the origin is
Y (z) =

O(1) O(1)
O(1) O(1)

 , z → 0;
(e) The asymptotic behavior of Y (z) at z = 1 and β > 0 is
Y (z) =

O(1) O(1)
O(1) O(1)

 , z → 1.
In a similar way given in [1, 25], we can show that the above RH problem for Y admits
a unique solution
Y (z) =

 πn(z) 12pii
∫ 1
0
pin(x)wpJ2(x,t)
x−z dx
−2πiγ2n−1πn−1(z) −γ2n−1
∫ 1
0
pin−1(x)wpJ2(x,t)
x−z dx

 , (3.1)
where πn(z) is the monic polynomial, and Pn(z) = γnπn(z) is the orthonormal polynomial
with respect to the weight wpJ2(x, t).
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4 Asymptotic Analysis on the RH Problem
In this section, we will transform the original RH problem for Y to a solvable RH problem
via a series of invertible deformations Y → T → S → R.
• The first deformation: Y → T means that we change the RH problem for Y (z) to a
normalized one, such that T ∼ I, z →∞.
• The second deformation: T → S is that we obtain solvable RH problem for S by
removing the oscillation factors in RH problem for T .
• The third deformation: S → R is to makes a small norm RH problem for R with the
jumps close to the identity matrix by making of global parametrix P (∞)(z) and local
parametrixs P (0)(z) and P (1)(z) near the endpoints z = 0 and z = 1.
4.1 The first deformation Y → T
In order to transform the matrix function Y (z) at infinity into an identity matrix, we intro-
duce the following transformation
T (z) = 4nσ3Y (z)e−
t
2z(1−z)σ3ϕ(z)−nσ3 , z ∈ C \ [0, 1] , (4.1)
where σ3 is the Pauli matrix, Y (z) is the unique solution of the above RH problem 1, and
ϕ(z) = 2z − 1 + 2
√
z(z − 1) is a conformal map from C \ [0, 1] onto the exterior of the unit
circle. It can be shown that ϕ(z) admits the property
ϕ(z) ∼ 4z, for z →∞; ϕ+(x)ϕ−(x) = 1, for x ∈ (0, 1).
Under the transformation (4.1), we can check that T solves the following RH problem.
RH problem 2. Find 2× 2 matrix-valued function T (z) satisfying
(a) T (z) is analytic for z ∈ C \ [0, 1] .
(b) T (z) satisfies the jump condition
T+(x) = T−(x)

ϕ+(x)−2n w(x)
0 ϕ−(x)−2n

 , for x ∈ (0, 1) , (4.2)
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where w(x) = xα(1− x)β , α > 0, β > 0.
(c) The asymptotic behavior of T (z) at infinity is
T (z) = I +O(z−1), z →∞ (4.3)
(d) The asymptotic behavior of T (z) at the origin is
T (z) =

O(1) O(1)
O(1) O(1)

 e− t2z σ3 , z → 0. (4.4)
(e) The asymptotic behavior of T (z) at z = 1 is
T (z) =

O(1) O(1)
O(1) O(1)

 e− t2(1−z)σ3 , z → 1. (4.5)
It is noteworthy that the transformation contains the factor e−
t
2z(1−z)σ3 which will make
T (z) has two singularities at the point of z = 1 and z = 1 respectively. We use the similar
method in [27] to construct a new model RH problem for representing the property of
singular point.
4.2 The second transformation T → S
The jump matrix in (4.2) can be factorized in the form
ϕ−2n+ w
0 ϕ−2n−

 =

 1 0
ϕ−2n− w
−1 1



 0 w
−w−1 0



 1 0
ϕ−2n+ w
−1 1

 ,
which contains two oscillation factors ϕ−2n+ and ϕ
−2n
− . To remove these oscillation factors,
according to above factorization, we define the transformation
S(z) =


T (z), for z outside the lens region;
T (z)

 1 0
−w(z)−1ϕ(z)−2n 1

 , for z in the upper lens region;
T (z)

 1 0
w(z)−1ϕ(z)−2n 1

 , for z in the lower lens region,
(4.6)
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Figure 1: The contour for the RH problem for ΣS(z)
where arg z ∈ (−π, π). Then S solves the problem:
RH problem 3. Find 2× 2 matrix-valued function S(z) satisfying
(a) S(z) is analytic for z ∈ C \⋃3j=1 Σj , illustrated in Figure 1.
(b) S+(z) = S−(z)Js(z) for z ∈
⋃3
j=1 Σj , and the jump Js is given by
Js(z) =

 1 0
w(z)−1ϕ(z)−2n 1

 , for z ∈ Σ1 ∪ Σ3,
Js(x) =

 0 w(x)
w(x)−1 0

 , for x ∈ Σ2,
(4.7)
(c) When z →∞, we get the asymptotic behavior of S(z) is
S(z) = I +O(z−1), z →∞
(d) As z → 0, the asymptotic behavior of S(z) is sector wise as follows:
S(z) = O(1)e− t2z σ3


I, outside the lens region;
 1 0
−w(z)−1ϕ(z)−2n 1

 , in the upper lens region;

 1 0
w(z)−1ϕ(z)−2n 1

 , in the lower lens region.
(4.8)
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(e) As z → 1, the asymptotic behavior of S(z) is sector wise as follows:
S(z) = O(1)e− t2(1−z)σ3


I, outside the lens region;
 1 0
−w(z)−1ϕ(z)−2n 1

 , in the upper lens region;

 1 0
w(z)−1ϕ(z)−2n 1

 , in the lower lens region.
(4.9)
4.3 Global parametrix
When n → ∞, we see that the jump matrix Js on Σ1 and Σ3 converges to the identity
matrix with an exponentially small error terms. Neglecting the exponentially small terms,
S(z) can be approximated by a solution of the following RH problem for P (∞)(z):
RH problem 4. Find 2× 2 matrix-valued function P (∞)(z) satisfying
(a) P (∞)(z) is analytic for z ∈ C \ [0, 1] .
(b) P (∞)(z) satisfies the jump condition
P
(∞)
+ (x) = P
(∞)
− (x)

 0 w(x)
−w(x)−1 0

 , for x ∈ (0, 1) .
(c) The asymptotic behavior of P (∞)(z) at infinity is
P (∞)(z) = (I +O(z−1)), z →∞.
We can construct a solution to the above RH problem in the outside region applying
the method in [28],
P (∞)(z) = D(∞)−σ3M−1a(z)−σ3MD(z)−σ3 , (4.10)
where M = I+iσ1√
2
, a(z) = ( z−1z )
1/4 with arg z ∈ (−π, π) and arg (z − 1) ∈ (−π, π), and
D(z) = ϕ
α+β
2 z−
α
2 (z − 1)− β2 (4.11)
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is the Szego¨ function associated with the weight w(z), which is a nonzero analytic function
on C \ [0, 1]. Besides it is easy to verify D+(x)D−(x) = w(x), for x ∈ (0, 1). D(∞) =
limz→+∞D(z) = 2α+β .
After same computations,
S(z)P (∞)(z)−1 = I +O(e−cn), n→∞, (4.12)
where the error term is uniformly for z away from the end-points 0 and 1. However, the
jump matrices of S(z)P (∞)(z)−1 are not uniformly close to the unit matrix because of the
factor a(z) which has singularity. Thus, it is necessary to construct the local parametrix in
the neighborhoods of the end-points.
4.4 Local parametrix at P (1)(z) at z = 1
Firstly, we construct rhe local parametrix P (1)(z) in U(1, r) = [z ∈ C | z − 1 |< r] for a
small and fixed r, which solves the following RH problem:
RH problem 5. Find 2× 2 matrix-valued function U(1, r) satisfying
(a) P (1)(z) is analytic for z ∈ U(1, r) \ {⋃3j=1Σj}, Σj for j = 1, 2, 3 is in Figure 1.
(b) P (1)(z) satisfies the same jump condition with S(z) on U(1, r) ∩ Σj , j = 1, 2, 3.
(c) P (1)(z) fulfills the following matching condition on ∂U(1, r) and n→∞
P (1)(z)P (∞)(z)−1 = I +O(n−2/3). (4.13)
(d )The asymptotic behavior of P (1)(z) at z = 1 is the same as S(z) in (4.9).
For converting all the jumps of the P (1)(z) to constant jumps, we apply a transformation
by defining
P (1)(z) = Pˆ (1)(z)W (z)−σ3ϕ(z)−nσ3 , (4.14)
where the function
W (z) =


e
βpii
2 w(z)
1
2 , for Imz > 0,
e−
βpii
2 w(z)
1
2 , for Imz < 0,
(4.15)
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where W+(x)W−(x) = w(x) for x ∈ (0, 1). Thus, it is readily seen that Pˆ (1)(z) satisfies the
RH problem:
RH problem 6. Find 2× 2 matrix-valued function Pˆ (1)(z) satisfying
(a) Pˆ (1)(z) is analytic for z ∈ U(1, r) \ {⋃3j=1Σj}, see Figure 1.
(b) Pˆ (1)(z) satisfies the jump conditions:
Pˆ
(1)
+ (z) = Pˆ
(1)
− (z)



 1 0
eβpii 1

 , z ∈ U(1, r) ∩ Σ1,

 0 1
−1 0

 , z ∈ U(1, r) ∩ (0, 1),

 1 0
e−βpii 1

 , z ∈ U(1, r) ∩ Σ3.
(4.16)
(c) The asymptotic behavior at the center z = 1 and β > 0,
Pˆ (1)(z) = O(1)e− t2(1−z)σ3W (z)σ3ϕ(z)nσ3

I, outside the lens shaped region;
 1 0
−eβpii 1

 , in the upper lens region;

 1 0
e−βpii 1

 , in the lower lens region.
(4.17)
In order to express the above RH problem to a RH problem whose analyticity and other
properties have known, using the conformal mapping, we first build a crucial model RH
problem for Ψ(ξ) = Ψ(ξ, s) to tackle the problem of OPS with singularities in the weight,
which is similar to the model given by Xu, Dai, and Zhao [15].
RH problem 7. Find 2× 2 matrix-valued function Ψ(ξ) satisfying
(a) Ψ(ξ) is analytic for ξ ∈ C \⋃3j=1 γj ., where γj are illustrated in Figure 2.
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Figure 2: Contours and regions for the model RH problem for Ψ.
(b) Ψ(ξ) satisfies the following jump conditions:
Ψ+(ξ) = Ψ−(ξ)

 1 0
e±βpii 1

 , + as ξ ∈ γ1 and− as ξ ∈ γ3, (4.18)
Ψ+(ξ) = Ψ−(ξ)

 0 1
−1 0

 , for x ∈ γ2, (4.19)
(c) As ξ →∞, the asymptotic behavior of Ψ(ξ) is
Ψ(ξ, s) = (I +
C1(s)
ξ
+O( 1
ξ2
))ξ−
1
4σ3
I + iσ1√
2
e
√
ξσ3 , (4.20)
where
arg ξ ∈ (−π, π), σ1 =

0 1
1 0

 , C1(s) =

q(s) −ir(s)
it(s) −q(s)


and from Proposition 1 in [15], q(s) and t(s) are expressed as a combination of r(s)
and r′(s), respectively.
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(d) The asymptotic behavior of Ψ(ξ) at ξ = 0 is
Ψ(ξ, s) = Q(s)(I +O(ξ))e sξσ3ξ β2 σ3


I, ξ ∈ Ω1 ∪ Ω4;
 1 0
−eβpii 1

 , ξ ∈ Ω2;

 1 0
e−βpii 1

 , ξ ∈ Ω3.
(4.21)
where arg ξ ∈ (−π, π) and the explicit formula for Q(s) can be given by (4, 4) in [27].
The solvability of the model RH problem can be given by the similar method in [15].
What’s more, it has been proved by the Proposition 3 in [15] that for β > 0,
r(s) =
1− 4β2
8
+
s
β
+O(s2), s→ 0,
r(s) =
3
2
s2/3 − βs 13 +O(1), s→ +∞.
After comparing the RH problem for Pˆ (1) with the above RH problem for Ψ(ξ, s), we
construct a solution Pˆ (1) using the conformal mapping as follows,
Pˆ (1)(z) = E1(z)Ψ(n
2f1(z), 2n
2t) (4.22)
and then, by the formula (4.14) we get
P (1)(z) = E1(z)Ψ(n
2f1(z), 2n
2t)W (z)−σ3ϕ(z)−nσ3 , (4.23)
where
E1(z) = P
(∞)(z)W (z)σ3M−1(n2f1(z))
1
4σ3 , (4.24)
and f1(z) = (logϕ(z))
2.
Remark 2. It is readily to verify that f1(z) is analytic in (0, 1), and f1(1) = 0. f1(z) is a
conformal mapping in the neighborhood of z = 1 and as z → 1,
f1(z) = 4(z − 1)(1− 1
3
(z − 1) +O(z − 1)2).
20
We transfer the RH problem for P (1)(z) in the z-plane to a model RH problem in the
ξ-plane by the conformal mapping ξ = n2f1(z). Besides, we can prove that E1(z) is analytic
for z ∈ U(1, r) owning a weak singularity at z = 1, and by (4.23) and (4.10), we know
P (1)(z)P (∞)(z)−1 = I +O(n−1). (4.25)
Meanwhile, the error terms is uniformly for z ∈ ∂U(1, r) \ Σj , j = 1, 2, 3.
In this situation, when z → 1,
ξ = n2f1(z) ≈ 4n2z, and ζ = 2n2t. (4.26)
So we can apply the behavior of Ψ(ξ, ζ) as ζ → 0 and ζ →∞, which have been found in [17]
and [15], to study the asymptotic behavior of P (1)(z), but we use the different parametrix
β to replace the parametrix α and different scaling process. For the convenience of the later
part of the article, we prove the behavior briefly.
4.4.1 The approximation of Ψ(ξ, ζ) for ζ → 0
As we can see, the essential singularity at the point z = 0 vanishes when ζ = 0. Thus, the
singular factor e
ζ
ξσ3 can be ignored for small ζ. In this case, we construct
F (ξ, ζ) = π
1
2σ3

 ξ−
β
2 Iβ(
√
ξ) ipi ξ
β
2A1(
√
ξ)
iπξ
1−β
2 I ′β(
√
ξ) −ξ β+12 A2(
√
ξ)



1 f(ξ, ζ)
0 1

 ξ β2 σ3e ζξσ3J (4.27)
where
J =


I, ξ ∈ Ω1 ∪ Ω4;
 1 0
−eβpii 1

 , ξ ∈ Ω2;

 1 0
e−βpii 1

 , ξ ∈ Ω3.
(4.28)
and due to the formulas of (10.25.2), (10.27.4), and (10.31.1) in [29], it is readily find if
β > 0, β /∈ N,
A1(z) =
π
2sin(βπ)
I−β(z), A2(z) =
π
2sin(βπ)
I ′−β(z),
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Figure 3: The integration path for Γ.
then if β ∈ N,
A1(z) =
1
2
(
z
2
)−β
β−1∑
j=0
(−1)j(β − j − 1)!z2j
Γ(j + 1)4j
+
1
2
(
−z
2
)β
∞∑
j=0
(Φ(j + 1) + Φ(j + β + 1))z2j
Γ(j + 1)Γ(j + β + 1)4j
,
A2(z) = A
′
1(z) +
(−1)β+1
z
Iβ(z),
with Φ(x) = Γ
′(x)
Γ(x) . At the same time,
f(ξ, ζ) = − 1
4πsin(βπ)
∫
Γ
τβe
2ζ
τ
τ − ξ dτ =
ξβ
2sin(βπ)i
(1 +O(ζ
ξ
))), β > 0, β /∈ N;
f(ξ, ζ) =
(−1)β+1
2π2
∫
Γ
τβe
2ζ
τ ln(
√
τ
2 )
τ − ξ dτ =
(−1)βξβ ln(
√
ξ
2 )
iπ
(1+O(ζ
ξ
)+O(ζ
β+1
ξ
ln ζ)), β ∈ N,
as Γ has been shown in Figure 3.
After the discussion of Section 5.1 in [15], we know Ψ(ξ, ζ) is approximated by F (ξ, ζ).
More precisely,
R0(ζ) =


Ψ(ξ, ζ)F (ξ, 0)−1, for |ξ| > ǫ0;
Ψ(ξ, ζ)F (ξ, ζ)−1, for |ξ| < ǫ0;
(4.29)
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Figure 4: Contours and regions for the RH problem for H(λ).
and the jump on the circle |ξ| = ǫ0 is
JR0(ζ) =


I +O(ζ) +O(ζβ+1), for β > 0, β /∈ N;
I +O(ζ) +O(ζβ+1ln ζ), for β ∈ N;
(4.30)
By the norm estimation of Cauchy operator, we obtain
R0(ζ) =


I +O(ζ) +O(ζβ+1), for β > 0, β /∈ N;
I +O(ζ) +O(ζβ+1ln ζ), for β ∈ N;
(4.31)
where the error terms hold uniformly for |ξ| = ǫ0 as ζ → 0.
4.4.2 The approximation of Ψ(ξ, ζ) for ζ →∞
In order to removal of singularity of Ψ(ξ, ζ) as ζ →∞, we rescale ξ as ζ 23λ, then we have
H(λ) = ζ
1
6σ3Ψ(ζ
2
3λ, ζ)e−ζ
1
3 θ(λ)σ3 , θ(λ) =
(λ+ 1)
2
3
λ
. (4.32)
which solves the following RH problem:
RH problem 8. Find 2× 2 matrix-valued function H(λ) satisfying
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(a) H(λ) is analytic for λ ∈ C \⋃3j=1 γj , see Figure 4.
(b) H(λ) fulfills the jump conditions:
H+(λ) = H−(λ)



 1 0
eβpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ γ1,

 0 1
−1 0

 , λ ∈ (−∞,−1),

 0 e
2ζ
1
3 θ(λ)
−e−2ζ
1
3 θ(λ) 0

 , λ ∈ (−1, 0),

 1 0
e−βpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ γ3;
(4.33)
(c) The asymptotic behavior of H(λ) when λ→∞ is
H(λ) = (I +O( 1
λ
))λ−
1
4σ3M ; (4.34)
(d) The asymptotic behavior of H(λ) when λ→ 0 is
H(λ) = O(1)λβ2 σ3


I, λ ∈ Π1 ∪ Π4;
 1 0
−eβpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ Π2;

 1 0
e−βpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ Π3.
(4.35)
Then, to move the jumps from γ1 and γ3 to γˆ1 and γˆ3, we introduce the following transfor-
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mation
N(λ) =


H(λ)

 1 0
eβpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ Π5,
H(λ)

 1 0
−e−βpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ Π6,
H(λ), otherwise.
(4.36)
So, the RH problem for N(λ) is constructed as follows:
RH problem 9. Find 2× 2 matrix-valued function N(λ) satisfying
(a) N(λ) is analytic for λ ∈ C \ γˆ1 ∪ γˆ3 ∪ (−∞,−1) ∪ (−1, 0), see Figure 4.
(b) N(λ) fulfills the jump conditions:
N+(λ) = N−(λ)



 1 0
eβpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ γˆ1,

 0 1
−1 0

 , λ ∈ (−∞,−1),

 0 e
2ζ
1
3 θ(λ)
−e−2ζ
1
3 θ(λ) 0

 , λ ∈ (−1, 0),

 1 0
e−βpiie−2ζ
1
3 θ(λ) 1

 , λ ∈ γˆ3;
(4.37)
(c) The asymptotic behavior of N(λ) when λ→∞ is
N(λ) = (I +O( 1
λ
))λ−
1
4σ3M ; (4.38)
(d) The asymptotic behavior of N(λ) when λ→ 0 is
N(λ) = O(1)λβ2 σ3 . (4.39)
25
Next, the global parametrix U(λ) can be constructed by ignoring the exponentially
small entries in the above jumps, which satisfies the following RH problem:
RH problem 10. Find 2× 2 matrix-valued function U(λ) satisfying
(a) U(λ) is analytic for λ ∈ C \ (−∞, 0).
(b) U(λ) fulfills the jump conditions:
U+(λ) = U−(λ)


eβpiiσ3 , λ ∈ (−1, 0),
 0 1
−1 0

 , λ ∈ (−∞,−1);
(4.40)
(c) The asymptotic behavior of U(λ) at infinity is the same as N(λ).
(d) The asymptotic behavior of U(λ) at the origin is also the same as N(λ).
By the similar technique in [30], we find
U(λ) = (λ+ 1)−
1
4σ3M(
√
λ+ 1 + 1√
λ+ 1− 1)
− β2 σ3 , (4.41)
with arg (λ+1) ∈ (−π, π) and argλ ∈ (−π, π). It is obvious that N(λ) can be approximated
by U(λ) except for the neighborhood of the singularity at λ = −1, namely U(−1, r), so
we need to construct an extra model for the local parametrix, which is a Airy model RH
problem. That means that the local parametrix can be expressed as
U1(λ) = E01(λ)ΨA(ζ
2
9 f01(λ))e
−ζ 13 θ(λ)σ3e±
1
2βpii, for ± Imλ > 0, λ ∈ U(−1, r), (4.42)
where ΨA is the Airy model RH problem in section 7 of [31] and
E01(λ) = U(λ)e
∓ βpii2 σ3M−1(ζ
2
9 f01(λ))
1
4σ3 , for ± Imλ > 0, λ ∈ U(−1, r), (4.43)
f01(λ) = (−3
2
θ(λ))
2
3 . (4.44)
Then, we introduce the final transformation
R01 =


N(λ)U(λ)−1, |λ+ 1| > r,
N(λ)U1(λ)
−1, |λ+ 1| < r.
(4.45)
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and it is also easy to check that, for ζ →∞
JR01 =


I +O(e−cζ
1
3 ), ΣR01 \ ∂U(−1, r),
I +O(ζ 13 ), |λ+ 1| = r.
(4.46)
Applying the norm estimation of Cauchy operator, it follows that
R01(λ) = I +O(ζ− 13 ), ζ →∞. (4.47)
Then, using the technique showed in section 8 of [6] or the result in section 2.6.2 of [17], we
have
R01(λ) = I + (
M1
λ+ 1
+
M2
(λ+ 1)2
)ζ−
1
3 +O(ζ− 13 ), ζ →∞. (4.48)
where M1 =
7
72

0 0
i 0

 and M2 = 572

0 i
0 0

.
4.5 Local parametrix at P (0)(z) at z = 0
Next, the local parametrix P (0)(z) in the neighborhood of U(0, r) = [z ∈ C : |z| < r] with a
small and fixed r is constructed, which satisfies the following RH problem:
RH problem 11. Find 2× 2 matrix-valued function P (0)(z) satisfying
(a) P (0)(z) is analytic for U(0, r) \⋃3j=1 Σj , where Σj is in Figure 1.
(b) The jump condition of P (0)(z) is same as S(z) on U(0, r) ∩Σj , j = 1, 2, 3.
(c) The matching condition on the boundary ∂U(0, r) is when n→∞
P (0)(z)P (∞)(z)−1 = I +O(n− 23 ), (4.49)
and the error terms is uniformly for z ∈ ∂U(0, r) \ Σj , j = 1, 2, 3.
(d) The asymptotic behavior of P (0)(z) at z = 0 is also the same as S(z) in (4.8).
To transform the jumps of P (0)(z) into constant jumps, we introduce the transformation
as follow:
P (0)(z) = Pˆ (0)(z)V (z)−σ3ϕ(z)−nσ3 (4.50)
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in which the function V (z) is described by
V (z) =


e−
αpii
2 w(z)
1
2 , for Imz > 0,
e
αpii
2 w(z)
1
2 , for Imz < 0,
(4.51)
and V+(x)V−(x) = w(x) for x ∈ (0, 1). Also, when z → 0, V (z) can be approximated by
(−z)α2 .
Thus, we can directly verify that Pˆ (0)(z) subjects to the RH problem as follow:
RH problem 12. Find 2× 2 matrix-valued function Pˆ (0)(z) satisfying
(a) Pˆ (0)(z) is analytic for z ∈ C \⋃3j=1Σj , see Figure 1.
(b) Pˆ (0)(z) satisfies the jump conditions:
Pˆ
(0)
+ (z) = Pˆ
(0)
− (z)



 1 0
e−αpii 1

 , z ∈ U(0, r) ∩ Σ1,

 0 1
−1 0

 , z ∈ U(0, r) ∩ (0, 1),

 1 0
eαpii 1

 , z ∈ U(1, r) ∩ Σ3.
(4.52)
(c) The asymptotic behavior at the center z = 0,
Pˆ (0)(z) = O(1)e− t2zσ3V (z)σ3ϕ(z)nσ3

I, outside the lens region;
 1 0
−e−αpii 1

 , in the upper lens region;

 1 0
eαpii 1

 , in the lower lens region.
(4.53)
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After given the RH problem of Pˆ (0)(z), we think about a model RH problem which is
introduced by Xu, Dai and Zhao [15] and then developed by Chen and other experts [17]
to deal with the local parametrix of Pˆ (0)(z). To prevent confusion, we record this model as
Ψ¯(ξ¯) = Ψ¯(ξ¯, s¯).
In order to find out the conformal mapping, we first define auxiliary function h(z):
h(z) = log ϕ(z) = log (2z − 1 + 2
√
z(z − 1)) (4.54)
and h(z) is analytic in C\(−∞, 1] apparently. As ϕ+(x)ϕ−(x) = 1, we get h+(x) = −h−(x).
Then we define
f0(z) = (h(z)− h(0))2 = (log ϕ(z)
ϕ(0)
)2 (4.55)
and when z → 0, the asymptotic behavior of f0(z) is f0(z) = −4z(1 + 13z + O(z2)) and
f ′0(0) = −4. Therefore f0(z) is a conformal mapping in U(0, r) where r > 0 is small and
fixed.
Compared the model RH problem of Ψ¯(ξ¯, s¯) with the local parametrix Pˆ (0)(z), the
consequence is that Pˆ (0)(z) can be expressed by
Pˆ (0)(z) = E0(z)Ψ¯(n
2f0(z), 2n
2t)e−
pii
2 σ3 (4.56)
This means ξ¯ = n2f0(z) and ζ¯ = 2n
2t which equals to ζ. Therefore, in order to avoid
repetition, we will use the same symbol ζ in a later article. In the meantime, by the formula
(4.50),
P (0)(z) = E0(z)Ψ¯(n
2f0(z), 2n
2t)e−
pii
2 σ3V (z)−σ3ϕ(z)−nσ3 (4.57)
where
E0(z) = P
(∞)(z)ϕ(0)nσ3V (z)σ3e
pii
2 σ3(
I + iσ1√
2
)−1(n2f0(z))
1
4σ3 (4.58)
Just as we thought about E1(z), E0(z) is analytic for z ∈ U(0, r) with a weak singularity
at the point z = 0, and
P (0)(z)P (∞)(z)−1 = I +O( 1
n
) (4.59)
can be achieved by the formula (4.10) and (4.57), where the error terms hold uniformly for
z ∈ ∂U(0, r) \ Σj , j = 1, 2, 3.
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Figure 5: The contour for the RH problem for R(z).
In a similar way to the asymptotic properties of P (1)(z), we also can study the behavior
of P (0)(z) by using the asymptotic behavior of Ψ¯(ξ¯, s¯) which have been researched by Chen
and other scholars in [17]. Here we refer directly to the results in section 2.6 in the reference
[17].
4.6 The final transformation S → R
In the final transformation, we define R(z) as follow, with the results of the global parametrix
P (∞)(z) and local parametrixs P (0)(z) and P (1)(z),
R(z) =


S(z)P (∞)(z)−1, z ∈ C \ U(1, r) ∩ U(0, r) ∩ ΣS ;
S(z)P (1)(z)−1, z ∈ U(1, r) \ ΣS ;
S(z)P (0)(z)−1, z ∈ U(0, r) \ ΣS .
(4.60)
Thus, R(z) is said to satisfy the following RH problem:
RH problem 13. Find 2× 2 matrix-valued function R(z) satisfying
(a) R(z) is analytic for z ∈ C \ ΣR, as in Figure 5.
(b) The jump condition of R(z) is
R+(z) = R−(z)JR(z), z ∈ ΣR, (4.61)
30
where
JR(z) =


P (∞)(z)JS(z)P (∞)(z)−1, z ∈ Σ1 ∪ Σ3,
P (0)(z)P (∞)(z)−1, z ∈ ∂U(0, r),
P (1)(z)P (∞)(z)−1, z ∈ ∂U(1, r).
(4.62)
and JS(z) represents the jump matrices of S(z) in (4.7).
(c) The asymptotic behavior of R(z) at infty:
R(z) = I +O(z−1), z →∞
At the same time, using the relations in (4.12), (4.13), (4.49) and (4.62), we find,
JR(z) = =


I +O(e−cn), z ∈ Σ1 ∪Σ3,
I +O(n− 23 ), z ∈ ∂U(1, r) ∪ ∂U(0, r).
(4.63)
where c is a positive constant, and the error terms is uniformly for z on the corresponding
contours. Hence, we have
||JR(z)− I||L2∪L∞(ΣR) = O(n−
2
3 ) (4.64)
Hence, applying the Plemelj formula in [1] and [31],
R(z) = I +
1
2πi
∫
ΣR
R−(τ)(JR(τ) − I)
τ − z dτ, z /∈ ΣR, (4.65)
Finally, combined (4.64) with (4.65),we have
R(z) = I +O(n− 23 ), (4.66)
uniformly for z in the whole complex plane.
So far, we have completed the Deift-Zhou steepest descent analysis.
5 The Proofs of Main Results
We first start with the proof of Theorem 1 about the asymptotics for monic OPS with the
two singularities Pollaczek-Jacobi type weight.
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Proof of Theorem 1. For z ∈ C \ [0, 1], using the formula (4.1), (4.6), (4.10), and (4.60),
Y (z) = 4−nσ3T (z)e
t
2z(1−z)σ3ϕ(z)nσ3
= 4−nσ3S(z)e
t
2z(1−z)σ3ϕ(z)nσ3
= 4−nσ3R(z)P (∞)(z)e
t
2z(1−z)σ3ϕ(z)nσ3
= 4−nσ3R(z)D(∞)−σ3M−1a(z)−σ3MD(z)−σ3(z)e t2z(1−z)σ3ϕ(z)nσ3
due to 
Y11(z)
Y22(z)

 = Y (z)

1
0


Then, we get

Y11(z)
Y22(z)

 = 4−nσ3R(z)

2−(α+β) a(z)
−1+a(z)
2 D(z)e
t
2z(1−z)ϕ(z)n
i2α+β a(z)−a(z)
−1
2 D(z)e
t
2z(1−z)ϕ(z)n

 .
Plus, Y11(z) = πn(z), a(z) + a(z)
−1 = ϕ(z)
1
2 (z − 1)− 14 z− 14 , D(z) = ϕ(z)α+β2 (z − 1)− β2 z−α2 .
Finally, after some calculation, the result of Theorem 1 has been obtained. In order to
reduce complex calculations, our next proofs start from the first column of matrix Y (z),
which is enough for us to calculate πn(z).
Secondly, the asymptotic behavior of πn(z) in the domain (0, 1) has been proved as
follow.
Proof of Theorem 2. πn(z) is a polynomial function, which is analytical and continuous
in the complex plane. So it is certainly continuous on the whole axis, especially for z ∈ (0, 1).
According to the definition of the continuity of complex functions,
πn(z) = lim
z′→z
z′∈C
πn(z
′)
where z′ ∈ C, and the limit that tends to z is from any orientation in the field of z in the
complex plane. Therefore, we consider the condition that z′ tends to z on upper plane.
Besides, by tracing back the steps Y → T → S → R, that is (4.1), (4.6), (4.10), and (4.60),
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for z ∈ (0, 1), we obtain that

Y11(z)
Y22(z)

 = 4−nσ3R(z)2−(α+β)σ3

 a+(z)
−1+a+(z)
2 i
a+(z)
−1−a+(z)
2
ia+(z)−a+(z)
−1
2
a+(z)
−1+a+(z)
2



 D+(z)ϕ+(z)ne
t
2z(1−z)
D+(z)
−1z−α(1− z)−βϕ+(z)−ne
t
2z(1−z)


By the formulas (4.10) and (4.11), it is easily to check that
D+(z) = e
i((α+β)arccos
√
z−βpi/2)z−
α
2 (1 − z)−β2 (5.1)
ϕ+(z)
n = ei2narccos
√
z (5.2)
a+(z)
−1 + a+(z) = ϕ+(z)
1
2 (z − 1)−
1
4
+ z
− 14
+
= ei(arccos
√
z−pi4 )(1 − z)− 14 z− 14
(5.3)
i(a+(z)
−1 − a+(z)) = ei(−arccos
√
z+pi4 )(1− z)− 14 z− 14 (5.4)
then the above matrix turns into

Y11(z)
Y22(z)

 = (wpJ2(z, t))− 12 z− 14 (1 − z)− 14 4−nσ3R(z)2−(α+β)σ3

 cos((2n+ α+ β + 1)arccos
√
z − βpi2 − pi4 )
−icos((2n+ α+ β − 1)arccos√z − βpi2 − pi4 )

 .
Apparently, the fact is R(z) = I+O(n−1). The error terms hold uniformly for x in compact
subsets of (0, 1). Then, Theorem 2 is given by some calculations.
As we have known in Section 2, Ψ(ξ, ζ) can be approximated by a Bessel model RH
problem as ζ → 0+, while it convert to a Airy function as ζ →∞. For expressing the strong
asymptotic expansion near the endpoint 1, we use the fact that the local parametrix can be
approximated by the Bessel function as ζ = 2n2t→ 0+.
Proof of Theorem 3. After taking a series of inverse transformation of Y (z) → T (z) →
S(z)→ R(z) with the formulas (4.1), (4.6), (4.10),and (4.60) as well as (4.23), we find,
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
Y11(z)
Y22(z)

 = 4−nσ3R(z)P (1)− (z)

 1 0
−w(z)−1ϕ−(z)−2n 1

ϕ−(z)nσ3e t2z(1−z)σ3

1
0


= 4−nσ3R(z)E1(z)Ψ−(ξ, ζ)W−(z)
−σ3ϕ−(z)
−nσ3

 1 0
−w(z)−1ϕ−(z)−2n 1

ϕ−(z)nσ3e t2z(1−z)σ3

1
0


= 4−nσ3R(z)E1(z)Ψ−(ξ, ζ)

 e
βpii
2
−e−βpii2

 (wpJ2(z, t))− 12
(5.5)
where ξ = n2f1(z) and ζ = 2n
2t. Then using the facts that
ϕ−(z) = e−2iarccos
√
zand
√
n2f1(z)− = −2niarccos
√
z, (5.6)
and the conclusion that Iθ(z)e
θpii
2 = Jθ(ze
pii
2 ) with argz ∈ (−π, pi2 ], see [29], we get
Y11(z)
Y22(z)

 = 4−nσ3R(z)E1(z)R0(ζ)F(ξ, ζ)(wpJ 2(z, t))− 12

 e
βpii
2
−e−βpii2


= 4−nσ3R(z)E1(z)R0(ζ)
√
πe
ζ
ξ− (wpJ2(z, t))
− 12

 e
βpii
2 Iβ(
√
ξ)−
ie
βpii
2
√
ξ−I
′
β(
√
ξ)−


= 4−nσ3R(z)E1(z)R0(ζ)
 Jβ(2narccos
√
z)
i2narccos
√
zJ ′β(2narccos
√
z)

√πe ζξ− (wpJ2(z, t))− 12
(5.7)
where Jβ is the Bessel function of order β. To study the asymptotic behavior of E1(z)
in (4.24), we compute the asymptotic behavior of P (∞) from the upper plane. From the
expression of P (∞) in (4.10), we find
P
(∞)
+ (z) =
e−
pii
4
2x
1
4 (1− x) 14 2
−(α+β)σ3

 eiθ1 ie−iθ1
−ieiθ2 e−iθ2

 e− βpii2 σ3x−α2 σ3(1− x)− β2 σ3 (5.8)
where θ1 = (α+ β + 1)arccos
√
z and θ2 = (α+ β − 1)arccos
√
z. It is readily found that
(n2f1(z))
1
4
+ = e
pii
4 σ3(2narccos
√
z)
1
2σ3 , (5.9)
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Combining E1(z) in (4.24) with W (z) in (4.15), we obtain
E1(z) =
e−
pii
4√
2x
1
4 (1− x) 14 2
−(α+β)σ3

 cosθ1 sinθ1
−icosθ2 −isinθ2

 e pii4 σ3(2narccos√z) 12σ3 . (5.10)
By substituting the formulas (5.10) into (5.7) and considering the result Y11(z) = πn(z),
R(z) = I + O(n−1), and R0(ζ) = I + O(ζ), we prove the conclusion of Theorem 3, where
the error terms is uniformly for z ∈ D1, as ζ = 2n2t → 0, and D1 = {x|2narccos
√
x ∈
(0,∞), n→∞}.
In order to obtain the strong asymptotic expansion near the endpoint 1, we take ad-
vantage of the fact Ψ(ξ, ζ) can be approximated by the Airy function when ζ = 2n2t→∞.
Proof of Theorem 4. It is convenient to start with (5.5), and we list it here

Y11(z)
Y22(z)

 = 4−nσ3R(z)E1(z)Ψ−(ξ, ζ)

 e
βpii
2
−e− βpii2

 (wpJ2(z, t))− 12
where E1(z) is in (4.24), ξ = n
2f1(z), and ζ = 2n
2t.
Combining (4.32), (4.36), (4.42) and (4.45), we get
Ψ(ζ
2
3λ, ζ) = ζ−
1
6σ3R01(λ)E01(λ)ΨA(ζ
2
9 f01(λ))e
± βpii2 σ3 (5.11)
where ±Imλ > 0, λ ∈ U(−1, r), ΨA is the Airy kernel. By integrating equations (4.41),
(4.47) and (4.43), we acquire
E01(λ) = (λ+ 1)
− 1
4
σ3 I + iσ1√
2
(
√
λ+ 1 + 1√
λ+ 1− 1 )
−α
2
σ3e∓
αpii
2
σ3 I + iσ1√
2
−1
(λ
2
9 f01(λ))
1
4
σ3 (5.12)
for ±Imλ > 0, f01(λ) = (− 32θ(λ))
2
3 , θ(λ) = (λ+1)
3
2
λ .
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Then, after rescaling, we obtain,

Y11(z)
Y22(z)

 = 4−nσ3R(z)E1(z)ζ− 16σ3R01(ζ)E01(λ)
ΨA−(ζ
2
9 f01(λ))

 1
−1

 (wpJ2(z, t))− 12
= 4−nσ3R(z)E1(z)ζ−
1
6σ3R01(ζ)E01(λ)
√
2π

 Ai−(ζ
2
9 f01(λ))
−iAi′−(ζ
2
9 f01(λ))

 (wpJ 2(z, t))− 12
(5.13)
By some simple calculations, it is easily to verify that
(λ+ 1)
− 14σ3− = (|λ| − 1)−
1
4σ3e
pii
4 σ3 , (5.14)
(
√
λ+ 1 + 1√
λ+ 1− 1)− = exp(−i arccos
1√
|λ| + iπ), (5.15)
(f01(λ))
− 32 =
2
3
(|λ| − 1)− 32 |λ|e 3pii2 . (5.16)
Substituting (5.14), (5.15) and (5.16), we derive
ζ−
1
6σ3E01(λ) =

 d11 id12
id21 d22

 (5.17)
where d11, d12, d21, and d22 are defined as (2.11), (2.13), (2.14) and (2.12) respectively.
With the help of the formula (4.48), it is readily to show, as ζ →∞
ζ−
1
6σ3R01ζ
1
6σ3 = (I +O(ζ− 13 )

 1 0
− 772(|λ|−1) i 1

 . (5.18)
Inserting the above results into (5.13) as well as the facts thatR01(ζ) = I+O(ζ− 13 ),which
is uniformly for z ∈ D2, as ζ = 2n2t → ∞ and R(z) = I +O(n−1) which are uniformly for
z ∈ (1 − r, 1), we follow Theorem 4.
To consider the strong asymptotic expansions of the monic polynomial, we recall some
results in [17] that Ψ¯(ξ¯, ζ¯) can be approximated by a modified Bessel model RH problem as
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ζ¯ → 0 and then prove the strong asymptotic expansion of monic OPS for z ∈ (0, δ), where
δ is a small and positive constant.
Proof of Theorem 5. As we say above, πn(z) is a polynomial function and we just consider
the limit from the upper plane. Then, using the equations (4.1), (4.6), (4.10), and (4.60), it
is readily to show
Y11(z)
Y22(z)

 = Y+(z)

1
0


= 4−nσ3R(z)P
(0)
+ (z)

 1 0
w(z)−1ϕ+(z)
−2n 1

 e t2z(1−z)σ3ϕ+(z)nσ3
= 4−nσ3R(z)E0(z)Ψ¯−(ξ¯, ζ¯)e
(α−1)pii
2
σ3

1 0
1 1

 (wpJ2(z, t))− 12σ3

1
0

 ,
(5.19)
where w(z) = zα(1−z)β , ξ¯ = n2f0(z), ζ¯ = 2n2t, and E0 is in (4.58). Besides, the boundary
value on the positive side P
(0)
+ corresponds to the value Ψ¯− on the negative side, as can be
seen from the correspondence ξ¯ ≈ −4n2z when z → 0. According to the results of Chen has
proven, see (86),(87) and (89) in [17], then
Y11(z)
Y22(z)

 = 4−nσ3R(z)E0(z)R0S(ζ¯)G(ξ¯, ζ¯)(wpJ2(z, t))− 12

 e
(α−1)pii
2
e−
(α−1)pii
2


= 4−nσ3R(z)E0(z)R0S(ζ¯)(−1)n
√
pie
ζ¯
ξ¯− (wpJ2(z, t))
−
1
2

 −iJα(
√
|ξ¯|)√
|ξ¯|J ′α(
√
|ξ¯|)


(5.20)
accompanied with the facts that
ξ¯− = n2f0−(z) = e−piin2(π − 2arccos
√
z)2 (5.21)
and √
|ξ¯| = n(π − 2arccos√z). (5.22)
Also, we give a more precise expression for E0(z) by the formula (4.58), (4.10), (4.51) and
(5.8)
E0(z) =
(−1)ne−pii4√
2x
1
4 (1− x) 14 2
−(α+β)σ3

−sinθ3 cosθ3
isinθ4 −icosθ4


e−
pii
4 σ3(n(π − 2arccos√z)) 12σ3
(5.23)
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Bringing the results of (5.8) and (5.23) back to (5.20), we obtain the result of Theorem
5. What’s more, R(z) = I +O(n−1) uniformly for x ∈ (0, δ) with 0 < δ ≪ 12 and R0S(ζ¯) =
I + O(ζ¯) uniformly for z ∈ D3 as ζ¯ = 2n2t → 0, where D3 = {x|n(π − 2arccos
√
x) ∈
(0,∞), n→∞}.
We continue to consider the strong asymptotic expansion for z ∈ (0, ε), by using the
theorem in [17] that the model RH problem for Ψ¯(ξ¯, ζ¯) can be approximated by the Airy
model when ζ¯ = 2n2t→∞.
Proof of Theorem 6. For your convenience, this application start with (5.19), that is

Y11(z)
Y22(z)

 = 4−nσ3R(z)E0(z)Ψ¯−(ξ¯, ζ¯)e (α−1)pii2 σ3

1 0
1 1

 (wpJ2(z, t))− 12σ3

1
0

 , (5.24)
where E0(z) is in (4.58), ξ¯ = n
2f0(z) and ζ¯ = 2n
2t.
Then, we use the same way as we deal with the situation for z ∈ (1 − r, 1). Thus, we
rescale ξ¯ by ζ¯
2
3 λ¯ with the help of the equation (92), (93), (95) and (96) in [15](To avoid the
symbol confusion, we add a superscript in these equation), and we obtain

Y11(z)
Y22(z)

 = 4−nσ3R(z)E0(z)ζ¯− 16σ3R¯01E¯01(λ¯)
Ψ¯A−(ζ¯
2
9 f01(λ¯))(−1)nσ3

−i
i

 (wpJ2(z, t))− 12
= 4−nσ3R(z)E0(z)ζ¯−
1
6σ3R¯01E¯01(λ¯)
−iAi−(ζ¯
2
9 f01(λ¯))
−Ai′−(ζ¯
2
9 f01(λ¯))

 (−1)n√2π(wpJ 2(z, t))− 12
(5.25)
Finally, we can easily find the similar properties in (5.17) and (5.18) for E¯01 and R¯01.
By substituting these formulas into (5.25), we have reached the desired conclusion. Besides,
R(z) = I +O(n−1) holds uniformly for z ∈ (0, ǫ) while R¯01 = I +O(ζ¯− 13 ) is uniformly for
z ∈ D4, see (2.18), as ζ¯ = 2n2t→∞.
The next step of this paper is to proof the limit behavior of the kernel Kn(x, y) in the
bulk of the spectrum.
38
Proof of Theorem 7. For convenience, we start with (2.4) and rewrite it here:
Kn(x, y; t) = γ
2
n−1
√
wpJ2(x, t)
√
wpJ2(y, t)
πn(x)πn−1(y)− πn(y)πn−1(x)
(x− y) . (5.26)
Then, by the facts that Y11(z) = πn(z) and πn(z) is analytic in the whole complex
plane, one finds
Kn(x, y; t) =
√
wpJ2(x, t)
√
wpJ2(y, t)
2πi(x− y) (Y
−1
+ (y)Y+(x))21
=
√
wpJ2(x, t)
√
wpJ2(y, t)
2πi(x− y)
(
0 1
)
Y −1+ (y)Y+(x)

1
0

 .
(5.27)
In order to express Y (z), we take the inverse procedure of Y → T → S → R in
(4.1), (4.6) and (4.60) and get
Y+(x) = 4
−nσ3R(x)P (∞)+ (x)

 1 0
w(x)−1ϕ+(x)−2n 1

 e t2x(1−x)+ σ3ϕ+(x)nσ3
= 4−nσ3R(x)2−(α+β)σ3M−1a(x)−σ3MD+(x)σ3
 1 0
w(x)−1ϕ+(x)−2n 1

 e t2x(1−x)+ σ3ϕ+(x)nσ3
(5.28)
whereM = I+iσ1√
2
, a(z) = ( z−1z )
1
4 , D+(x) = ϕ+(x)
α+β
2 x−
α
2 (x−1)−
β
2
+ andR(z) = I+O(n−
2
3 ).
By the facts that,
ϕ+(x) = e
2iarccos
√
x,
we find,
Y+(x)(wpJ 2(x, t))
1
2

1
0

 = 4−nσ3R(x)2−(α+β)σ3M−1a(x)−σ3M

exp(−βpii2 + i(α+ β + 2n)arccos
√
x)
exp(βpii2 − i(α+ β + 2n)arccos
√
x)


(5.29)
Moreover, it can be easily proved that
M−1a(y)σ3a(x)−σ3M = I +O(x− y), (5.30)
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where the error terms holds uniformly for any x, y in the compact subsets of (0, 1). Inserting
(5.29) and (5.30) into (5.28) , one finds
Kn(x, y; t) =
sin[(2n+ α+ β)(arccos
√
y − arccos√x)]
π(x− y) +O(1). (5.31)
If x→ y, then
1
n
Kn(y, y) =
1
π
√
y(1− y) +O(
1
n
) n→∞,
for any y ∈ (0, 1) with the uniform error terms.
Let a ∈ (0, 1), u, v ∈ R, and ρ = (π(
√
x(1 − x)))−1. Then, x is rescaled as a + unρ(a)
while y is rescaled as a+ vnρ(a) in (5.31). After some calculations, we obtain
(2n+ α+ β)(arccos
√
a+
v
nρ(a)
− arccos
√
a+
u
nρ(a)
) = pi(u− v) +O( 1
n
), (5.32)
uniformly for a in any compact subsets of (0, 1). Thus, combining (5.31) with (5.32), the
result can be proved.
For the sake of expressing the limiting kernel at the right edge 1, we define the ψ-
functions 
ψ1(ξ, ζ)
ψ2(ξ, ζ)

 = Ψ+(ξ, ζ)

e−
βpii
2
e
βpii
2

 , ξ < 0. (5.33)
The functions are determined via a model RH problem Ψ(ξ, ζ) related to a special solution
of a third-order nonlinear differential equation which can be reduced to a certain Painleve´
III equation, see [15]. We also give the expression of the Ψ-kernel as
KΨ(u, v, ζ) =
ψ1(−u, ζ)ψ2(−v, ζ)− ψ1(−v, ζ)ψ2(−u, ζ)
2πi(u− v) (5.34)
for u, v, ζ ∈ (0,∞). It is convenient to begin with (5.27).
Kn(x, y; t) =
√
wpJ2(x, t)
√
wpJ2(y, t)
2πi(x− y)
(
0 1
)
Y −1+ (y)Y+(x)

1
0

 . (5.35)
Tracing back the transformationR→ S → T → Y with the formulas (4.1), (4.6), (4.10),and
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(4.60), one finds
Y+(z) = 4
−nσ3R(z)P (1)+ (z)

 1 0
w(z)−1ϕ+(z)−2n 1

 e t2z(1−z)σ3ϕ+(z)nσ3
= 4−nσ3R(z)E1(z)Ψ+(ξ, ζ)e−
βpii
2 σ3

1 0
1 1

wpJ2(z, t)− 12
(5.36)
Accordingly, we obtain
Y+(x)wpJ 2(x, t)
1
2

1
0

 = 4−nσ3R(x)E1(x)Ψ+(ξ, ζ)e− βpii2 σ3

1
1


= 4−nσ3R(x)E1(x)Ψ+(ξ, ζ)

e−
βpii
2
e
βpii
2

 .
(5.37)
Inserting (5.37) into (5.35), it is easy to achieve
Kn(x, y) =
(−ψ2(gn(y)), ψ1(gn(y)))E1(y)−1R(y)−1R(x)E1(x)(ψ1(gn(x)), ψ2(gn(x)))T
2pii(x− y) (5.38)
where gn(z) = n
2f1(z).
Let x = 1− u4n2 and y = 1− v4n2 with u, v = O(1). Besides, due to
gn(z) = n
2f1(z) = n
2[4(z − 1) +O(z − 1)2], z → 1,
we have
gn(x) = −u(I +O( 1
n2
)), gn(y) = −v(I +O( 1
n2
)) (5.39)
Since E1(z) is a matrix function analytic in U(1, r), it is directly to show
E1(y)
−1E1(x) = I + E1(y)−1(E1(x) − E1(y))
= I +O(x − y)
= I + (u − v)O(n−2)
(5.40)
for bounded u, v. Similarly, the analyticity of R(z) for z ∈ U(1, r) implies that
R−1(y)R(x) = I +O(x− y) = I + (u− v)O(n−2), (5.41)
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here again with uniform error terms. Therefore, by the above formulas, we obtain
Kn(x, y) =
(−ψ2(gn(y)), ψ1(gn(y)))(I +O(x− y))(ψ1(gn(x)), ψ2(gn(x)))T
2pii(x− y) (5.42)
for x, y ∈ (1− r, 1) where r > 0. Meanwhile, the equation (5.39) implies that
ψk(gn(x), ζ) = ψk(−u, ζ) +O(n−2) and ψk(gn(y), ζ) = ψk(−v, ζ) +O(n−2) (5.43)
for k = 1, 2, where the uniform error terms hold uniformly for u and v lying in compact
subsets of (0,∞).
Hence, combining the above formula, we have
1
4n2
Kn(1− u
4n2
, 1− v
4n2
) =
ψ1(−u, ζ)ψ2(−u, ζ)− ψ1(−u, ζ)ψ2(−v, ζ)
2pii(u− v) +O(
1
n2
), (5.44)
as n→∞.
It is also direct to proof the Ψ-kernel is reduced to the Bessel kernel when ζ → 0+.
After we substitute (4.27) and (4.29) into (5.33), we find

ψ1(ξ, ζ)
ψ2(ξ, ζ)

 = R0(ξ)π 12σ3

 Iβ(
√
|ξ|e pii2 )
iπ
√
|ξ|I ′β(
√
|ξ|e pii2 )


= R0(ξ)π
1
2σ3

 Jβ(
√
|ξ|)
iπ
√
|ξ|J ′β(
√
|ξ|)

 ,
(5.45)
During this process, we have use the equation e−
1
2βpiiIβ(z) = Jβ(ze
− 12pii), argz ∈ (0, pi2 ] (see
(10.27.6) in [29]), and XT

 0 1
−1 0

X =

 0 1
−1 0

 as detX = 1, wher XT means the
transpose of a matrix X . It follows that, as ζ → 0+,
1
4n2
Kn(1− u
4n2
, 1− v
4n2
) =
ψ1(−u, ζ)ψ2(−v, ζ)− ψ1(−v, ζ)ψ2(−u, ζ)
2πi(u− v) +O(
1
n2
)
= Jβ(u, v) +O(ζ) +O(1/n2).
(5.46)
where Jβ is the Bessel kernel, and the error terms are uniform in compact subsets of u, v ∈
(0,∞). Now we consider the asymptotic behaviors for Ψ-kernel as ζ →∞, which transfers to
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the Airy kernel. Taking a series of transformations Ψ(ξ, ζ) → H(λ, ζ) → N(λ, ζ) → R01(λ)
and R01(λ) = I +O(ζ− 13λ−1), ζ →∞, λ→∞, we obtain, as ζ →∞, λ→∞
Ψ(ζ
2
3 λ, ζ) = ζ−
1
6σ3(I +O(ζ−1/3λ−1))U(λ)e 13 θ(λ)σ3 . (5.47)
With the help of the approximation of U(λ) as λ→∞, it gives that, as ζ →∞, λ→∞
Ψ(ζ
2
3λ, ζ)e−ζ
1
3
√
λσ3 = (ζ
2
3 λ)−
1
4σ3 [I +O(ζ 13λ 12 )]M (5.48)
For |λ+1| < r, we begin with the formula (5.11) and substitute this formula into (5.33),

ψ1(ξ, ζ)
ψ2(ξ, ζ)

 = ζ− 16σ3R01(λ)E01(λ)ΨA(ζ 29 f01(λ))e 12βpiiσ3

e−
βpii
2
e
βpii
2


= ζ−
1
6σ3R01(λ)E01(λ)
√
2π

 Ai(ζ
2
9 f01(λ))
−iAi′(ζ 29 f01(λ))

 ,
(5.49)
Let λ = −1 + u
mζ2/9
, then it is easy to verify that ζ2/9f01(λ) = u[1 +O(uζ− 29 )]. Thus, the
approximation of KΨ can be given by (2.26), and Kn followed by (2.28) as ζ → +∞. By
now, we have finished the proof of case 4 in Theorem 7.
Then we focus on the large-n behavior of the kernel near the edge x = 0. We also begin
with the equation (5.35). In this case, Y (z) has been found in (5.19), and after a compilation
of equations, we show, for x ∈ (0, d)
Y+(x)(wpJ 2(x, t))
1
2

1
0

 = 4−nσ3R(x)E0(x)Ψ¯−(fn(x), ζ)e (α−1)pii2 σ3

1
1


= 4−nσ3R(z)E0(x)Ψ¯−(fn(x), ζ)

 e
(α−1)pii
2
e−
(α−1)pii
2


(5.50)
where fn(x) = n
2f0(x) and ζ = 2n
2t.
We rewrite the fact (4.4) in [21], for ξ¯ ∈ (−∞, 0),

ψ¯1(ξ¯)
ψ¯2(ξ¯)

 =

ψ¯1(ξ¯, ζ)
ψ¯2(ξ¯, ζ)

 = Ψ¯−(ξ¯, ζ)

 e
(α−1)pii
2
e−
(α−1)pii
2

 (5.51)
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Substituting (5.50) and (5.51) into (5.35), we get
Kn(x, y) =
(−ψ¯2(fn(y)), ψ¯1(fn(y)))E0(y)−1R(y)−1R(x)E0(x)(ψ¯1(fn(x)), ψ¯2(fn(x)))T
2pii(x− y) (5.52)
Now specifying
x =
u
4n2
, y =
v
4n2
, (5.53)
where u, v ∈ (0,∞) and of the size O(1). Also, we know
fn(z) = n
2f0(z) = −4n2z(1 +O(z)), forz → 0
Then it follows that
fn(x) = −u(I +O( 1
n2
)), fn(y) = −v(I +O( 1
n2
)) (5.54)
The matrix function E0(z) is analytic in U(0, d), so
E−10 (y)E0(x) = I + E
−1
0 (y)(E0(x)− E0(y))
= I +O(x − y)
= I + (u − v)O(n−2)
(5.55)
for the above u, v. Similarly, the analyticity of R(z) in U(0, d) tells us
R−1(y)R(x) = I + (u− v)O(n−2) (5.56)
and also the error term holds uniformly for u, v ∈ (0,∞).
Hence, substituting (5.55) and (5.56) into (5.52), we obtain
Kn(x, y) =
(−ψ¯2(fn(y)), ψ¯1(fn(y)))(I +O(x− y))(ψ¯1(fn(x)), ψ¯2(fn(x)))T
2pii(x− y) (5.57)
the error term is uniformly for x, y ∈ (0, d), with d > 0 being constant. Also the formula in
(5.54) implies that
ψ¯k(fn(x), ζ) = ψ¯k(−u, ζ) +O(n−2) (5.58)
for k = 1, 2, again with uniform error terms.
Therefore, we have
1
4n2
Kn(
u
4n2
,
v
4n2
) = K¯Ψ¯(u, v; ζ) +O(
1
n2
) (5.59)
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for n→∞, where
K¯Ψ¯(u, v; ζ) =
ψ¯1(−u, s)ψ¯2(−v, s)− ψ¯1(−v, s)ψ¯2(−u, s)
2πi(u− v) (5.60)
is the Painlev type kernel. The error term O(n−2) in uniform for u, v in any compact subsets
of (0,∞) and ζ ∈ (0,∞), thus finishing the proof of Theorem 7.
Remark 3. In the study of [15] and [21], we obtain the properties of Ψ¯-kernel. To be
specific, Ψ¯-kernel is approximated by the Bessel kernel as ζ → 0+
K¯Ψ¯(u, v, ζ) = Jα(u, v) +O(ζ),
uniformly for u, v in compact subsets of (0,∞). Jα is the Bessel kernel. Using this property,
the Bessel kernel limit of Kn has been given under some conditions. Similarly, the Ψ¯-
kernel can be approximated by the Airy kernel as ζ → +∞ and the Airy kernel limit has
been expressed with some assumptions using the same method as we deal with the Ψ-kernel.
Thus, we can get the similar results for the Ψ¯-kernel and Kn with different parameters.
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