Introduction
The static spherically symmetric Einstein-Yang-Mills equations without cosmological constant were first derived by Bartnik and McKinnon [3] . With the cosmological constant they take the form of two differential equations for the variables A(r) and w(r):
where
A is the same A that appears in a spherically symmetric metric written as 
and w is the same w that appears in the spherically symmetric connection on an SU(2) bundle ; namely, ω = a(r, t)τ 3 dt + b(r, t)τ 3 dr + w(r, t)τ 2 dφ + (cos φτ 3 − w(r, t) sin φτ 1 )dθ (5) where τ i are the Pauli spin matrices
There is also an equation for C,
Equation (6) separates from equations (1) and (2) and yields C(r) = C(r = 0)e r t=0
(2w ′2 /t) dt
where C(r = 0) can be assigned arbitrarily. Throughout this paper, we will make use of the following equation (for different choices of β) that is easily obtained from equations (1) and (2):
Particularly useful are the cases β = 1,
and β = 2,
Preliminaries
In this section, we state some applicable known results regarding solutions to Equations (1) and (2) when Λ = 0. Before stating these, we point out some simple facts concerning the equations (1) and (2) when Λ is arbitrary.
(1) The equations are invariant under the transformation (r, A, w) → (r, A, −w).
(2) If w is constant, equation (2) implies w ≡ ±1 or w ≡ 0. Integrating equation (1) with w 2 ≡ 1 yields
where M is an arbitrary constant. Rescaling t if necessary, this implies a deSitter metric
(dΩ 2 = r 2 dφ 2 + r 2 sin 2 φ dθ 2 ), the only spherically symmetrical solution of Einstein's equations in vacuum.
When w ≡ 0, another simple calculation yields
where c is an arbitrary constant. If for any r > 0, w ′ = 0 and w 2 = 1 or 0, then by uniqueness, the solution must be one of the above mentioned solutions.
(3) With Λ = 3/4, A = 1 − r 2 /2, w = √ A we obtain Einstein space.
The following theorem is valid for any Λ. (1) and (2) with the following properties:
(1) lim rց0 A(r) = A(0) = 1, lim rց0 w 2 (r) = 1, lim rց0 w ′ (r) = 0, and lim rց0 w ′′ (r) = −λ. (1) and (2) valid in the interval (0, ρ] for some ρ > 0 and satisfying 0 < A(r) < 1 for all r ∈ (0, ρ). Then lim rց0 (A(r), w 2 (r), w ′ (r)) = (1, 1, 0).
We define the region Γ = {r, A, w, w ′ : r > 0, A > 0, w 2 ≤ 1 and (w, w ′ ) = 0}.
If we start with a point r, A, w, w ′ ∈ Γ on an orbit and continue the orbit for larger values of r, it can leave the region Γ when any of the following occurs:
(1) (w, w ′ ) = (0, 0), (2) A(r) = 0, or (3) w 2 > 1.
Case (1) can be ignored because of uniqueness. Case (2) is a little more subtle and will be discussed later. The following Lemma which holds for all Λ considers Case (3). Informally, it says that once an orbit leaves Γ, it never returns. Lemma 1. Let A, w be a solution of equations (1) and (2) that satisfies (r 0 , A(r 0 ), w(r 0 ), w ′ (r 0 )) ∈ Γ and that A(r) > 0 for all r ∈ (r 0 , r 1 ) for some r 1 > r 0 . Suppose also that there is a ρ ∈ (r 0 , r 1 ) such that (ρ, A(ρ), w(ρ), w ′ (ρ)) / ∈ Γ. Then (r, A, w, w ′ ) / ∈ Γ for all r ∈ [ρ, r 1 ).
Proof: By assumption, w 2 (r 0 ) < 1 and there is aρ ∈ (r 0 , r 1 ) with w 2 (ρ) = 1 and w ′ w(ρ) ≥ 0. If w ′ (ρ) = 0, then by uniqueness, w 2 ≡ 1 and the hypotheses of this Lemma are not satisfied. Thus, we may assume that w ′ (ρ) = 0. If there is an r >ρ for which (r, A, w, w ′ ) ∈ Γ, then there is ā r ∈ (ρ, r) for which w ′ (r) = 0 and w ′′ w(r) < 0. But equation (2) shows that this is impossible.
We can say more about the behavior or w ′ when the orbit leaves Γ.
Lemma 2. Let r 0 and r c be such that A > 0 in (r 0 , r c ) and such that lim rրrc A(r c ) = 0. Whenever there is a ρ in (r 0 , r c ) such that (ρ, A(ρ), w(ρ), w
Proof: In light of Lemma 1, lim rրrc w ′ exists. If we assume that it is finite, then Aw ′ (r c ) = 0 and equation (9) implies lim rրrc (Aw ′ ) > 0. Consequently, near r c , Aw ′ < 0. But clearly, this is impossible.
The relevance of Lemma 2 is seen in the following theorem which also holds for all Λ: Theorem 3. [6] There is a non-singular change of coordinates such that the metric takes the form
near r c if and only if lim sup rրrc w ′ 2 (r) < ∞. When this holds, the transformation is such that the Yang Mills curvature F is nonsingular near r c .
Extending Solutions
Our first main result is the following: Stated informally, any solution can be continued back to the origin unless there is anr 0 > 0 such that A(r) < 0 for some r <r 0 . Also, any solution in which A > 0 near the origin is particlelike or Reissner-Nordström like. In this section, we prove the first part of Theorem 4; namely, that r 0 = 0.
We begin with a solution of equations (1) and (2), A(r), w(r) which we assume to be valid in a neighborhood (r 0 , r 1 ) ofr and define r 0 to be the smallest r to which the solution can be extended. We also assume that lim sup rցr 0 A(r) > 0. From standard theorems, r 0 > 0 only if one of the following holds:
We will eliminate all of these possibilities. The behavior of solutions differs depending on whether or not there is an r ∈ (r 0 , r 1 ) with A(r) > 1 − Λr 2 /3. We begin with a few technical lemmas:
Lemma 3. Suppose lim rցr 0 A(r) > 0 exists and lim rցr 0 w(r) = ±∞. Then r 0 = 0.
Proof: We assume that r 0 > 0 and suppose that lim rցr 0 w(r) = +∞. Then lim inf rցr 0 w ′ = −∞. We will first prove that lim sup
If not, then there exist a ρ 0 , and ρ 1 satisfying r 0 < ρ 0 < ρ 1 , w ′ (ρ 0 ) = 0, and w ′ (ρ 1 ) < 0. From equation (2) we must have w ′′ (ρ 0 ) > 0. Thus, w ′ > 0 in a neighborhood (ρ 0 , ρ 0 + η) and this implies the existence of anr ∈ (ρ 0 , ρ 1 ) with w ′ (r) = 0 and w ′′ (r) ≤ 0. Atr, r 2 Aw ′′ + rw ′ Φ + w(1 − w 2 ) < 0. This contradicts equation (2) . In fact, there exists a neighborhood U = (r 0 , r 0 +ǫ) in which w ′ < 0. We next consider equation (9) r(Aw
In U, w(1 − w 2 ) < 0 and 2w
This implies that lim rցr 0 Aw ′ (r) exists. Because lim rցr 0 A(r) exists and is nonzero, lim rցr 0 w ′ (r) also exists. Since lim rցr 0 w = +∞, the only possible limit for w ′ is −∞. We next write equation (2) in the form
In U, the term inside the square brackets is negative. Also, there is an η > 0 such that w ′ < −η < 0. Therefore, w ′′ < 0. But this contradicts the fact that lim rցr 0 w ′ (r) = −∞. The case lim rցr 0 w(r) = −∞ follows from the symmetry of equations (1) and (2) . Proof: Assume that r 0 > 0. We claim that lim sup rցr 0 w 2 (r) ≤ 1. For otherwise, there exists an ρ with A(ρ) > 0, w ′ (ρ) = 0 and either w(ρ) > 1 while w
This establishes the claim. We now claim that for any ǫ > 0 and M > 0, there is anr(ǫ, M) close to r 0 with |w ′ (r)| < ǫ and |w ′′ (r)| > M. Because lim rցr 0 w(r) does not exist, there is a sequence {r n } ց r 0 with w ′ (r n ) = 0, w(r n ) → lim sup rցr 0 w(r), and a sequence {s n } ց r 0 with w ′ (r n ) = 0, w(s n ) → lim inf rցr 0 w(r). Without loss of generality, we take r n < s n < r n−1 . From the Mean Value Theorem, there is a (t n ) ∈ (s n , r n−1 ) with
This goes to ∞ as n → ∞. Similarly, we can find a sequence {u n }, r n < u n < s n with w ′ (u n ) → −∞. For any ǫ > 0, let V (n, ǫ) = (a n , b n ) be the largest open neighborhood of r n in which |w ′ | < ǫ. V n are all nonempty and for sufficiently large n, V n does not contain either t n or u n . Thus (b n − a n ) → 0. Applying the Mean Value Theorem again gives the existence of anr n ∈ V n for which
This proves the claim.
Finally, we write equation (2), evauated atr, as
However, for ǫ small and M large, the first term dominates and therefore the left side of equation (14) cannot go to zero. We thus have a contradiction. 
since the first term on the left will be large and negative, the second term will be at most a bounded positive number, and the third term will be bounded. This contradicts equation (2) . The result in the case lim inf rցr 0 w ′ (r) = −∞ follows from the symmetry of equations (1) and (2) . Proof: Equation (1) can be written as
We assume r 0 > 0. Then as r ց r 0 , the right hand side approaches 0 and 1 + 2w ′ 2 stays bounded by say, r 0 M in a neighborhood U = (r 0 , r 0 + ǫ).
Thus, in U, A ′ > −MA. Integrating gives A(r) < A(r 2 )e M (r 2 −r) for all r ∈ U. Taking the limit as r ց r 0 shows lim rցr 0 A(r) < A(r 2 )e M ǫ < ∞ which contradicts our hypothesis. 
Proof:
We define
For anyĀ,
is the unique solution of equations (1) and (2) that satisfies w(ρ) = 1, w ′ (ρ) = 0, A(ρ) =Ā. Our assumptions imply the term in the square brackets of equation (17) is nonnegative. It is also obviously constant. Therefore, this solution is valid down to r 0 = 0 and lim rց0 A(r) exists and equals either 1 or ∞. In either case, the Lemma is satisfied.
To finish the proof, we need consider only the cases that either w
Suppose there exists anr ∈ (r 0 , ρ) with (µ/r) ′ (r) = 0.r can always be chosen so that µ(r)/r < 0. But then
which is impossible. Therefore, on (r 0 , ρ), A ′ = −2Λr/3 − (µ/r) ′ < −2Λr/3. The result follows.
We can now prove the first part of Theorem 4. (1) and (2) valid on a neigborhood (r 0 , r 1 ) ofr. Let r 0 > 0 be the smallest r to which the solution can be extended. Suppose also that lim sup rցr 0 A(r) > 0. Then r 0 = 0.
Proof: We assume that r 0 > 0 and consider two cases:
(1) there exists an ρ ∈ (r 0 ,r) with A(ρ) > 1 − Λρ 2 /3, and (2) for all r ∈ (r 0 ,r), A(r) ≤ 1 − Λr 2 /3.
In each case, we will eliminate the six possibilities listed at the beginning of this section. Case 2b. In this case, for any M > 0, there exists a ρ, ρ > r 0 > 0 such that 0 < A(ρ) < 1 and ρA
This contradicts equation (1).
3 Behavior at the Origin
A is less than 1
Throughout this section, we assume A(r), w(r) is a solution of equations (1) and (2) and that
We will prove that for any such solution, lim rց0 A(r) = 1, lim rց0 w 2 (r) = 0, and
We begin with the following Theorem:
Proof: From equation (2) it is clear that whenever w 2 (r) > 1 and w ′ (r) = 0, then ww ′′ (r) > 0. Also, we have a known solution whenever there exists anr such that w 2 (r) = 1 and w ′ (r) = 0. It follows easily that lim rց0 w(r) exists unless there exists a ρ > 0 such that w 2 (r) < 1 whenever r ∈ (0, ρ). We now prove that lim rց0 w(r) exists in this case too.
We assume that lim rց0 w(r) does not exist. Then
Equation (2) implies either lim inf rց0 w(r) ≤ 0 or lim sup rց0 w(r) ≥ 0 since whenever w ′ (r) = 0, w ′′ w(r) < 0; we may assume lim rց0 w(r) does not exist. There is, therefore, a sequence {r n } ց 0 such that w(r n )) → lim sup rց0 w(r) and w ′ (r n ) = 0. There is also a sequence {s n } such that Aw If w(r n ) < 1 − cr n , we define t n = r n . Otherwise, we define t n = min{r > r n : w(r) = 1 − cr n }.
From equation (9),
it is clear that for each n, s n ∈ [r m , r 0 m ] for some m. No generality is lost by assuming n = m. We now assert that for sufficiently large n, there can be no s n . To prove this, we consider the three intervals in which s n can lie:
2 )/r is bounded. Since we are assuming w ′ (s n ) ց −∞, we cannot have s n in this interval.
This implies
We now consider the function
Since w
Therefore, s n cannot be in this interval.
Case C. For any r in this interval,
The second inequality comes from
We substitute inequality (20) into equation (9) to get, for large n,
i.e., s n is not in this interval.
Proof: Suppose lim rց0 w(r) = 1. Then equation (1) gives for any M > 0 there is a ρ > 0 such that (rA) ′ < −M/r whenever r < ρ and A > 0. We choose anr < ρ and any r 0 <r.
As r 0 ց 0, rA(r) ր ∞, contrary to our hypothesis.
Having established the existence of lim rց0 w(r) we procede to establish the existence of lim rց0 w ′ (r).
Proof: Because equation (2) 
Proof: Let a be the greatest r < b such that w(a) = 1 + ǫa. Such an a always exists because w(0) = 1 + ǫ(0). In the interval [a, b], we define g(r) = 1+ǫr−w. g(a) = g(b) = 0. If our Lemma is false, there exist c ∈ (a, b) such that g(c) < 0. Let c be such a point and also be where g assumes its minimum. g ′ (c) = 0 and g
since w is close to 1; a contradiction.
We now prove Lemma 8 in the three cases. Case A. We break this case into two subcases:
(1) For all ǫ > 0, there exists a sequence {r ǫ n } ց 0 such that for each n, 1 < w(r ǫ n ) < 1 + ǫr ǫ n and (2) there exists an ǫ > 0 and an r 0 > 0 such that w(r) > 1 + ǫr for all r ∈ (0, r 0 )
Case A1. For any ǫ > 0, there is a sequence {r n } ց 0 such that 0 < w ′ (r n ) < ǫ/A 0 and therefore 0 < Aw(r n ) < ǫ. Lemma 9 also assures us of a ρ > 0 such that 1 < w(r) < 1 + ǫr for all r ∈ (0, ρ). For any such r, whenever w ′ (r) > 3(ǫ/A 0 ) 1/3 , equation (9) implies (Aw ′ ) ′ (r) < 0. Therefore, for r sufficiently small, 0 < w ′ (r) < 3(ǫ/A 0 ) 1/3 . Since ǫ > 0 is arbitrary, the result follows.
Case A2. We prove that w ≡ 1 + ǫr as follows:
We assume Case A2 and for all ǫ ∈ (0, 1) define
and the set
We then prove that if w ≡ 1 + ǫr, then O is both open and closed; i.e.,
O is open. For any ǫ ∈ (0, 1), we consider the set
For anyǫ ∈ O, and for all r ∈ (0, ρǫ), (ǫ, r) ∈ Uǫ. Also, from standard theorems, w is continuous (in fact analytic) in (0, ρ ǫ ). This implies, U ǫ is open. Therefore, for ǫ nearǫ, and for all r ∈ (0, ρ ǫ ), (ǫ, r) ∈ Uǫ; i.e., for all ǫ nearǫ,
O is closed. For anyǫ ∈ O, define rǫ to be any r ∈ (0, r 0 ) such that g(ǫ, rǫ) = 0 if such a point exists. If no such point exists then as above, we can find an open neighborhood V ofǫ such that V ∩ O is empty; i.e., O is closed. Thus, we may assume thatr exist. For any ǫ >ǫ, g(ǫ,)r > 0. Now, Lemma 9 states that g(ǫ, r) > 0 for all r ∈ (0,r); i.e., ǫ ∈ O. If there is no ǫ for which w ≡ 1 + ǫr, then there existr <r such thatǫ = (w(r) − 1)/r <ǫ; i.e., g(ǫ,r) = 0. Again, Lemma 9 states that g(ǫ, r) ≥ 0 for all r ∈ (0,r). Therefore, as above, g(ǫ, r) > 0 for all ǫ >ǫ; i.e, there is a neighborhood V ofǫ such that V ∩ O is empty.
By assumption, O is not empty. However, for any ǫ > 1 − A 0 , as in Corollary 1, we must have lim rց0 A(r) = ∞. It follows that w ≡ 1 + ǫr for some ǫ > 0; i.e., lim rց0 w(r) = ǫ. This proves lim rց0 w ′ (r) exists.
It remains to prove that w ′ ≡ 1 + ǫr. If w ≡ 1 + ǫr, for ǫ > 0, taking the limit as r ց 0 in equation (2) yields
This completes the proof in Case A.
Case B. By uniqueness, we must have a known solution w ≡ 1.
Case C. Equation (2) implies w ′ ≤ 0 in a neighborhood of 0. The proof that lim rց0 w ′ (r) exists is thus similar to that of Case A and is omitted.
The next simple Lemma eliminates any ambiguity in defining w ′ (0). It does not depend on our particular equations.
Lemma 10. Whenever lim rց0 w ′ (r) exists and is finite and w is differentiable at r = 0, w ′ is continuous at 0.
Proof: Our assumptions imply lim rց0 w(r) exists and is finite. From the definition of a derivative, for any ǫ > 0 there exists a sequence {r n } ց 0 such that
The Mean Value Theorem yields a sequence {s n }, 0 < s n < r n such that
Substituting equation (24) into equation (23) yields
i.e., lim nր∞ w ′ (s n ) = w ′ (0). Since we assume lim rց0 w ′ (r) to exist, it must also equal w ′ (0).
We now complete the proof of Theorem 4 in the case lim sup rց0 A(r) < 1.
Theorem 7. Suppose A, w is a solution of equations (1) and (2) defined in an interval (r 0 , r 1 ). Suppose also that
Then the solution can be extended to r 0 = 0, lim rց0 A(r) = 1, lim rց0 w 2 (r) = 0, and lim rց0 w ′ (r) = 0.
Proof: We have established that solutions can be extended back to 0, lim rց0 w 2 (r) = 1 and lim rց0 w ′ exists and is finite. What remains is to prove that lim rց0 A(r) = 1 and lim rց0 w ′ (r) = 0. Suppose there exists a sequence {r n } ց 0 such that A ′ (r n ) = 0. Then equation (1),
From this it follows that lim inf rց0 A(r) = lim sup rց0 A(r). From equation (1), it follows easily that lim rց0 A(r) = 1.
A is greater than 1
In this section, we prove the following result: The first part is easy to prove.
Proof:
We consider the function µ that we defined earlier.
≥ 0; i.e., µ is increasing in the interval (0, r 0 ). Thus lim rց0 µ exists. Since µ(r 0 ) < 0, lim rց0 µ(r) < 0; i.e., lim rց0 rA > 0. This can only hold if lim rց0 A(r) = ∞.
To prove the second statement, namely lim rց0 w ′ (r) = 0, we define, for any solution of equations (1) and (2),
A simple calculation using equation (2) yields
Throughout the rest of this section, we assume lim rց0 A(r) = ∞.
Lemma 11. Suppose there exists anr > 0 such that w 2 < 1 in (0,r). Then there exists an 0 < r 0 <r such that w ′ = 0 in (0, r 0 ).
The lemma follows once it is shown that for sufficiently small r, θ ′ | θ=0 < 0 and θ ′ | θ=π/4 > 0. The first inequality follows immediately from equation (26).
At θ = π/4,
For
so long as r < 1 is sufficiently small so that A(r) > 2.
Lemma 12. lim rց0 w ′ (r) = w ′ 0 exists.
We choose an r 0 > 0 be such that Φ(r) < 0 for all 0 < r < r 0 and an r ∈ (0, r 0 ) such that w 2 (r) = 1 and w 2 (r) = 0 if possible (otherwise w 2 ≡ 1). Equation (2) precludes the existence of an r < r 0 with w 2 (r) > 1, w ′ (r) = 0, and ww ′′ (r) ≤ 0. It follows that there are only two cases:
(A) for all 0 < r < r 0 , w 2 (r) > 1 or (B) for all 0 < r < r 0 , w 2 (r) < 1.
Case A. Let w > 1. There are two subcases to consider:
(1) there exists an r ∈ (0, r 0 ) with w ′ (r) ≤ 0 and (2) w ′ (r) > 0 for all r ∈ (0, r 0 )
Case A1. w ′ (r) ≤ 0 in (0, r) which implies lim rց0 w(r) exists and exceeds 1. We assume that lim rց0 w ′ (r) does not exist. Then there exists anr arbitrarily close to 0 with w(r) > 1, w ′ (r) < 0, w ′′ (r) = 0 and w ′′′ (r) ≥ 0. Differentiating equation (2) gives
Equation (3) gives
Case A2. Equation (2) precludes a non-positive w ′′ in (0, r). Thus lim rց0 w ′ (r) exists and is both finite and non-negative.
Case B. Using Lemma 11, we take r sufficiently small so that w ′ = 0 in (0, r) and assume that lim inf rց0 w ′ (r) < lim sup rց0 w ′ (r). There then exists a sequence {r n } ց 0 with w ′′ (r n ) = 0 and equation (2) implies that ww ′ (r n ) > 0. Since w ′ has only one sign, lim rց0 w(r) exists. It follows that ww ′ > 0 in (0, r) for sufficiently small r. Multiplying equation (2) by w ′ and noticing that Φ < 0 near 0 shows that ww ′′ > 0 near 0; i.e., w ′′ has one sign near 0. This contradicts our assumption.
We now complete the proof of Theorem 8. 
Thus for such r, equation (2) gives rAw ′′ > Aw ′ /2. From this and the fact that w ′ has only one sign near 0 it follows that lim rց0 w ′ (r) = 0.
Case B. We suppose lim rց0 w ′ 2 (r) > 2ǫ > 0 where ǫ < 1. Then for r near 0, w ′ 2 (r) > ǫ and | lim rց0 Aw ′ (r)| = ∞. Multiplying equation (9) by
Equation (1) then implies lim rց0 (rA) ′ = −∞. Integrating this from r 0 to r < r 0 and taking the limit as r → 0 gives lim rց0 (rA) = ∞. Therefore, for r near 0, −2ǫr(Aw
This, together with equation (30) gives (Aw
As ǫ < 1, this contradicts the fact that lim rց0 A(r) = ∞.
Pseudoparticlelike Solutions
In this section, we establish the existence of pseudoparticlelike solutions. Such solutions are characterized by the property that they are smooth except at one value r c at which A = 0. More significantly, the singularity at r c is only a coordinate singularity in that it can be removed by a Kruskal-like change of coordinates. Furthermore, the Yang Mills field is well behaved under the change of coordinates (see Theorem 3). The existence proof is based on three theorems which hold only in the case Λ = 0. Theorem 9. For each n > 0 there is a solution A n (r), w n (r) of equations (1) and (2) that satisfies the following conditions:
(1) (A n (0), w(0), w Theorem 10. LetP n = (r n ,Ā n ,w n ,w ′ n ) be a sequence of points in Γ such thatw
for some M > 0. Let P n (r) = (r, A(r), w(r), w ′ (r), w ′ (r)) be the orbit through P n , defined for r > r n and suppose that
Then for sufficiently large n, P n (r) exits Γ through w 2 = 1, at r = r Theorem 11. There exists aλ , 1 <λ < 2 such that whenever λ <λ, A > 0 as long as the orbit is in Γ.
[4] contains a proof of Theorem 9 and Theorem 10. A proof of Theorem 11 is found in [5] .
We recall that Theorem 1 gives a continuous one parameter family of solutions that are smooth in a neighborhood of r = 0 and satisfy A(0) = 1, w(0) = 1, w ′ (0) = 0 and w ′′ (0) = −λ < 0. Throughout this section, unless otherwise stated, all solutions (A, w) are members of this family. We will consider Λ and λ as parameters and write solutions as A(Λ, λ, r), w(Λ, λ, r) when necesssary to avoid ambiguity.
The following Theorem gives one consequence of the cosmological constant; namely it negates Theorem 9.
Theorem 12. For any Λ, λ > 0, there is an r c (λ) < 3/Λ for which A(r c ) = 0.
Proof: From Theorem 8, since A(0) = 1, there exists anr such that A(r) ≤ 1 − Λr 2 /3 whenever 0 < r <r. We make use of the function µ = r(1 − A − Λr 2 /3) that we have used earlier and recall that
If there exists anr ∈ (0,r) with w 2 (r) = 1 and w ′ (r) = 0, then equations (1) and (2) If, in this solution, (A(r) + Λr 2 /3 − 1) = 0, then lim rց0 A(r) = 1. Thus we may assume that A(r) = 1 − Λr 2 /3. But this is a solution that satisifies our Theorem.
We need now consider the only remaining situation; that in which for all r ∈ (0,r), either w 2 (r) = 1 or w ′ (r) = 0; i.e., µ ′ > 0. Because µ(0) = 0 it follows that (µ/r) < 0 for positive r so long as A is smooth. We suppose that A(r) > 0 for all r ∈ [0, 3/Λ] and letr ∈ [0, 3/Λ] minimize A.r = 0. Also,r = 3/Λ only if A = 1 − Λr 2 /3, the case that we already considered. Thus, we may assume the minimum of A is attained at somer ∈ (0, 3/Λ) where A ′ (r) = 0. We have (µ/r) ′ (r) = −2Λr/3 < 0. Therefore,
This contradicts equation (31).
The existence of pseudoparticlelike solutions will be established as follows: Theorem 10 gives solutions A(0, λ n , r), w(0, λ n , r) that satisfy the following conditions:
(1) w(0, λ n , r) has n zeros, and (2) the orbit of A(0, λ n , r), w(0, λ n , r) leaves Γ through w = 1 if n is odd and the orbit of A(0, λ n , r), w(0, λ n , r) leaves Γ through w = −1 if n is even. Perturbing these solutions by changing Λ will give us similar solutions A(Λ, λ n , r), w(Λ, λ n , r) and A(Λ, λ n+1 , r), w(Λ, λ n+1 , r) provided Λ is small. We will fix such a small Λ and consider all solutions A(Λ, λ, r), w(Λ, λ, r) where λ is between λ n and λ n+1 . We will then show that for our fixed Λ, r c (λ) is a continuous function, and as a consequence, one of our perturbed solutions will have to be pseudoparticlelike. We first choose Λ sufficiently small as to eliminate the possibility that r c is too small. To do so, we need the following Lemma 13. Suppose for ρ > 0, lim rրρ w(r) exists and is finite and lim sup rրρ w ′ (r) = ∞. Then lim rրrc A(r) = 0.
Proof: Equation 1) implies A ′ < 1/r < 2/ρ in a neighborhood of ρ. It follows that lim rրρ A(r) exists. We set A(ρ) equal to the value of this limit and assume that A(ρ) > 0. There now exists a sequence {r n } → ρ such that lim n→∞ (Aw ′ )(r n ) = ∞ and lim r→∞ (Aw ′ ) ′ (r n ) = ∞. Equation (9) implies lim n→∞ w(r n ) = ∞. However, lim rրρ w(r) is finite. We thus have a contradiction from which the result follows. Proof: We defineλ(0) = lim nր∞ λ n (0) where λ n (0) is the value of λ that produces the nth particlelike solution. For any λ <λ(0), A(0, λ, r) > 0 for all r ∈ [0, r e (0, λ)] ([4] Theorem 3.1). Therefore, for any λ <<λ(0)) and any λ <λ, there are two possibilities. Either A(0, λ, r) is a particlelike solution in which case A > 0 for all r > 0 or w 2 (0, λ, r e ) = 1 for some r e > 0. In the latter case, Lemma 13 implies the solution exists up to some r > r e . In the former case, continuous dependence on parameters ensures that for any R > 0, there exists a Λ, λ neighborhood U 0,λ of (0, λ) such that A(Λ, λ, r) > 0 whenever (Λ, λ) ∈ U 0,λ and 0 ≤ r ≤ R. In the latter case, continuous dependence on parameters guarantees also the existence of a Λ, λ neighborhood U Λ,λ of (0, λ) such that w 2 (Λ, λ, r e (Λ, λ)) = 1 and A > 0 throughout the interval [0, r e (Λ, λ)] for some r e (Λ, λ) > 0 whenever (Λ, λ) ∈ U Λ,λ . We thus have, for each λ, a neighborhood U 0,λ such that whenever (Λ, λ) ∈ U Λ,λ , the solution A(Λ, λ), w(Λ, λ) exits Γ R at some r e ≤ R and A(Λ, λ, r) > 0 throughout the interval [0, r e ]. Because [0,λ] is compact, the result follows.
Throughout the rest of this paper, we choose R = √ 2 and consider only solutions (A, w) with Λ, λ in the compact set C = [0,Λ] × [0,λ(0)]. We refer to such solutions as being in the set C.
We now prove that for sufficiently small Λ, r c cannot lie in the interval
We do this by establishing a uniform bound on Aw We begin with our first uniform bound on Aw ′ 2 .
Lemma 15. There exists an M such that for all solutions in C for which there exists an r c , Aw
Proof: We recall that for all solutions in C, there exists an r e ≤ √ 2 such that A,w exits Γ √ 2 at r e and A(r e ) > 0. We define ρ(Λ, λ) = min{1, r e (Λ, λ)}. Because of continuous dependence of solutions on parameters and because the set {Λ, λ, r : (Λ, λ) ∈ C and 0 ≤ r ≤ ρ(Λ, λ)} is compact, there exists an M 1 such that Aw ′ 2 (r) < M 1 for all solutions in C and r ∈ [0, ρ(λ, λ)]. In this Lemma, we consider only solutions for which ρ = 1.
We define M = max{M 1 , 1 + 1/ √ 27} and recall equation (10)
We now improve on this bound in the interval [(2/3)
Lemma 16. For Λ sufficiently small,
Proof: We consider the function
and for any c ∈ (0, 1)
Now,
and the quadratic formula yields
Expanding (35) in Λ gives
Next, we notice that,
Also,
whenever r > Λ −1/4 . Furthermore,
In addition,
uniformly in the interval [Λ −1/2 − 3, Λ −1/2 ] as Λ → 0. It follows from equations (39) and (40) that for sufficiently small Λ,
Clearly, for Λ sufficiently small,
The result follows.
To simplify notation, we set a Λ = (2/3)Λ −1/2 and b Λ = Λ −1/2 − 3. Lemma 16 states that for sufficiently small Λ, Φ + A > 1/r in [e −2 a Λ , b Λ ]. We now use this to sharpen our bound on Aw ′ 2 in the interval [a Λ , b Λ ]. In the following two Lemmas, we assume that A, w is a solution of equation (1) and (2) that satisfies 0 ≤ A ≤ 1 and w 2 < 1 for all r ∈ (0, r c ) and that r c > Λ −1/2 − 3.
Proof: In fact, we prove that
To this end, we letr be any point in [e −2 a Λ , b Λ ] such that Aw ′ 2 (r) = A(r)/r if such a point exists. Equations (1) and (10) produce the following equation:
Evaluating equation (45) atr yieldŝ
The last inequality holds because w ′ 2 (r) = 1. We have also invoked Lemma 16 and used the facts that |2w(1 − w 2 )| < 4/ √ 27 < 1,r > 4 and 0 < A(r). We now assert that there is anr ∈ [e −2 a Λ ,r] such that (Aw ′ 2 )(r) < A(r)/r. Otherwise, w ′ 2 > 1/r throughout the interval. Without any loss of generality, we assume
However, integrating inequality (47) implies
This contradicts our assumption that w 2 ≤ 1 throughout the interval [0, r c ] and completes the proof of the assertion. If there is more than oner we choose the one closest to but exceedingr. Then the assertion and inequality (46) cannot both occur. Therefore, there can be nor which is what was to be proved.
Lemma 18. There exists a K such that for sufficiently small
Proof: Invoking Lemma 17 gives from equation (1) (
Integrating inequality (49) yields
Now, b Λ < (3/2)a Λ < (3/2)r. Also, for Λ sufficiently small, equation ( We now have sufficient bounds to prove the following:
Theorem 13. Suppose A, w is a solution of equations (1) and (2) Proof: We assume a solution that satisfies A(r c ) = 0 and w
. Lemmas 17 and 18 imply (51) and (52) gives
as Λ → 0; i.e., for sufficiently small Λ,
whereK is any number satisfying
On the other hand, we consider also
Now
as Λ ց 0.
A comparison of (56) to inequality (54) and the fact that µ(r c ) = h(r c ) show that for sufficiently small Λ, µ(a Λ ) > h(a Λ ). Because µ = h if and only if A = 0, we must conclude that either µ(r) > h(r) for all r ∈ (a Λ , r c ) or there exists anr ∈ (a Λ , r c ) such that µ(r) = h(r). In the former case, A < 0 in (a Λ , r c ) and we therefore rule this out. The result follows. 
w(Λ, λ, r).
Proof: Because this Lemma deals with only one choice of Λ and λ, we drop the dependence on these parameters. From equation (1), it is clear that the existence and finiteness of any two of the limits of Aw ′ 2 , A ′ and Φ implies the existence and finiteness of the third. Also lim rրrc Φ(r) exists if and only if lim rրrc w(r) exists. We define
and
A simple calculation using equations (1) and (2) yields
Because r 2 c > 2, for r sufficiently close to r c we have σ > 0 and thus z ′ < 0 whenever z = 0; i.e., z has only one sign near r c . Clearly, we cannot have z(r) = z ′ (r) = 0. There are, therefore, two cases to consider:
Case A: z > 0 near r c and Case B : z < 0 near r c .
Case A: z > 0 near r c . In this case, equation (59) implies z ′ < 0 near r c . Therefore lim rրrc z exists and is finite. To establish the limits on Aw Case A1. We assume that Aw ′ 2 has no limit. Then there is a sequence {r n } such that (Aw ′ 2 ) ′ (r n ) = 0 and Aw ′ 2 (r n ) > ǫ; i.e., w ′ 2 (r n ) → ∞. Evaluating equation (10) at r n gives
which is impossible for n sufficiently large. This proves that Aw ′ 2 has a limit. Since z also has a limit, Φ and w must also have limits. Also, because w is bounded, lim rրrc Φ(r) is finite. Thus lim rրrc Aw ′ 2 is also finite.
Case 1b: We define
Another calculation using equations (1) and (2) yields
whenever w ′′ (r) = 0. Clearly the right side of this equations goes to ±∞ aŝ r ր r c . Because w ′ has only one sign, this must go to one or the other of ±∞. It follows that lim rրrc w ′ (r) exists.
Case B2. w(r c ) = Φ(r c ) = 0 implies r c =
. Thus either r c < 1 or it violates our assumption.
We now establish that r c is a continuous function of λ. An orbit either leaves Γ or cannot be extended beyond r c when one of the following occurs:
We consider each of these cases separately. Case A.
Lemma 21. Let A(Λ,λ, r), w(Λ,λ, r) be a solution of equations (1) and (2) such that w 2 (Λ,λ, r e (Λ,λ)) = 1 and A(Λ,λ, r e (Λ,λ)) > 0. Then there exists a neighborhood U of (Λ,λ) such that for any (Λ, λ) in U, w 2 (Λ, λ, r e (Λ, λ)) = 1 and A(Λ, λ, r e (Λ, λ)) > 0. Furthermore, r e depends continuously on λ.
Proof: We consider only the case A(Λ,λ, r), w(Λ,λ, r) exits Γ through w = 1. The other case follows from the symmetry of equations (1) and (2) . We recall from Lemma 13 that lim sup
Thus, the solution can be extended to some r c > r e and A > 0 whenever r < r c . Also, we may assume that w ′ (r e ) > 0. Otherwise, we have w ′ (r e ) = 0 and therefore, w ≡ 1. Therefore, there exists an η > 0 and an r η , r e < r η < r c such that w(r η ) = 1 + 2η. Continuous dependence on parameters guarantees the existence of a neighborhood V = (λ − ǫ,λ + ǫ) such that whenever λ ∈ V , the solution A(Λ, λ, r) exists beyond r η and w(λ, λ, r η ) > 1 + η > 1; i.e., A, w also exits Γ at r e (λ, λ) through w = 1. w and w ′ are continuous in r at (Λ,λ, r e (λ,λ)) and w ′ (Λ,λ, r e (Λ,λ)) = 0. Also, Lemma 1 implies that r e is well defined; i.e., unique. The result now follows from the Implicit Function Theorem.
Case B. Lemma 13 shows that this is included in Case C.
Case C.
Lemma 22. If r c (λ) ≥ 1/ √ Λ then r c is continuous atλ.
Proof:
We recall the function µ(λ, r) = r(1 − A − Λr 2 /3) which, for each λ, is a nondecreasing function of r. To simplify notation, we also define
Obviously, µ(λ, r) = r(1 − Λr 2 /3) if and only if A(r) = 0. For any ǫ > 0, we define δ = h(r c (λ)) − h(r c (λ + ǫ)). δ > 0 because h ′ (r) > 0 in the interval (r c (λ),λ + ǫ). Also, the continuity of h and µ and the facts that h is decreasing while µ is increasing enable us to find anr < r c (λ) such that µ(λ,r) > h(r) − δ/2.r can be taken to be within ǫ of r c (λ). Continuous dependence on parameters then assures us of an η > 0 such that whenever λ is within η ofλ, µ(λ,r) > h(r) − δ. Clearly, for all such λ, r c (λ) >r. We now prove that r c (λ) < r c (λ) + ǫ. If not, then µ(λ, r) is a continuous function of r in the interval (r, r c (λ) + ǫ). However,
Meanwhile, µ(λ,r) = h(r) −rA(λ,r) < h(r) because A(λ,r) > 0. The Intermediate Value Theorem now guarantees an r c (λ) ∈ (r, r c (λ) + ǫ) such that µ(λ, r c (λ) = h(r c (λ)); i.e., A(r c (λ)) = 0. 
We recall that Lemma 19 guarantees the existence of Φ(r c ). If we consider inequalities (63) as functions of r 2 c , the quadratic formula yields
If w ′ (r c ) = ∞ and Φ(r c ) > 0, then equation (2) implies w ′′ (r c ) = −∞ which is impossible. Consequently, if r c satisfies inequality (65), (A, w) is a pseudoparticlelike solution. Since we are considering only solutions in a Λ, λ set for which r c > √ 2,
Finally, we have
as Λ → 0. Therefore, Theorem 13 eliminates the possibility that r c satisfies inequality (65). The result follows.
If w 2 (r c ) ≤ 1 and r c (λ) <
then Φ(r c ) > 0. Consequently, w ′ (r c ) must be finite. For otherwise, there is an r close to r c for which w ′ (r) ≫ 0 and w ′′ (r) > 0 (or w ′ ≪ 0 and w ′′ < 0) and, therefore,
in violation of equation (2) . Also, in Theorem 13 we eliminated the possibility that
. Thus, we need only consider the case that r c (λ) > Λ −1/2 . We have shown that when this holds, lim rրrc w ′ exists and r c is a continuous function of λ. To finish the proof that there exists a λ for which lim sup rրrc w ′ 2 (r) < ∞, we define
This contradicts equation (2) . The result follows.
Global Existence
In this section, we prove that the solutions found in the previous section are defined globally and are everywhere smooth.
Because the singularity at r c of such a solution is only a coordinate singularity and because A ′ (r c ) < 0 and w ′ 2 (r c ) is well defined and finite, the solution can be extended to some ρ > r c . We take ρ to be the largest value for which the solution is valid. It then follows from standard theorems that ρ = ∞ unless one of the following occurs: We now eliminate all three possibilities:
Case (1).
Lemma 24. Suppose lim rրρ A(r) = 0. Then w is bounded on [0, ρ).
Proof: We assume this Lemma to be false. Without any loss of generality, we may then also assume that lim sup rրρ w(r) = ∞. Now, there exists anr sufficiently close to ρ such that Φ(r) < 0, w ′ (r) > 0, and w ′′ (r) > 0. Therefore,
This contradicts equation (2).
Lemma 25. Suppose lim rրρ A(r) = 0. Then lim rրρ Aw ′ 2 (r) exists and is finite.
Proof: Clearly, Aw ′ 2 ≤ 0 in the interval [r c , ρ]; i.e., Aw ′ 2 is bounded from above. We now prove that near ρ, (Aw ′ 2 ) ′ is bounded also from below. The result follows. Now, there exist ǫ > 0 and δ > 0 such that Φ < −ǫ, and consequently,
Lemma 24 implies the existence of an M > 0 such that w < M. To complete the proof, we recall equation (8) for arbitrary constant β,
With β = 2, we have equation (10)
From equation (10) and inequality (66) it follows that
whenever w ′ 2 ≤ 1 and r ∈ (ρ−δ, ρ). Also, whenever w ′ 2 > 1 and r ∈ (ρ−δ, ρ),
It is clear from inequalities (67) and (68) that (Aw ′ 2 ) ′ is bounded from below.
We now prove the following:
Lemma 26. Case 1 cannot occur.
Proof: On the one hand, we cannot have lim rրρ Aw ′ 2 (r) = 0. Indeed, if this were the case, then from equation (1) we would have lim sup rրρ (rA) ′ = lim sup rրρ Φ(r) ≤ lim sup rրρ (1 − Λr 2 ) < 0. However, because rA < 0 throughout the interval (r c , ρ) and A(ρ) = 0, we must have lim sup rրρ (rA) ′ (r) ≥ 0.
On the other hand, we cannot have lim rրρ Aw ′ 2 (r) < 0. To show this, we assume the contrary. Since lim rրρ A(r) = 0, we must have lim rրρ w ′ 2 (r) = ∞. Noting the symmetry of equations (1) and (2), we lose no generality in assuming that lim rրρ w ′ (r) = +∞. We now consider equation (8) Thus, there exists a sequence {r n } ր ρ such that lim n→∞ (Aw ′ )(r n ) = −∞ and lim n→∞ (Aw ′ ) ′ = −∞. We next recall equation (9),
Evaluating equation (9) at r n implies lim n→∞ w(r n ) = −∞. We now claim that lim rրρ w(r) = −∞. For if not, then there exist c > 0 and a sequence {s n } ր ρ such that w(s n ) > −c, 2s n Aw ′ 3 (s n ) ր +∞, and (Aw ′ ) ′ (s n ) > 0. Thus, for sufficiently large n,
This contradicts equation (9) and establishes the claim. Similarly, we assert that lim inf rրρ w ′ (r) ≥ 0. For otherwise, there exists a sequence {t n } ր ρ such that Aw ′ (t n ) > 0 and (Aw ′ ) ′ (t n ) > 0. Now,
which also contradicts equation (9) . It is impossible for lim rրρ w(r) = −∞ while lim inf rրρ w ′ (r) ≥ 0.
Case 3.
Lemma 28. Case 3 cannot occur.
Proof: Equation (1) assures us of an M > 0 such that
throughout the interval (r c , ρ). It follows that lim rրρ (rA), and thus, also lim rրρ A(r) exist and are finite provided ρ < ∞. Now, equation (1) written as
makes it clear that in the finite interval [r c , ρ) A ′ is bounded on both sides.
Asymptotic Behavior
We conclude by proving that the metric becomes asymptotically deSitter and that w becomes asymtotically constant. In light of equations (4) and (12), it suffices to prove both that A ∼ −Λr 2 /3 and that lim rր∞ C(r) < ∞. Scaling t by a factor of [lim rր∞ C(r)] −1 then yields a metric in the form (for large r) of equation (12) .
We define the function
The asymptotic behavior of w and A and C will follow from the following Lemma:
Lemma 29. For all r ≥ r c , h ′ (r) < 0.
We note that because h ≥ 0 for all r ≥ r c , Lemma 29 implies a finite limit for h as r ր ∞. 
Now, to simplify notation, we define
and rewrite equation (72) as
Another routine calculation yields r 2 k ′ + 2r(w ′ 2 + 1)k + 2p = 0.
Corollary 3. lim rրrc w ′ (r) = 0 and lim rրrc w(r) exists and is finite.
Proof: The proof is obvious.
Corollary 4. lim rր∞ C(r) < ∞.
Proof: From equation (7) it is clear that lim rր∞ C(r) exists. Lemma 29 and Corollary 2 imply w ′ 2 ∼ r −4 . Consequently, ∞ 0 2w ′2 r < ∞.
