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Abstract. The natural evolution of the information systems brings obtains the
development and implementation and new techniques of interfaceamento with
the user. Amongst these new technologies, the Text-to-speech (text for voice)
has taken a prominence position, for diverse researchers and exactly great
companies. This work carries through an analysis of necessary techniques to
the project and implementation of a personalized TTS, that makes possible an
user to mount its proper system of TTS.
 Resumo. A evolução natural dos sistemas de informação traz consigo o
desenvolvimento e implementação e novas técnicas de interfaceamento com o
usuário. Dentre estas novas tecnologias, o Text-to-speech ( texto para voz )
tem tomado uma posição de destaque, por diversos pesquisadores e empresas
de grande porte. Este trabalho realiza uma análise de técnicas necessárias ao
projeto e implementação de um TTS personalizado, que possibilite um usuário
montar seu próprio sistema de TTS.
1. Introdução
O estudo de técnicas de text-to-speech (TTS) tem motivado muitos grupos de pesquisa,
visto o grande potencial de aplicação no tocante a interface homem-computador. As
expectativas do TTS ficam evidentes quando se considera o interesse de empresas tal
como a AT&T, neste tipo de tecnologia. As aplicações do TTS extendem-se desde apoio
a deficiêntes a aplicações em tele-atendimento, sendo aplicáveis nos mais diversos
contextos onde a própria computação esteja presente.
Dentre os diversos grupos de pesquisa na área, naturalmente, técnicas e
abordagens diferentes surgiram e foram aplicadas com vistas à resolução das exceções e
minimização das complicantes envolvidas no processo de transcrição sonora de textos
genéricos. A complexidade de obtenção de um TTS eficáz reside, principalmente, na
idéia de se obter um sistema de reprodução onde o resultado tenha um alto grau de
naturalidade, pois as técnicas de reprodução com base em fonemas computacionais,
propostos por Schroeter (2003)  apresentam baixa qualidade no áudio de saída.
Muitos dos sistemas atualmente desenvolvidos trabalham com a idéia de
aplicação multilingual, onde a detecção do idioma permitiria a reprodução de áudio em
diversas línguas, pré-definidas e pré-formatadas. O inconveniente deste tipo de técnica
está relacionado a complexidade de se trabalhar simultaneamente com mais de uma
língua bem como a questão fonética associada a termos gráficamente equivalentes, tal
como a palavra image, que tem significados equivalentes em inglês e português, mas
que em termos de pronúncia apresentam uma grande discrepância.
A proposta deste trabalho é a mescla de técnicas apresentadas por diversos
autores, e tem o objetivo definir mecanismos que viabilizem a criação de um programa
que possibilite um usuário final criar o seu próprio sistema de reprodução de áudio, que
se utilizaria de um banco de voz do usuário, para a reprodução de arquivos texto em
áudio, utilizando a voz do usuário final.
2. As técnicas atuais de TTS
Dentre os diversos modelos já implementados, parcial ou totalmente, percebe-se
claramente as diferenças entre os objetivos e abordagens propostas. Enquanto algumas
pesquisas trabalham na busca de um modelo genérico, aplicável em diversas línguas, tal
como apresentados por Dutoit (2004) e Schroeter (2003). Obviamente, a abordagem de
uma única linguagem, com um espectro mais limitado de fonemas e vocábulos, e um
único conjunto de regras de linguagem tende a ser mais simples que modelos genéricos.
Pode-se dizer que a dificuldade de implementação é proporcional a generalização
desejada.
Partindo-se para a idéia de linguagem única, o modelo de maior aceitação e mais
aplicável, e utilizado por Braga (2003), Mathias (2001) e Seara (2003), propõem a
geração de arquivos de áudio com base na concatenação de fonemas e morfemas. Neste
caso, a definição, busca, tratamento, organização e armazenamento dos vocábulos que
comporão a linguagem dependerão exclusivamente do sistema que irá gerenciar os
dados, havendo interferência do usuário em praticamente todos os procedimentos de
coleta e definição dos arquivos básicos de áudio.
Uma alternativa ao processo de obtenção dos vocábulos básicos é a coleta dos
arquivos de áudio de forma automática, como propõem Yeon-Jun Kim (2002) e Seara
(2003). Nesta forma de definição e organização de fonemas, tem-se as vantagens de
definir um conjunto de fonemas de forma padronizada e aplicável a contextos genéricos.
A desvantagem deste modelo é a geração de formatos de áudio baseados em função dos
formatos do áudio analisado, e não necessariamente na sonoridade final.
Finalmente, há de se considerar que na prática, qualquer sistema de TTS pode
ser implementado em diversas línguas. Dede que o banco de dado de voz seja definido e
modelado para o funcionamento com a língua que se deseje. Cabe ressaltar que o
propósito deste trabalho é trabalhar basicamente com a lingua brasileira, possibilitando,
ainda, que o usuário final crie o seu próprio banco de voz personalizado.
3. Uma proposta de TTS personalizável
3.1 Definição de fonemas, vocábulos e palavas base
Diferentemente do modelo apresentado por Kafka (2003), que desenvolve o seu trabalho
com base em correspondências fônicas, e de Seara (2003) e Seara (2004) que propõem
um modelo de TTS com base em questões fonológicas e morfosintéticas, este trabalho
baseia-se na idéia da simples concatenação de fonemas com base na sua localização na
palavra bem como na tonicidade gramatical. Desta forma, um mesmo fonema poderá
assumir até 6 representações diferentes, com base em sua posição, inicial, central ou
final, idéia defendia por Orissa(2005) e sua atonicidade, elevada ou baixa, de acordo
com a abordagem dada por Seara (2003).
Partindo-se deste modelo de organização fonético-sintática, é possível definir e
delimitar palavras base que servirão de base para os termos base representados em um
banco de dados. A figura 1 apresenta o banco de dados (BD), onde estão organizadas as
palavras e termos base para o desenvolvimento do sistema de TTS.
Figura 1 – Banco de dados de Fonemas, vocábulos  e palavras base
Seguindo a linha proposta pelo modelo de TTS do projeto, o BD do sistema
Sirau armazena os 3023 termos fundamentais para a reprodução de textos genéricos,
sendo definida a palavra que dará origem a cada um dos termos básicos, este banco será
utilizado, inclusive, no processo de divisão fonética e auxiliará na busca e
gerenciamento dos arquivos Wav relativos aos termos básicos armazenados.
3.2 Gerando o Banco de Dados de fonemas em formato WAV
A partir de um banco de dados de palavras pré-definidas, foram definidos fonemas
básicos que serão armazenados em forma de arquivos WAV. Posteriormente, estes
arquivos são novamente unificados, de forma a reproduzir palavras e frases genéricas.
A figura 2 apresenta um modelo de ‘fracionamento’ de palavra onde o termo
abordagem tem seus fonemas separados e são então gerados 4 arquivos WAV. Todo
este processo ocorrerá de forma manual, não se utilizando de métodos ‘automáticos’ de
busca de fonemas e primitivas de linguagem tais como são apresentados por
Cokin(2002) e Yeon-Jun(2002).
Cabe ressaltar que a opção por realizar o fracionamento de forma manual
apresenta desvantagens em relação ao tempo e quantidade de trabalho envolvido, mas
apresentará vantagens relativas a qualidade final do palavra reproduzida, independente
de entonação, velocidade de fala e questões relacionadas a sotaques de linguagem.
Assim, para a definição do fonema a ser separado e adquirido, baseia-se na
palavra original tal como mostrado na figura 2. Os arquivos wav gerados e trtabalhados
ao longo de todo o estudo são monocanal, com taxa de 8 K/Seg, e serão armazenados no
formato RIFF / WAV.
Figura 2 – Exemplo de áudio
No exemplo da figura 2, a palavra abordagem dará origem aos fonemas A, BOR,
DA e GEM. Estes arquivos Wav serão criados pelo usuário e armazenados para
posterior utilização na geração de palavras genéricas, a partir da fusão destes fonemas.
Deve-se ainda tormar o cuidado com o problema da histerese, abordado por Orissa
(2005) e saturação, estudado por Llisterri (2003) na aquisição dos palavras base.
Durante os testes gerados, foi necessária a aquisição de várias palavras base, de
forma a criar o banco de voz personalizado. No entanto, ao longo da aquisição e
organização do banco de voz, foi percebida a necessidade de nova aquisição de algumas
palavras, devida a falta de qualidade do arquivo wav gerado, causada por diversos
fatores, em geral relacionados ao procesos de fracionamento da palavra em termos
básicos, para a composição do banco de voz personalizado.
3.3 Estruturação do modelo de aquisição dos fonemas básicos
O sistema de TTS proposto tem por base a fusão de termos básicos com a finalidade de
criar frases e orações. Para tanto, o sistema proposto é dividido em duas etapas distintas:
povoamento do banco de voz e reprodução do áudio. A figura 3 demonstra como ocorre
o povoamento do banco de voz do usuário, sendo necessário que o usuário literalmente
fale cada palavra, realize o fracionamento e armazene cada termo fracionado de acordo
com as regras que serão utilizadas no processo de reprodução do TTS.
Figura 3 – Etapa de  povoamento do Banco de Voz
A segunda etapa do sistema Sirau trata-se do TTS propriamente dito. Ao analisar
um texto genérico, o sistema realiza a separação dos termos de cada palavra, com base
no banco de palavras apresentado na figura 1, para que, da mesma forma que é
apresentado na figura 3, seja realizado o fracionamento. Finalmente as diversas palavras
de cada frase ou parágrafo são unificadas, havendo ainda a definição de um tempo de
separação entre cada palavra, tal como é exposto na figura 4.
Figura 4 – Processo de sintese de TTS com base no banco de dados e voz
Com base na figura 4, percebe-se que o processo de análise e montagem do
arquivo Wav de saída baseia-se na busca e concatenação dos diferentes termos que
geram o arquivo de texto base. Há de se considerar ainda, que a qualidade do áudio
dependerá de vários fatores, mas principalmente da qualidade dos arquivos Wav
básicos, constantes no banco de voz  Outros fatores que influirão diertamente na
qualidade final do áudio gerado pelo TTS são a correta utilização dos termos de acordo
com a atonicidade e a localização do fonema no contexto da palavra analisada.
4. Análise de Resultados
A figura 5, apresenta o resultado do sistema, onde a frase ‘O rato roeu a roupa do rei de
roma’ é gerada com base nos fonemas descritos na própria figura. Percebe-se, ainda, na
figura os espaços equivalente aos tempos existêntes entre as diversas palavras.
Figura 5 – Exemplo de processamento do sistema Sirau
O arquivo saida.wav, cujo especto de onda é apresentado na figura 5, tem o
tamanho de 61 Kb, tem uma taxa de amostragem de 8 Kbit/s. A duração do arquivo é de
aproximadamente 5 segundos e foi gerado pelo sistema em todas as fases da etapa 2,
apresentada na figura 4, em 0.09 segundos, em um Phentium 4.
Ao analisar frases de 50 palavras, com 120 termos, o arquivo Wav gerado teve
um tamanho de 510 Kb com a duração de 32 segundos, sendo processado em 0.34
segundos. Desta forma, considera-se aceitável o processo de geração de arquivo, visto
que o tempo inferior a meio segundo, possibilitará a reprodução contínua e ininterrupta
do texto analisado, ou seja, o processamento do TTS ocorrerá em tempo real.
No tocante a qualidade do texto reproduzido, percebeu-se a necessidade de
regravar alguns dos termos, na busca de uma qualidade melhor no arquivo de saída. Este
procedimento de regravação de alguns termos possibilitou uma melhora significativa do
arquivo wav de saída, aumentando a naturalidade e qualidade da reprodução TTS.
5. Conclusões
Na implementação de técnicas de TTS, a qualidade e modelagem dos termos básicos são
de primordial importância, visto a aplicação destes na concatenação e fusão de termos
destinados à obtenção do arquivo Wav a ser reproduzido. A separação de todo o
processo em duas etapas, busca de palavras e reprodução do TTS, permite que o usuário
crie o seu próprio banco de voz, para utilizá-lo em aplicações específicas.
A mescla de diversas idéias e teorias, apresentadas em trabalhos acadêmicos e
implementações comerciais, demonstra que a qualidade da reprodução de um sistema
TTS está intimamente relacionada aos diversos fatores relacionados ao TTS. Contudo, a
criação de um sistema personalizado demandará tempo e dedicação do usuário que
pretende criar o seu banco de voz. A grande vantagem do usuário, neste contexto, está
relacionada à personalização e a generalização da aplicação de TTS, em qualquer
sistema computacional que o usuário deseje utilizar.
Finalmente, os testes e validações executadas no modelo proposto apresentaram
uma performance considerada aceitável, pois os tempos envolvidos no processamento
do texto, das palavras, termos, banco de dados e fusão dos termos na criação do arquivo
wav de saída, não apresentaram uma influência detectável no processo de reprodução,
resultando em um arquivo TTS de razoável qualidade.
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