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1 Introduction
In this paper, we are concerned with the small time asymptotics of the primitive equations, which are
a basic model in the study of large scale oceanic and atmospheric dynamics. This model forms the
analytical core of the most general circulation models, which has been intensively investigated because
of its challenging nonlinear terms and anisotropic structure (see [19, 20, 25] and references therein). The
mathematical study of the primitive equations started in a series of pioneer articles by Lions et al. in
the early 1990s (see [19, 20, 21, 22]), where they defined the notions of weak and strong solutions and
also showed the global existence of weak solutions. Taking the advantage of the fact that the pressure is
essentially two dimensional, Cao and Titi obtained the global well-posedness for the primitive equations
in three dimensional case in [4]. Lately, Hu et al. [18] proved the global existence and uniqueness of
strong solutions to the primitive equations under the small depth hypothesis.
Due to the existence of some uncertainties, it is natural and reasonable to consider the primitive
equations in random case (see [14, 16, 24, 26] and the references therein). In the past two decades, there
are numerous works about the stochastic primitive equations. Guo and Huang [16] obtained the existence
of universal random attractor of strong solution to 3D stochastic primitive equations under the assump-
tions that the momentum equation is driven by an additive stochastic forcing and the thermodynamical
equation is under a fixed heat source. Debussche et al. [8] established the global well-posedness of
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strong solution of the 3D primitive equations driven by a nonlinear, multiplicative white noise. However,
the uniqueness of weak solutions of the 3D primitive equations is open. Based on [8], Dong et al. [10]
showed that all special weak solutions obtained by Galerkin approximations shared the same invariant
measure. Moreover, Dong and Zhang [12] made Markov selection of weak solutions of the 3D primitive
equations and further established that the selected Markov solutions have W−strong Feller property.
The Freidlin-Wentzell’s large deviation principles (LDP) for the primitive equations also have attracted
a lot of people’s attention. We mention some of them. Gao and Sun [15] proved that the LDP holds for
weak solutions of the 2D stochastic primitive equations. Dong et al. [11] obtained the same result for
the strong solution of 3D stochastic primitive equations.
The purpose of this paper is to study the small time asymptotics for the strong solution (in the sense
of probability) of 3D stochastic primitive equations, which describes the behavior of the fluid at very
small time. Specifically, we focus on the limiting behavior of the solution in time interval [0, t] as t goes
to zero. An important motivation to consider such problem comes from Varadhan identity
lim
t→0
2t log P(Y(0) ∈ B, Y(t) ∈ C) = −d2(B,C),
where d is an appropriate Riemann distance associated with the diffusion generated by Y . The mathemat-
ical study of the small time asymptotics for finite dimensional processes was initiated by Varadhan [27].
For the infinite dimensional diffusion processes, the readers can refer to [1, 2, 13, 17, 29] and references
therein.
Up to now, there are several works about the small time asymptotics for fluid dynamical models. For
example, Xu and Zhang [28] established the small time asymptotics of 2D Navier-Stokes equations in the
state space C([0,Υ];H). Liu et al. [23] studied 2D quasi-geostrophic equations in the subcritical case,
where they obtained the small time asymptotics in the state space L∞([0,Υ];H) and L∞([0,Υ];H−
1
2 ) for
regular initial value in Hδ ∩ Lp and Lp, respectively. In this paper, we devote to proving the small time
asymptotics of the 3D stochastic primitive equations. Apart from the above motivations, its challenging
nonlinear drift terms also stimulate our interest. For the small time asymptotics of the strong solution
of the 3D stochastic primitive equations, the state space is chosen to be C([0,Υ];V), which requires
some higher Sobolev norm estimates. For instance, a key step during the proof process is to show that
the probability of the strong solution staying outside an energy ball in V ⊂ H1 is exponentially small.
It’s difficult to achieve this directly like 2D Navier-Stokes equations or 2D quasi-geostrophic equations,
since the nonlinear terms of 3D primitive equations have no cancellation property in V and Lp−norm are
not strong enough to control them (see Theorem 3.2). Fortunately, we can overcome this difficulty by
introducing appropriate stopping times. Under this circumstance, we have to make additional estimates
on those stopping times. These are highly nontrivial. All details are presented in Sect. 3.1.
This paper is organized as follows. The mathematical framework of 3D stochastic primitive equations
is introduced in Sect. 2. In Sect. 3, the main result of this paper is stated and the proof of small time
asymptotics of 3D stochastic primitive equations is given.
2
2 The mathematical framework
Let D be a bounded open domain with smooth boundary in R2. Set O = D× (−1, 0). Let Υ > 0 and [0,Υ]
be an time interval. Consider the following 3D primitive equations on O × [0,Υ] driven by a stochastic
forcing in a Cartesian system
∂v
∂t
+ (v · ∇)v + θ∂v
∂z
+ f k × v + ∇P + L1v = ψ1(t, v, T )dW1
dt
, (2.1)
∂zP + T = 0, (2.2)
∇ · v + ∂zθ = 0, (2.3)
∂T
∂t
+ (v · ∇)T + θ∂T
∂z
+ L2T = ψ2(t, v, T )
dW2
dt
, (2.4)
where the horizontal velocity field v = (v1, v2), the vertical velocity field θ, the temperature T and the
pressure P are all unknown functionals. f is the Coriolis parameter. k is vertical unit vector. W1 and W2
are two independent cylindrical Winner processes on U1 and U2, respectively. U1 and U2 will be given
in Sect. 2.1. ∇ = (∂x, ∂y), ∆ = ∂2x + ∂2y . The viscosity and the heat diffusion operators L1 and L2 are
given by
L1v = −A1∆v − A2
∂2v
∂z2
,
L2T = −K1∆T − K2
∂2T
∂z2
,
where A1, A2 are positive molecular viscosities and K1, K2 are positive conductivity constants. Without
loss of generality, we assume that
A1 = A2 = K1 = K2 = 1.
We impose the same boundary conditions as [8],
∂zv = 0, θ = 0, ∂zT = 0 on Γu := D × {0}, (2.5)
∂zv = 0, θ = 0, ∂zT = 0 on Γb := D × {−1} (2.6)
v = 0,
∂T
∂n
= 0 on Γl := ∂D × [−1, 0], (2.7)
where n is the outward normal vector to Γl.
Integrating (2.3) from −1 to z and using (2.5), (2.6), we have
θ(t, x, y, z) := Φ(v)(t, x, y, z) = −
∫ z
−1
∇ · v(t, x, y, z′)dz′, (2.8)
moreover, ∫ 0
−1
∇ · vdz = 0.
Integrating (2.2) from −1 to z, set pb be a certain unknown function at Γb satisfying
P(x, y, z, t) = pb(x, y, t) −
∫ z
−1
T (x, y, z′, t)dz′. (2.9)
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Then, (2.1)-(2.7) can be rewritten as
∂v
∂t
+ (v · ∇)v + Φ(v)∂v
∂z
+ f k × v + ∇pb −
∫ z
−1 ∇Tdz′ + L1v = ψ1(t, v, T )
dW1
dt
, (2.10)
∂T
∂t
+ (v · ∇)T + Φ(v)∂T
∂z
+ L2T = ψ2(t, v, T )
dW2
dt
, (2.11)∫ 0
−1 ∇ · vdz = 0. (2.12)
∂zv = 0, ∂zT = 0 on Γu, (2.13)
∂zv = 0, ∂zT = 0 on Γb, (2.14)
v = 0,
∂T
∂n
= 0 on Γl. (2.15)
Denote Y = (v, T ) and the initial value conditions
Y(0) = (v(0), T (0)) = γ := (γ1, γ2). (2.16)
2.1 Some functional spaces
Let L(K1;K2) (resp. L2(K1;K2)) be the space of bounded (resp. Hilbert-Schmidt) linear operators from
the Hilbert space K1 to K2, whose norm is denoted by ‖ · ‖L(K1;K2)(resp. ‖ · ‖L2(K1;K2)). For p ∈ Z+, set
|φ|p =

( ∫
O |φ(x, y, z)|pdxdydz
) 1
p
, φ ∈ Lp(O),( ∫
D
|φ(x, y)|pdxdy
) 1
p
, φ ∈ Lp(D).
In particular, | · | and (·, ·) represent norm and inner product of L2(O) (or L2(D)), respectively. For the
classical Sobolev space Hm(O), m ∈ N+,
Hm(O) =
{
Y
∣∣∣∣∂αY ∈ (L2(O))3 for |α| ≤ m},
|Y |2
Hm(O) =
∑
0≤|α|≤m |∂αU |2.
It’s known that (Hm(O), | · |Hm(O)) is a Hilbert space. | · |Hp(D) stands for the norm of Hp(D) for p ∈ Z+.
In the following, we adopt the framework of (2.10)-(2.16) in [8]. Define
H :=
{
(v, T ) ∈ (L2(O))3 : ∇ ·
∫ 0
−1
vdz′ = 0 in D, n ·
∫ 0
−1
vdz′ = 0 on ∂D,
∫
O
Tdxdydz = 0
}
. (2.17)
H is equipped with L2(O) inner product. Define PH to be the Leray type projection operator from
(L2(O))3 onto H. Consider the subspace of (H1(O))3,
V :=
{
(v, T ) ∈ (H1(O))3 : ∇ ·
∫ 0
−1
vdz′ = 0 in D, v = 0 on Γl,
∫
O
Tdxdydz = 0
}
. (2.18)
V is equipped with the inner product
((Y, Y˜)) := ((v, v˜))1 + ((T, T˜ ))2,
((v, v˜))1 :=
∫
O
(∇v · ∇v˜ + ∂zv · ∂zv˜)dxdydz,
((T, T˜ ))2 :=
∫
O
(∇T · ∇T˜ + ∂zT∂zT˜ )dxdydz,
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and take ‖ · ‖ = √((·, ·)). For the individual components of the solution Y = (v, T ), for convenience, | · |
and ‖ · ‖ are also used for v = (v1, v2) and T . Moreover, for p ≥ 1, let
|v|p :=
(∫
O
(|v1|p + |v2|p)dxdydz
) 1
p
.
The principle linear portion of the equation is defined by
AY := PH
 L1v
L2T
 for Y = (v, T ) ∈ D(A)
where
D(A) =
{
Y = (v, T ) ∈ (H2(O))3 : ∂zv = ∂zT = 0 on Γu, ∂T
∂n
= 0 on Γl,
∂zv = ∂zT = 0 on Γb
}
.
It is well-known that A is a self-adjoint and positive definite operator. Due to the regularity properties of
the Stokes problem of geophysical fluid dynamics, we have |AY |  |Y |H2(O), see [30].
For Y = (v, T ), Y˜ = (v˜, T˜ ) ∈ D(A), define
B(Y, Y˜) := PH
 (v · ∇)v˜ + Φ(v)
∂v˜
∂z
(v · ∇)T˜ + Φ(v)∂T˜
∂z
 .
For the Coriolis forcing term and the second component of pressure in (2.9), define
G(Y) := PH
 f k × v −
∫ z
−1 ∇Tdz′
0
 for Y = (v, T ) ∈ V.
For stochastic terms, we shall fix a single stochastic basis T := (Ω,F , {Ft}t≥0, P,W).
W =
 W1
W2

is a cylindrical Brownian motion with the form W(t, ω) =
∑
i≥1 riwi(t, ω), where {ri}i≥1 is a complete
orthonormal basis of a Hilbert space U = U1 × U2, U1 and U2 are separable Hilbert spaces, {wi}i≥1 is a
sequence of independent one-dimensional standard Brownian motions on (Ω,F , {Ft}t≥0, P). Define
ψ(t, Y) := PH
 ψ1(t, Y) 0
0 ψ2(t, Y)
 .
Using the above operators, we reformulate (2.10)-(2.16) as the following abstract evolution system

dY(t) + AY(t)dt + B(Y(t), Y(t))dt +G(Y(t))dt = ψ(t, Y(t))dW(t),
Y(0) = γ.
(2.19)
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2.2 Hypothesis
Recall the definition of strong solution to (2.19) stated in [8].
Definition 2.1. LetT = (Ω,F , {Ft}t≥0, P,W) be a fixed stochastic basis and suppose that γ is a V−valued
F0−measurable random variable with E‖γ‖2 < ∞. Y is called a strong solution of (2.19) if Y(·) is an
Ft−adapted process in V, such that
Y(·) ∈ L2(Ω;C([0,Υ];V))
⋂
L2(Ω; L2([0,Υ];D(A))) ∀T > 0,
and for every t ≥ 0,
Y(t) +
∫ t
0
(
AY + B(Y, Y) +G(Y)
)
ds = γ +
∫ t
0
ψ(s, Y(s))dW(s), (2.20)
holds in V ′, P− a.s..
In order to obtain the global well-posedness of strong solution to (2.19), the following Hypothesis H
is required by [8].
Given any pair of Banach spaces X and Y, Bndu(X,Y) stands for the collection of all continuous
mappings ψ : [0,∞) × X → Y such that
‖ψ(t, x)‖Y ≤ L(1 + ‖x‖X) x ∈ X, t ≥ 0,
where the constant L is independent of t. We say ψ ∈ Lipu(X,Y), if in addition,
‖ψ(t, x) − ψ(t, y)‖Y ≤ L‖x − y‖X x, y ∈ X, t ≥ 0.
Hypothesis H ψ : [0,∞) × H → L2(U;H) satisfies
ψ ∈ Lipu(H,L2(U;H)) ∩ Lipu(V,L2(U;V)) ∩ Bndu(V,L2(U;D(A))).
The following result is given by Theorem 2.1 in [8].
Proposition 2.1. For any F0−measurable γ ∈ L2(Ω;V), under Hypothesis H, there exists a unique global
solution Y of (2.19) with Y(0) = γ.
Moreover, we recall both Theorem 3.1 and Lemma 5.1 in [8] satisfied by Y . For the readers’ conve-
nience, we only state Theorem 3.1 in [8] here.
Proposition 2.2. If for some p ≥ 2, γ ∈ Lp(Ω;V), then, under Hypothesis H, for any Υ > 0, there exists
constant C(p) such that
E
(
sup
t∈[0,Υ]
|Y |p +
∫
Υ
0
‖Y‖2|Y |p−2dt
)
≤ C(p), (2.21)
and
E
( ∫ Υ
0
‖Y‖2dt
) p
2 ≤ C(p). (2.22)
6
Remark 1. If γ ∈ L∞(V), then for any p ≥ 1,
E
( ∫ Υ
0
‖Y‖2dt
)p ≤ C(p). (2.23)
From now on, throughout the whole paper, we always assume Hypothesis H holds. It’s worth men-
tioning that no extra conditions on ψ are needed to obtain the main result of this paper (see Theorem
3.1).
3 Small time asymptotics
Let ε > 0, by the scaling property of the Brownian motion, it is easy to see that Y(εt) coincides in law
with the solution of the following equation:
Yε(t) + ε
∫ t
0
(
AYε + B(Yε, Yε) +G(Yε)
)
ds = γ +
√
ε
∫ t
0
ψ(εs, Yε(s))dW(s). (3.24)
Let µεγ be the law of Y
ε(·) on C([0,Υ];V) with initial data Yε(0) = γ. Define a functional I(g) on
C([0,Υ];V) by
I(g) = inf
h∈Γg
{
1
2
∫
Υ
0
|h˙(t)|2Udt
}
, (3.25)
where
Γg =
{
h ∈ C([0,Υ];V) : h(·) is absolutely continuous and such that
g(t) = γ +
∫ t
0
ψ(s, g(s))h˙(s)ds, 0 ≤ t ≤ Υ
}
.
The main result of this paper reads as
Theorem 3.1. For any initial value γ ∈ L∞(V), µεγ satisfies a large deviation principle with the rate
function I(·) defined by (3.25), that is,
(i) For any closed subset F ⊂ C([0,Υ];V),
lim
ε→0
sup
γn→γ
ε log µεγn(F) ≤ − infg∈F I(g).
(ii) For any open subset G ⊂ C([0,Υ];V),
lim
ε→0
inf
γn→γ
ε log µεγn(G) ≥ − infg∈G I(g).
Proof. Let Zε = (Z1,ε, Z2,ε) be the solution of the stochastic equation
Zε(t) = γ +
√
ε
∫ t
0
ψ(εs, Zε(s))dW(s), (3.26)
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and νε be the law of Zε(·) on C([0,Υ];V). By [5], we know that νε satisfies a large deviation principle
with the rate function I(·). Based on Theorem 4.2.13 in [9], we only need to show that two families of
the probability measures µε and νε are exponentially equivalent, that is, for any δ > 0,
lim
ε→0
ε log P( sup
0≤t≤Υ
‖Yε(t) − Zε(t)‖2 > δ) = −∞, (3.27)
which will be proved in Sect. 3.2. 
3.1 Energy estimates
In order to prove (3.27), we need to make some a priori estimates. Notice that the only differences
between (2.20) and (3.24) are the constant coefficients, so Proposition 2.2 and Remark 1 still hold for Yε.
The following is the main result in this part, which gives the probability of Yε leaves an energy ball
in V . Set
(|Yε|V (Υ))2 := sup
0≤t≤Υ
‖Yε(t)‖2 + ε
∫
Υ
0
|AYε|2dt.
Then, we claim that
Theorem 3.2.
lim
M→∞
sup
0<ε≤1
ε log P
(
(|Yε|V (Υ))2 > M
)
= −∞. (3.28)
It’s difficult to prove Theorem 3.2 directly like 2D Navier-Stokes equations since the nonlinear terms
of 3D primitive equations have no cancellation property in V . To overcome this difficulty, we introduce
stopping times τ
(1)
K
, τ
(2)
K
and τK . Further, we verify Theorem 3.2 holds for |Yε|V (Υ∧ τK) (see Proposition
3.3). To achieve the result of Proposition 3.3, some additional exponential moment estimates of τ
(1)
K
and
τ
(2)
K
are required (see Proposition 3.4 and Proposition 3.5).
For some constant K > 0, define the following stopping times
τK := τ
(1)
K
∧ τ(2)
K
,
τ
(1)
K
:= inf
{
t : |vε|44 > K
}
,
τ
(2)
K
:= inf
{
t : |∂zYε|2 > K, or ε
∫ t
0
‖∂zYε‖2ds > K
}
.
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Note that
ε log P
(
(|Yε|V (Υ))2 > M
)
≤ ε log P
(
(|Yε|V (Υ))2 > M, sup
t∈[0,Υ]
|vε|44 ≤ K, sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt ≤ K
)
+ε log P
(
(|Yε|V (Υ))2 > M, sup
t∈[0,Υ]
|vε|44 > K
)
+ε log P
(
(|Yε|V (Υ))2 > M, sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt > K
)
≤ ε log P
(
(|Yε|V (Υ ∧ τK))2 > M
)
+ ε log P
(
sup
t∈[0,Υ]
|vε|44 > K
)
+ε log P
(
sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt > K
)
. (3.29)
Thus, in order to establish Theorem 3.2, we need to prove
lim
M→∞
sup
0<ε≤1
ε log P
(
(|Yε|V (Υ ∧ τK))2 > M
)
= −∞, (3.30)
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
|vε|44 > K
)
= −∞, (3.31)
and
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt > K
)
= −∞. (3.32)
The above (3.30)-(3.32) will be proved by the following Proposition 3.3 - Proposition 3.5, respectively.
Firstly, for (3.30),
Proposition 3.3.
lim
M→∞
sup
0<ε≤1
ε log P
(
(|Yε|V (Υ ∧ τK))2 > M
)
= −∞. (3.33)
Proof. Applying Itô formula to ‖Yε‖2, we deduce that
d‖Yε‖2 + 2ε|AYε|2dt
= −2ε〈B(Yε, Yε), AYε〉dt − 2ε〈G(Yε), AYε〉dt
+ε‖ψ(εt, Yε)‖2L2(U;V)dt + 2
√
ε〈A 12ψ(εt, Yε)dW, A 12Yε〉.
Referring to Theorem 3.2 in [8], it gives that
|〈B(Yε, Yε), AYε〉| ≤ 1
4
|AYε|2 +C(|vε|84 + |∂zYε|2‖∂zYε‖2)‖Yε‖2.
By the Cauchy-Schwarz inequality and the Young’s inequality, we have
|〈G(Yε), AYε〉| ≤ 1
4
|AYε|2 +C(1 + ‖Yε‖2).
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Then, we deduce from Hypothesis H that
‖Yε(t)‖2 + ε
∫ t
0
|AYε(s)|2ds
≤ ‖γ‖2 + 2εCt + εL2t + 2εC
∫ t
0
(|vε|84 + |∂zYε|2‖∂zYε‖2 + 1)‖Yε‖2ds
+εL2
∫ t
0
‖Yε‖2ds + 2√ε|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|.
In view of the definition of τK, we have
(|Yε|V (Υ ∧ τK))2
≤ ‖γ‖2 + 2εCΥ + εL2Υ + 2εC
∫
Υ∧τK
0
(K2 + K‖∂zYε‖2 + 1)(|Yε|V (s))2ds
+εL2
∫
Υ∧τK
0
(|Yε|V (s))2ds + 2
√
ε sup
t∈[0,Υ∧τK ]
|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|. (3.34)
Applying Gronwall inequality to (3.34), we have
(|Yε|V (Υ ∧ τK))2 ≤
(
‖γ‖2 + 2εCΥ + εL2Υ + 2√ε sup
t∈[0,Υ∧τK ]
|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|
)
· exp
{
2εCK2Υ + 2εCK
∫
Υ∧τK
0
‖∂zYε‖2ds + 2εCΥ + εL2Υ
}
≤
(
‖γ‖2 + 2εCΥ + εL2Υ + 2√ε sup
t∈[0,Υ∧τK ]
|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|
)
· exp
{
2εCK2Υ + 2εCK2 + 2εCΥ + εL2Υ
}
.
Hence, by Hölder inequality, we have for p ≥ 2,
(E(|Yε|V (Υ ∧ τK))2p)
1
p
≤
[
‖γ‖2 + 2εCΥ + εL2Υ + 2√ε
(
E
(
sup
t∈[0,Υ∧τK ]
|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|p)) 1p ]
· exp
{
2εCK2Υ + 2εCK2 + 2εCΥ + εL2Υ
}
. (3.35)
To estimate the stochastic integral term in (3.35), we will use the following remarkable result from [3, 6]
that there exists a universal constant C such that, for any p ≥ 2 and for any continuous martingale Mt
with M0 = 0,
(E(|M∗t |p))
1
p ≤ Cp 12 (E〈M〉
p
2
t )
1
p , (3.36)
where M∗t = sups∈[0,t] |Ms|.
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Using (3.36), we deduce that
(
E
(
sup
t∈[0,Υ∧τK ]
|
∫ t
0
〈A 12ψ(εs, Yε)dW, A 12Yε〉|)p) 1p
≤ C √p
(
E(
∫
Υ∧τK
0
‖Yε‖2‖ψ(εs, Yε)‖2L2(U;V)ds)
p
2
) 1
p
≤ C √pL
(
E
( ∫ Υ∧τK
0
‖Yε‖2(1 + ‖Yε‖2)ds) p2 ) 1p
≤ C √pL
[(
E
( ∫ Υ∧τK
0
(1 + ‖Yε‖2)2ds) p2 ) 2p ] 12
≤ C √pL
[(
E
( ∫ Υ∧τK
0
(1 + ‖Yε‖4)ds) p2 ) 2p ] 12
≤ C √pL
[ ∫ Υ∧τK
0
1 + (E‖Yε(s)‖2p) 2p ds
] 1
2
. (3.37)
As a result of (3.35) and (3.37), we have
(E(|Yε|V (Υ ∧ τK))2p)
2
p
≤
[
(‖γ‖2 + 2εCΥ + εL2Υ)2 + 4CεpΥL2 + 4CεpL2
∫
Υ∧τK
0
(E(|Yε|V (t))2p)
2
p dt
]
· exp
{
4εCK2Υ + 4εCK2 + 4εCΥ + 2εL2Υ
}
. (3.38)
Applying Gronwall inequality to (3.38), we get
(E(|Yε|V (Υ ∧ τK))2p)
2
p
≤ C exp
{
4εCK2Υ + 4εCK2 + 4εCΥ + 2εL2Υ
}
·
[
(‖γ‖2 + 2εCΥ + εL2Υ)2 + 4CεpΥL2
]
· exp
{
4CεpL2Υ · e4εCK2Υ+4εCK2+4εCΥ+2εL2Υ
}
.
Taking p = 1
ε
and utilizing the Chebyshev inequality, we obtain
ε log P((|Yε|V (Υ ∧ τK))2 > M)
≤ − logM + log(E(|Yε|V (Υ ∧ τK))2p)
1
p
≤ − logM + log
√
(‖γ‖2 + 2εCΥ + εL2Υ)2 + 4CεpΥL2 + 2εCK2Υ + 2εCK2 + 2εCΥ
+εL2Υ + 2CεpL2Υ · e4εCK2Υ+4εCK2+4εCΥ+2εL2Υ. (3.39)
Let M → ∞ on both sides of (3.39), we complete the proof. 
For (3.31), we have
Proposition 3.4.
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
|vε|44 > K
)
= −∞.
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In order to prove Proposition 3.4, we prove the following Lemma 3.1- Lemma 3.3. Now, we introduce
the following auxiliary process Y˘ε satisfying
dY˘ε + εAY˘εdt =
√
εψ(εt, Yε)dW,
Y˘ε(0) = 0.
(3.40)
Then, we have
Lemma 3.1. For any p ≥ 1,
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Y˘ε(t)‖2p > K
)
= −∞. (3.41)
Proof. Applying Itô formula to ‖Y˘ε(t)‖2, we have
‖Y˘ε(t)‖2 + 2ε
∫ t
0
|AY˘ε(s)|2ds = 2√ε
∫ t
0
〈A 12 Y˘ε, A 12ψ(εs, Yε)dW(s)〉 + ε
∫ t
0
‖ψ(εs, Yε)‖2L2(U;V)ds.
By Hypothesis H, we get
‖Y˘ε(t)‖2 + ε
∫ t
0
|AY˘ε(s)|2ds ≤ 2√ε
∫ t
0
〈A 12 Y˘ε, A 12ψ(εs, Yε)dW(s)〉 + εL2t + εL2
∫ t
0
‖Yε(s)‖2ds.
Let
Mt := 2
√
ε
∫ t
0
〈A 12 Y˘ε, A 12ψ(εs, Yε)dW(s)〉, M∗T := sup
t∈[0,Υ]
|M(t)|.
By Hölder inequality, we have for any p ≥ 1,
(E sup
t∈[0,Υ]
‖Y˘ε(t)‖2p) 1p ≤ (E|M∗
Υ
|p) 1p + εL2Υ + εL2
(
E
( ∫ Υ
0
‖Yε‖2ds)p) 1p . (3.42)
For (E|M∗
Υ
|p) 1p in (3.42), by (3.36), we have
(E|M∗
Υ
|p) 1p ≤ 2C √εpL
(
E
( ∫ Υ
0
‖Y˘ε‖2(1 + ‖Yε‖2)ds) p2 ) 1p
≤ 2C √εpL
[
E
(
η sup
t∈[0,Υ]
‖Y˘ε‖4 +C(
∫
Υ
0
(1 + ‖Yε‖2)ds)2
) p
2
] 1
p
≤ 2C √εpLη(E sup
t∈[0,Υ]
‖Y˘ε‖2p) 1p + 2C √εpL
(
E
( ∫ Υ
0
(1 + ‖Yε‖2)ds)p) 1p
≤ 1
2
(E sup
t∈[0,Υ]
‖Y˘ε‖2p) 1p + 2C √εpL
(
E
( ∫ Υ
0
(1 + ‖Yε‖2)ds)p) 1p , (3.43)
where η is chosen to be sufficiently small such that 2C
√
εpLη < 1
2
.
As a result of (3.42) and (3.43), we have
(E sup
t∈[0,Υ]
‖Y˘ε(t)‖2p) 1p
≤ 2εLΥ + 2εL
(
E(
∫
Υ
0
‖Yε‖2ds)p
) 1
p
+ 4C
√
εpL
(
E(
∫
Υ
0
(1 + ‖Yε‖2)ds)p
) 1
p
.
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By (2.23), we obtain
(E sup
t∈[0,Υ]
‖Y˘ε(t)‖2p) 1p ≤ 2εLΥ + 2εC(p)L + 4C(p)√εpL. (3.44)
Using the same argument as Proposition 3.3, we conclude the result. 
Applying Itô formula to AY˘ε(t) and using Hypothesis H, we can easily show that
Lemma 3.2. For any p ≥ 2,
E sup
t∈[0,Υ]
|AY˘ε(t)|2p ≤ C(p),
where C(p) is independent of ε.
Let Yˆε := Yε − Y˘ε = (vˆε, Tˆ ε). From (3.24) and (3.40), we deduce that Yˆε satisfies
dYˆε + εAYˆεdt + εB(Yˆε + Y˘ε, Yˆε + Y˘ε)dt + εG(Yˆε + Y˘ε)dt = 0,
Yˆε(0) = γ.
(3.45)
Lemma 3.3. For any p ≥ 1,
lim
K→∞
sup
0<ε≤1
ε log P
(
|vˆε(t)|4p
4
> K
)
= −∞. (3.46)
Proof. Referring to Proposition 4.3 in [8], we obtain
sup
t∈[0,Υ]
|vˆε(t)|44 ≤ C‖γ‖4 +Cε(1 + sup
t∈[0,Υ]
|vˆε(t)|44 + sup
t∈[0,Υ]
|v˘ε(t)|44)
∫
Υ
0
H(t)dt,
where H(t) = (1 + ‖Yε(t)‖2)(1 + |AY˘ε(t)|4) satisfying H(t) ∈ L1([0,Υ]).
Utilizing Proposition A.2 in [8], it gives that
sup
t∈[0,Υ]
|vˆε(t)|44 ≤ C‖γ‖4 +Cε(1 + sup
t∈[0,Υ]
|v˘ε(t)|44)
∫
Υ
0
H(t)dt.
By Hölder inequality, we deduce that for any p ≥ 1,
(E sup
t∈[0,Υ]
|vˆε(t)|4p
4
)
1
p ≤ Cε +C‖γ‖4 +Cε(E sup
t∈[0,Υ]
‖v˘ε(t)‖8p) 1p +Cε
(
E(
∫
Υ
0
H(t)dt)2p
) 1
p
. (3.47)
With the aid of the Young’s inequality, we have
(
E
( ∫ Υ
0
H(t)dt
)2p) 1p ≤ (E(
∫
Υ
0
(1 + ‖Yε(t)‖2)(1 + |AY˘ε|4)dt)2p) 1p
≤
(
E
(
sup
t∈[0,Υ]
(1 + |AY˘ε|4)
∫
Υ
0
(1 + ‖Yε(t)‖2)dt)2p) 1p
≤ C
(
E sup
t∈[0,Υ]
(1 + |AY˘ε|4)4p
) 1
p
+C
(
E
( ∫ Υ
0
(1 + ‖Yε(t)‖2)dt)4p) 1p . (3.48)
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Based on (3.47) and (3.48), we get
(E sup
t∈[0,Υ]
|vˆε(t)|4p
4
)
1
p ≤ Cε +C‖γ‖4 +Cε(E sup
t∈[0,Υ]
‖v˘ε(t)‖8p) 1p +Cε
(
E sup
t∈[0,Υ]
(1 + |AY˘ε|4)4p
) 1
p
+Cε
(
E
( ∫ Υ
0
(1 + ‖Yε(t)‖2)dt)4p) 1p .
By (2.23) and Lemma 3.2, we have
(E sup
t∈[0,Υ]
|vˆε(t)|4p
4
)
1
p ≤ C‖γ‖4 +C(p)ε. (3.49)
Using the same argument as the proof of Proposition 3.3, we conclude the result. 
Based on Lemma 3.1-Lemma 3.3, we are ready to prove Proposition 3.4.
Proof of Proposition 3.4. Since H1(O) is embedded in L4(O), we have
ε log P
(
sup
t∈[0,Υ]
|vε|44 > K
)
≤ ε log P
(
sup
t∈[0,Υ]
‖Y˘ε(t)‖4 + sup
t∈[0,Υ]
|vˆε(t)|44 > K
)
.
Thus, it suffices to show that
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Y˘ε(t)‖4 + sup
t∈[0,Υ]
|vˆε(t)|44 > K
)
= −∞.
Notice that
(E( sup
t∈[0,Υ]
|vˆε(t)|44 + sup
t∈[0,Υ]
‖Y˘ε(t)‖4)p) 1p
≤ C(E sup
t∈[0,Υ]
|vˆε(t)|4p
4
)
1
p +C(E sup
t∈[0,Υ]
‖Y˘ε(t)‖4p) 1p .
By (3.44), (3.49) and using the same argument as Proposition 3.3, we complete the proof.

Now, we aim to prove (3.32). Let ∂zY
ε
= (∂zv
ε, ∂zT
ε). Applying ∂z to (3.24), it follows that
d∂zv
ε
+ ε∂z[(v
ε · ∇)vε + Φ(vε)∂vε
∂z
]dt + ε( f k × ∂zvε − ∇T ε)dt + εL1∂zvεdt =
√
ε∂zψ1(εt, Y
ε)dW1(t),
d∂zT
ε
+ ε∂z[(v
ε · ∇)T ε + Φ(vε)∂T ε
∂z
]dt + εL2∂zT
εdt =
√
ε∂zψ2(εt, Y
ε)dW2(t),∫ 0
−1 ∇ · vεdz = 0.
We claim that
Proposition 3.5.
lim
K→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt > K
)
= −∞.
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Proof. Note that there exists a constant Cp independent of ε such that
(
E
(
sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt
)p) 1p
≤ Cp
(
E
(
sup
t∈[0,Υ]
|∂zvε|2 + ε
∫
Υ
0
‖∂zvε‖2dt
)p) 1p
+Cp
(
E
(
sup
t∈[0,Υ]
|∂zT ε|2 + ε
∫
Υ
0
‖∂zT ε‖2dt
)p) 1p
:= Cp(I1 + I2).
Let the initial value y = (γ1, γ2). Referring to Proposition 5.2 in [8], we have
sup
t∈[0,Υ]
|∂zvε|2 + ε
∫
Υ
0
‖∂zvε‖2dt
≤ C|∂zγ1|2 + ε
∫
Υ
0
|vε|84|∂zvε|2dt +Cε
∫
Υ
0
(1 + ‖Yε‖2)dt
+2
√
ε sup
t∈[0,Υ]
|
∫ t
0
〈∂zψ1(εs, Yε)dW, ∂zvε〉|
= C|∂zγ1|2 + ε
∫
Υ
0
|vε|84|∂zvε|2dt +Cε
∫
Υ
0
(1 + ‖Yε‖2)dt + 2√εMv∗
Υ
,
where
Mv∗
Υ
= sup
t∈[0,Υ]
|
∫ t
0
〈∂zψ1(εs, Yε)dW(s), ∂zvε〉|.
Similar to the proof of (3.43), we obtain
(E|Mv∗
Υ
|p) 1p ≤ 2C √εpLη
(
E sup
t∈[0,Υ]
|∂zvε|2p
) 1
p
+ 2C
√
εpL
(
E
( ∫ Υ
0
(1 + |∂zYε|2)dt
)p) 1p
. (3.50)
Then, by Hölder inequality and (3.50), it follows that
(
E
(
sup
t∈[0,Υ]
|∂zvε|2 + ε
∫
Υ
0
‖∂zvε‖2dt
)p) 1p
≤ C|∂zγ1|2 +Cε(E sup
t∈[0,Υ]
|vε|16p
4
)
1
p +Cε
(
E
( ∫ Υ
0
|∂zvε|2dt
)2p) 1p
+Cε
(
E
( ∫ Υ
0
(1 + ‖Yε‖2)dt)p) 1p + 2C √εpLη(E sup
t∈[0,Υ]
|∂zvε|2p
) 1
p
+2C
√
εpL
(
E
( ∫ Υ
0
(1 + |∂zYε|2)dt
)p) 1p
.
Choosing η sufficiently small such that 2C
√
εpLη < 1
2
, we deduce that
I1 ≤ C|∂zγ1|2 + 2C √εpL +Cε(E sup
t∈[0,Υ]
|vε|16p
4
)
1
p
+(Cε + 2C
√
εpL)
(
E
( ∫ Υ
0
|∂zvε|2dt
)2p) 1p
+Cε
(
E
( ∫ Υ
0
(1 + ‖Yε‖2)dt)p) 1p , (3.51)
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It follows from Proposition 3.4 and (2.23) that
I1 ≤ C +C(p)ε + 2C(p)√εpL. (3.52)
Referring to Proposition 5.3 in [8], we have
sup
t∈[0,Υ]
|∂zT ε|2 + ε
∫
Υ
0
‖∂zT ε‖2dt
≤ C|∂zγ2|2 +Cε
∫
Υ
0
(1 + |vε|84)|∂zT ε|2dt +Cε
∫
Υ
0
(1 + |T ε|84)‖∂zvε‖2dt
+Cε
∫
Υ
0
(1 + ‖Yε‖2)dt + 2√ε sup
t∈[0,Υ]
|
∫ t
0
〈∂zψ2(εs, Yε)dW, ∂zT ε〉|.
Similar to I1, we obtain
(
E
(
sup
t∈[0,Υ]
|∂zT ε|2 + ε
∫
Υ
0
‖∂zT ε‖2dt
)p) 1p
≤ C|∂zγ2|2 +Cε
(
E
( ∫ Υ
0
(1 + ‖Yε‖2)dt
)p) 1p
+Cε
(
E(1 + sup
t∈[0,Υ]
|vε|16p
4
)
) 1
p
+Cε
(
E(
∫
Υ
0
|∂zT ε|2dt)2p
) 1
p
+Cε
(
E(1 + sup
t∈[0,Υ]
|T ε|16p
4
)
) 1
p
+Cε
(
E(
∫
Υ
0
‖∂zvε‖2dt)2p
) 1
p
+2
√
εpLη(E sup
t∈[0,Υ]
|∂zT ε|2p)
1
p + 2C
√
εpL
(
E(
∫
Υ
0
(1 + ‖Yε‖2)dt)p
) 1
p
.
Taking η to be small enough such that 2
√
εpLη < 1
2
, we arrive at
I2 ≤ C|∂zγ2|2 +Cε
(
E(
∫
Υ
0
(1 + ‖Yε‖2)dt)p
) 1
p
+Cε
(
E(1 + sup
t∈[0,Υ]
|vε|16p
4
)
) 1
p
+Cε
(
E(
∫
Υ
0
|∂zT ε|2dt)2p
) 1
p
+Cε
(
E(1 + sup
t∈[0,Υ]
|T ε|16p
4
)
) 1
p
+Cε
(
E(
∫
Υ
0
‖∂zvε‖2dt)2p
) 1
p
+2C
√
εpL
(
E(
∫
Υ
0
(1 + ‖Yε‖2)dt)p
) 1
p
. (3.53)
Utilizing (3.51), Proposition 3.4, Proposition 2.2 and Lemma 5.1 in [8], we deduce from (3.53) that
I2 ≤ C +C(p)ε + 2C(p)√εpL. (3.54)
From (3.52) and (3.54), we have
(
E
(
sup
t∈[0,Υ]
|∂zYε|2 + ε
∫
Υ
0
‖∂zYε‖2dt
)p) 1p ≤ C(p)(C +Cε + 2C √εpL).
Applying the same method as (3.39) in Proposition 3.3, we complete the proof. 
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Proof of Theorem 3.2. In view of (3.29), (3.28) can be easily deduced by Proposition 3.3,
Proposition 3.4 and Proposition 3.5.

3.2 Proof of (3.27)
To prove (3.27), we need the following Lemma 3.4-Lemma 3.7. Since D(A) is dense in V , there exists a
sequence {γn}n≥1 ⊂ D(A) such that
lim
n→∞ ‖γn − γ‖ = 0.
Denote by Zεn(·) = (Z1,εn , Z2,εn ) the solution of (3.26) with the initial value γn ∈ D(A).
Lemma 3.4. For any n ∈ Z+,
lim
M→∞
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
|AZεn(t)|2 > M
)
= −∞.
Proof. It can be proved by applying Itô formula to |AZεn |2 and using the same argument as Lemma 3.2 in
[28]. 
Now, we establish the exponential convergence of Zε − Zεn .
Lemma 3.5. For any δ > 0,
lim
n→∞ sup0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Zε(t) − Zεn(t)‖2 > δ
)
= −∞. (3.55)
Proof. From (3.26), we have
Zε(t) − Zεn(t) = γ − γn +
√
ε
∫ t
0
(ψ(εs, Zε) − ψ(εs, Zεn))dW(s).
Applying Itô formula to ‖Zε(t) − Zεn(t)‖2, we have
‖Zε(t) − Zεn(t)‖2
= ‖γ − γn‖2 + 2
√
ε
∫ t
0
〈A 12 (Zε − Zεn), A
1
2 (ψ(εs, Zε) − ψ(εs, Zεn))dW(s)〉
+ε
∫ t
0
‖ψ(εs, Zε) − ψ(εs, Zεn)‖2L2(U;V)ds.
By Hölder inequality, Hypothesis H and (3.36), we obtain
(
E( sup
0≤s≤t
‖Zε(s) − Zεn(s)‖2p)
) 2
p
≤ 2‖γ − γn‖4 + (2L2ε2 + 8CεpL2)
∫ t
0
(
E( sup
0≤r≤s
‖Zε(r) − Zεn(r)‖2p)
) 2
p
ds.
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Utilizing Gronwall inequality, we get
(
E( sup
0≤t≤Υ
‖Zε(t) − Zεn(t)‖2p)
) 2
p ≤ 2‖γ − γn‖4 exp
{
2L2ε2Υ + 8CεpL2Υ
}
.
Applying the same argument as the proof of (3.39) in Proposition 3.3, we complete the proof. 
Let Yεn (·) be the solution of (3.24) with the initial value γn. It follows from Theorem 3.2 that
lim
M→∞
sup
0<ε≤1
ε log P
(
(|Yεn |V (Υ))2 > M
)
= −∞ ∀ n ∈ Z+. (3.56)
Then, we verify the exponential convergence of Yε − Yεn .
Lemma 3.6. For any δ > 0,
lim
n→∞ sup0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn (t)‖2 > δ
)
= −∞.
Proof. For any n and K > 0, define stopping times
τε,K := inf
{
t : ε
∫ t
0
|AYε(r)|2dr > K, or ‖Yε(t)‖2 > K
}
,
τnε,K := inf
{
t : ε
∫ t
0
|AYεn (r)|2dr > K, or ‖Yεn (t)‖2 > K
}
,
τnε := τε,K ∧ τnε,K.
Clearly,
P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn (t)‖2 > δ, (|Yε|V (Υ))2 ≤ K, (|Yεn |V (Υ))2 ≤ K
)
≤ P
(
sup
t∈[0,Υ∧τnε]
‖Yε(t) − Yεn (t)‖2 > δ
)
. (3.57)
Let l be a positive constant. Applying Itô formula to
e−lε
∫ t∧τnε
0
(‖Yε‖2 |AYε |2+‖Yεn ‖2 |AYεn |2)ds‖Yε(t ∧ τnε) − Yεn (t ∧ τnε)‖2 := χ(t ∧ τnε)‖Yε(t ∧ τnε) − Yεn (t ∧ τnε)‖2,
we get
χ(t ∧ τnε)‖Yε(t ∧ τnε) − Yεn (t ∧ τnε)‖2 + 2ε
∫ t∧τnε
0
χ(s)|AYε − AYεn |2ds
= ‖γ − γn‖2 − lε
∫ t∧τnε
0
χ(s)(‖Yε‖2|AYε|2 + ‖Yεn‖2|AYεn |2)‖Yε − Yεn‖2ds
−2ε
∫ t∧τnε
0
χ(s)〈B(Yε, Yε) − B(Yεn , Yεn ), A(Yε − Yεn)〉ds
−2ε
∫ t∧τnε
0
χ(s)〈G(Yε) −G(Yεn ), A(Yε − Yεn)〉ds
+ε
∫ t∧τnε
0
χ(s)‖ψ(εs, Yε(s)) − ψ(εs, Yεn (s))‖2L2(U;V)ds
+2
√
ε
∫ t∧τnε
0
χ(s)〈(ψ(εs, Yε(s)) − ψ(εs, Yεn(s)))dW(s), A(Yε − Yεn)〉.
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Recall (5.9) in [7], it gives
|〈B(Yε, Yε) − B(Yεn , Yεn ), A(Yε − Yεn)〉|
≤ 1
4
|A(Yε − Yεn)|2 + C(‖Yε‖2|AYε|2 + ‖Yεn‖2|AYεn |2)‖Yε − Yεn‖2. (3.58)
By Hölder inequality and the Young’s inequality, we have
|〈G(Yε) −G(Yεn ), A(Yε − Yεn)〉| ≤
1
2
|AYε − AYεn |2 +C‖Yε − Yεn‖2. (3.59)
Thus, we deduce from Hypothesis H, (3.58) and (3.59) that
χ(t ∧ τnε)‖Yε(t ∧ τnε) − Yεn (t ∧ τnε)‖2 + 2ε
∫ t∧τnε
0
χ(s)|AYε − AYεn |2ds
≤ ‖γ − γn‖2 − lε
∫ t∧τnε
0
χ(s)(‖Yε‖2|AYε|2 + ‖Yεn‖2|AYεn |2)‖Yε − Yεn‖2ds
+
ε
2
∫ t∧τnε
0
χ(s)|AYε − AYεn |2ds + 2εL
∫ t∧τnε
0
χ(s)‖Yε − Yεn‖2ds
+2εC
∫ t∧τnε
0
χ(s)(‖Yε‖2|AYε|2 + ‖Yεn‖2|AYεn |2)‖Yε − Yεn‖2ds
+ε
∫ t∧τnε
0
χ(s)|AYε − AYεn |2ds + εC
∫ t∧τnε
0
χ(s)‖Yε − Yεn‖2ds
+2
√
ε
∫ t∧τnε
0
χ(s)〈(ψ(εs, Yε(s)) − ψ(εs, Yεn(s)))dW(s), A(Yε − Yεn)〉. (3.60)
Choosing l > 2C in (3.60), we obtain
χ(t ∧ τnε)‖Yε(t ∧ τnε) − Yεn(t ∧ τnε)‖2
≤ ‖γ − γn‖2 + 2εL
∫ t∧τnε
0
χ(s)‖Yε − Yεn‖2ds +Cε
∫ t∧τnε
0
χ(s)‖Yε − Yεn‖2ds
+2
√
ε
∫ t∧τnε
0
χ(s)〈(ψ(εs, Yε(s)) − ψ(εs, Yεn (s)))dW(s), A(Yε − Yεn)〉.
Utilizing Hölder inequality, we get
(
E
(
sup
0≤s≤t∧τnε
(χ(s)‖Yε(s) − Yεn(s)‖2)
)p) 2p
≤ 2‖γ − γn‖4 + 4ε2L2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ(r)‖Yε − Yεn‖2)p
)) 2p
ds
+Cε2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ(r)‖Yε − Yεn‖2)p
)) 2p
ds + 16CεpL2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ2(r)‖Yε − Yεn‖4
) p
2
) 2
p
ds
≤ 2‖γ − γn‖4 + 4ε2L2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ(r)‖Yε − Yεn‖2)p
)) 2p
ds
+Cε2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ(r)‖Yε − Yεn‖2)p
)) 2p
ds + 16CεpL2
∫ t
0
(
E
(
sup
0≤r≤s∧τnε
(χ(r)‖Yε − Yεn‖2)p
)) 2p
ds.
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Applying Gronwall inequality, we have
(
E
(
sup
0≤t≤Υ∧τnε
(χ(t)‖Yε(t) − Yεn (t)‖2)
)p) 2p ≤ 2‖γ − γn‖4e4ε2L2Υ+16CεpL2Υ+Cε2Υ.
Thus, we get
(
E( sup
0≤t≤Υ∧τnε
‖Yε(t) − Yεn (t)‖2
)p) 2p
≤ (E[ sup
0≤t≤Υ∧τnε
(χ(t)‖Yε(t) − Yεn(t)‖2)pχ−p(Υ ∧ τnε)])
2
p
≤ e8lK2
(
E sup
0≤t≤Υ∧τnε
(
χ(t)‖Yε(t) − Yεn(t)‖2
)p) 2p
≤ 2e8lK2‖γ − γn‖4e4ε
2L2Υ+16CεpL2Υ+Cε2Υ. (3.61)
Taking p = 2
ε
in (3.61),
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ∧τnε ]
‖Yε(t) − Yεn(t)‖2 > δ
)
≤ sup
0<ε≤1
ε log
E(sup0≤t≤Υ∧τnε ‖Yε(t) − Yεn (t)‖2)p
δp
≤ 8lK2 + 4L2Υ + 32CL2Υ +CΥ − 2 log δ + log(2‖γ − γn‖4). (3.62)
From (3.57) and (3.62), letting n → ∞ on both sides of (3.62), we have
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn(t)‖2 > δ, (|Yε|V (Υ))2 ≤ K, (|Yεn |V (Υ))2 ≤ K
)
→ −∞ ∀K. (3.63)
Recall Theorem 3.2, for any R > 0, there exists a constant M1 such that
sup
0<ε≤1
ε log P((|Yε|V (Υ))2 > M1) ≤ −R. (3.64)
Moreover, for such R, by (3.56), there exists a constant M2 such that
sup
0<ε≤1
ε log P((|Yεn |V (Υ))2 > M2) ≤ −R ∀n, (3.65)
and by (3.63), there exists a positive integer N, such that for any n ≥ N,
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn(t)‖2 > δ, (|Yε|V (Υ))2 ≤ K, (|Yεn |V (Υ))2 ≤ K
)
≤ −R ∀K. (3.66)
Let n > N in (3.65) and K = M := M1 ∨ M2 in (3.66), we deduce that for any n ≥ N,
sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn (t)‖2 > δ
)
≤ sup
0<ε≤1
ε log P
(
sup
t∈[0,Υ]
‖Yε(t) − Yεn (t)‖2 > δ, (|Yε|V (Υ))2 ≤ M, (|Yεn |V (Υ))2 ≤ M
)
+ sup
0<ε≤1
ε log P((|Yε|V (Υ))2 > M) + sup
0<ε≤1
ε log P((|Yεn |V (Υ))2 > M)
≤ −3R.
Since R is arbitrary, we complete the proof. 
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Finally, we study the exponential convergence of Yεn − Zεn.
Lemma 3.7. For any δ > 0 and every positive integer n,
lim
ε→0
ε log P
(
sup
t∈[0,Υ]
‖Yεn (t) − Zεn(t)‖2 > δ
)
= −∞. (3.67)
Proof. For any K > 0 and n, define
τ
1,n
ε,K
:= inf
{
t ≥ 0 : ‖Yεn (t)‖2 > K, or ε
∫ t
0
|AYεn (s)|2ds > K
}
,
τ
2,n
ε,K
:= inf
{
t ≥ 0 : |AZεn(t)|2 > K
}
,
τnε,K := τ
1,n
ε,K
∧ τ2,n
ε,K
,
then, we have
P
(
sup
t∈[0,Υ]
‖Yεn (t) − Zεn(t)‖2 > δ, (|Yεn |V (Υ))2 ≤ K, sup
t∈[0,Υ]
|AZεn(t)|2 ≤ K
)
≤ P
(
sup
t∈[0,Υ∧τn
ε,K
]
‖Yεn (t) − Zεn(t)‖2 > δ). (3.68)
Applying Itô formula to ‖Yεn (t ∧ τnε,K) − Zεn(t ∧ τnε,K)‖2, we obtain
‖Yεn (t ∧ τnε,K) − Zεn(t ∧ τnε,K)‖2 + 2ε
∫ t∧τn
ε,K
0
|A(Yεn − Zεn)|2ds
= −2ε
∫ t∧τn
ε,K
0
〈AZεn, A(Yεn − Zεn)〉ds
−2ε
∫ t∧τn
ε,K
0
〈B(Yεn , Yεn), A(Yεn − Zεn)〉ds
−2ε
∫ t∧τn
ε,K
0
〈G(Yεn ), A(Yεn − Zεn)〉ds
+ε
∫ t∧τn
ε,K
0
‖ψ(εs, Yεn ) − ψ(εs, Zεn)‖2L2(U;V)ds
+2
√
ε
∫ t∧τn
ε,K
0
〈(ψ(εs, Yεn ) − ψ(εs, Zεn))dW(s), A(Yεn − Zεn)〉.
Note that
〈B(Yεn , Yεn ), A(Yεn − Zεn)〉 = 〈B(Yεn − Zεn, Yεn), A(Yεn − Zεn)〉 + 〈B(Zεn, Yεn ), A(Yεn − Zεn)〉.
By the Cauchy-Schwarz inequality and the Young’s inequality, we have
|〈B(Yεn − Zεn, Yεn ), A(Yεn − Zεn)〉|
≤ 1
8
|A(Yεn − Zεn)|2 +C
(
|AYεn |2 + |
∂T εn
∂z
|2|∇∂T
ε
n
∂z
|2
)
‖vεn − Z1,εn ‖2
+C|∂v
ε
n
∂z
|2|∇∂v
ε
n
∂z
|2, (3.69)
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and
|〈B(Zεn, Yεn), A(Yεn − Zεn)〉|
≤ 1
8
|A(Yεn − Zεn)|2 +C|∇vεn||∆vεn |‖Z1,εn ‖2 +C|∇Z1,εn |2|∆Z1,εn |2
+C|∂Y
ε
n
∂z
|2|∇∂Y
ε
n
∂z
|2 +C‖T εn‖2|∆vεn |2. (3.70)
Based on (3.69) and (3.70), we deduce that
|〈B(Yεn , Yεn), A(Yεn − Zεn)〉|
≤ 1
4
|A(Yεn − Zεn)|2 +C(|AYεn |2 + |
∂T εn
∂z
|2|∇∂T
ε
n
∂z
|2)‖vεn − Z1,εn ‖2
+C|∂Y
ε
n
∂z
|2|∇∂Y
ε
n
∂z
|2 +C(‖Zεn‖2 + ‖T εn‖2)|∆vεn |2 +C|∇Z1,εn |2|∆Z1,εn |2.
Moreover, by Hölder inequality and the Young’s inequality, we get
|〈G(Yεn ), A(Yεn − Zεn)〉| ≤
1
4
|A(Yεn − Zεn)|2 +C‖Yεn‖2.
Based on the above estimates and using Hypothesis H, we obtain
‖Yεn (t ∧ τnε,K) − Zεn(t ∧ τnε,K)‖2 + 2ε
∫ t∧τn
ε,K
0
|A(Yεn − Zεn)|2ds
≤ 2ε
∫ t∧τn
ε,K
0
|AZεn ||A(Yεn − Zεn)|ds + ε
∫ t∧τn
ε,K
0
|A(Yεn − Zεn)|2ds
+2εC
∫ t∧τn
ε,K
0
(|AYεn |2 + |
∂T εn
∂z
|2|∇∂T
ε
n
∂z
|2)‖Yεn − Zεn‖2ds
+2εC
∫ t∧τn
ε,K
0
[
(‖Zεn‖2 + ‖T εn‖2)|∆vεn |2 + |∇Z1,εn |2|∆Z1,εn |2
]
ds
+2εC
∫ t∧τn
ε,K
0
|∂Y
ε
n
∂z
|2|∇∂Y
ε
n
∂z
|2ds
+εC
∫ t∧τn
ε,K
0
‖Yεn‖2ds + εL2
∫ t∧τn
ε,K
0
‖Yεn − Zεn‖2ds
+2
√
ε
∫ t∧τn
ε,K
0
〈(ψ(εs, Yεn ) − ψ(εs, Zεn))dW(s), A(Yεn − Zεn)〉.
By the Cauchy-Schwarz inequality, it gives
‖Yεn (t ∧ τnε,K) − Zεn(t ∧ τnε,K)‖2
≤ 4ε
∫ t∧τn
ε,K
0
|AZεn |2ds + 2εC
∫ t∧τn
ε,K
0
(|AYεn |2 + |
∂T εn
∂z
|2|∇∂T
ε
n
∂z
|2)‖Yεn − Zεn‖2ds
+2εC
∫ t∧τn
ε,K
0
[(‖Zεn‖2 + ‖T εn‖2)|∆vεn |2 + |∇Z1,εn |2|∆Z1,εn |2 + |
∂Yεn
∂z
|2|∇∂Y
ε
n
∂z
|2]ds
+εC
∫ t∧τn
ε,K
0
‖Yεn‖2ds + εL2
∫ t∧τn
ε,K
0
‖Yεn − Zεn‖2ds
+2
√
ε
∫ t∧τn
ε,K
0
〈(ψ(εs, Yεn ) − ψ(εs, Zεn))dW(s), A(Yεn − Zεn)〉.
22
Let
Mt := 2
√
ε
∫ t∧τn
ε,K
0
〈(ψ(εs, Yεn ) − ψ(εs, Zεn))dW(s), A(Yεn − Zεn)〉, M∗Υ := sup
t∈[0,Υ∧τn
ε,K
]
|Mt|.
Applying Gronwall inequality, we have
‖Yεn (t ∧ τnε,K) − Zεn(t ∧ τnε,K)‖2
≤
(
4ε
∫ t∧τn
ε,K
0
|AZεn |2ds + 2εC
∫ t∧τn
ε,K
0
[(‖Zεn‖2 + ‖T εn‖2)|∆vεn|2 + |∇Z1,εn |2|∆Z1,εn |2 + |
∂Yεn
∂z
|2|∇∂Y
ε
n
∂z
|2]ds
+εC
∫ t∧τn
ε,K
0
‖Yεn‖2ds + M∗Υ
)
· exp
{
2εC
∫ t∧τn
ε,K
0
(|AYεn |2 + |
∂T εn
∂z
|2|∇∂T
ε
n
∂z
|2)ds + εL2t
}
.
By (3.36),
(E|M∗
Υ
|p) 1p ≤ 1
2
(E sup
t∈[0,Υ]
‖Yεn − Zεn‖2p)
1
p + 2C
√
εpL
(
E
( ∫ Υ
0
‖Yεn − Zεn‖2ds
)p) 1p
.
Utilizing Hölder inequality, it yields
(
E sup
s∈[0,Υ∧τn
ε,K
]
‖Yεn (s) − Zεn(s)‖2p
) 2
p
≤ e4εCK+4εCK2+2εLΥ
[
16ε2
(
E(
∫
Υ∧τn
ε,K
0
|AZεn |2ds)p
) 2
p
+4ε2C
(
E
( ∫ Υ∧τnε,K
0
(
(‖Zεn‖2 + ‖T εn‖2)|∆vεn|2 + |∇Z1,εn |2|∆Z1,εn |2 + |
∂Yεn
∂z
|2|∇∂Y
ε
n
∂z
|2
)
ds
)p) 2p
+ε2C
(
E
( ∫ Υ∧τnε,K
0
‖Yεn‖2ds
)p) 2p
+ 8CεpL2
∫
Υ
0
(
E sup
r∈[0,s∧τn
ε,K
]
‖Yεn (r) − Zεn(r)‖2p
) 2
p
ds
]
≤ e4εCK+4εCK2+2εLΥ
[
64ε2CK4 + ε2CK2 + 8CεpL2
∫
Υ
0
(E sup
r∈[0,s∧τn
ε,K
]
‖Yεn (r) − Zεn(r)‖2p)
2
p ds
]
.
Applying Gronwall inequality again, we get
(E sup
s∈[0,Υ∧τn
ε,K
]
‖Yεn (s) − Zεn(s)‖2p)
2
p
≤ e4εCK+4εCK2+2εLΥ(64ε2CK4 + ε2CK2) · exp
{
8CεpΥL4e4εCK+4εCK
2
+2εLΥ
}
. (3.71)
Choosing p = 2
ε
in (3.71), we have for any n and K > 0,
ε log P( sup
t∈[0,Υ∧τn
ε,K
]
‖Yεn (t) − Zεn(t)‖2 > δ)
≤ log(E sup
s∈[0,Υ∧τn
ε,K
]
‖Yεn (s) − Zεn(s)‖2p)
2
p − log δ2
≤ 4εCK + 4εCK2 + 2εLΥ + log(64ε2CK4 + ε2CK2)
+8CεpΥL2e4εCK+4εCK
2
+2εLΥ − log δ2
→ −∞ as ε→ 0. (3.72)
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Recall (3.56), for any R > 0, there exists a positive constant M1 such that
sup
0<ε≤1
ε log P((|Yεn |V (Υ))2 > M1) ≤ −R ∀n. (3.73)
Moreover, for such R > 0, by Lemma 3.4, there exists a positive constant M2 such that
sup
0<ε≤1
ε log P( sup
t∈[0,Υ]
|AZεn |2 > M2) ≤ −R ∀n, (3.74)
and by (3.68), (3.72), there exists ε0 such that for any 0 < ε ≤ ε0,
ε log P( sup
t∈[0,Υ]
‖Yεn (t) − Zεn(t)‖2 > δ, (|Yεn |(Υ))2 ≤ K, sup
t∈[0,Υ]
|AZεn |2 ≤ K) ≤ −R ∀n, ∀K. (3.75)
Let K in (3.75) be M := M1 ∨ M2. From (3.73)-(3.75), we deduce that for any n and 0 < ε ≤ ε0,
ε log P( sup
t∈[0,Υ]
‖Yεn (t) − Zεn(t)‖2 > δ)
≤ ε log P( sup
t∈[0,Υ]
‖Yεn (t) − Zεn(t)‖2 > δ, (|Yεn |V (Υ))2 ≤ M, sup
t∈[0,Υ]
|AZεn |2 ≤ M)
+ε log P((|Yεn |V (Υ))2 > M) + ε log P( sup
t∈[0,Υ]
|AZεn |2 > M)
≤ −3R.
Since R is arbitrary, we complete the proof. 
Up to now, we are ready to prove (3.27).
Proof of (3.27). From Lemma 3.5 and Lemma 3.6, for any R > 0, there exists a positive constant N0
satisfying
P( sup
t∈[0,Υ]
‖Zε(t) − ZεN0(t)‖2 > δ) ≤ e−
R
ε ∀ ε ∈ (0, 1],
and
P( sup
t∈[0,Υ]
‖Yε(t) − YεN0(t)‖2 > δ) ≤ e−
R
ε ∀ ε ∈ (0, 1].
Moreover, in view of Lemma 3.7, for such N0, there exists ε0 such that for any 0 < ε ≤ ε0,
P( sup
t∈[0,Υ]
‖YεN0(t) − ZεN0(t)‖2 > δ) ≤ e−
R
ε .
As a result of the previous inequalities and by the triangle inequality, we have for any 0 < ε ≤ ε0,
P( sup
t∈[0,Υ]
‖Yε(t) − Zε(t)‖2 > δ) ≤ 3e− Rε .
Since R is arbitrary, we conclude that
lim
ε→0
ε log P( sup
t∈[0,Υ]
‖Yε(t) − Zε(t)‖2 > δ) = −∞.

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