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DIFFERENCE OF A HAUPTMODUL FOR Γ0(N) AND CERTAIN
GROSS-ZAGIER TYPE CM VALUE FORMULAS
DONGXI YE
Dedicated to the memory of my grandparents
Abstract. In this work, we show that the difference of a Hauptmodul for a genus zero group Γ0(N)
as a Hilbert modular function on Y0(N)× Y0(N) is a Borcherds lift of type (2, 2). As applications,
we derive Monster denominator formula like product expansions for these Hilbert modular functions
and certain Gross-Zagier type CM value formulas.
1. Introduction
In his seminal work [1, 2], Borcherds develops a remarkable method to construct meromorphic
modular forms Ψ(z, f) on an orthogonal Shimura variety associated to some rational quadratic space
of signature (n, 2) from some weakly holomorphic modular form f for the Weil representation of
SL2(Z) via regularizing an integral called theta-lift against the Siegel theta function. We now call
such meromorphic modular forms Borcherds lifts of type (n, 2). Moreover, Borcherds shows that
Ψ(z, f) has a beautiful product representation called Borcherds product for its Fourier expansion
near a cusp of the orthogonal Shimura variety. One of the most famous Borcherds lifts is the
difference j(τ1)− j(τ2) of the well known Klein’s modular j-invariant as a Hilbert modular function
for SL2(Z)×SL2(Z), which a Borcherds lift of type (2, 2) with j−744 as its theta-lift input, namely,
j(z1) − j(z2) = Ψ(z, j − 744). If we write j(τ) = q−1 +
∑
n≥0 c(n)q
n with q := exp(2πiτ), then
computing the Borcherds product of Ψ(z, j − 744) near the cusp of the underlying Shimura variety
of type (2, 2), which is identified with the cusp (i∞, i∞) of Y (1)×Y (1), we can recover the famous
Monster denominator formula [4], namely,
j(z1)− j(z2) = (q−11 − q−12 )
∏
m,n>0
(1− qm1 qn2 )c(mn) .
Furthermore, another interesting application of the fact that j(z1) − j(z2) is a Borcherds lift
Ψ(z, j − 744) is to serve as a key ingredient in the use of the so called big CM value formula
[9] in reproving the interesting and famous Gross-Zagier CM value formula [15], namely,
(1.1)
∣∣∣∣Norm
(
j
(
d1 +
√
d1
2
)
− j
(
d2 +
√
d2
2
))∣∣∣∣
8
w1w2
=
∏
x,n,n′∈Z
n,n′>0
x2+4nn′=d1d2
nǫ(n
′),
where d1 and d2 are coprime negative fundamental discriminants, ǫ(n
′) is multiplicative, and ǫ(p)
is defined via the local Hilbert symbol at a prime p. Such a formula was first discovered and proved
by Gross and Zagier [15], and it presents a beautiful and remarkable prime factorization formula
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for the rational norm of the algebraic integer j
(
d1+
√
d1
2
)
− j
(
d2+
√
d2
2
)
and reveals the arithmetic
information encoded in the exponents of the prime factors via Hilbert symbols. The reproof of the
Gross-Zagier CM value formula as mentioned above has been recently worked out by Yang and Yin
[29], and it yields an equivalent form of (1.1) as follows.
Theorem 1.1 (Gross and Zagier). Let Ei = Q(
√
di) be two imaginary quadratic fields of funda-
mental discriminants di with (d1, d2) = 1. Let F = Q(
√
D) with D = d1d2 and E = E1E2 =
Q(
√
d1,
√
d2). Then ∑
([a1],[a2])∈Cl(E1)×Cl(E2)
log |j(τa1)− j(τa2)|
8
w1w2
=
∑
t= 2m+D+
√
D
2
|2m+D|<
√
D
m∈Z
∑
p inert in E/F
1 + ordp(tOF )
2
ρ(tp−1) log(N(p)),(1.2)
where Cl(Ei) is the ideal class group of Ei, τa =
b+
√
d
2a is the unique CM point in the upper half
plane H given by the integral ideal a = [a, b+
√
d
2 ], wi is the number of roots of unity in Ei, and for
an integral ideal a of F
ρ(a) := |{B ⊂ OE : NE/F (B) = a}|
which can be computed via calculating its local factors ρq(a) (see (6.4)).
Remark 1.2. To see how (1.2) is equivalent to (1.1), we refer the reader to [15, Eq. (7.1)] and
[29, Remark 4.1].
All of these interesting phenomenon and relation mentioned above that are related to j(τ) have
greatly motivated us to look into the genus zero Hecke subgroups Γ0(N) cases. Now recall that for
a genus zero congruence subgroup Γ of SL2(R) commensurable with SL2(Z), the function field on
X(Γ) can be generated by a single modular function, and such function is called a Hauptmodul
for Γ if it has a unique simple pole of residue 1 at the cusp i∞, i.e., it has Fourier expansion of
the form q−1/h + c(0) + c(1)q1/h + · · · with q = exp(2πiτ) at the cusp i∞ where h is the width of
the cusp i∞. In this work, we first aim to extend the fact that j(z1) − j(z2) is a Borcherds lift of
type (2, 2) to any genus zero groups Γ0(N) and show that the difference of a Hauptmodul πN (τ)
for a genus zero group Γ0(N) as a Hilbert modular function for Γ0(N)× Γ0(N) is a Borcherds lift
of type (2, 2) by a uniform approach. These extend Scheithauer’s results [22], in which he works
only on N square free using the twisted denominator identity of the Monster Lie algebra. The
method we use is different from Scheithauer’s and is more natural from the analytic point of view.
Later, employing the big CM value formula [9] together with the fact that πN (z1) − πN (z2) is a
Borcherds lift shown in this work, we derive Gross-Zagier type CM value formulas for πp(τ) for
p ∈ {3, 5, 7, 13}, the only odd primes such that Γ0(p) are of genus zero.
Remark 1.3. The way we compute the Gross-Zagier type CM value formulas in this work was
first initiated in [29] in which Yang and Yin prove a Gross-Zagier type CM value formula for π2(τ)
first conjectured by Yui and Zagier [32]. In general, one can similarly obtain Gross-Zagier type CM
value formulas for all πN (τ) by carefully computing the constant terms of the corresponding theta-
lift input and relevant local Whittaker functions (see Lemma 3.4 and Subsection 5.2). We refer the
reader to [29, 30] for comprehensive descriptions of these computations, and leave the details to the
reader.
Remark 1.4. Similar formulas for Γ0(N)+ with N square free have first been worked out in [5]
by Borcherds. In recent work [11], Carnahan obtains similar formulas for completely replicable
modular functions.
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Now we state the first main result of this work.
Theorem 1.5. Let πN (τ) be a Hauptmodul for a genus zero group Γ0(N) for N ≥ 2. Then
πN (z1) − πN (z2) is a Borcherds lift Ψ(z, FN ) of type (2, 2) for some weakly holomorphic modular
function FN for the Weil representation of SL2(Z).
Define, here and throughout the remainder of this work, C(Γ1(N)) to be the set of inequivalent
cusps s = as/cs ∈ Q of Γ1(N) with (as, cs) = 1, Ms =
(
as bs
cs ds
)
∈ SL2(Z), ms = (cs, N), and write
hs = N/ms. Note that when N 6= 4, Γ1(N) has no irregular cusps, and then hs = N/ms is the
width of cusp s ∈ C(Γ1(N)). If s is regular write for 0 ≤ t < hs
(f |Ms)t =
∑
n≫−∞
As(nhs + t)q
(nhs+t)/hs
where
f |Ms =
∑
n≫−∞
As(n)q
n/hs and f |Ms := f
(
asτ + bs
csτ + ds
)
.
Then we can derive a Monster denominator formula like product expansion for πN (z1)−πN (z2) as
follows.
Corollary 1.6. Let πN (τ) be a Hauptmodul for a genus zero group Γ0(N) and define for d|N ,
∞∑
ℓ=−1
A(ℓ, d)qℓ =
2
λ2,N |Γ0(N) : Γ1(N)|


∑
s∈C(Γ1(N))
s regular
ms=d
[(πN |Ms)0 −As(0)] +
∑
s∈C(Γ1(N))
s irregular
ms=d
1
hs
[(πN |Ms)0 −As(0)]


,
where λ2,N = 2 or 1 depending on whether N = 2 or not. Then we have
(1.3) πN (z1)− πN (z2) = (q−11 − q−12 )
∏
m,n>0
∏
d|N
(
1− (qm1 qn2 )
N
d
)A(mn,d)
where qj = exp(2πizj).
Here are two concrete examples following from Corollary 1.6.
Example 1.7. Let π5(τ) be a Hauptmodul for Γ0(5) given by
π5(τ) =
(
η(τ)
η(5τ)
)6
,
where η(τ) is the Dedekind eta function. Then(
η(z1)
η(5z1)
)6
−
(
η(z2)
η(5z2)
)6
= (q−11 − q−12 )
∏
m,n>0
(1− qm1 qn2 )A(mn,5)(1− q5m1 q5n2 )A(mn,1).
where
∞∑
ℓ=−1
A(ℓ, 5)qℓ =
(
η(τ)
η(5τ)
)6
+ 6,
A(ℓ, 1) = a(5ℓ) and
∞∑
ℓ=0
a(ℓ)qℓ = 125
(
η(5τ)
η(τ)
)6
.
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Example 1.8. Let π8(τ) be a Hauptmodul for Γ0(8) given by
π8(τ) =
η(τ)4η(4τ)2
η(2τ)2η(8τ)4
.
Then
η(z1)
4η(4z1)
2
η(2z1)2η(8z1)4
− η(z2)
4η(4z2)
2
η(2z2)2η(8z2)4
=
(
q−11 − q−12
) ∏
m,n>0
∏
d|8
(
1− (qm1 qn2 )
8
d
)A(mn,d)
.
where
∞∑
ℓ=−1
A(ℓ, 8)qℓ =
η(τ)4η(4τ)2
η(2τ)2η(8τ)4
+ 4,
∞∑
ℓ=1
A(ℓ, 4)qℓ = 4− 4η(τ)
4η(8τ)4η(2τ)2
η(4τ)10
,
A(ℓ, 2) = a(2ℓ) and
∞∑
ℓ=1
a(ℓ)qℓ = 8−8e (1/12) η(2τ)
2η(4τ)4
η(8τ)2η
(
τ + 14
)4 = 8−8
∞∏
n=1
(1− q2n)2(1− q4n)4
(1− q8n)2(1− (iq)n)4 ,
A(ℓ, 1) = b(8ℓ) and
∞∑
ℓ=1
b(ℓ)qℓ = 32
η(8τ)4η(2τ)2
η(4τ)2η(τ)4
.
Following from Corollary 1.6, we can relate the canonical basis elements in z2 of the space of
weakly holomorphic modular functions for Γ0(N) with pole supported only at i∞ to the logarithmic
derivative of πN (z1)− πN (z2) with respect to z1 as follows.
Corollary 1.9. Let πN (τ) be a Hauptmodul for a genus zero Γ0(N). Then
− 1
2πi
π′N (z1)
πN (z1)− πN (z2) = 1 +
∞∑
n=1
PN,n(πN (z2))q
n
1
for some polynomial PN,n of degree n. Then PN,n(πN (z2)) = q
−n
2 +O(q2).
The second main results of this work are the Gross-Zagier type CM value formulas in the follow-
ing.
Theorem 1.10. Let Ei = Q(
√
di) be two imaginary quadratic fields of fundamental discriminants
di with (d1, d2) = 1. Let F = Q(
√
D) with D = d1d2 and E = E1E2 = Q(
√
d1,
√
d2). Let πp(τ) be
a Hauptmodul of Γ0(p). Then∑
([a1],[a2])∈S(p,d1,d2)
log |πp(τϕ(a1))− πp(τϕ(a2))|
= −|S(p, d1, d2)|w1w2
32h(E1)h(E2)


∑
t= 2m+D+
√
D
2
|2m+D|<
√
D
m∈Z
a
(
t√
D
,φ0,0
)
+
24
p− 1
p−1∑
k=1
a0(φ0,k)


(1.4)
where
S(p, d1, d2) := {([a1], [a2]) ∈ Cl(E1,N )× Cl(E2,N ) : ∃ fractional ideals ai such that N(a1) = N(a2)} ,
4
Cl(Ei,p) denote the ring class group of conductor p of Ei, the map ϕ is ϕ([a, p
b+
√
d
2 ]) = [a,
b+
√
d
2 ]
for an integral ideal representative a = [a, p b+
√
d
2 ] in Cl(Ei,p), and a
(
t√
D
, φ0,0
)
and a0(φ0,k) are
computed and expressed explicitly in Section 6.
In particular, the left hand side of (1.4) can be reformulated in the language of quadratic forms∑
([a1],[a2])∈S(p,d1,d2)
log |πp(τϕ(a1))− πp(τϕ(a2))| =
∑
(Q1,Q2)∈SQ(p,d1,d2)
log |πp(τQ1)− πp(τQ2)|,
where
SQ(p, d1, d2) := {(Q1, Q2) ∈ Qd1(p)/Γ0(p)×Qd2(p)/Γ0(p)| Q1(1, 0) = Q2(1, 0)} ,
Qd(p) denotes the set of primitive and positive definite binary quadratic forms aX2 + bXY + cY 2
of discriminant d with (a, p) = 1, and τQ is the unique CM point in H given by Q(τ, 1) = 0 for a
quadratic form Q(X,Y ).
Example 1.11. Taking p = 3, d1 = −8 and d2 = −11, we can first check that S(3,−8,−11) =
Cl(E1,3) × Cl(E2,3), and then by computing the corresponding a
(
t√
D
, φ0,0
)
and a0(φ0,k) via Sec-
tion 6, we obtain the following prime factorization for the product of CM values∏
([a1],[a2])∈Cl(E1,3)×Cl(E2,3)
|π3(τa1)− π3(τa2)| = 2632472.
Remark 1.12. Although we call (1.4) a Gross-Zagier type CM value formula, one might note that
in general, it only tells a formula for the value
1
|S(p, d1, d2)|
∑
([a1],[a2])∈S(p,d1,d2)
log |πp(τϕ(a1))− πp(τϕ(a2))|,
where the set S(p, d1, d2) is not explicit in general. The appearance of S(p, d1, d2) follows from an
injection of a big CM cycle of a Shimura variety into Cl(E1,p)× Cl(E2,p) (see Lemma 5.3). If one
had S(p, d1, d2) = Cl(E1,p)×Cl(E2,p), then (1.4) does give a formula for the product of CM values∏
([a1],[a2])∈Cl(E1,p)×Cl(E2,p)
|πp(τa1)− πp(τa2)|
as we have seen in Example 1.11, and it is more “Gross-Zagier-type”. According to a number of
computational calculations, it seems to us that such an equality may be true for any p ∈ {3, 5, 7, 13}
and any coprime negative fundamental discriminants d1 and d2. However, we were unable to prove
or disprove this claim in the present work. Moreover, a natural question may be raised for general
integer N instead of merely prime p. We leave these interesting observations as a conjecture and
an open question below, and these can be the topics for further investigation.
Conjecture 1.13. For p ∈ {3, 5, 7, 13} and any coprime negative fundamental discriminants d1
and d2, we have S(p, d1, d2) = Cl(E1,p)×Cl(E2,p). In the language of quadratic form, it is equivalent
to say that for every pair of primitive and positive definite quadratic forms aiX
2 + biXY + ciY
2 of
Qdi(p), there always exists a positive integer n such that aiX2+biXY +ciY 2 = n both have integral
solutions (Xi, Yi) with gcd(Xi, Yi) = 1.
Question 1.14. It is known that S(1, d1, d2) = Cl(E1,1)×Cl(E2,1) = Cl(E1)×Cl(E2). In general,
when does S(N, d1, d2) = Cl(E1,N )× Cl(E2,N ) hold?
Remark 1.15. Gross-Zagier type CM value formulas for the genus zero Fricke subgroups Γ∗0(p)
have been recently derived in another work of the author [31] using the so called small CM value
formula [25]. We refer the reader to [9] for a brief explanation on the distinction between the
5
concepts related to “big CM” and “small CM” and to [31] for a brief explanation on why the small
CM value formula may not work in our case.
This work is divided into two parts and is organized as follows. In the first part, we briefly review
the theory of Borcherds lift, realize a family of Shimura varieties as Hilbert modular surfaces, set
up several preliminary results and construct the desired weakly holomorhic modular form FN for
the Weil representation. Proofs of Theorem 1.5, Corollaries 1.6 and 1.9 are given in Section 4. In
the second part of this work, we will briefly review the concepts of big CM cycles and big CM value
formula and show how to employ such formula together with Theorem 1.5 to obtain Theorem 1.10
in Section 5. Computations of a( t√
D
, φ0,0) and a0(φ0,k) mentioned in Theorem 1.10 are carried out
in Section 6.
Part 1. Difference of a Hauptmodul for Γ0(N)
2. Review of Borcherds Lifts
In this section, we briefly review the theory of Borcherds lifts in the adelic setting and relevant
concepts such as Shimura variety and special divisor, and we also realize a family of Shimura
varieties as Hilbert modular surfaces on which the difference of Hauptmoduls are defined. We rely
heavily on [17] (also see [29]).
2.1. Shimura Variety of Type (n,2). Let V be a rational quadratic space with a quadratic form
Q(·) of signature (n, 2) and the associated bilinear form (·, ·). Let H = GSpin(V ) be the general
spin group of V , then there is an exact sequence
1→ Gm → H → SO(V )→ 1.
For a field F ⊃ Q, we write VF for V ⊗Q F . A Hermitian symmetric domain for H(R) is the
oriented Grassmannian of negative 2-planes of VR, denoted by D. Denote by AK the adele ring
over a number field K and by AK,f the associated finite adele ring. For a compact open subgroup
K ⊂ H(AQ,f ), there is an associated Shimura variety XK over Q such that
XK(C) = H(Q)\ (D×H(AQ,f)/K) .
Let
L = {Z ∈ VC| (Z,Z) = 0 and (Z, Z¯) < 0}.
Then we can see that D possesses a complex structure via the isomorphism pr : L/C∗ → D sending
Z = X+iY to RX+R(−Y ). There is another useful realization for D as follows. Take two isotropic
(zero-norm) elements ℓ and ℓ′ of V with (ℓ, ℓ′) = 1, and let V0 = (Qℓ + Qℓ′)⊥ be the orthogonal
complement of the plane spanned by ℓ and ℓ′. Then we define a so-called tube domain associated
to ℓ and ℓ′ by
H = {Z = X + iY ∈ V0,C|X,Y ∈ V0,R and Q(Y ) < 0}
which is isomorphic to L/C∗ via w(Z) = ℓ′ − Q(Z)ℓ + Z. Then the map w induces an action of
Γ = K ∩H(Q)+ on H, where H(Q)+ = H(Q) ∩H(R)+ and H(R)+ is the identity component of
H(R), and induces an automorphy factor j(g, Z) characterized by the following identity
g · w(Z) = ν(g)j(g, Z)w(g · Z),
where ν(g) is the spinor norm of g. Note that this action preserves the two connected components
H± of H. Fix one of these two connected components, say, H+. Assuming for simplicity that
H(AQ) = H(Q)H(R)
+K, which is guaranteed by an appropriate choice of K and the strong
approximation theorem (see, e.g., [20, Ch. 7]), we have the identification XK ∼= Γ\H+.
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Definition 2.1. A meromorphic modular form on H+ of weight k for Γ is a meromorphic function
f : H+ → C such that f(γ · Z) = j(γ, Z)kf(Z) for all γ ∈ Γ. Moreover, under the identification
given above, such a function f can be equivalently viewed as a meromorphic modular form defined
on D×H(AQ,f) satisfying
(1) f(Z, hk) = f(Z, h) for all k ∈ K,
(2) f(γ · Z, γh) = j(γ, z)kf(Z, h) for all γ ∈ H(Q).
2.2. Special Divisor. For a vector X ∈ V with Q(X) > 0 and h ∈ H(AQ,f), let
HX = {g ∈ H| g ·X = X}, DX = {Z ∈ D| (Z,X) = 0}, and KX,h = HX(AQ,f ) ∩ hKh−1.
Then the map
HX(Q)\ (DX ×HX(AQ,f )/KX,h)→ XK(C), [Z, g]→ [Z, gh]
gives a divisor Z(X,h) in XK which is defined over Q. For a positive rational number m and
ϕ ∈ S(VAQ,f ), the Schwartz-Bruhat space of VAQ,f , if there is a X ∈ V with Q(X) = m, the special
divisor of index (m,ϕ) in XK is defined by
Z(m,ϕ) =
∑
h∈HX(Q)\H(AQ,f )/K
ϕ(h−1 ·X)Z(X,h).
When there is no such X, we simply set Z(m,ϕ) = 0.
2.3. Theta-lift and Borcherds Theorem. For Z ∈ D, let prZ : VR → Z be the projection map,
and for X ∈ VR, let R(X,Z) = −(prZ(X),prZ(X)). Then we define
(X,X)Z = (X,X) + 2R(X,Z),
and our Gaussian for V is the function
ϕ∞(X,Z) = e−π(X,X)Z .
For τ ∈ H with τ = u+ iv, let
gτ =
(
1 u
0 1
)(
v
1
2 0
0 v−
1
2
)
,
and g′τ = (gτ , 1) ∈ Mp2(R), the metaplectic group. Let l = n2 − 1, G = SL2 and ρ be the Weil
representation of the metaplectic group G′(AQ) on S(VAQ,f ). Then for the linear action of H(AQ,f )
we write ρ(h)ϕ(X) = ρ(h−1 ·X) for ϕ ∈ S(VAQ,f ). For Z ∈ D and h ∈ H(AQ,f ), we have the linear
functional on S(VAQ,f ) given by
ϕ→ θ(τ, Z, h;ϕ) := v− 12
∑
X∈VQ
ρ(g′τ ) (ϕ∞(·, Z)⊗ ρ(h)ϕ) (X).
Let L be a lattice of V , and let L′ be the dual lattice of L defined by
L′ = {X ∈ V | (X,L) ⊂ Z}.
Let SL be the subspace of S(VAQ,f ) consisting of functions with support in Lˆ′ and constant on
cosets of Lˆ, where Lˆ = L⊗Z Zˆ. Then
SL =
⊕
η∈L′/L
Cφη, φη = Char(η + Lˆ),
where Char(·) denotes the characteristic function. One can check that SL is SL2(Z)-invariant under
the Weil representation ρ. Associated to the lattice L, we denote by ρL, and one has
ρL(T )φµ = e(−Q(µ))φµ,
7
ρL(S)φµ =
1√
|L′/L|
∑
γ∈L′/L
e((γ, µ))φγ
where T =
(
1 1
0 1
)
and S =
(
0 −1
1 0
)
. Let Γ′ = Mp2(Z) be the full inverse image of SL2(Z) ⊂ G(R)
in Mp2(R).
Definition 2.2. A holomorphic function F : H → SL is a weakly holomorphic modular form of
weight k for the Weil representation ρL if
(i) F (γ′τ) = (cτ + d)kρL(γ′)F (τ) for all γ′ ∈ Γ′,
(ii) F (τ) has a Fourier expansion
F (τ) =
∑
η∈L′/L
∑
m∈−Q(η)+Z
m≫−∞
c(m, η)qmφη
where the condition m ≡ −Q(η) (mod Z) follows from the transformation law for T ′ →(
1 1
0 1
)
.
Furthermore, denote by M !k,ρL the space of weakly holormophic modular forms of weight k for the
Weil representation ρL.
For the theta function called Siegel theta function
θ(τ, Z, h) =
∑
µ∈L′/L
θ(τ, Z, h;φµ),
we can pair it with F (τ) by the following C-bilinear pairing
〈F (τ), θ(τ, Z, h)〉 =
∑
µ∈L′/L
∑
m∈Q(µ)+Z
c(m,µ)qmθ(τ, Z, h;φµ).
Using this pairing, we define a regularized integral as in [2], called theta-lift,
Φ(Z, h;F ) := CT
s=0
{
lim
t→∞
∫
Ft
〈F (τ), θ(τ, Z, h)〉v−2dudv
}
where CT
s=0
denotes the constant term in the Laurent expansion at s = 0 of
lim
t→∞
∫
Ft
〈F (τ), θ(τ, Z, h)〉v−2dudv,
Ft is the truncated fundamental domain defined by
Ft := {τ ∈ F| Im(τ) ≤ t}
and F is the usual fundamental domain for the action of SL2(Z) on H.
Now we are ready to state the celebrated Borcherds Theorem. Under the assumption H(AQ) =
H(Q)H(R)+K, we can simply set h = 1 and omit it for the simplicity of notation.
Theorem 2.3 (Borcherds). For a given f ∈M !1−n
2
,ρL
with
f(τ) =
∑
µ∈L′/L
∑
n∈−Q(µ)+Z
n≫−∞
c(n, µ)qnφµ,
and c(n, µ) ∈ Z for n < 0, and assuming Γ ⊂ Aut(L, f) where Aut(L, f) is the subgroup of
automorphism group of L that stablizes f , there is a meromorphic modular form Ψ(Z, f) called
Borcherds lift on D×H(AQ,f) (or say on H+) of weight c(0, 0)/2 for Γ such that
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(1) the divisor of Ψ(Z, f) on XK is given by
div(Ψ(Z, f)2) =
∑
µ∈L′/L
∑
n∈Q(µ)+Z
0<n
c(−n, µ)δ(µ)Z(n, µ),
where Z(n, µ) is the special divisor of index (n, µ) and δ(µ) = 2 or 1 depending on whether
2µ ∈ L or not, and can be written as
Z(n, µ) = {Z ∈ D+| (Z,X) = 0 for some X ∈ µ+ L with Q(X) = n},
(2) the following relation
Φ(Z, f) = −4 log |Ψ(Z, f)| − c(0, 0) (2 log |Y |+ Γ′(1) + log(2π))
holds,
(3) near each cusp Qℓ of XK , the meromorphic function Ψ(Z, f) has a product expansion called
Borcherds product of the form
Ψ(Z, f) = Ce ((Z, ρ(Wf,ℓM , f))
∏
λ∈M ′ℓ
(λ,Wf,ℓM )>0
∏
µ∈L′ℓ/L
p(µ)=λ+Mℓ
[
1− e ((λ,Z) + (µ, ℓ′))]c(−Q(µ),µ)
where C is a constant with absolute value∣∣∣∣∣∣∣∣
∏
δ∈Z/N
δ 6=0
(1− e(δ/N))
c(0, δ
N
ℓ)
2
∣∣∣∣∣∣∣∣
.
For the definitions of the notation, we refer the reader to [29, Subsection 2.1].
2.4. A Shimura Variety as a Hilbert Modular Surface. In this subsection, we will see how
to realize a family of Shimura varieties XKN of type (2, 2) for some open compact subgroup KN as
Hilbert modular surfaces Y0(N)× Y0(N).
Let V =M2(Q) be a rational quadratic space with the quadratic form Q(·) := det(·) of signature
(2, 2). Then the general spin group H = GSpin(V ) of V is
H = {(g1, g2) ∈ GL2 ×GL2| det g1 = det g2}
and acts on V via (g1, g2) · X = g1Xg−12 . Taking ℓ =
(
0 −1
0 0
)
and ℓ′ =
(
0 0
1 0
)
, one can check
that
H =
{(
z1 0
0 −z2
)∣∣∣∣ Im(z1) Im(z2) > 0
}
.
The following proposition is useful and well known (see, e.g., [29, Proposition 3.1]).
Proposition 2.4. Define
w˜ : H2 ∪ (H−)2 → L
by w˜((z1, z2)) =
(
z1 −z1z2
1 −z2
)
. Then the composition pr ◦ w˜ gives an isomorphism between H2 ∪
(H−)2 and D. One can check that such an isomorphism induces an action of H(R) on H2 ∪ (H−)2
via the usual fractional linear transformation, i.e.,
(g1, g2) · (z1, z2) = (g1 · z1, g2 · z2),
and an automorphy factor j(g1, g2; z1, z2) = (c1z1 + d1)(c2z2 + d2) for gj =
(
aj bj
cj dj
)
.
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Now let
K0(N) =
{
g ∈ GL2(Zˆ)
∣∣∣ g ≡ (∗ ∗
0 ∗
)
(mod N)
}
and denote K = (K0(N)×K0(N)) ∩ H(Af ) by KN . Then Γ = H(Q)+ ∩KN = Γ0(N) × Γ0(N)
denoted by ΓN . The strong approximation theorem tells that H(AQ) = H(Q)H(R)
+KN , and
together with Proposition 2.4 it implies the realization of XKN
∼= Y0(N) × Y0(N) as a Hilbert
modular surface. Moreover, set L =
(
Z Z
NZ Z
)
and denote it by LN . Then one can check that L
′
N =(
Z Z/N
Z Z
)
and the special divisor of index (n, µ) can be expressed as a divisor on Y0(N)× Y0(N)
Z(n, µ) = (Γ0(N)× Γ0(N)) \
{
z = (z1, z2) ∈ H2| w˜(z) ⊥ X for some X ∈ µ+ LN with Q(µ) = n
}
.
Finally, one can check that ΓN ⊂ Aut(L′N/LN ) ∩ Aut(LN ), where Aut(L′N/LN ) and Aut(LN )
denote the automorphism groups of L′N/LN and LN , respectively.
3. Preliminary Results
In this section, we aim to construct an appropriate Borcherds lift input FN for πN (z1) −
πN (z2). First, with LN =
(
Z Z
NZ Z
)
and L′N =
(
Z Z/N
Z Z
)
, we note that {µ}µ∈L′N /LN ={(
0 j/N
k 0
)}
0≤j,k≤N−1
. Then to simplify our notation, we write µj,k for
(
0 j/N
k 0
)
, and write
L′N/LN = {µj,k}0≤j,k≤N−1. We also write φj,k for φµj,k ∈ SLN .
Lemma 3.1. Let Z(1, µ0,0) be the special divisor of index (1, µ0,0). Then
Z(1, µ0,0) = {(τ, τ)| τ ∈ Y0(N)} .
Proof. By the identification given in Subsection 2.4, we have
Z(1, µ0,0) = (Γ0(N)× Γ0(N))\
{
(z1, z2) ∈ H2| w˜(z1, z2) ⊥ X for some X ∈ µ0,0 + LN with Q(X) = 1
}
= (Γ0(N)× Γ0(N))\
{
(z1, z2) ∈ H2| z2 = az1 + b
cz1 + d
for some
(
a b
c d
)
∈ Γ0(N)
}
= {(τ, τ)| τ ∈ Y0(N)} .

Note that the divisor of πN (z1) − πN (z2) is {(τ, τ)| τ ∈ Y0(N)} . Then Lemma 3.1 tells us that
div(Ψ(z, FN )) must be Z(1, µ0,0), and thus the φ0,0-component function of FN must have a simple
pole at i∞ of residue 1, and the other component functions are all holomorphic at i∞.
Lemma 3.2. For N 6= 4, the following set
⋃
d|N


d−1∑
k=0
N
d
−1∑
j=0
φjd, kN
d


is a basis for the subspace of M !0,ρLN
consisting of elements with constant component functions.
For N = 4, the following set 

φ0,0 + φ1,0 + φ2,0 + φ3,0,
φ0,0 + φ0,1 + φ0,2 + φ0,3,
φ2,0 − φ0,1 + φ2,2 − φ0,3


is a basis for the subspace of M !0,ρL4
consisting of elements with constant component functions.
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Proof. Setting up the equations
ρLN (T )

N−1∑
k=0
N−1∑
j=0
aj,kφj,k

 = N−1∑
k=0
N−1∑
j=0
aj,kφj,k,
ρLN (S)

N−1∑
k=0
N−1∑
j=0
aj,kφj,k

 = N−1∑
k=0
N−1∑
j=0
aj,kφj,k,
expanding the left hand side by the Weil representation, and equating the coefficients by the linear
independence of φj,k, we can obtain the desired results after some routine calculations. 
Lemma 3.3. Let c−1s,N be the inverse of cs in (Z/NZ)
× when ms = 1, and c−1s,N = ms otherwise.
For s ∈ C(Γ1(N)), and integers j and k, define ts,j,k by ts,j,k/hs ≡ jk/N (mod 1). Let πN = πN (τ)
be a Hauptmodul for a genus zero group Γ0(N) and fN = fN (τ) be the Γ0(N)-induction of πN (τ)
against φ0,0 defined by
(3.1) fN =
∑
M∈Γ0(N)\SL2(Z)
πN |M · ρLN (M−1)φ0,0.
Then fN is in M
!
0,ρLN
, and
fN =
2
|Γ0(N) : Γ1(N)|
∑
M∈Γ1(N)\SL2(Z)
1
2
πN |M · ρ(M−1)φ0,0
where
fN =
2
λ2,N |Γ0(N) : Γ1(N)|
[ ∑
s∈C(Γ1(N))
s regular
(πN |Ms)0 φ0,0 +
∑
s∈C(Γ1(N))
s regular
ms 6=N
(πN |Ms)0
hs−1∑
j=1
φjms,0(3.2)
+
∑
s∈C(Γ1(N))
s regular
ms 6=N
(πN |Ms)0
hs−1∑
k=1
φ0,kms
+
∑
s∈C(Γ1(N))
s regular
ms 6=N
hs−1∑
k=1
hs−1∑
j=1
e
(
−dsc
−1
s,Nm
2
sjk
N
)
(πN |Ms)ts,jms,kms φjms,kms
+
∑
s∈C(Γ1(N))
s irregular
1
hs
(πN |Ms)
hs−1∑
k=0
hs−1∑
j=0
e
(
−dsmsjk
N
)
φjms,kms
]
,
and λ2,N = 2 or 1 depending on whether N = 2 or not.
Proof. These follow from [3, Theorem 5.4] and [23, Theorem 3.7] by setting D = L′N/LN with
quadratic form Q(·) = det(·) and eγ = φ0,0, and realizing that
Dcs = {φjhs, khs}0≤j, k≤ms−1 and D
cs∗ = {φjms, kms}0≤j, k≤hs−1 .

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Lemma 3.4. Let πN = πN (τ) be a Hauptmodul for genus zero group Γ0(N), and let
πN |Ms =
∞∑
n=−1
As(n)q
n/h˜s
where h˜s = 1 if N = 4 and s = 1/2, otherwise, h˜s = hs as defined in Section 1. Let fN = fN (τ) be
the Γ0(N)-induction as defined in Lemma 3.2. For N 6= 4, let FN = FN (τ) be defined by
FN = fN − 2
λ2,N |Γ0(N) : Γ1(N)|

 ∑
s∈C(Γ1(N))
As(0)
N−1∑
k=0
φ0,k +
∑
s∈C(Γ1(N))
ms 6=N
As(0)

ms−1∑
k=0
hs−1∑
j=0
φjms, khs −
N−1∑
k=0
φ0, k



 .
(3.3)
For N = 4, let F4 = F4(τ) be defined by
F4 = f4 −
(
A1/4(0) +A0/1(0) +
1
2
A1/2(0)
) 3∑
k=0
φ0,k −A0/1(0)
3∑
k=1
(φk,0 − φ0,k)(3.4)
− 1
2
A1/2(0) (φ2,0 − φ0,1 + φ2,2 − φ0,3) .
Then we have
(1) FN (τ) is in M
!
0,ρLN
, and is invariant under Aut(L′N/LN ),
(2) c(0, µ0,0) = 0 and the φ0,0–component of FN has Fourier expansion
q−1 +
2
λ2,N |Γ0(N) : Γ1(N)|

 ∑
s∈C(Γ1(N))
s regular
∞∑
n=1
As(nhs)q
n +
∑
s∈C(Γ1(N))
s irregular
1
hs
∞∑
n=1
As(n)q
n

 ,
(3) c(0, µj,0) = 0 for 0 ≤ j ≤ N − 1,
(4) for d|N and d 6= N ,
N
d
−1∑
k=0
d−1∑
j=0
c(0, µj N
d
,kd) = 24.
Proof. Assertion (1) follows from Lemmas 3.2 and 3.3.
By collecting the terms attached to φ0,0 in (3.2), we obtain that the φ0,0–component of fN is
2
λ2,N |Γ0(N) : Γ1(N)|

 ∑
s∈C(Γ1(N))
s regular
(πN |Ms)0 +
∑
s∈C(Γ1(N))
s irregular
1
hs
(πN |Ms)


= q−1 +
2
λ2,N |Γ0(N) : Γ1(N)|

 ∑
s∈C(Γ1(N))
s regular
∞∑
n=0
As(nhs)q
n +
∑
s∈C(Γ1(N))
s irregular
1
hs
∞∑
n=0
As(n)q
n


= q−1 +
2
λ2,N |Γ0(N) : Γ1(N)|
[ ∑
s∈C(Γ1(N))
s regular
As(0) +
∑
s∈C(Γ1(N))
s irregular
1
hs
As(0)(3.5)
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+
∑
s∈C(Γ1(N))
s regular
∞∑
n=1
As(nhs)q
n +
∑
s∈C(Γ1(N))
s irregular
1
hs
∞∑
n=1
As(n)q
n
]
.
Then Assertion (2) follows from (3.5) and the definition of FN .
By extracting the constant terms attached to φj,0 for 1 ≤ j ≤ N − 1 in (3.2) of FN , we obtain
(3.6)
2
λ2,N |Γ0(N) : Γ1(N)|


∑
s∈C(Γ1(N))
s regular
ms 6=N
As(0)
hs−1∑
j=1
φjms,0 +
∑
s∈C(Γ1(N))
s irregular
1
hs
As(0)
hs−1∑
j=1
φjms,0

 .
Then Assertion (3) follows from (3.6) and the definition of FN .
For Assertion (4), by (3.2), (3.3) and (3.4), it can be verified case by case that
(3.7)
N
d
−1∑
k=0
d−1∑
j=0
c(0, φj N
d
,kd) = −
2
λ2,N |Γ0(N) : Γ1(N)|
∑
s∈C(Γ1(N))
As(0)
(
d(ms, N/d)
2 −N
ms
)
.
Let
Hd(τ) =
N
d
E2
(
N
d
τ
)
− E2(τ)
where E2(τ) is the normalized weight 2 Eisenstein series. It is well known [13, Section 1.2] that
Hd(τ) is a weight 2 modular form for Γ0(N/d), so it is a weight 2 modular form for Γ1(N). Let
Bs(0) be the constant term of the Fourier expansion of Hd(τ) at the cusp s = as/cs ∈ C(Γ1(N)).
It is easy to show that
Bs(0) =
(ms, N/d)
2
N/d
− 1
and
Hd(τ) =
N
d
− 1 + 24q +O(q2).
Since πN (τ) is a weight 0 weakly holomorphic modular form for Γ0(N), then it is also on Γ1(N),
and by Serre duality [6, Theorem 3.1], we have
0 = 24× λ2,N |Γ0(N) : Γ1(N)|
2
+
∑
s∈C(Γ1(N))
hsBs(0)As(0)
= 24× λ2,N |Γ0(N) : Γ1(N)|
2
+
∑
s∈C(Γ1(N))
hs
(
(ms, N/d)
2
N/d
− 1
)
As(0)
= 24× λ2,N |Γ0(N) : Γ1(N)|
2
+
∑
s∈C(Γ1(N))
As(0)
(
d(ms, N/d)
2 −N
ms
)
.(3.8)
Finally, Assertion (4) follows from (3.7) and (3.8). 
4. Proofs of Theorem 1.5 and Corollaries 1.6 and 1.9
4.1. Proof of Theorem 1.5. This subsection is devoted to the proof of our first main result,
Theorem 1.5. We rely heavily on Borcherds Theorem, especially the third part of it. To assist in
understanding the proof, we first review the definitions of the notation used in Theorem 2.3(3) for
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our case. Let Mℓ = L ∩ (Qℓ+Qℓ′)⊥ be the Lorentzian lattice of L associated to ℓ and ℓ′. Assume
that (ℓ, L) = NℓZ. Choose a ξ ∈ L such that (ξ, ℓ) = Nℓ. Let L′ℓ be a sublattice of L′ defined by
L′ℓ = {x ∈ L′| (ℓ, x) ≡ 0 (mod Nℓ)}.
Then there is a projection
p : L′ℓ →M ′ℓ, p(x) = xM −
(x, ℓ)
Nℓ
ξM ,
where xM and ξM are the orthogonal projections of x, ξ ∈ V to Mℓ,Q. So it induces a projection,
which is also denoted by p, from L′ℓ/L to M
′
ℓ/Mℓ. Next, we define the Weyl chamber WℓM for
f =
∑
µ∈L′/L
fµφµ ∈M !0,ρL .
Let Gr(Mℓ) be the Graassmannian of negative lines ofMℓ,R, which is a real manifold of dimension 1.
For λ ∈M ′ℓ/Mℓ and n ∈ Q, let
ZM (n, λ) = {z ∈ Gr(Mℓ)| z ⊥ x for some x ∈ λ+Mℓ with Q(x) = n},
which is either empty or a real divisor of Gr(Mℓ). The Weyl chambers Wf associated with f are
the connected components of
Gr(Mℓ)−
⋃
µ∈L′ℓ/L
⋃
n>0
c(−n,µ)6=0
ZM (n, p(µ)).
Let ℓM ∈Mℓ and ℓ′M ∈M ′ℓ be isotropic elements with (ℓM , ℓ′M ) = 1, whose existence is guaran-
teed in our case. For general case, we refer the reader to [2, Section 9] and [10, Section 5]. Choose
a Weyl chamber such that ℓM is contained in its closure, and denote such Weyl chamber by Wf,ℓM .
We now define its Weyl vector ρ(Wf,ℓM , f). Define
fM =
∑
λ∈M ′ℓ/Mℓ
fM,λφM,λ
where φM,λ ∈ C[M ′ℓ/Mℓ] and
fM,λ =
∑
µ∈L′ℓ/L
p(µ)=λ+M
fµ.
Let PℓM be the Lorentzian sublattice of Mℓ associated with ℓM . Clearly, PℓM = {0} and P ′ℓM /PℓM
is trivial. Construct fP from fM in the same way as fM constructed from f , and obtain
fP =
∑
λ∈M ′ℓ,ℓM /Mℓ
∑
µ∈L′ℓ/L
p(µ)=λ+Mℓ
fµ.
Then the Weyl vector ρ(Wf,ℓM , f) is defined by
ρ(Wf,ℓM , f) = ρℓM ℓM + ρℓ′M ℓ
′
M
where
ρℓ′M = −1 +
cP (0)
24
= −1 + 1
24
∑
λ∈M ′ℓ,ℓM /Mℓ
∑
µ∈L′ℓ/L
p(µ)=λ+Mℓ
c(0, µ),
ρℓM = −
1
4
∑
λ∈M ′ℓ,ℓM /Mℓ
cM (0, λ)B2((λ, ℓ
′
M ))
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and B2(x) = x
2 − x+ 16 is the second Bernoulli polynomial.
Proof of Theorem 1.5. Let ℓs =
(
0 as
0 cs
)
∈ LN and ℓ′s =
(−bs 0
−ds 0
)
∈ L′N . Then we have
L′N,ℓs =
(
Z Z/N
msZ Z
)
, L′N,ℓs/LN =
{
µj,msk =
(
0 j/N
msk 0
)}
0≤j≤N−1
0≤k≤hs−1
Ms :=Mℓs =
{(
ashsx bsy
cshsx dsy
)∣∣∣∣ x, y ∈ Z
}
and M ′s := M
′
ℓs =
{(
asx
bs
hs
y
csx
ds
hs
y
)∣∣∣∣∣ x, y ∈ Z
}
,
and
zℓs =
(−asz1 bsz2
−csz1 dsz2
)
and w(zℓs) =
(−asz1 − bs bsz2 + asz1z2
−csz1 − ds dsz2 + csz1z2
)
.
Also, we deduce that
Gr(Ms) =
{
R
(−asx bs
−csx ds
)∣∣∣∣ x > 0
}
and
ZMs(1, µ0,0) = {Z ∈ Gr(Ms)|Z ⊥ X for some X ∈ µ0,0 +Ms with Q(X) = 1}
=


∅ if ms 6= N ,{
R
(
−as bs
−cs ds
)}
if ms = N .
And thus
Gr(Ms)−ZMs(1, µ0,0) =


Gr(Ms) if ms 6= N ,{
R
(
−asx bs
−csx ds
)∣∣∣∣∣ 0 < x < 1
}
∪
{
R
(
−asx bs
−csx ds
)∣∣∣∣∣ x > 1
}
if ms = N .
Let ℓMs =
(
ashs 0
cshs 0
)
and ℓ′Ms =
(
0 bshs
0 dshs
)
. Then the Weyl chamber whose closure contains QℓMs
is
WℓMs =


{
R
(
−asx bs
−csx ds
)∣∣∣∣∣ x > 0
}
if ms 6= N ,
{
R
(
−asx bs
−csx ds
)∣∣∣∣∣ x > 1
}
if ms = N ,
and thus for X =
(
asn − bshsm
csn − dshsm
)
∈M ′s, we have that
(4.1) (X,WℓMs ) > 0 if and only if
{
m, n ≥ 0 and m2 + n2 > 0 if ms 6= N ,
m ≥ 0, m+ n ≥ 0 and m2 + n2 > 0 if ms = N ,
and we can check that (X, zℓs) =
ms
N z1m+ z2n =
1
hs
z1m+ z2n. We also have
M ′s,ℓMs =
{(
asx bsy
csx dsy
)∣∣∣∣ x, y ∈ Z
}
and M ′s,ℓMs/Ms =
{(
ask 0
csk 0
)}
0≤k≤hs−1
.
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Let x˜, y˜ ∈ Z such that csx˜− aNy˜ = ms. Then p : L′N,ℓs/LN →M ′s/Ms is
p
((
0 j/N
msk 0
))
=
(
askx˜ − bscsN j
cskx˜ −dscsN j
)
,
and thus
FN,P =
∑
λ∈M ′s,ℓMs /M


∑
µ∈L′N,ℓs/LN
p(µ)=λ
FN,φµ

 =
hs−1∑
k=0
ms−1∑
j=0
FN,φjhs,kms .
Thus,
cP (0, φ0,0) =
hs−1∑
k=0
ms−1∑
j=0
c(0, φjhs,kms) =
{
24 if ms 6= N ,
0 if ms = N ,
and
ρℓ′Ms
=
{
0 if ms 6= N ,
−1 if ms = N .
Therefore, the Weyl vector of WℓMs associated to FN is
ρ(WℓMs , FN ) =
{
ρℓMs ℓMs if ms 6= N ,
−ℓ′Ms if ms = N ,
and thus
(4.2) (zℓs , ρ(WℓMs , FN )) =
{
−hsρℓMs z2 if ms 6= N ,
−z1 if ms = N .
We can also show that hsρℓMs = 1, but we do not need this fact in our proof, so we leave the details of
computations to the reader. Similarly, if we let ℓs =
(
cs −as
0 0
)
∈ LN and ℓ′s =
(
0 0
ds −bs
)
∈ L′N ,
then we have
Ms =
{(−dsy bsy
cshsx −ashsx
)∣∣∣∣ x, y ∈ Z
}
and M ′s =
{(− dshs y bshs y
csx −asx
)∣∣∣∣ x, y ∈ Z
}
,
ℓMs =
(
0 0
cshs −ashs
)
and ℓ′Ms =
(− dshs bshs
0 0
)
,
zℓs =
(
dsz1 −bsz1
csz2 −asz2
)
and w(zℓs) =
(
dsz1 + csz1z2 −bsz1 − asz1z2
csz2 + ds −asz2 − bs
)
,
WℓMs =


{
R
(
ds −bs
csx −asx
)∣∣∣∣∣ x > 0
}
if ms 6= N ,
{
R
(
ds −bs
csx −asx
)∣∣∣∣∣ x > 1
}
if ms = N ,
(4.3) (X,WℓMs ) > 0 if and only if
{
m, n ≥ 0 and m2 + n2 > 0 if ms 6= N ,
n ≥ 0, m+ n ≥ 0 and m2 + n2 > 0 if ms = N ,
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for X =
(− dshsn bshsn−csm asm
)
∈M ′s, and
ρ(WℓMs , FN ) =
{
ρℓMs ℓMs if ms 6= N ,
−ℓ′Ms if ms = N .
Also, we can check (X, zℓs) = z1m+
1
hs
z2n, and
(4.4) (zℓs , ρ(WℓMs , FN )) =
{
−hsρℓMs z1 if ms 6= N ,
−z2 if ms = N .
Now we are ready for the proof of Theorem 1.5. We aim to show that
πN (z1)− πN (z2) = Ψ(z, FN ).
We first note by Borcherds Theorem, Proposition 2.4 and Lemma 3.4(ii) that Ψ(z, FN ) can be
viewed as either a meromorphic function on the Shimura variety XKN or a meromorphic function
on Y0(N)×Y0(N), and hN (z1, z2) := πN (z1)−πN (z2) is a meromorphic function on Y0(N)×Y0(N).
Let
g(z1, z2) =
Ψ(z, FN )
hN (z1, z2)
.
Then g(z1, z2) is a meromorphic function on Y0(N)× Y0(N) with no zeros or poles by Lemma 3.1.
Let us fix z2 ∈ H. Then g1(z1) := g(z1, z2) is a meromorphic function in z1 on Y0(N). Let us
investigate the behavior of g1(z1) at the cusps of Y0(N). By Proposition 2.4, we can know that
the Fourier expansion of Ψ(z, FN ) at the cusp (s = as/cs, i∞) is equal to the Borcherds product
expansion of Ψ(z, FN ) at the cusp Qℓs where ℓs =
(
0 as
0 cs
)
. Then by Theorem 2.3(3) together
with (4.1) and (4.2), we have
Ψ(z, FN ) =


Csq
−hsρℓMs
2
∏
m,n≥0
m2+n2>0
∏
µ∈L′N,ℓs/LN
p(µ)=

−asn
bs
hs
m
−csn dshsm


(
1− qm/hs1 qn2 e((µ, ℓ′s))
)c(mn,φµ)
if ms 6= N ,
Cs(q
−1
1 − q−12 )
∏
m≥0
m+n≥0
m2+n2>0
∏
µ∈L′N,ℓs/LN
p(µ)=

−asn
bs
hs
m
−csn dshsm


(
1− qm/hs1 qn2 e((µ, ℓ′s))
)c(mn,φµ)
if ms = N ,
near the cusp Qℓs for some nonzero constant Cs depending on the choice of cusp s, which can
be identified by the condition given in Borhcerds’ Theorem. Then when z2 ∈ H is fixed, as a
meromorphic function on Y0(N), the order of vanishing of Ψ(z, FN ) at the cusp s = as/cs can be
computed
ords(Ψ(z, FN )) =
{
0 if ms 6= N ,
−1 if ms = N .
Also, we can easily compute the Fourier expansion of hN (z1, z2) at the same cusp, and obtain the
order of vanishing of hN (z1, z2) at the cusp s = as/cs when z2 ∈ H is fixed, which is
ords(hN ) =
{
0 if ms 6= N ,
−1 if ms = N .
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Therefore, as a meromorphic function on Y0(N), the modular function g1(z1) is holomorphic at
all of the cusps, and thus g(z1, z2) is constant on Y0(N) × {z2}. Similarly, if we fix z1 ∈ H, by
Theorem 2.3(3), (4.3) and (4.4), we can show that g(z1, z2) is constant on {z1} × Y0(N). Hence,
g(z1, z2) is constant on Y0(N)×Y0(N), which is 1 by comparing the Fourier expansions of Ψ(z, FN )
and hN (z1, z2) at (i∞, i∞) = (1/N, 1/N), and this completes the proof. 
4.2. Proofs of Corollaries 1.6 and 1.9. We end this section with the proofs to Corollaries 1.6
and 1.9.
Proof of Corollary 1.6. We first note (3.2)–(3.4) that the φj,0-component for 0 ≤ j ≤ N − 1 of FN
is
∞∑
ℓ=−1
c(ℓ, µj,0)q
ℓ
(4.5)
=
2
λ2,N |Γ0(N) : Γ1(N)|


∑
s∈C(Γ1(N))
s regular
ms|j
[(πN |Ms)0 −As(0)] +
∑
s∈C(Γ1(N))
s irregular
ms|j
1
hs
[(πN |Ms)−As(0)]


=
∑
d|N
d|j
2
λ2,N |Γ0(N) : Γ1(N)|


∑
s∈C(Γ1(N))
s regular
ms=d
[(πN |Ms)0 −As(0)] +
∑
s∈C(Γ1(N))
s irregular
ms=d
1
hs
[(πN |Ms)−As(0)]


=
∑
d|N
d|j
∞∑
ℓ=−1
A(ℓ, d)qℓ
=
∞∑
ℓ=−1

∑
d|N
d|j
A(ℓ, d)

 qℓ.
(4.6)
Now from the proof of Theorem 1.5 and (4.5) together with Borcherds Theorem, we deduce that
(πN (z1)− πN (z2))
∏
γ∈Γ1(N)\Γ¯0(N)
γ 6=I
(
1− πN (z1)−1πN (γz2)
)
= (q−11 − q−12 )
∏
m,n>0
N−1∏
j=0
(1− qm1 qn2 e (−j/N))c(mn,φj,0)
= (q−11 − q−12 )
∏
m,n>0
N−1∏
j=0
∏
d|N
d|j
(1− qm1 qn2 e (−j/N))A(mn,d)
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= (q−11 − q−12 )
∏
m,n>0
∏
d|N
N
d
−1∏
j′=0
(
1− qm1 qn2 e
(−j′d/N))A(mn,d)
= (q−11 − q−12 )
∏
m,n>0
∏
d|N
(
1− (qm1 qn2 )
N
d
)A(mn,d)
.

Proof of Corollary 1.9. Taking the logarithmic derivative of both sides of (1.3), we have that
− 1
2πi
π′N (z1)
πN (z1)− πN (z2)
=
1
1− q−12 q1
+
∑
m,n>0
∑
d|N
A(mn, d) (qm1 q
n
2 )
N
d
1− (qm1 qn2 )
N
d
=
∞∑
n=0
(q−12 q1)
n +
∑
m,n>0
∑
d|N
∞∑
ℓ=1
A(mn, d) (qm1 q
n
2 )
N
d
ℓ ,
and this proves the corollary. 
Part 2. Gross-Zagier Type CM Value Formulas
5. Big CM Cycles and Big CM Value Formula
In this section, we briefly review the concepts of big CM cycles and big CM value formula (see[9,
Sec. 2–4] for details), based on which we realize a big CM cycle in the Hilbert modular surface
Y0(N)× Y0(N) and prove Theorem 1.10 at the end of Subsection 5.3.
5.1. Big CM Cycles in XK . Let F be a totally real number field of degree d + 1 and W be
an F -quadratic space with an F -quadratic form QF (·) of signature ((2, 0), . . . , (2, 0), (0, 2)) with
respect to the d+ 1 embeddings {σi}d+1i=1 of F such that ResF/QW is a rational quadratic space of
signature (2d, 2) with the quadratic form Q(·) = trF/Q ◦QF (·) induced from QF (·). Then we have
an orthogonal direct sum decomposition
ResF/QW =
d+1⊕
i=1
Wσi
where Wσi = W ⊗F,σi R. The negative 2-plane Wσd+1 gives rise to a two-point (big CM points)
subset {z±σd+1} of D. Let T be the preimage of ResF/QSO(W ) ⊂ SO(ResF/QW ) in H, the general
spin group of ResF/QW . Then we have the following commutative diagram.
1 −−−−→ Gm −−−−→ T −−−−→ ResF/QSO(W ) −−−−→ 1y y y
1 −−−−→ Gm −−−−→ H −−−−→ SO(V ) −−−−→ 1
and this implies that T is a maximal torus associated to the CM number field E = F (
√− detW ).
And we obtain a so called big CM cycle in XK , the Shimura variety associated to the compact
open subgroup K,
Z(W, z±σd+1) = T (Q)\
(
{z±σd+1} × T (AQ,f)/KT
)
,
where KT = K ∩T (AQ,f). The CM cycle Z(W, z±σd+1) is defined over F , and the formal sum Z(W )
of all of its Galois conjugates is a 0-cycle in XK defined over Q.
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5.2. Big CM Value Formula. Associated to the F -quadratic space W and the additive adelic
character ψF = ψ ◦ trF/Q is a Weil representation ω = ωψF of SL2(AQ,f ) (and thus T (AQ)) on
S(WAF ) = S(VAQ). Let χ = χE/F be the quadratic Hecke character of F associated to E/F . Then
χ = χW is also the quadratic Hecke character of F associated to W , and there is an SL2(AF )-
equivalent map
λ =
∏
ν
λν : S(WAF )→ I(0, χ)
via λ(φ)(g) = ω(g)φ(0). where I(s, χ) = Ind
SL2(AF )
BAF
χ| · |s is the principal series whose elements are
smooth functions Φ on SL2(AF ) satisfying
Φ(n(b)m(a)g, s) = χ(a)|a|s+1Φ(g, s)
for b ∈ AF and a ∈ A×F with n(b)m(a) ∈ BF , where
n(b) :=
(
1 b
0 1
)
and m(a) :=
(
a 0
0 a−1
)
and BAF the standard Borel subgroup of SL2(AF ). Such an element is called factorizable if Φ = ⊗Φν
with Φν ∈ I(s, χ). It is called standard if ΦSL2(OˆF )SO2(R)2 is independent of s. For a standard
element Φ, its associated Eisenstein series is defined for Re(s)≫ 0 by
E(g, s,Φ) =
∑
γ∈BAF \SL2(AF )
Φ(γg, s).
For φ ∈ S(VAQ,f ) = S(WAF,f ), let Φf be the standard element associated to λf (φ) ∈ I(0, χ).
For each real embedding σi of F , let Φσi ∈ I(s, χC/R) = I(s, χEσi/Fσi ) be the unique ‘weight one’
eigenvector of SL2(R) given by
Φσi(n(b)m(a)kθ) = χC/R(a)|a|s+1eiθ
for b ∈ R, a ∈ R× and kθ =
(
cos θ − sin θ
sin θ cos θ
)
∈ SO2(R). We define for ~τ = (τ1, . . . , τd+1) ∈ Hd+1,
E(~τ , s, φ) =
(
d+1∏
i=1
vi
)− 1
2
E(g~τ , s,Φf ⊗Φσ1 ⊗ Φσ2),
where τi = ui+ ivi and g~τ = (n(ui)m(
√
vi))1≤i≤d+1. It is a non-holomorphic Hilbert modular form
of scalar weight 1 for some congruence subgroup of SL2(OF ). We normalize E(~τ , s, φ) by
E∗(~τ , s, φ) = Λ(s+ 1, χ)E(~τ , s, φ)
where
Λ(s, χ) =
(
NF/Q(∂F dE/F )
) s
2
(
π−
s+1
2 Γ
(
s+ 1
2
))d+1
L(s, χ).
We write the Fourier expansion of E∗(~τ , s, φ) as
(5.1) E∗(~τ , s, φ) = E∗0(~τ , s, φ) +
∑
t∈F×
E∗t (~τ , s, φ).
If one assumes that φ is factorizable, then
E∗t (~τ , s, φ) =
∏
p∤∞
W ∗,ψFt,p (s, φ)
d+1∏
i=1
W ∗t,σi(τi, s,Φσi)(5.2)
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and
E∗0(~τ , s, φ) = φ(0)Λ(s + 1, χ)
(
d+1∏
i=1
vi
) s
2
(5.3)
+
(
d+1∏
i=1
vi
)− s
2
Λ(s, χ)
∏
p<∞
W ∗,ψF0,p (s, φ)
d+1∏
i=1
γ(Wσi),(5.4)
where
W ∗,ψFt,p (s, φ) = |NF/Q(∂F dE/F )|
− s+1
2
p Lp(1 + s, χ)W
ψF
t,p (s, φ)(5.5)
and
W ∗t,σi(τi, s,Φσi) = v
−1/2
i π
− s+2
2 Γ
(
s+ 2
2
)
WψFt,σi(τi, s,Φσi).(5.6)
are the normalized local Whittaker functions, and γ(Wσi) are Weil indices (see, e.g., [18, 28]).
Moreover, for m > 0, we write
am(φ) =
∑
t∈F×+
trF/Qt=m
a(t, φ),
where F×+ consists of all totally positive elements in F , the term a(t, φ) is the t-th Fourier coef-
ficient of E∗,′(τ∆, 0, φ) and τ∆ = (τ, . . . , τ) the diagonal element, and write the constant term of
E∗,′(~τ , s, φ) as
φ(0)Λ(0, χ) log
(
d+1∏
i=1
vi
)
+ a0(φ)
for a constant a0(φ) depending on φ. One can check that a(t, φ) = 0 unless t−QF (µ) ∈ ∂−1F where
µ is the element in F associated with φ (see., e.g., [18, 28]).
Now we are ready to state the big CM value formula due to Bruinier, Kudla and Yang [9,
Thm. 5.2], which expresses the sum of the values of a theta-lift on a Shimura variety XK over a
big CM cycle in terms of the coefficients of an incoherent Eisenstein series of weight 1.
Theorem 5.1 (Bruinier, Kudla, and Yang). For a given f ∈M !1−d,ρL with
f(τ) =
∑
µ∈L′/L
∑
n∈−Q(µ)+Z
n≫−∞
c(n, µ)qnφµ,
let Φ(Z, f) be the theta-lift defined as in Subsection 2.3. Then we have∑
Z∈Z(W )
Φ(Z, f) =
deg(Z(W, z±σd+1))
Λ(0, χ)
∑
µ∈L′/L
m∈Q(µ)+Z
m≥0
c(−m,µ)am(φµ).
5.3. Proof of Theorem 1.10. This subsection is devoted to the proof of our second main result,
Theorem 1.10. We first realize and interpret big CM cycles in the Hilbert modular surfaces for
Γ0(N) under the identification Y0(N)× Y0(N) ∼= XKN as we have seen in Subsection 2.4. Then we
conclude this section with the proof.
Let Ei = Q(
√
di) for i = 1, 2 with (d1, d2) = 1 be two imaginary quadratic fields of fundamental
discriminants di, and let E = E1 ⊗ E2 = Q(
√
d1,
√
d2). Let F = Q(
√
D) with D = d1d2 be the
maximal totally real subfield of E. We can view E as a F -quadratic space W with F -quadratic
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form QF (z) =
zz¯√
D
. Then we can also view it as a rational quadratic space ResF/QW with quadratic
form Q(z) = trF/Q ◦ QF (z). Let σi for i = 1, 2 be the two real embeddings of F with σi(
√
D) =
(−1)i−1√D. Then we can see that Wσ1 has signature (2, 0) at σ1 and Wσ2 has signature (0, 2) at
σ2. We choose a Z-basis for OE as follows
e1 = 1⊗ 1, e2 = −d1 +
√
d1
2
⊗ 1, e3 = 1⊗ d2 +
√
d2
2
, e4 = e2e3,
and throughout the remainder of this section, we will drop ⊗ when there is no ambiguity. Then we
can identify (ResF/QW,Q(·)) with (V =M2(Q),det) considered in Subsection 2.4 by
4∑
i=1
xiei →
(
x3 x1
x4 x2
)
.
In particular, under this identification, we have
(5.7) LN ∼= Z+ Z−d1 +
√
d1
2
+ Z
d2 +
√
d2
2
+ Z
N(−d1 +
√
d1)(d2 +
√
d2)
4
which is of index N in OE .
In such a case, the maximal torus T over Q is given by (see [16] or [9, Section 6])
T (R) = {(t1, t2) ∈ (E1 ⊗Q R)× × (E2 ⊗Q R)×| t1t¯1 = t2t¯2}
for any Q-algebra R. Then the map from T to E is given by (t1, t2) → t1/t¯2. By the theory of
complex multiplication [26], there is an embedding
ıi : Ei →M2(Q)
such that
ıi(t)
(
ei+1
e1
)
=
(
tei+1
te1
)
.
Then ı = (ı1, ı2) gives the embedding from T to H, and one has
KN,T := KN ∩ T (Q) = {(t1, t2) ∈ T (Af )| ti ∈ ı−1i (K0(N))}.
In the following, we will interpret the big CM cycle
Z(W, z±σ2) = T (Q)\
({z±σ2} × T (AQ,f)/KN,T )
in XKN as a 0-cycle in Y0(N)× Y0(N).
Lemma 5.2. Under the identification between D and H2∪ (H−)2 (see Proposition 2.4), the big CM
points zσ2 and z
−
σ2 are identified with (τ1, τ2) ∈ H2 and (−τ¯1,−τ¯2) ∈ (H−)2, respectively, where
τi =
di +
√
di
2
.
Proof. See [29, Lemma 3.4]. 
Lemma 5.3. Let Cl(Ei,N ) be the ring class group of conductor N of Ei for i = 1, 2. Then there is
an injection
 : T (Q)\T (Af )/KN,T →֒ Cl(E1,N )× Cl(E2,N )
with image
S(N, d1, d2) := {([a1], [a2]) ∈ Cl(E1,N )× Cl(E2,N ) : ∃ fractional ideals ai such that N(a1) = N(a2)}
∼= {(Q1, Q2) ∈ Qd1(N)/Γ0(N)×Qd2(N)/Γ0(N)| a1 = a2, i.e., Q1(1, 0) = Q2(1, 0)}
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where Qd(N) denotes the set of primitive and positive definite binary quadratic forms aX2+bXY +
cY 2 of discriminant d with (a,N) = 1. The isomorphism is given by
[aX2 + bXY + cY 2]→
[
a,N
−b+
√
d
2
]
.
Proof. It is not hard to check that
ıi
(
x+ y
di +
√
di
2
)
=
(
x+ ydi y
di−d2i
4
y x
)
for x, y ∈ Q. Thus, one has ı−1i (K0(N)) = Oˆ×i,N where Oi,N is the order of conductor N of Ei
and E×i \A×Ei,f/ı−1i (K0(N)) ∼= Cl(Ei,N ) by [7, Section 4.4]. This fact together with [29, Lemma 3.5]
implies the first assertion of the lemma. The isomorphism is due to Chen and Yui [12, Thm. 4.4]. 
Proposition 5.4. Let Gi be the associated Galois group of the ring class field of conductor N of
Ei. Then the points
[z±σ2 , (t
−1
1 , t
−1
2 )] ∈ T (Q)\
({z±σ2} × T (AQ,f )/KN,T )
are identified with
[τ
σa1
1 , τ
σa2
2 ], [(−τ¯1)σa1 , (−τ¯2)σa2 ] ∈ Y0(N)× Y0(N),
respectively, where σai ∈ Gi is the Galois element associated to [ai] ∈ Cl(Ei,N ) via Artin map, and
[ai] ∈ Cl(Ei,N ) is the ideal class associated to the idele class [ti] ∈ T (Q)\T (AQ,f )/KN,T .
In particular, by the Shimura reciprocity law, one has τ
σai
i = τϕ(ai) where τa is the CM point
associated to the ideal a, and ϕ([a,N b+
√
d
2 ]) = [a,
b+
√
d
2 ].
Proof. The former results follow from Lemma 5.3 and [29, Proposition 3.6]. The latter result follows
from [26, Chapter 6] (or see [27] for a nice summary of Shimura reciprocity law) and [12, Theorem
III]. 
Now we are ready for
Proof of Theorem 1.10. By Theorem 2.3(2) and Theorem 1.5, we deduce that
(5.8) Φ(z, FN ) = −4 log |Ψ(z, FN )| = −4 log |πN (z1)− πN (z2)|
since c(0, 0) = 0 by Lemma 3.4. Then together with Proposition 5.4 and Theorem 5.1, equation (5.8)
implies that
4
∑
([a1],[a2])∈S(p,d1,d2)
(
log |πN (τσa11 )− πN (τ
σa2
2 )|+ log |πN ((−τ¯1)σa1 )− πN (τ
σa2
2 )|
+ log |πN (τσa11 )− πN ((−τ¯2)σa2 )|+ log |πN ((−τ¯1)σa1 )− πN ((−τ¯2)σa2 )|
)
= −2|S(N, d1, d2)|
Λ(0, χ)

a1(φ0,0) + ∑
µ∈L′/L
c(0, µ)a0(φµ)


= −|S(N, d1, d2)|w1w2
2h(d1)h(d2)

a1(φ0,0) + ∑
µ∈L′/L
c(0, µ)a0(φµ)

 ,(5.9)
where the simplification in the second equality follows from Lemma 3.4 which tells that c(−m,µ) = 0
except c(−1, µ0,0) = 1 for m > 0, and the last equality follows from the fact that Λ(0, χ) =
23
Λ(0, χE1/Q)Λ(0, χE2/Q). Since πN (τ + 1) = πN (τ) and −τ¯i = −di + τi, then the left hand side
of (5.9) is simply
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∑
([a1],[a2])∈S(p,d1,d2)
log |πN (τσa11 )− πN (τ
σa2
2 )|,
and thus we have ∑
([a1],[a2])∈S(p,d1,d2)
log |πN (τσa11 )− πN (τ
σa2
2 )|
= −|S(N, d1, d2)|w1w2
32h(d1)h(d2)

a1(φ0,0) + ∑
µ∈L′/L
c(0, µ)a0(φµ)


= −|S(N, d1, d2)|w1w2
32h(d1)h(d2)


∑
t∈F×+
trF/Qt=m
a(t, φ0,0) +
∑
µ∈L′/L
c(0, µ)a0(φµ)


= −|S(N, d1, d2)|w1w2
32h(d1)h(d2)


∑
t= 2m+D+
√
D
2
|2m+D|<√D
m∈Z
a
(
t√
D
,φ0,0
)
+
∑
µ∈L′/L
c(0, µ)a0(φµ)


,(5.10)
where (5.10) follows from the rescaling t → t√
D
and the fact that a
(
t√
D
, φ0,0
)
= 0 unless
t√
D
∈ ∂−1F = 1√DOF . Moreover, by Lemma 3.4, we can easily show that for p ∈ {3, 5, 7, 13},
the constant terms c(0, µ0,k) =
24
p−1 for 1 ≤ k ≤ p − 1 and c(0, µ) = 0 for µ 6= µ0,k, and these
simplify the right hand side of (5.10) and yield (1.4) in Theorem 1.10. Finally, the quadratic form
interpretation of the left hand side of (1.4) follows from the isomorphism given in Lemma 5.3. 
6. Computations of a1
(
t√
D
, φ0,0
)
and a0(φ0,k)
In this section, we compute a1
(
t√
D
, φ0,0
)
and a0(φ0,k) explicitly. To compute a1
(
t√
D
, φ0,0
)
,
one needs to calculate the local Whittaker functions WψFt√
D
,p
(s, φ). We note that if one lets ψ′F (t) =
ψF (
t√
D
) andW ′ =W with F -quadratic form Q′F (z) = zz¯, then the Weil representations associated
to (W,QF , ψF ) and (W
′, Q′F , ψ
′
F ) are the same, and one has by [16, Lemma 4.2.2],
(6.1) WψFt√
D
,p
(s, φ) = |D|
1
2
p W
ψ′F
t,p (s, φ).
Thus
(6.2)
W ∗t√
D
,p
(s, φ)
γ(Wp)
= |D|−
s
2
p Lp(s+ 1, χ)
W
ψ′F
t,p (s, φ)
γ(W ′p)
,
and we will compute a1
(
t√
D
, φ0,0
)
via W
ψ′F
t,p (s, φ) whose calculations are tidier due to the normal-
ization (see [30, Sec. 6]). In addition, for a0(φ0,k), by the definition (5.3), one has
a0(φ0,k) = −W˜ ′0,f (0, φ0,k)
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with
W˜0,f (s, φµ) =
∏
p∤∞
|D|−
1
2
p Lp(s+ 1, χ)
Lp(s, χ)
WψF0,p (s, φµ)
γ(Wp)
provided φµ is factorizable.
We will compute a1
(
t√
D
, φ0,0
)
and a0(φ0,k) case by case according to the ramification of p
in F and E. Throughout the remainder of this section, for 0 ≤ k ≤ p − 1, we write φ0,k for
Char(µ0,k + Lp ⊗ Zˆ). Clearly, by (5.7), one has
φ0,k = φ0,k,p
∏
p∤p
φ0,0,p
where φ0,k,p = Char(µ0,k + Lp), Lp = Lp ⊗ Zp and φ0,0,p = Char(OEp) for p ∤ p. One key step to
computing these coefficients via local Whittaker functions is the factorizability of φµ, so our main
strategy is to write φ0,k,p as a sum of products factorizable over p|p.
Case 1. When
(
d1
p
)
=
(
d2
p
)
= 1, then p is completely split in F and in E, that is, pOF = p1p2 and
pOE = B1B¯1B2B¯2. Similar to [29, Section 5], it is not hard to check that
Lp =
p−1∐
i=0
(Mi ×Mi)
where Mi =
{
(x1, x2) ∈ Z2p
∣∣ x1 + x2 ≡ i (mod p)}, and thus for 0 ≤ k ≤ p− 1,
φ0,k =
p−1∑
i=0
φ
(i)
0,k
where
φ
(i)
0,k = φ
(i)
p1 φ
(i+k)
p2
∏
p∤p
φ0,0,p
and φ(i) = Char(Mi). In this case, we aim to compute
a1(φ0,0) =
p−1∑
i=0
a1(φ
(i)
0,0)
where
a1(φ
(i)
0,0) =
∑
t= 2m+D+
√
D
2
|2m+D|<√D
m∈Z
a
(
t√
D
,φ
(i)
0,0
)
,
and for 1 ≤ k ≤ p− 1,
a0(φ0,k) =
p−1∑
i=0
a0(φ
(i)
0,k)
where
a0(φ
(i)
0,k) = −W˜ ′0,f (0, φ
(i)
0,k).
Now we briefly explain how to compute a
(
t√
D
, φ
(i)
0,0
)
. First denote by Diff(W, t/
√
D) the
set of prime ideals p of F such that Wp does not represent t/
√
D, i.e., p ∈ Diff(W, t/√D)
if and only if t 6= zz¯ for any z ∈ E×p if and only if p is inert in E/F and ordp(t) is odd. By
[29, Prop. 2.7(1)] and (5.2), we can see that a
(
t√
D
, φ
(i)
0,0
)
= 0 when |Diff(W, t/√D)| > 1
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since W ∗t√
D
,p
(0, φ
(i)
0,0) = 0 for p ∈ Diff(W, t/
√
D). Then when Diff(W, t/
√
D) = {p}, by [29,
Prop. 2.7(2)] or direct calculations from (5.2), one has
(6.3) a
(
t√
D
,φ
(i)
0,0
)
= −4W ∗,′t√
D
,p
(0, φ
(i)
0,0)
∏
q∤p∞
W ∗t√
D
,q
(0, φ
(i)
0,0).
Clearly, such a prime ideal p must be neither p1 nor p2. In addition, by [29, Prop. 2.7(3),
(4)], we have
W ∗,
′
t√
D
,p
(0, φ
(i)
0,0)
γ(Wp)
=
1 + ordp(t)
2
logN(p)
and
W ∗t√
D
,q
(0, φ
(i)
0,0)
γ(Wq)
= ρq(tp
−1)
for q 6= p, where
(6.4) ρq(a) =


1 if q is ramified in E,
1+(−1)ordqa
2 if q is inert in E,
1 + ordqa if q is split in E.
Then together with the facts that
∏
q6=p ρp(tp
−1) = 1, we can rewrite (6.3) as
a
(
t√
D
,φ
(i)
0,0
)
= −41 + ordp(t)
2
logN(p)
∏
q∤pp
W ∗t√
D
,q
(0, φ
(i)
0,0)
γ(Wq)
×
∏
v
γ(Wv)×
2∏
j=1
W ∗t√
D
,pj
(0, φ
(i)
pj )
γ(Wpj )
= −41 + ordp(t)
2
logN(p)
∏
q∤p
ρq(tp
−1)
2∏
j=1
W ∗t√
D
,pj
(0, φ
(i)
pj )
γ(Wpj )
= −41 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
2∏
j=1
L(1, χpj )
W
ψ′F
t,pj
(0, φ
(i)
pj )
γ(W ′pj )
= −4 p
2
(p− 1)2
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
2∏
j=1
W
ψ′F
t,pj
(0, φ
(i)
pj )
γ(W ′pj )
where the third equality follows from (6.2). Finally, since this happens for exactly one prime
ideal p such that Diff(W, t/
√
D) = {p}, we can write it in a unified form as
a
(
t√
D
,φ
(i)
0,0
)
= −4 p
2
(p− 1)2
∑
p inert in E/F
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
2∏
j=1
W
ψ′F
t,pj
(0, φ
(i)
pj )
γ(W ′pj )
.
The local Whittaker functionsW
ψ′F
t,pj
(0, φ
(i)
pj )/γ(W
′
pj
) are computed explicitly in Corollary 6.2.
For a0(φ
(i)
0,k), by definition, we first know that
a0(φ
(i)
0,k)
= −

L(1 + s, χp1)WψF0,p1(s, φ(i)p1 )
L(s, χp1)γ(Wp1)
L(1 + s, χp2)W
ψF
0,p2
(s, φ
(i+k)
p2 )
L(s, χp2)γ(Wp2)
∏
p∤p
L(1 + s, χp)W
ψF
0,p (s, φ0,0,p)
L(s, χp)γ(Wp)


′∣∣∣∣∣∣
s=0
.
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By [30, Prop. 5.7], one can check that(
L(1 + s, χp)W
ψF
0,p (s, φ0,0,p)
L(s, χp)γ(Wp)
)′∣∣∣∣∣∣
s=0
= 0
and
L(1 + s, χp)W
ψF
0,p (s, φ0,0,p)
L(s, χp)γ(Wp)
∣∣∣∣∣
s=0
= 1.
Thus, we can deduce that
a0(φ
(i)
0,k) = −
(
L(1 + s, χp1)W
ψF
0,p1
(s, φ
(i)
p1 )
L(s, χp1)γ(Wp1)
L(1 + s, χp2)W
ψF
0,p (s, φ
(i+k)
p2 )
L(s, χp)γ(Wp)
)′∣∣∣∣∣∣
s=0
,
and by Lemma 6.1, we know that for i 6= 0
L(1 + s, χpj)WψF0,pj (s, φ(i)pj )
L(s, χpj )γ(Wpj )


∣∣∣∣∣∣
s=0
= 0
and 
L(1 + s, χpj)WψF0,pj (s, φ(i)pj )
L(s, χpj )γ(Wpj )


′∣∣∣∣∣∣
s=0
=
2 log p
p− 1 .
Also, by Lemma 6.1, one can check that
L(1 + s, χpj )WψF0,pj (s, φ(0)pj )
L(s, χpj )γ(Wpj )


∣∣∣∣∣∣
s=0
= 1.
Therefore, we have
a0(φ0,k) = −4 log p
p− 1 .
Case 2. When
(
d1
p
)
=
(
d2
p
)
= −1, then pOF = p1p2 and pi are inert in E/F . We have
Ep ∼= Ep1 × Ep2
and the following identification (see, e.g., [21, Prop. 4.31])
(λp1 , λp2) : Ep → Ep1 × Ep2√
d1 → (
√
d1,
√
d1),√
d2 → (
√
d2,−
√
d2).
Since pOE ⊂ Lp, then it is easy to see that
Lp =
∐
h,i,j∈Z/pZ
{
(λp1(γhij), λp2(γhij)) + pOEp1 × pOEp2
}
where
γhij = h+ i
−d1 +
√
d1
2
+ j
d2 +
√
d2
2
.
Thus, one has
φ0,k,p =
∑
h,i,j∈Z/pZ
φ
(k)
hij,p1
φ
(k)
hij,p2
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where for l = 1, 2,
φ
(k)
hij,pl
= Char(λpl(γ
(k)
hij) + pOEpl )
and
γ
(k)
hij = h+ i
−d1 +
√
d1
2
+ j
d2 +
√
d2
2
+ k
(−d1 +
√
d1)(d2 +
√
d2)
4
.
Then we can write
φ0,k =
∑
h,i,j∈Z/pZ
Φ
(k)
hij
where
Φ
(k)
hij = φ
(k)
hij,p1
φ
(k)
hij,p2
∏
p∤p
φ0,0,p.
and we need to compute
a1(φ0,0) =
∑
h,i,j∈Z/pZ
a1(Φ
(0)
hij)
where
a1(Φ
(0)
hij) =
∑
t= 2m+D+
√
D
2
|2m+D|<√D
m∈Z
a
(
t√
D
,Φ
(0)
hij
)
,
and for 1 ≤ k ≤ p− 1,
a0(φ0,k) =
∑
h,i,j∈Z/pZ
a0(Φ
(k)
hij)
where
a0(Φ
(k)
hij) = −W˜ ′0,f (0,Φ(k)hij).
Similar to Case 1, it is not hard to deduce that
a
(
t√
D
,Φ
(0)
hij
)
= −4


p2
(p− 1)2
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
2∏
l=1
W
ψ′F
t,pl
(0, φ
(0)
hij,pl
)
γ(W ′pl)
if p ∤ p,
p
p− 1

 ps+1
ps+1 − 1
W
ψ′F
t,pt
(
s, φ
(0)
hij,pt
)
γ(W ′pt)


′∣∣∣∣∣∣∣
s=0
∏
q∤p
ρq(t)
W
ψ′F
t,p˜t
(0, φ
(0)
hij,p˜t
)
γ(W ′
p˜t
)
if pt|p and above t,
and for 1 ≤ k ≤ p− 1,
a0(Φ
(k)
hij) = − p2

 2∏
l=1
(ps − 1)
ps+1 − 1
WψF0,pl(s, φ
(k)
hij,pl
)
γ(Wpl)


′∣∣∣∣∣∣
s=0
= − p2

 2∏
l=1
(ps − 1)
ps+1 − 1
W
ψ′F
0,pl
(s, φ
(k)
hij,pl
)
γ(W ′pl)


′∣∣∣∣∣∣
s=0
,
where, by [30, Cor. 5.3],
W
ψ′F
t,pl
(
s, φ
(k)
hij,pl
)
γ(W ′pl)
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=

0 if opl(p
2η
(k)
hij,pl
η¯
(k)
hij,pl
− t) < 0,
(1− 1
ps
)
opl (p
2η
(k)
hij,pl
η¯
(k)
hij,pl
−t)∑
n=0
pn(1−s) if 0 ≤ opl(p2η(k)hij,pl η¯
(k)
hij,pl
− t) < oEpl (η
(k)
hij,pl
)+2,
(1− 1
ps
)
opl (p
2η
(k)
hij,pl
η¯
(k)
hij,pl
−t)∑
n=0
pn(1−s)−2 + p(oEpl (η
(k)
hij,pl
)+2)(1−s)−2
if opl(p
2η
(k)
hij,pl
η¯
(k)
hij,pl
− t) ≥ oEpl (η
(k)
hij,pl
) + 2,
and η
(k)
hij,pl
= 1pλpl(γ
(k)
hij), opl(x) = ordπFpl
(x), πFpl is the uniformizer of Fpl , oEpl (x) =
ordπEpl
(x), πEpl is the uniformizer of Epl . One can easily see that in this case, a0(φ0,k) = 0.
Case 3. When
(
d1
p
)
= 1 and
(
d2
p
)
= −1, then p is inert in F and is split in E, that is, pOF = p
and pOE = BB¯. Then
Ep ∼= Fp × Fp
and we have the following identification
λ : Ep → Fp × Fp√
d1 → (
√
d1,−
√
d1),√
d2 → (
√
d2,−
√
d2).
Clearly, the characteristic function φk = Char(µ0,k+Lp⊗Zˆ) is factorizable over the spectrum
of F , namely,
φk = φ0,k,p
∏
p∤p
φ0,0,p
where φ0,k,p = Char(µ0,k + Lp) and φ0,0,p = Char(OE,p). Similar to Case 2, we have
φ0,k,p =
∑
h,i,j∈Z/pZ
φ
(k)
hij
where
φ
(k)
hij = Char(λ(γ
(k)
hij) + pOEp)
and
γ
(k)
hij = h+ i
−d1 +
√
d1
2
+ j
d2 +
√
d2
2
+ k
(−d1 +
√
d1)(d2 +
√
d2)
4
.
And similarly, we write
φ0,k =
∑
h,i,j∈Z/pZ
Φ
(k)
hij
where
Φ
(k)
hij = φ
(k)
hij
∏
p∤p
φ0,0,p.
and we aim to compute
a1(φ0,0) =
∑
h,i,j∈Z/pZ
a1(Φ
(0)
hij)
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where
a1(Φ
(0)
hij) =
∑
t= 2m+D+
√
D
2
|2m+D|<√D
m∈Z
a
(
t√
D
,Φ
(0)
hij
)
,
and for 1 ≤ k ≤ p− 1,
a0(φ0,k) =
∑
h,i,j∈Z/pZ
a0(Φ
(k)
hij)
where
a0(Φ
(k)
hij) = −W˜ ′0,f (0,Φ(k)hij).
Similar to Case 1, we can easily deduce that
a
(
t√
D
,Φ
(0)
hij
)
= −4 p
2
p2 − 1
∑
p inert in E/F
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
W
ψ′F
t,p
(
0, φ
(0)
hij
)
γ(W ′p)
.
Also, for a0(Φ
(k)
hij), we aim to compute
a0(Φ
(k)
hij) = −

L(1 + s, χp)
L(s, χp)
WψF0,p
(
s, φ
(k)
hij
)
γ(Wp)
∏
p∤p
L(1 + s, χp)W
ψF
0,p (s, φ0,0,p)
L(s, χp)γ(Wp)


′∣∣∣∣∣∣∣
s=0
.
Again, similar to Case 1, we can easily deduce that
a0(Φ
(k)
hij) = −
2p2 log p
p2 − 1
WψF0,p
(
0, φ
(k)
hij
)
γ(Wp)
= −2p
2 log p
p2 − 1
W
ψ′F
0,p
(
0, φ
(k)
hij
)
γ(W ′p)
where the second equality follows from (6.1). Finally, by [30, Cor. 5.3], we have
W
ψ′F
t,p
(
0, φ
(k)
hij
)
γ(W ′p)
=


0 if o(p2η
(k)
hij η¯
(k)
hij − t) < oEp(η(k)hij) + 2,
p2oEp(η
(k)
hij )+2 if o(p2η
(k)
hij η¯
(k)
hij − t) ≥ oEp(η(k)hij) + 2,
where η
(k)
hij =
1
pγ
(k)
hij , o(x) = ordπFp (x), πFp is the uniformizer of Fp, oEp(x) = min{o(x1), o(x2)}
for x = (x1, x2) under the given identification Ep = Fp × Fp.
Case 4. When p ∤ d1 and
(
d2
p
)
= 1, then pOF = p˜2 and p˜ is split in E/F . Then we have Fp ∼= Fp˜
and
Ep ∼= Fp × Fp
with the following identification
λ : Ep → Fp × Fp√
d1 → (
√
d1,−
√
d1),√
d2 → (
√
d2,−
√
d2).
The treatment if essentially the same as Case 3, and in this case, we have
a
(
t√
D
,Φ
(0)
hij
)
= −4 p
p− 1
∑
p inert in E/F
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
W
ψ′F
t,p˜
(
0, φ
(0)
hij
)
γ(W ′
p˜
)
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and
a0(Φ
(k)
hij) = −
p log p
p− 1
W
ψ′F
0,p˜
(
0, φ
(k)
hij
)
γ(W ′
p˜
)
,
where
W
ψ′F
t,p˜
(
0, φ˜
(k)
hij
)
γ(W ′
p˜
)
=


0 if o(p2η
(k)
hij η¯
(k)
hij − t) < oEp(η(k)hij)+4,
poEp(η
(k)
hij)+2 if o(p2η
(k)
hij η¯
(k)
hij − t) ≥ oEp(η
(k)
hij) + 4,
η
(k)
hij =
1
p
(
h+ i
−d1 +
√
d1
2
+ j
d2 +
√
d2
2
+ k
(−d1 +
√
d1)(d2 +
√
d2)
4
)
,
and πFp is the uniformizer of Fp, oEp(x) = min{o(x1), o(x2)} for x = (x1, x2) under the
given identification Ep = Fp × Fp.
Case 5. When p ∤ d1 and
(
d2
p
)
= −1, then pOF = p˜2 and p˜ is inert in E/F . Similarly, the treatment
of this case is essentially the same as the previous two, but one needs to consider an extra
subcase, say Diff(W, t/
√
D) = {p˜}. Thus we have
a
(
t√
D
,Φ
(0)
hij
)
= −4


p
p− 1
1 + ordp(t)
2
log(N(p))
∏
q∤p
ρq(tp
−1)
W
ψ′F
t,p˜
(
0, φ
(0)
hij
)
γ(W ′
p˜
)
if Diff(W, t/
√
D) = {p} and p 6= p˜,

 p2s+1
ps+1 − 1
W
ψ′F
t,p˜
(
s, φ
(0)
hij
)
γ(W ′
p˜
)


′∣∣∣∣∣∣∣
s=0
∏
q∤p
ρq(t) if Diff(W, t/
√
D) = {p˜},
and
a0(Φ
(k)
hij) = −
p log p
p− 1
W
ψ′F
0,p˜
(
0, φ
(k)
hij
)
γ(W ′
p˜
)
,
where
W
ψ′F
t,p˜
(
s, φ
(k)
hij
)
γ(W ′
p˜
)
=


0 if o(p2η
(k)
hij η¯
(k)
hij − t) < 0,
(1− 1
ps
)
o(p2η
(k)
hij η¯
(k)
hij−t)∑
n=0
pn(1−s) if 0 ≤ o(p2η(k)hij η¯(k)hij − t) < oEp(η(k)hij)+4,
(1− 1
ps
)
o(p2η
(k)
hij η¯
(k)
hij−t)∑
n=0
pn(1−s)−4 + p(oEp(η
(k)
hij )+4)(1−s)−4 if o(p2η(k)hij η¯
(k)
hij − t) ≥ oEp(η(k)hij) + 4,
η
(k)
hij =
1
p
(
h+ i
−d1 +
√
d1
2
+ j
d2 +
√
d2
2
+ k
(−d1 +
√
d1)(d2 +
√
d2)
4
)
,
31
and πFp is the uniformizer of Fp, oEp(x) = ordπE
p˜
(x), πEp˜ is the uniformizer of Ep˜.
Finally, it remains to compute the local Whittaker functions W
ψ′F
t,pj
(0, φ
(i)
pj )/γ(W
′
pj
) mentioned in
Case 1. The following lemma essentially gives what we need.
Lemma 6.1. Let W = Q2p with the quadratic form Q(x) = x1x2 and φ
(i) be defined as above. Let
N(k,m) = |{i ∈ (Z/pZ)×| i(k − i) ≡ m (mod p)}|. Then the local Whittaker function Wt(s, φ(i))
for t ∈ Zp is given by
Wt(s, φ
(0))
γ(W )
=


1
p − 1p1+s if t ∈ k + pZp and
(
k
p
)
= 1,
1
p +
1
p1+s
if t ∈ k + pZp and
(
k
p
)
= −1,
1
p +
p−1
p
∑ordp(t)
n=2
1
pns − 1p1+(1+ordp(t))s if t ∈ pZp,
and for 1 ≤ i ≤ p− 1,
Wt(s, φ
(i))
γ(W )
=
{
1
p +
1
p1+s
if t ∈ pZp,
1
p +
1
p1+s
(N(i,m)− 1) if t ∈ m+ pZp ⊂ Z×p .
Especially, when s = 0, we have
Wt(0, φ
(0))
γ(W )
=


0 if t ∈ j + pZp and
(
−j
p
)
= −1,
2
p if t ∈ j + pZp and
(
−j
p
)
= 1,
p−1
p (ordp(t)− 1) if t ∈ pZp,
and for 1 ≤ i ≤ p− 1,
Wt(0, φ
(i))
γ(W )
=
{
N(i,m)
p if t ∈ m+ pZp ⊂ Z×p ,
2
p if t ∈ pZp.
Proof. By the definition of Wt(0, φ)/γ(W ) and unfolding, we have
Wt(0, φ
(i))
γ(W )
=
∫
Qp
Ji(b)ψ(−tb)|a(wn(b))|2db
=
∫
Zp
Ji(b)ψ(−tb)db +
∞∑
n=1
pn
∫
Z×p
Ji(p
−nb)ψ(−p−ntb)|a(wn(p−nb))|sdb
where
Ji(b) =
∫
Mi
ψ(bx1x2)dx1dx2.
We first compute the integral Ji(b). For i = 0, we can deduce that
J0(b) =
∫
x1+x2≡0 (mod p)
ψ(bx1x2)dx1dx2
=
1
p
∫
Zp
∫
Zp
ψ(b(py − x1)x1)dydx1
=
1
p
∫
Zp
ψ(−bx21)
(∫
Zp
ψ(bpyx1)dy
)
dx1
=
1
p
∫
Zp
ψ(−bx21)Char(Zp)(bpx1)dx1.
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Now we compute the last integral case by case.
(1) For b ∈ Zp,
J0(b) =
1
p
∫
Zp
ψ(−bx21)Char(Zp)(bpx1)dx1
=
1
p
∫
Zp
ψ(−bx21)dx1
=
1
p
,
(2) for b ∈ kp + Zp with 1 ≤ k ≤ p− 1,
J0(b) =
1
p
∫
Zp
ψ(−bx21)Char(Zp)(bpx1)dx1
=
1
p
∫
Zp
ψ(−bx21)dx1
=
1
p
(∫
pZp
1dx1 +
∫
Z×p
ψ(−bx21)dx1
)
=
1
p

1
p
+
p−1∑
j=1
∫
j+pZp
ψ(−bx21)dx1


=
1
p

1
p
+
1
p
p−1∑
j=1
e
− 2πij2k
p

 ,
(3) for b 6∈ 1pZp,
J0(b) =
1
p
∫
Zp
ψ(−bx21)Char(Zp)(bpx1)dx1
=
1
p
∫
1
bp
Zp
ψ(−bx21)dx1
=
1
p
∫
1
bp
Zp
1dx1
= |b|−1p .
In summary, one has
J0(b) =


1
p if b ∈ Zp,
1
p2
(
1 +
∑p−1
j=1 e
− 2πij2k
p
)
if b ∈ kp + pZp ⊂ 1pZ×p ,
|b|−1p if b 6∈ 1pZp.
Now we are ready to compute
Wt(s, φ
(0))
γ(W )
=
∫
Zp
J0(b)ψ(−tb)db +
∞∑
n=1
pn−ns
∫
Z×p
J0(p
−nb)ψ(−p−ntb)db
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=
1
p
+ p1−s
p−1∑
j=1
∫
j+pZp
J0(p
−1b)ψ(−p−1tb)db+
∞∑
n=2
pn−ns
p−1∑
j=1
∫
j+pZp
J0(p
−nb)ψ(−p−ntb)db,
where
(1) for t ∈ −k + pZp ⊂ Z×p ,
1
p
+ p1−s
p−1∑
j=1
∫
j+pZp
J0(p
−1b)ψ(−p−1tb)db+
∞∑
n=2
pn−ns
p−1∑
j=1
∫
j+pZp
J0(p
−nb)ψ(−p−ntb)db
=
1
p
+
1
p2+s
p−1∑
j=1
(
1 +
p−1∑
m=1
e
− 2πim2j
p
)
e
2πijk
p
=
1
p
+
1
p2+s

−1 + ∑
1≤m≤p−1
m2≡k (mod p)
(p− 1)−
∑
1≤m≤p−1
m2 6≡k (mod p)
1


=


1
p − 1p1+s if
(
k
p
)
= −1,
1
p +
1
p1+s
if
(
k
p
)
= 1,
(2) for t ∈ pZp,
1
p
+ p1−s
p−1∑
j=1
∫
j+pZp
J0(p
−1b)ψ(−p−1tb)db+
∞∑
n=2
pn−ns
p−1∑
j=1
∫
j+pZp
J0(p
−nb)ψ(−p−ntb)db
=
1
p
+
ordp(t)+1∑
n=2
1
pns
∫
Z×p
ψ(p−n+ordp(t)b)db
=
1
p
+
p− 1
p
ordp(t)∑
n=2
1
pns
− 1
p1+(1+ordp(t))s
.
Therefore, one has
Wt(s, φ
(0))
γ(W )
=


1
p − 1p1+s if t ∈ k + pZp and
(
k
p
)
= 1,
1
p +
1
p1+s
if t ∈ k + pZp and
(
k
p
)
= −1,
1
p +
p−1
p
∑ordp(t)
n=2
1
pns − 1p1+(1+ordp(t))s if t ∈ pZp.
Now for 1 ≤ i ≤ p− 1, similarly, we have
Ji(b) =
∫
x1+x2≡i (mod p)
ψ(bx1x2)dx1dx2
=
1
p
∫
Zp
∫
Zp
ψ(bx1(i+ py − x1)dydx1
=
1
p
∫
Zp
ψ(bx1(i− x1))Char(Zp)(bpx1)dx1.
Then
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(1) for b ∈ Zp,
Ji(b) =
1
p
∫
Zp
ψ(bx1(i− x1))Char(Zp)(bpx1)dx1
=
1
p
∫
Zp
1dx1
=
1
p
,
(2) for b ∈ kp + Zp ⊂ 1pZ×p ,
Ji(b) =
1
p
∫
Zp
ψ(bx1(i− x1))Char(Zp)(bpx1)dx1
=
1
p
∫
Zp
ψ(bx1(i− x1))dx1
=
1
p

∫
pZp
1dx1 +
p−1∑
j=1
∫
j+pZp
ψ(bx1(i− x1))dx1


=
1
p

1
p
+
1
p
p−1∑
j=1
e
2πi
p
(kj(i−j))

 ,
(3) for b ∈ 1pZp,
Ji(b) =
1
p
∫
Zp
ψ(bx1(i− x1))Char(Zp)(bpx1)dx1
=
1
p
∫
1
bp
Zp
ψ(bx1(i− x1))dx1
=
1
p
(∫
1
b
Zp
ψ(bx1(i− x1))dx1 +
∫
1
bp
Z×p
ψ(bx1(i− x1))dx1
)
=
1
p

|b|−1p +
p−1∑
j=1
|b|−1p e
2πi
p
(ji)


= 0.
These can be summarized as follows.
Ji(b) =


1
p if b ∈ Zp,
1
p2
(
1 +
∑p−1
j=1 e
2πi
p
(kj(i−j)))
if b ∈ kp + Zp ⊂ 1pZ×p ,
0 if b 6∈ 1pZp.
Then for 1 ≤ i ≤ p− 1, Wt(s, φ(i))/γ(W ) can be computed in a similar way as i = 0.
Wt(s, φ
(i))
γ(W )
=
∫
Zp
Ji(b)ψ(−tb)db +
∞∑
n=1
pn−ns
∫
Z×p
Ji(p
−nb)ψ(−p−ntb)db
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=
1
p
+
1
p1+s
p−1∑
k=1

1 + p−1∑
j=1
e
2πi
p
(kj(i−j))

∫
−j+pZp
ψ(p−1tb)db,
where
(1) for t ∈ pZp,
1
p
+
1
p1+s
p−1∑
k=1

1 + p−1∑
j=1
e
2πi
p
(kj(i−j))

∫
−j+pZp
ψ(p−1tb)db
=
1
p
+
1
p2+s
p−1∑
k=1

1 + p−1∑
j=1
e
2πi
p
(kj(i−j))


=
1
p
+
1
p2+s

p− 1− ∑
1≤j≤p−1
j 6=i
1 + p− 1


=
1
p
+
1
p1+s
,
(2) for t ∈ m+ pZp ⊂ Z×p ,
1
p
+
1
p1+s
p−1∑
k=1

1 + p−1∑
j=1
e
2πi
p
(kj(i−j))

∫
−j+pZp
ψ(p−1tb)db
=
1
p
+
1
p2+s
p−1∑
k=1

1 + p−1∑
j=1
e
2πi
p
(kj(i−j))

 e− 2πimkp
=
1
p
+
1
p2+s
p−1∑
k=1

e− 2πimkp + p−1∑
j=1
e
2πi(j(i−j)−m)k
p


=
1
p
+
1
p2+s

−1 + ∑
1≤j≤p−1
j(i−j)≡m (mod p)
(p− 1)−
∑
1≤j≤p−1
j(i−j)6≡m (mod p)
1


=
1
p
+
1
p2+s
(−1 + (p − 1)N(i,m) − (p− 1) +N(i,m))
=
1
p
+
1
p1+s
(N(i,m)− 1).
Therefore, we have
Wt(s, φ
(i))
γ(W )
=
{
1
p +
1
p1+s if t ∈ pZp,
1
p +
1
p1+s
(N(i,m)− 1) if t ∈ m+ pZp ⊂ Z×p .
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Hence, when s = 0,
Wt(0, φ
(0))
γ(W )
=


0 if t ∈ k + pZp and
(
k
p
)
= 1,
2
p if t ∈ k + pZp and
(
k
p
)
= −1,
p−1
p (ordp(t)− 1) if t ∈ pZp
and for 1 ≤ i ≤ p− 1,
Wt(0, φ
(i))
γ(W )
=
{
2
p if t ∈ pZp,
N(i,m)
p if t ∈ m+ pZp ⊂ Z×p .

Following from Lemma 6.2, the local Whittaker functions W
ψ′F
t,pj
(0, φ
(i)
pj )/γ(W
′
pj
) can be computed
explicitly as follows.
Corollary 6.2. Fix d ∈ (Z/pZ)× such that √D ≡ d (mod pZp). Write t = 2m+D+
√
D
2 and
d˜ = d
2+d
2 . Then for 1 ≤ i ≤ p− 1,
(1) when m ≡ −d˜ (mod p),
W
ψ′F
t,p1(0, φ
(i)
p1 )
γ(W ′p1)
=
2
p
and
W
ψ′F
t,p2(0, φ
(i)
p2 )
γ(W ′p2)
=
N(i, p − d)
p
;
(2) when m ≡ −d˜+ d (mod p),
W
ψ′F
t,p1(0, φ
(i)
p1 )
γ(W ′p1)
=
N(i, d)
p
and
W
ψ′F
t,p2(0, φ
(i)
p2 )
γ(W ′p2)
=
2
p
;
(3) when m ≡ −d˜+ k (mod p) with k 6≡ 0, d (mod p),
W
ψ′F
t,p1(0, φ
(i)
p1 )
γ(W ′p1)
=
N(i, k)
p
and
W
ψ′F
t,p2(0, φ
(i)
p2 )
γ(W ′p2)
=
N(i, k − d)
p
,
and for i = 0,
(1) when m ≡ −d˜ (mod p) and
(
d
p
)
= −1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
=
p− 1
p
(ordp1(σ1(t))− 1) and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
= 0;
(2) when m ≡ −d˜ (mod p) and
(
d
p
)
= 1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
=
p− 1
p
(ordp1(σ1(t))− 1) and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
=
2
p
;
(3) when m ≡ −d˜+ d (mod p) and
(
−d
p
)
= −1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
= 0 and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
=
p− 1
p
(ordp2(σ2(t))− 1);
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(4) when m ≡ −d˜+ d (mod p) and
(
−d
p
)
= 1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
=
2
p
and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
=
p− 1
p
(ordp2(σ2(t))− 1);
(5) when m ≡ −d˜+ k with k 6≡ 0, d (mod p),
(
−k
p
)
= −1 and
(
d−k
p
)
= 1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
= 0 and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
=
2
p
;
(6) when m ≡ −d˜+ k with k 6≡ 0, d (mod p),
(
−k
p
)
= −1 and
(
d−k
p
)
= −1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
= 0 and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
= 0;
(7) when m ≡ −d˜+ k with k 6≡ 0, d (mod p),
(
−k
p
)
= 1 and
(
d−k
p
)
= 1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
=
2
p
and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
=
2
p
;
(8) when m ≡ −d˜+ k with k 6≡ 0, d (mod p),
(
−k
p
)
= 1 and
(
d−k
p
)
= −1,
W
ψ′F
t,p1(0, φ
(0)
p1 )
γ(W ′p1)
=
2
p
and
W
ψ′F
t,p2(0, φ
(0)
p2 )
γ(W ′p2)
= 0.
Proof. These follow directly from Lemma 6.2. 
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