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Abstract
This paper o,ers a general proof of consistency for the simulated moments estimator in a parameterized
family of stochastic models with monotone dynamics. Models with this monotonicity property are frequently
encountered in economic applications. The proof of consistency of the estimator draws upon a uniform law
of large numbers over a continuum of invariant distributions indexed by the model’s parameters.
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1. Introduction
In several economic models the law of motion of the state variables can be speci5ed by a system
of stochastic di,erence equations of the following form:
xn+1 = (xn; zn; n; );
zn+1 =  (zn; n; 2); n= 0; 1; 2; : : : : (1.1)
Here, xn is a vector of endogenous state variables that may represent investment decisions or the
corresponding levels of the capital stocks, zn is a vector of exogenous state variables that may
represent some indices of productivity, or intensity of tastes and population, and n is a vector of
stochastic perturbations to the economy. The vector  = (1; 2) corresponds to the parameters
1 This material originated as part of a plenary lecture by the author at the International Conference on Computational
and Mathematical Methods for Science and Engineering (CMMSE 2002), September 2002. Several conversations with
Kevin Re,ett were extremely useful to sharpen some of the results.
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of the model, such as those parameters characterizing the utility and production functions.2 Functions
 and  are usually assumed to be continuous and de5ned over some compact topological space; in
most basic settings this domain is a subset of some Euclidean space.
A problem of basic concern is the estimation of the model. That is, for a given notion of distance
the problem is to 5nd a parameter vector  0 such that the model’s predictions are best matched
with those of the data generating process. Then, the estimation procedure yields a sequence {ˆN}
of candidate solutions for  0 from 5nite samples of model’s simulations and data. Moreover, it is
generally agreed that a reasonable estimation procedure should guarantee the following consistency
property of the estimator: As sampling and simulation errors vanish the sequence of estimated values
{ˆN} should converge to the optimal solution 0.
Since a change in  may feed into the dynamics of the system in rather complex ways, classical
methods are of limited applicability for the estimation of nonlinear dynamic models. For instance,
maximum likelihood posits a probability law for the process (xn; zn) with explicit dependence on the
parameter vector . Likewise, standard nonlinear least squares [18] and other generalized estimators
[e.g. [21]] presuppose that functions  and  have analytical representations. Along these lines, one
should consider the estimation procedures for continuous-time models of [1,14]. All these methods
postulate a closed-form representation for the process of state variables in the vector of parameters.
This condition is particularly restrictive for the law of motion of the endogenous state variables:
Only under rather especial circumstances one obtains a closed-form representation for the solution
of a nonlinear dynamic model.
An alternative route for the estimation of nonlinear systems has been proposed in [15]. In this
framework the vector of parameters is determined by a set of orthogonality conditions conforming
the 5rst-order conditions or Euler equations, circumventing thus the modelization of the functional
dependence of the vector of state variables on the parameter space. The estimation of the Euler
equations can then be e,ected by standard nonlinear least squares or by some other generalized esti-
mator. But model estimation via the Euler equations under classical statistical methods is not always
feasible. These methods are only valid for convex optimization problems with interior solutions in
which the decision variables outnumber the parameters; moreover, the objective and feasibility con-
straints of the optimization problem must satisfy certain strict separability conditions along with the
process of exogenous shocks. An even more fundamental limitation is that the estimation is con5ned
to orthogonality conditions generated by the Euler equations, whereas it may be of more relevance
to estimate or test a model along some other dimensions such as certain moments of the stochastic
steady states or the process of convergence to such stationary solutions.
This paper considers a simulation-based estimator along the lines of [11,19]. Our main goal is
to o,er a general proof of consistency of the estimator under various monotonicity properties of
system (1.1). These monotonicity properties have proved useful in comparative statistics analysis of
steady-state solutions (e.g. [2,16,17]). Hence, it seems natural to explore their applicability for the
estimation of stochastic dynamic models.
The aforementioned limitations of classical estimation methods for nonlinear systems along with
advances in computing have fostered the more recent use of estimation and testing based upon
2 Observe that under this speci5cation, the vector of parameters 2 characterizing the evolution of the exogenous state
variables z may inHuence the law of motion of the endogenous variables x, but this endogenous process may also be
inHuenced by some additional parameters 1.
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simulations of the model. Estimation by model simulation appears as a challenging and attractive
scienti5c endevour, since it o,ers further scope to assess the behavior of the model by targeting the
moments of its invariant distributions or some other aspects of the dynamics. This greater Hexibil-
ity inherent in simulation-based estimators entails, however, a major computational cost: Extensive
model’s simulations may be needed so as to sample the entire parameter space. At present, rela-
tively little is known about the family of models in which simulation-based estimators have good
asymptotic properties such as consistency and normality. These properties would seem a minimal
requirement for a rigorous application of estimation methods under the rather complex and delicate
techniques of numerical simulation in which approximation errors may unfold in unexpected ways.
For establishing the consistency of the estimator, the following mathematical diIculty arises: Each
vector of parameters is manifested in a di,erent dynamical system. Hence, the proof of consistency
of the estimator involves a continuous family of invariant distributions indexed by the parameter
space. In contrast, in classical statistical methods there is only a unique distribution generated by
the data process, and such distribution is not inHuenced by the vector of parameters. Then, the usual
proof of consistency builds on a uniform convergence argument over the parameter space under a
5xed stochastic empirical process. For extensive accounts of work in this area, see [22,27]. In [9],
the proof of uniform convergence relies on the monotonicity of a family of functions under a 5xed
invariant distribution; also [5], contains various uniform convergence results for compact classes of
functions. All these results fall short of what is generally required to demonstrate the consistency of
simulation-based estimators.
For i.i.d. stochastic perturbations n, DuIe and Singleton [11] validate the consistency of a sim-
ulated moments estimator under several technical restrictions that include geometric ergodicity, a
uniform Lipschitz condition in a probabilistic sense, and an inside unit root condition that implies
that the Lyapunov exponents associated with the dynamical system must be nonpositive. As the au-
thors acknowledge (e.g. [11], Section 4) these conditions are hard to check in applications. Broadly
speaking, our most restrictive assumption is a weak form of monotonicity on the dynamics of sys-
tem (1.1). As explained below, this monotonicity property is closely linked to the intuitive notion of
stochastic dominance, and for some basic economic environments this property follows from regular
assumptions on the utility and production functions.
2. Assumptions
For the sake of simplicity, the domains of functions  and  in (1.1) will be compact sets lying
in some Euclidean space. Let X denote the space of endogenous state variables x, and let Z be
the space of exogenous state variables z. Both X and Z are endowed with the Euclidean order ¿.
Hence, if x= (· · · ; xi; · · ·) and y= (· · · ; yi; · · ·) are two vectors in X , then x¿y means that xi¿yi
for each coordinate i. A function h between two ordered spaces X and Z is called order preserving
or monotone increasing if h(x)¿ h(y) for x¿y.
The process {n}n¿0 is a sequence of i.i.d. shocks (e.g., see [3, Chapter 1]) with base space E.
The set  ≡ 1 ×2 denotes the region of parameter vectors = (1; 2).
(A.1) Function  : X × Z × E×→ X is continuous.
(A.2) For each vector (z; ; ), the mapping (·; z; ; ) : X → X is monotone increasing.
(A.3) Function  : Z × E×2 → Z is continuous.
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As stressed in our discussion of economic models below, it is important to note that (A.2) postu-
lates a weak form of monotonicity in the 5rst component. More restrictive monotonicity conditions
are the following:
(A.4) For each vector (; 2) the mapping  (·; ; 2) : Z → Z is monotone increasing.
(A.5) For each vector (; ) the mapping (·; ·; ; ) : X × Z → X is monotone increasing.
Let S = X × Z and ’ ≡ (;  ). Then, (A.4) and (A.5) taken together imply the following joint
monotonicity of function ’ in the vector of state variables.
(A.6) For each vector (; ) the mapping ’(·; ; ) : S → S is monotone increasing.
One should realize that no order preserving assumptions have been made regarding the parameter
space  and the space of stochastic perturbations E.
The continuity of function ’ and the compactness of S insure that for each given value  there
is an invariant distribution  under ’ over the domain S (cf. [3, Chapter 1]). Certain conditions
are known to guarantee uniqueness of the invariant distribution (e.g. [4,12,16,26]). For convenience
of the presentation, in what follows we shall assume that there exists a unique invariant distribution
 corresponding to each parameter value .
3. The simulated moments estimator (SME)
We now present the SME as put forward by DuIe [11] and Lee and Ingram [19]. As already
pointed out, this estimator is quite Hexible in that it allows the researcher to estimate the model along
various dimensions. Indeed, the conditions characterizing the estimation process may involve some
moments of the invariant distribution or some other features of the dynamics on which the desired
vector of parameters must be selected. There is, however, a major computational cost associated
with this estimation exercise as extensive model’s simulations may be required over representative
samples of the parameter space.
Several elements conform the SME. First, one speci5es a target function which typically would
characterize some moments of the invariant distribution of the model and those of the data generating
process. Second, a notion of distance is de5ned between the statistics of the model and its data
counterparts. Then, the problem is to 5nd a vector of parameter values  0 = (01; 
0
2) where the
minimum distance between these statistics is attained. Finally, the estimation procedure yields a
sequence of candidate solutions {ˆN}N¿1 over increasing 5nite samples of model’s simulations and
data so as to approximate the vector  0.
(A) The target function f : S → Rp is assumed to be continuous and monotone increasing. Both
continuity and monotonicity are rather mild assumptions, since the moments of an invariant
distribution may be de5ned as di,erences of continuous, monotone functions under the expec-
tations operator E(f) =
∫
f(s)(ds). The expected value of f over the invariant distribution
of the data generating process will be denoted by Lf.
(B) The distance function G : Rp × Rp → R is assumed to be continuous. The minimum distance
is attained at a vector of parameter values
 0 = argmin G(E(f); Lf): (3.1)
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Under the foregoing assumptions, one can readily show that there exists an optimal solution
 0. Moreover, for present purposes there is no restriction of generality to consider that  0 is
unique. A typical speci5cation of the distance function G(E(f); Lf) is the following quadratic
form:
G(E(f); Lf) = (E(f)− Lf) ·W · (E(f)− Lf);
where W is a positive de5nite p× p matrix.
(C) The estimation procedure yields a sequence of estimated values {ˆN}N¿1 so as to approximate
the solution  0. These estimated values are obtained from related optimization problems with
5nite samples of model’s simulations and data.
Let {s˜n}n¿1 be a sample path of observations of the data generating process. Let !={n}n¿0
be a corresponding sequence of realizations of the shock process. Then, for each parameter value
 and initial condition s0 let {sn(s0; !; )}n¿1 be the sequence generated by the dynamical
system (1.1); that is, sn+1(s0; !; ) = ’(sn(s0; !; ); n; ) for all n¿ 0 and ’ ≡ (;  ). For a
given distance function GN and a simulation rule (N ), we now get the estimate ˆN (s0; !) as
a solution to the following minimization problem:
ˆN (s0; !) = argmin GN
(
1
(N )
(N )∑
n=1
f(sn(s0; !; ));
1
N
N∑
n=1
f(s˜n)
)
: (3.2)
The rule (N ) reHects that model’s simulations may be of a di,erent length than data samples,
but it is required that (N )→∞ as N →∞.
In this framework, the presumption is that the researcher has access to a random realization
{s˜n}n¿1 and to a random generator of {n}n¿0, and knows function ’. Also, the sequence of
functions {GN}N¿1 is assumed to converge uniformly to function G as N →∞. Later, in the
analysis we will consider the more typical situation in which the researcher may only have
access to a numerical approximation ’h.
Denition. The SME is a sequence of measurable functions {ˆN (s0; !)}N¿1 such that each function
ˆN satis5es (3.2) at almost all (s0; !).
Remark. Because of the recursive structure embedded in the parameter space , sometimes the
value 02 may be known or may be estimated independently by a more eIcient procedure. In those
situations, for a 5xed 02 one may consider a constrained version of optimization problem (3.2) over
the space 1, and de5ne the constrained SME as {ˆ1N (s0; !; 02)}N¿1.
4. Results
Theorem 1. Under (A.1), (A.3) and (A.6), for almost all (s0; !) the SME {ˆN (s0; !)}N¿1 converges
to  0.
Even if the mapping  (·; 2) is not monotone, it is frequently the case that the law of motion
of the exogenous stochastic process can be estimated by classical methods. Therefore, the following
results may be useful in applications.
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Theorem 2. Under (A.1)–(A.3), for almost all (s0; !) the constrained SME {ˆ1N (s0; !; 02)}N¿1
converges to 01.
Corollary. Suppose that for almost all (z0; !), the estimator {ˆ2N (z0; !)} converges to 02. Then, un-
der Assumptions (A.1)–(A.3) for almost all (s0; !) the constrained SME {ˆ1N (s0; !; ˆ2N (z0; !))}N¿1
converges to 01.
The next results are concerned with estimation under numerical approximations of the mappings
 and  . A basic objective in numerical analysis (cf. [23]) is to bound the size of the error of
5nite-dimensional approximations. Hence, for a given tolerance level h¿ 0 assume that it is possible
to compute a numerical approximation (h;  h) such that ‖(h;  h)− (;  )‖6 h. Then, let h be an
invariant distribution under the mapping ’h(·; ·; ) ≡ (h(·; ·; ·; );  h(·; ·; 2)).
Theorem 3. Let {(h;  h)}h be a sequence mappings converging uniformly to (;  ), as h goes to 0.
Assume that every pair (h;  h) satis5es (A.1), (A.3) and (A.6). Then, the sequence
{∫
f(s)h(ds)
}
h
converges uniformly to
∫
f(s)(ds) on the parameter space , as h goes to 0.
For some applications, only the numerical approximation of function  is of concern. Both function
 and parameter 02 may be known. Then, for any 5xed 
0
2 the same result on uniform convergence
of {∫ f(s)h(ds)}h can be established on the space 1 × 02 = {(1; 2) : (1; 2)∈ and 2 = 02}
without the monotonicity of  .
Theorem 4. Let {h}h be a sequence of mappings converging uniformly to the mapping , as h
goes to 0. Assume that every mapping {h}h satis5es (A.1) and (A.2). Let  satisfy (A.3). Then
the sequence
{∫
f(s)h(ds)
}
h converges uniformly to
∫
f(s)(ds) on the space 1×02, as h goes
to 0.
Theorems 3 and 4 play a fundamental role to control the estimation error involved in numeri-
cal approximations. The following is a representative result for approximate SME estimators under
converging sequences of numerical solutions. Let {ˆhN (s0; !)}N¿1 be the SME associated with the
mapping ’h = (h;  h).
Theorem 5. Under the conditions of Theorems 1 and 3, for every ¿ 0 there exists hˆ such that
for each given h6 hˆ and for almost all (s0; !) every limit point  h of the SME {ˆhN (s0; !)}N¿1
has the property that ‖ h −  0‖6 .
Other versions of Theorem 5 are possible under the di,erent sets of assumptions contemplated
above.
5. Proofs
Only the proofs of Theorems 2 and 4 will be given; the remaining results may be established by
similar arguments. The following steps stand out in our method of proof. First, by the ergodic theorem
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for almost all sample paths 3 the sequence {(1=N )∑Nn=1 f(sn(s0; !; ))}N¿1 converges to E(f) for
each , and the sequence {(1=N )∑Nn=1 f(s˜n)}N¿1 converges to Lf. Second, we de5ne a sequence of
5nite families of majorizing functions max(x; z; ; ; ) and minorizing functions min(x; z; ; ; ) over
balls with center  and radius  covering the parameter space . These functions are jointly con-
tinuous in all components. Moreover, by a result in [25] the invariant distributions max; and 
min
; of
these functions vary continuously in (; ). The purpose of these constructs is to control the conver-
gence of the sequence of 5nite horizon objectives {GN ((1=(N ))
∑(N )
n=1 f(sn(s0; !; )); (1=N )
∑N
n=1
f(s˜n)}n¿1)}N¿1 to G(E(f); Lf) in  as N → ∞. The use of majorizing and minorizing functions
for proving the consistency of the estimator is already familiar (e.g., see [9]) in classical statistical
settings where there is only a unique invariant distribution generated by the empirical stochastic
process.
Lemma 1 (Santos and Peralta-Alva [25]). Let {’h(·; )}h be a sequence of functions that converge
uniformly to ’(·; ). Let {h}h be a corresponding sequence of invariant distributions de5ned over
S. Then, for each  the sequence of invariant distributions {h}h must converge weakly to .
Now, for a given vector  and constant ¿ 0 de5ne the following majorizing function on X ×
Z × E×× R+:
max(x; z; ; ; ) =max (x; z; ; ′)
s:t:{′ : ‖′ − ‖6 } (5.1)
and the minorizing function,
min(x; z; ; ; ) =min (x; z; ; ′)
s:t: {′ : ‖′ − ‖6 }: (5.2)
It should be understood that in these de5nitions the maximization and minimization operations are
performed coordinate by coordinate.
Lemma 2. Let (A.1) and (A.2) be satis5ed. Then, functions max and min are continuous in
(x; z; ; ; ); moreover, for each (z; ; ; ) the mappings max(·; z; ; ; ) : X → X and min(·; z; ;
; ) : X → X are monotone increasing.
Proof. Continuity of the functions max and min in (x; z; ; ;  ) follows from the continuity of the
maximization and minimization operations and from the continuity of  asserted in (A.1). The
monotonicity of max and min in x follows from (A.2).
Proof of Theorem 2. The main step in the proof of Theorem 2 is the uniform convergence of the
simulated sequences {(1=N )∑Nn=1 f(sn(s0; !; ))}N¿1 on the space 1 × 02. Then, the consistency
of the estimator follows easily from this result.
3 The construction of a measure ! on the in5nite sequences (s0; !) follows from standard arguments; e.g. [3].
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(a) Uniform convergence of the sequences {(1=N )∑Nn=1 f(sn(s0; !; ))}N¿1 to E(f(s)) on the
space 1 × 02.
Since a countable union of sets of measure zero has also measure zero, it suIces to establish that
for a 5xed rational number ¿ 0 there is Nˆ such that for all  in 1 × 02, and all N¿ Nˆ ,∣∣∣∣∣ 1N
N∑
n=1
f(sn(s0; !; ))−
∫
f(s)(ds)
∣∣∣∣∣¡ (5.3)
for each (s0; !) in a set of full measure.
By Lemmas 1 and 2 and the compactness of 1 × 02, we can cover this set by a 5nite number
of balls B(j; j) with center j and radius j, for j = 1; 2; : : : ; J , such that∣∣∣∣
∫
f(s)maxj;j(ds)−
∫
f(s)minj;j(ds)
∣∣∣∣¡ 2 : (5.4)
By the de5nition of functions max(·; z; ; j; j) and min(·; z; ; j; j), it follows that for all  in
B(j; j) and all N¿ 1 the following inequalities must hold true:
1
N
N∑
n=1
f(smaxn (s0; !; j; j))¿
1
N
N∑
n=1
f(sn(s0; !; ))¿
1
N
N∑
n=1
f(sminn (s0; !; j; j)) (5.5)
and ∫
f(s)maxj;j(ds)¿
∫
f(s)(ds)¿
∫
f(s)minj;j(ds): (5.6)
Here {smaxn }n¿1 and {sminn }n¿1 refer to the sequences generated by functions (max;  ) and (min;  ),
respectively. Moreover, by the ergodic theorem for given (s0; !) there exists Nj such that for all
N¿Nj,∣∣∣∣∣ 1N
N∑
n=1
f(smaxn (s0; !; j; j))−
∫
f(s)maxj;j(ds)
∣∣∣∣∣¡=2 (5.7)
and ∣∣∣∣∣ 1N
N∑
n=1
f(sminn (s0; !; j; j))−
∫
f(s)minj;j(ds)
∣∣∣∣∣¡=2 (5.8)
almost surely. Let Nˆ =max {Nj}Jj=1. Then, for each (s0; !) in a set of full measure it follows from
(5.4)–(5.8) that (5.3) must hold true for all  and all N¿ Nˆ .
(b) Convergence of the constrained SME {ˆ1N (s0; !; 02)} for almost all (s0; !). This is an imme-
diate consequence of the preceding argument along with the following assumptions: (i) Compactness
of , (ii) uniform convergence of {GN}N¿1 to G, (iii) convergence of {(1=N )
∑N
n=1 f(s˜n)}N¿1 to
Lf, (iv) uniqueness of the maximizer  0 = (01; 
0
2) in (3.1).
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Proof of Theorem 4. As in the preceding proof, we consider the space 1 × 02. This is a compact
subset, and so it can be covered by a 5nite number of balls B(j; j) such that max(x; z; ; j; j)
and min(x; z; ; j; j) satisfy the following continuity property on their invariant distributions,∣∣∣∣
∫
f(s)maxj;j(ds)−
∫
f(s)minj;j(ds)
∣∣∣∣¡ 2 : (5.9)
Also, for every h we de5ne the corresponding functions hmax(x; z; ; j; j) and hmin(x; z; ; j; j) for
each pair (j; j). Then for each  in B(j; j) it follows that∫
f(s)maxj;j(ds)¿
∫
f(s)(ds)¿
∫
f(s)minj;j(ds) (5.10)
and ∫
f(s)hmaxj;j (ds)¿
∫
f(s)h(ds)¿
∫
f(s)hminj;j (ds): (5.11)
Since the sequence {h}h converges uniformly to  as h → 0, the corresponding sequence of func-
tions {hmax(·; ·; ·; j; j)}h and {hmin(·; ·; ·; j; j)}h must converge uniformly to max(·; ·; ·; j; j) and
min(·; ·; ·; j; j), respectively. Therefore, by Lemma 1 there exists hj such that for all h6 hj∣∣∣∣
∫
f(s)hmaxj;j (ds)−
∫
f(s)maxj;j(ds)
∣∣∣∣¡ 2 (5.12)
and ∣∣∣∣
∫
f(s)hminj;j (ds)−
∫
f(s)minj;j(ds)
∣∣∣∣¡ 2 : (5.13)
Let hˆ=min{hj}. Then, (5.9)–(5.13) taken together imply that for all h6 hˆ and all  in 1 × 02,∣∣∣∣
∫
f(s)h(ds)−
∫
f(s)(ds)
∣∣∣∣¡:
The theorem is thus established.
6. Monotone stochastic processes in economics
This section provides a discussion of the assumptions in the context of some economic models.
A major goal in this study has been to encompass standard versions of the following stochastic
one-sector model of economic growth:
W (x0; z0; ) = max{cn;x n}n¿0
E
∞∑
n=0
'nu(cn; ))
s:t: xn+1 + cn = znf(xn; *) + (1−  )xn
zn+1 =  (zn; n; +);
x0 and z0 given; 0¡'¡ 1; 0¡ ¡ 1; (6.1)
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where E in (6.1) denotes the expectations operator over sequences {n}n¿0. This is a standard eco-
nomic optimization problem that can be succinctly described as follows. There is but one aggregate
good in the economy that can be used either for consumption or for capital accumulation. The real-
ization of the exogenous stochastic perturbation n takes place at the end of the period, so that the
vector of exogenous state variables zn is known at the beginning of each date, n=0; 1; 2; : : : . Then,
total production of the aggregate good yn = znf(xn; *) depends on the state variable zn and on the
amount of capital available in the economy xn. Capital xn can also be consumed, and it is subject to
a depreciation factor  . The optimization problem is to choose at each date n the amounts of con-
sumption cn and capital for the next period xn+1 so as to attain a maximum value for the discounted
objective in (6:1). Parameters ) and * characterize the utility function u(·; )) and the production
function f(·; *), respectively. Standard regular conditions are that functions u(·; )) : R+ → R and
f(·; *) : R+ → R+ and bounded, monotone increasing, strictly concave and continuous. Also, it is
typical to assume that function  (·; ·; +) : R+ × R+ → R+ is bounded and continuous. The shock n
follows an i.i.d. process. The parameter space  is conformed by vectors = ('; ); *;  ; +).
The separability of the objective and production functions allows for a convenient reformulation
of the optimization problem in the following recursive form. Let W (x0; z0; ) be the value function
de5ned in (6.1). Then, W (x0; z0; ) is the unique 5xed point of the following functional equation:
W (x0; z0; ) = max{c0 ;x1}
u(c0) + 'EW (x1; z1; )
s:t: x1 + c0 = z0f(x0; *) + (1−  )x0
z1 =  (z0; 0; +);
x0 and z0 given; 0¡'¡ 1; 0¡ ¡ 1: (6.2)
This is the so called Bellman’s equation, which has proved useful in the analysis of optimal solutions
and for computational purposes. Function W (·; ·; ) is bounded and continuous. Moreover, for each
(z0; ) the mapping W (·; z0; ) is monotone increasing and strictly concave. The optimal solution to
(6.2) is attained at a unique x1 de5ned by the policy function x1 = (x0; z0; ). The policy function 
is continuous and characterizes the set of all optimal paths to (6.1). That is, {xn}n¿1 is an optimal
solution to (6.1) if and only if xn+1 = (xn; zn; ) almost surely for zn+1 =  (zn; n; +) and all n.
Monotonicity properties of policy function  in x and z have been amply documented. For instance,
Donaldson and Mehra [10] illustrate that the strict concavity of functions u(·; )) and f(·; *) imply
that for each given z the mapping (·; z; ) is monotone increasing. The monotonicity of  jointly in
(x; z), however, requires some further limiting restrictions. The logic underlying these results is quite
simple. After an increase in x0 it becomes optimal to spread out the gain in consumption over time.
Indeed, the concavity of functions u(·; )) and f(·; *) entails that the marginal utility of consumption
and marginal productivity of capital are monotone decreasing. Hence, after an increase in x0 both c0
and x1 should go up. 4 This argument does not apply for changes in z0. Thus, if function  (·; )) is
4 The monotonicity of x1 in x0 squares with the intuitive notion of stochastic dominance of distributions starting with
a higher x0. This property is considered as a cornerstone of neoclassical growth theory in analyses of convergence across
countries.
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monotone increasing, then a higher z0 signals higher values for z in the future. The expectations of
future gains in z may stimulate c0 to a level such that x1 may actually go down after the increase
in z0. Of course, if z is modelled as an i.i.d. process, then expectations about future income e,ects
vanish, and so (·; ·; ) must be jointly monotone. Indeed, if z follows an i.i.d. process then the only
state variable is y= zf(x; *). Consequently, increases in x0 and z0 have the same qualitative e,ects.
Therefore, under standard regular assumptions, for correlated values of z the mapping (·; z; ) is
monotone increasing. But the joint monotonicity of  in (x; z) is a much more restrictive condition,
and requires some further ad hoc assumptions on the above optimization problem (6.1). Similar re-
sults are available for economic growth models with several sectors, albeit the concavity of functions
u(·; )) and f(·; *) need to be strengthened. In multidimensional optimization models, to preserve the
monotonicity of the mapping (·; z; ) some key properties are that the objective must be supermod-
ular and the feasible correspondence must be increasing in x. Supermodularity implies some form
of complementarity among the sectors, or that the cross-partial derivatives must be nonnegative. For
recent developments in this area, see [20].
The monotonicity of (·; z; ) plays a more fundamental role in competitive-markets economies
with distortions such as taxes, externalities, and money. In the presence of distortions, a Markov
equilibrium may fail to exist. The monotonicity of (·; z; ) has been the most e,ective tool to
establish the existence of a Markov equilibrium for these economies (e.g., see [6–8,13]). Moreover,
Santos [24] provides some examples of nonexistence of a Markov equilibrium in simple models with
taxes and externalities in which this monotonicity property does not hold.
The standpoint taken in this paper is that the monotonicity of the mapping (·; z; ) comes out quite
naturally in some basic economic environments, but the joint monotonicity of the policy function 
is a much stronger assumption. Some of our main results require the monotonicity of the mapping
(·; z; ) and the continuity of functions  and  . The continuity of function  presupposes the strict
concavity of the utility and production functions. In the absence of this concavity condition, the
set of maximizers could be an upper semicontinuous correspondence. Hence, it should be of great
interest to extend the analysis to the case in which  is a selection from an upper semicontinuous
correspondence.
The interplay between the monotonicity and continuity assumptions in our method of proof should
prove useful to investigate the consistency of the SME in some other directions. For instance, if
one were willing to impose the joint monotonicity of functions  and  in (x; z), then it may be
plausible to drop the assumption of continuity of these functions. On the other hand, for some
standard maximization problems, the policy function  is a C1 mapping [cf., 23]. Then, one may as
well dispense with all these monotonicity conditions, and attempt to demonstrate the consistency of
the SME {ˆN}N¿1 using some extended version of the implicit function theorem.
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