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Globoke nevronske mrezˇe so usmerjene vecˇnivojske nevronske mrezˇe z mnogo
nivoji skritih nevronov (vecˇ kot tri, lahko tudi nekaj deset nivojev), ki omogocˇajo
z dodatnimi skritimi nivoji tvorjenje novih atributov in lahko dosegajo v pra-
ksi odlicˇne napovedne tocˇnosti. Vendar je potrebno za vsak problem posebej
dolocˇiti strukturo mrezˇe in parametre ucˇenja ter izbrati ustrezno inicializacijo
utezˇi skritim nevronom, ker je sicer ucˇenje iz nakljucˇnega zacˇetnega stanja
prekompleksno. Matricˇna faktorizacija je postopek, kjer se skusˇa zmanjˇsati
predstavitev vhodnih podatkov (velike vhodne matrike) tako, da se jo apro-
ksimira s produktom dveh manjˇsih matrik. Matricˇna faktorizacije sodi na
podrocˇje nenadzorovanega ucˇenja, ki se lahko interpretira kot razvrsˇcˇanje
(clustering) in ki se lahko uporabi za inicializacijo utezˇi pri globokih nevron-
skih mrezˇah. Naloga je raziskati podrocˇje inicializacije globokih nevronskih
mrezˇ s pomocˇjo matricˇne faktorizacije, zatem pa implementirati in pretesti-
rati nekaj arhitektur globoke nevronske mrezˇe z nekaj razlicˇnimi matricˇnimi
faktorizacijami in primerjati razultate na razlicˇnih podatkovnih bazah.
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Povzetek
Naslov: Globoke nevronske mrezˇe in matricˇna faktorizacija
Avtor: Gasˇper Petelin
V diplomski nalogi preizkusimo novo metodo inicializacije utezˇi nevron-
skih mrezˇ, kjer vhodno matriko podatkov faktoriziramo v vecˇ manjˇsih ma-
trik, v katerih je zgosˇcˇena predstavitev podatkov. Iz teh matrik zgradimo
in naucˇimo vecˇ enonivojskih nevronskih mrezˇ, ki preslikajo podatke iz ene
zgosˇcˇene predstavitve, dobljene z faktorizacijo, v drugo predstavitev, na
koncu pa dodamo sˇe nevronsko mrezˇo, ki preslika podatke iz zadnje zgosˇcˇene
predstavitve podatkov v pravilne razrede pri klasifikaciji oziroma v pravilno
vrednost pri regresiji. Vse te naucˇene enonivojske mrezˇe nato zdruzˇimo v
ciljno nevronsko mrezˇo in jo sˇe dodatno ucˇimo.
Ta postopek je obicˇajno boljˇsi pri inicializaciji globokih nevronskih mrezˇ,
kjer pri nakljucˇni inicializaciji pogosto prihaja do zelo pocˇasnega ucˇenja.
Za delovanje in primerjavo inicializacije so uporabljeni podatki MNIST za
klasifikacijo in Jester jokes za regresijo.
Kljucˇne besede: globoke nevronske mrezˇe, klasifikacijska tocˇnost, matricˇna
faktorizacija, analiza arhetipov, inicializacija utezˇi.

Abstract
Title: Deep neural networks and matrix factorization
Author: Gasˇper Petelin
This thesis proposes a new data-driven method for neural network weight
initialization, where input data matrix is first factorized into multiple smaller
matrices, each containing a summarized version of original data. Multiple
shallow neural networks are then trained using acquired smaller matrices to
learn simple functions, mapping one summarized data matrix into another,
usually smaller matrix. One last shallow neural network is added to map
the last summarized data matrix into their respective class labels if we are
trying to classify data into multiple classes. On the other hand, if we are
dealing with regression problem, the last neural network represents a simple
mapping from summarized data into a single real value. All shallow neural
networks are then combined into one deep network and additionally trained
as a single neural network.
The proposed method usually works better for deep neural networks,
where random initialization often overfits or learns very slowly.
To evaluate and compare the proposed method with other initialization
methods, two datasets were used. The MNIST dataset was used to test
classification accuracy and the Jester jokes dataset was used to predict ratings
for individual jokes.
Keywords: deep neural networks, classification accuracy, matrix factoriza-
tion, archetypal analysis, weight initialization.

Poglavje 1
Uvod
Umetne nevronske mrezˇe so algoritmi na podrocˇju strojnega ucˇenja, ki tre-
nutno na dolocˇenih podrocˇjih dosegajo vrhunske rezultate. Uporabljene so
za vrsto razlicˇnih problemov, kot so prepoznavanje govora [8], klasifikacija
slik [14] in analiza cˇasovnih vrst [19]. Od samega zacˇetka razvoja nevronske
mrezˇe niso bile tako uspesˇne, saj so se sprva srecˇevale z razlicˇnimi problemi,
kot so pomankanje metod za nastavljanja utezˇi in kasneje s tezˇavo izginjanja
gradienta. Obicˇajno se utezˇi v nevronskih mrezˇah nastavijo nakljucˇno, ven-
dar cˇe so te nevronske mrezˇe precej globoke, to najvecˇkrat pripelje do izgube
gradienta.
V diplomski nalogi predstavimo novo metodo inicializacije utezˇi nevron-
skih mrezˇ, ki je nekoliko bolj cˇasovno zahtevna, vendar za globoke nevronske
mrezˇe obicˇajno dosega boljˇse rezultate kot nakljucˇne inicializacije.
V prvem razdelku 2 so najprej na kratko predstavljene nevronske mrezˇe
in algoritem za vzratno razsˇirjanje napake. Opisane so tudi dolocˇene tezˇave,
s katerimi se nevronske mrezˇe srecˇujejo, kot so izguba gradienta in preveliko
prileganje, ter nekateri postopki, ki jih uporabljamo, da se temu izognemo.
Naslednji razdelek 3 opisuje, kaj je matricˇna faktorizacija, njeno upo-
rabo ter kateri tipi matricˇne faktorizacije sploh obstajajo in kaj so njihove
prednosti in slabosti.
Razdelek o inicializaciji utezˇi 4 opisuje dve najbolj uporabljeni metodi
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inicializacije, ki nakljucˇno nastavita vrednosti utezˇi in tezˇave, s katerimi se
srecˇujeta. Opisana je tudi predlagana metoda, kjer utezˇi inicializiramo s
pomocˇjo matricˇne faktorizacije in ucˇenja enonivojskih nevronskih mrezˇ.
Zadnji razdelek 5 opisuje in primerja navadno inicializacijo in inicializacijo
s pomocˇjo matricˇne faktorizacije. Opisane so tako dobre strani inicializacije,
kot tudi slabosti. Inicializacija je testirana na dveh podatkovnih mnozˇicah.
Pri prvi mnozˇici je cilj cˇim boljˇsa klasifikacija rocˇno napisanih sˇtevilk, pri
drugi pa napovedovanje tocˇnih ocen, s katerimi bi uporabniki ocenili dolocˇeno
sˇalo.
Poglavje 2
Nevronske mrezˇe
Nevronske mrezˇe spadajo pod sodobne metode za obdelavo in napovedovanje
podatkov, ki navdih cˇrpajo iz delovanja cˇlovesˇkih in zˇivalskih mozˇganov.
V zadnjih letih so dozˇivele ponoven hiter razvoj, saj so bili odkriti novi
algoritmi, kot so RBM [9], Dropout [17], ReLu [7] in Batch normalization
[11], ki precej izboljˇsajo kakovost napovedovanja in tocˇnost, ter izboljˇsana
strojna oprema, ki zagotavlja hitrejˇse ucˇenje.
Delovanje nevronskih mrezˇ je okvirno sestavljeno iz vecˇih korakov. Naj-
prej iz vhodnih podatkov in utezˇi izracˇunamo izhodne aktivacije na zadnjem
nivoju. Ta postopek se imenuje razsˇirjanje naprej (angl. feed-forward) in je
opisan v razdelku 2.1. Glede na to, ali izvajamo klasifikacijo ali regresijo,
s pomocˇjo ustreznih funkcij, ki so na voljo, izracˇunamo napako nevronske
mrezˇe pri napovedovanju. Dve izmed najbolj popularnih funkcij sta opi-
sani v razdelkih 2.2.1 in 2.2.2. Vrednost napake na izhodnih nevronih nato
vzratno sˇirimo nazaj do vhodnega nivoja z algoritmom, imenovanim vzra-
tno razsˇirjanje napake (angl. backpropagation of error), opisanim v razdelku
2.2. S tem dobimo gradiente, s pomocˇjo katerih optimiziramo utezˇi za boljˇsi
rezultat v prihodni iteraciji.
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Slika 2.1: Prikaz preproste sˇtiri nivojske nevronske mrezˇe [1].
Slika 2.1 prikazuje preprosto nevronsko mrezˇo z dvema skritima nivojema,
tremi vhodi in dvema izhodoma. V nadaljnjih razdelkih bodo vse notacije in
simboli skladni s to sliko.
Simboli:
σ()i ... aktivacijska funkcija za nivo i
wijk ... utezˇ med nevronom k v nivoju i− 1 do nevrona j v nivoju i
bij ... pristranska vrednost nevrona j v nivoju i
aij ... izhod nevrona j v nivoju i
aLj ... izhod nevrona j na izhodu nevronske mrezˇe
Wi ... matrika utezˇi, ki preslika vrednosti iz nivoja i− 1 v nivo i
bi ... vektor pristranskih vrednosti, ki preslika vrednosti iz nivoja i− 1 v
nivo i
2.1 Napovedovanje z razsˇirjanjem naprej
Razsˇirjanje naprej je postopek pri ucˇenju nevronske mrezˇe, kjer vhodno ma-
triko podatkov s pomocˇjo utezˇi in umetnih nevronov transformiramo v drugo
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matriko na izhodu, kjer je cilj, da se matrika na izhodu cˇim bolj ujema z
podatki, ki jih napovedujemo. Nevroni, ki so del vsake nevronske mrezˇe, so
preproste funkcije, ki na vhod prejmejo utezˇi in vrednosti in iz njih izracˇunajo
utezˇene izhode, ki jih nato normalizirajo sˇe z eno od aktivacijskih funkcij, ki
so opisane v razdelku 2.3. Skoraj vedno se izhod nevrona izracˇuna s formulo:
zij =
∑
k
(wijka
i−1
k ) + b
i
j (2.1)
ter nato sˇe normalizira z:
aij = σ
i(zij) (2.2)
Obstajajo tudi druge vrste nevronov, kjer utezˇene vrednosti med seboj
mnozˇimo, vendar ti nevroni nikoli niso zazˇiveli v praksi in se obicˇajno izkazˇejo
kot slabsˇa alternativa.
Nevrone lahko med seboj povezˇemo na vecˇ nacˇinov. Eden izmed njih
je tudi ta, da nevrone povezˇemo v cikle, vendar se tej tehniki v diplomski
nalogi izognemo. Najbolj obicˇajna arhitektura povezovanja je zdruzˇevanje
nevronov v polno povezane zaporedne nivoje, kjer je vsak nevron povezan z
vsemi nevroni na prejˇsnjem nivoju in nivoju, kateremu sledi, ter z nobenim
drugim nevronom iz katerega koli drugega nivoja ali z nevroni znotraj svojega
nivoja.
Algoritem razsˇirjanja naprej je precej kompleksen v primeru, da nevron-
sko mrezˇo programiramo kot skupek posameznih nevronov in vsak nevron
obravnavamo kot posamezno funkcijo, locˇeno od drugih nevronov. Cˇe pri-
stranske vrednosti na vsakem nivoju pametno zdruzˇimo z matriko utezˇi in
podatkom na vsakem nivoju dodamo dodaten stolpec enic, potem lahko iz-
rabimo matricˇni zapis in izracˇun aktivacij od zacˇetnega nivoja pa vse do
koncˇnega izhodnega nivoja preprosteje zapiˇsemo kot zmnozˇek matrik:
σi(Wiσi−1(Wi−1 . . . σ1(W1X)))
Pri tem ni potrebno, da so aktivacijske funkcije na posameznih nivojih
enake. Pogosto se na skritih nivojih od 1 do i − 1 uporabijo sigmoidna,
tangentna ali ReLu-funkcija, zadnji i nivo pa uporablja funkcijo glede na
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tip problema. Cˇe je problem klasifikacijski, potem je na zadnjem nivoju
najvecˇkrat sigmoidna funkcija ali fukcija imenovana softmax, za regresijske
probleme pa se uporabi linearna funkcija.
2.2 Vzratno razsˇirjanje napake
Ker so nevronske mrezˇe z nakljucˇno nastavljenimi utezˇmi brez ucˇenja skoraj
neuporabne, se za ucˇenje uporablja algoritem imenovan vzratno razsˇirjanje
napake. Vzratno razsˇirjanje napake je postopek, kjer iterativno posoda-
bljamo vrednosti utezˇi v smeri zmanjˇsanje napake in s tem poskusˇamo iz-
boljˇsati napovedno tocˇnost nevronske mrezˇe.
Pri vzratnem razsˇirjanju napake je potrebno najprej definirati funkcijo
napake, ki jo bomo minimizirali. V nadaljevanju je funkcija napake za primer
x iz podatkovne mnozˇice definirana kot Cx(a
L, y′), kjer vektorja aL in y′
predstavljata trenutni izhod na nevronski mrezˇi ter zˇelen izhod nevronske
mrezˇe. Dve najbolj pogosti funkciji napake sta definirani v razdelkih 2.2.1
in 2.2.2. Vrednost napake na ucˇni mnozˇici, ki je vecˇja od 1 in jo imenujemo
paketno ucˇenje (angl. batch learning), se izracˇuna z:
C =
1
n
∑
x
Cx(a
L, y′) (2.3)
kjer je n sˇtevilo ucˇnih primerov. To napako nato uporabimo pri racˇunanju
gradienta, pri katerem si pomagamo z vmesnimi koraki. Najprej izracˇunamo
spreminjanje napake Cx(a
L, y′) na izhodu nevronske mrezˇe glede na spremi-
njanje zLj vrednosti nevronov. Spreminjanje napake na zadnjem izhodnem
nivoju zato definiramo kot:
δL =
∂C
∂zL
=
∂C
∂aL
 σL′(zL) (2.4)
in za vse druge skrite nivoje v nevronski mrezˇi:
δi =
∂C
∂zi
= ((Wi+1)T δi+1) σi′(zi) (2.5)
Simboli:
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∂C
∂aL
... predstavlja vektor odvodov funkcije napake
σi
′
() ... odvod aktivacijske funkcije na posameznih nivojih
 ... Hadamard produkt med dvema matrikama. (x y)i,j = xi,j ∗ yi,j
Da dobimo gradient najvecˇjega padca funkcije, ki ga uporabimo za mini-
mizacijo utezˇi, je potrebno napako nato distribuirati med utezˇi in pristranske
vrednosti po enacˇbi:
∂C
∂wijk
= ai−1k δ
i
j (2.6)
∂C
∂bij
= δij (2.7)
S tem dobimo matriko gradientov za posamezno matriko utezˇi in pristran-
skih vrednosti:
∆Wi =

∂C
∂wi1,1
... ∂C
∂wi1,k
...
. . .
...
∂C
∂wij,1
... ∂C
∂wij,k
 (2.8)
∆bi =

∂C
∂bi1
...
∂C
∂bij
 (2.9)
Za gradientni spust lahko uporabimo vecˇ razlicˇnih metod. Ena izmed
najbolj preprostih je posodabljanje utezˇi in pristranskih vrednosti po formuli:
Wi ←Wi − α ∗∆Wi (2.10)
bi ← bi − α ∗∆bi (2.11)
kjer konstanta α predstavlja hitrost ucˇenja, ki jo nastavimo pred zacˇetkom
ucˇenja.
Poznamo sˇe vecˇ drugih metod za optimizacijo utezˇi nevronske mrezˇe.
Nekatere funkcije med optimizacijo nabirajo moment, kar pospesˇi premik
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utezˇi v pravo smer in zmanjˇsa oscilacijo, cˇe ima vecˇ zaporednih premikov isti
predznak. Ena izmed izboljˇsav navadnega gradientnega spusta z momentom
je metoda Adam (angl. adaptive moment estimation) [18], kjer ima med
procesom optimizacije vsaka utezˇ svojo hitrost ucˇenja in svoj moment. Ta
metoda je uporabljena pri vseh rezultatih v diplomski nalogi, saj je trenutno
ena izmed hitrejˇsih metod.
2.2.1 Povprecˇna kvadratna napaka
Za regresijske probleme obicˇajno uporabimo funkcijo, imenovano napaka kva-
dratov razlik (angl. mean square error). Funkcija je za regresijske probleme
najvecˇkrat oblike:
Cx(a
L, y′) = 0.5
∑
j
(aLj − y′j)2 (2.12)
kjer aLj predstavlja j-ti izhod na izhodnem nivoju nevronske mrezˇe iz slike
2.1. Cˇe zˇelimo nevronsko mrezˇo bolj kaznovati za vecˇje napake, se obcˇasno
uporabi tudi potenciranje razlike na viˇsje sode potence. Mera kvadratov
napak ima preprost odvod definiran z:
∂
∂aLj
Cx(a
L, y′) = (aLj − y′j) (2.13)
pri tem pa ni nobenih omejitev na velikost sˇtevil, kot je to pri napaki precˇne
entropije, saj ni nujno, da vrednosti na izhodu predstavljajo verjetnosti.
2.2.2 Precˇna entropija
Pri klasifikaciji se najvecˇkrat uporablja mera napake, imenovana precˇna en-
tropija (angl. cross-entropy), ki ima to prednost, da pospesˇi hitrost ucˇenja v
primerjavi z povprecˇno kvadratno napako. Funkcija je definirana z enacˇbo:
Cx(a
L, y′) = −
∑
j
[y′j ln a
L
j + (1− y′j) ln (1− aLj )] (2.14)
njen odvod pa z:
∂
∂aLj
Cx(a
L, y′) =
(aLj − y′j)
(1− aLj )(aLj )
(2.15)
Diplomska naloga 9
Pri meri precˇne entropije je potrebno, da velja ∀j(0 ≤ aLj ≤ 1), saj vrednosti
na izhodih predstavljajo verjetnost pripadnosti dolocˇenemu razredu.
2.3 Aktivacijske funkcije
Aktivacijske funkcije so matematicˇne funkcije, ki se aplicirajo na izhod vsa-
kega nevrona. Poznamo vecˇ vrst aktivacijskih funkcij in so pomemben del
nevronskih mrezˇ, saj se nevronske mrezˇe brez njih ne morejo naucˇiti neli-
nearne preslikave iz vhodnih spremenljivk v izhodne spremenljivke. Brez
aktivacijske funkcije je vsaka globoka mrezˇa enaka linearni transformaciji,
kar pa ni zazˇeljeno. Neucˇinkovitost mrezˇe brez aktivacijskih funkcij lahko
pokazˇemo z naslednjo enacˇbo, kjer matriki Wi in X predstavljata utezˇi na
i-tem nivoju in matriko vhodnih podatkov:
(Wi(Wi−1...(W1X))) = (WiWi−1...W1)X = WX (2.16)
2.3.1 Sigmoidna funkcija
Sigmoidna funkcija je ena izmed prvih uspesˇno uporabljenih aktivacijskih
funkciji, saj resˇuje problem binarne aktivacije, katere pomankljivost je ta, da
ni zvezna in odvedljiva, ter linearne funkcije, kjer ni mozˇno zgraditi nevronske
mrezˇe, ki preslika vhod v nelinearen izhod. Sigmoidna funkcija je definirana
z enacˇbo:
sigm(x) =
1
1− e−x (2.17)
njen odvod pa z:
∂
∂x
sigm(x) = sigm(x) ∗ (1− sigm(x)) (2.18)
Iz enacˇbe, ki definira sigmoidno funkcijo, je razvidno, da je definicijsko
obmocˇje (−∞,∞), in zaloga vrednosti (0, 1), kar daje nevronom lepo la-
stnost, saj je njihov izhod vedno normaliziran med 0 in 1.
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Sigmoidna aktivacijska funkcija ima tudi dve vecˇji tezˇavi. Prva izmed
njih je majhen gradient, ko je x 0 ali x 0, saj velja:
lim
x→±∞
∂
∂x
sigm(x) = 0 (2.19)
kar pomeni, da je pri inicializaciji utezˇi potrebna previdnost, saj je lahko
vhod v sigmoidno funkcijo tako velik, da je odvod skoraj 0, kar zelo upocˇasni
ucˇenje pri vzvratnem razsˇirjanju napake.
Druga tezˇava sigmoidne funkcije pa je, da je izhod funkcije lahko le pozi-
tivno realno sˇtevilo, zato so posodobitve vseh utezˇi za dolocˇen nevron lahko
le vse pozitivne oziroma vse negative, kar pripelje do osilacije utezˇi.
2.3.2 Tangentna funkcija
Tangentna funkcija je aktivacijska fukcija, ki je zelo podobna sigmoidni funk-
ciji, zato ima tudi podobne lastnosti in tezˇave. Definirana je kot:
tanh(x) =
2
1 + e−2x
+ 1 (2.20)
oziroma skalirana sigmoidna funkcija:
tanh(x) = 2sigm(2x)− 1 (2.21)
njen odvod pa z:
∂
∂x
tanh(x) = 1− tanh(x)2 (2.22)
Tangentna funkcija se srecˇuje s podobno tezˇavo kot sigmoidna funkcija,
saj ima pri vrednostih x 0 ali x 0 tezˇave z ucˇenjem, ker je odvod skoraj
enak nicˇ, kar zelo upocˇasni vzratno propagiranje napake.
Prednost funkcije tanh je ta, da vhod iz intervala (−∞,∞), pretvori v
vrednosti na intervalu (−1, 1) in se s tem izogne problemu sigmoidne funkcije,
kjer so utezˇi ob posodobitvi vse pozitivne ali vse negativne.
2.3.3 Funkcija ReLu
ReLu je ena izmed novejˇsih aktivacijskih funkcij, ki se izogne problemu izgi-
njajocˇega gradienta, ki jih imata funkciji sigm in tanh vendar ime nekatere
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druge probleme, ki jih sigmoidna in tanh funkciji nimata. Definirana je kot:
relu(x) = max(0, x) (2.23)
z odvodom:
∂
∂x
relu(x) =
1, x > 00, x < 0 (2.24)
kjer odvod v tocˇki 0 ni definiran, vendar to v praksi ne predstavlja tezˇav,
saj lahko v primeru vhoda 0, vrnemo 0 ali 1. Iz enacˇbe je razvidno, da je
definicijsko obmocˇje funkcije na intervalu (−∞,∞), zaloga vrednosti pa na
intervalu [0,∞).
Najvecˇja prednost aktivacijske funkcije relu je ta, da je v primeru, ko
je x  0, odvod funkcije sˇe vedno 1, kar precej pospesˇi ucˇenje. Prednost
je tudi redka predstavitev znanja na izhodih nevonih, saj se med ucˇenjem
nekateri nevroni povsem izklucˇijo oziroma imajo na izhodu vrednost 0 in pri
napovedovanju ne vplivajo na rezultat, kar se pri drugih aktivacijah ne zgodi
pogosto.
Slabost aktivacijske funkcije relu so tako imenovani umirajocˇi nevroni.
Ti nastanejo med ucˇenjem ali zaradi slabe inicializacije utezˇi. To so nevroni,
ki se jim med ucˇenjem vrednost zmanjˇsa pod 0 in se s tem prenehajo ucˇiti.
Obstaja nekaj variant, ki poskusˇajo odpraviti to tezˇavo. Ena izmed bolj
znanih variant funkcije ReLu je leaky ReLu. Ta se med ucˇenjem spreminja,
tudi, cˇe je izhod manjˇsi od 0.
2.4 Regularizacija
Pri ucˇenju z nevronskimi mrezˇami najvecˇkrat pride do prevelikega prilega-
nja ucˇni mnozˇici, sploh cˇe imajo nevronske mrezˇe veliko nevronov, zato je
pomembno, da se prevelikemu prileganju poskusˇamo izogniti. Ena izmed
najbolj enostavnih tehnik za izogib prevelikemu prileganju je, da za ucˇenje
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pridobimo vecˇjo kolicˇino podatkov. To lahko predstavlja tezˇavo, cˇe je prido-
bivanje vecˇje kolicˇine podatkov zahteven in drag postopek. Druga mozˇnost
je, da podatke umetno ustvarimo iz zˇe obstojecˇih podatkov. Primer taksˇnega
ustvarjanja podatkov je na primer rotacija, razteg in zrcaljenje slik, vendar
ta tehnika na vseh podatkih ni mogocˇa, zato uporabimo regularizacijo.
Regularizacija je postopek, ki skusˇa zmanjˇsati kompleksnost naucˇene fun-
cije in pri tem cˇim manj zmanjˇsati tocˇnost na ucˇnih podatkih. Osnova re-
gularizacije je princip najkrajˇsega opisa (MDL), ki pa je neizracˇunljiv in se
zato v praksi uporabljajo razlicˇne hevristike. Vecˇinoma so usmrejene v to,
da funcija, ki jo zˇelimo minimizirati, ne vkljucˇuje samo napovedne napake
ampak tudi kompleksnost funkcije. Na ta nacˇin hkrati minimiziramo napako
in kompleksnost funkcije (pri nevronski mrezˇi je to sˇtevilo in velikost utezˇi).
Tipicˇne regularizacije, ki jih uporabimo pri ucˇenju so L1, L2 in Dropout.
Regularizaciji L1 in L2 sta si med seboj zelo podobni, saj kaznujeta pre-
velike utezˇi. Pri Dropout regularizaciji med razsˇirjanjem naprej dolocˇenim
nevronom nastavimo izhod na nicˇ. Obcˇasno se uporablja sˇe regularizacija
z zgodnjim ustavljanjem, kjer nevronsko mrezˇo ucˇimo, dokler se napaka ne
validacijski mnozˇici ne zacˇne povecˇevati.
2.4.1 L1
Regularizacija L1 je ena izmed najbolj preprostih regularizacij, kjer ceni na-
pake priˇstejemo sˇe absolutne vrednosti vseh utezˇi. Celotna napaka je v tem
primeru definirana kot:
Cr = C +
λ
2n
∑
w
|w| (2.25)
njen odvod pa kot:
∂Cr
∂w
=
∂C
∂w
+
λ
n
sgn(w) (2.26)
Prednost regularizacije L1 je ta, da med ucˇenjem ustvari redko matriko utezˇi
(angl. sparse matrix), kar pomeni, da utezˇi spodbudi k temu, da se med
ucˇenjem nastavijo na nicˇ oziroma da deluje kot algoritem za izbor atributov
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(angl. feature selection). Regularizacija L1 za razliko od regularizacije L2 ni
definirana tako, da bi imela le eno analiticˇno resˇitev.
2.4.2 L2
Regularizacija L2 je precej podobna regularizaciji L1, le da tu kaznujemo
prvotno ceno napake sˇe s sesˇtevkom kvadratov vseh utezˇi. Napaka je zato
definirana kot:
Cr = C +
λ
2n
∑
w
w2 (2.27)
odvod napake pa z:
∂Cr
∂w
=
∂C
∂w
+
λ
n
w (2.28)
Najvecˇja prednost te regularizacije je, da obicˇajno deluje bolje kot regu-
larizacija L1, vendar utezˇi skoraj nikoli ne nastavi na nicˇ in se s tem naucˇi
redke predstavitve podatkov. Regularizacija L2 vedno preferira razprsˇeno
(angl. diffused) matriko utezˇi, kjer so vse utezˇi majhne, nobena pa ni enaka
nicˇ, in precej kaznuje matriko utezˇi, kjer so posamezne vrednosti precej velike,
vendar je vecˇina utezˇi nastavljenih na nicˇ.
2.4.3 Dropout
Dropout [10] je ena novejˇsih tehnik regularizacije, kjer med ucˇenjem iz-
kljucˇimo vecˇje sˇtevilo nevronov in s tem prisilimo nevrone, da se naucˇijo
redundantno znanje, saj se ne morejo vedno zanasˇati na izhod nevronov v
prejˇsnjem nivoju. Sˇtevilo izkljucˇenih nevronov obicˇajno nastavimo do 25%
za vhodni nivo in do 50% za skrite nivoje.
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Slika 2.2: Prikaz delovanja tehnike Dropout na nevronski mrezˇi z enim skri-
tim nivojem in 50% verjetnostjo za izklucˇitev nevronov [2].
Slika 2.2 prikazuje algoritem, ki najprej izvede postopek razsˇirjanja naprej
in na vsakem nivoju dolocˇenim nevronom nastavi izhod na nicˇ z verjetnostjo p
in s tem prikrajˇsa naslednji nivo za dolocˇene podatke, ki bi jih nevroni dobili v
popolno povezani mrezˇi. Ta postopek se nadaljuje do zadnjega nivoja, nakar
se isto kot v normalnih mrezˇah izvede vzratno razsˇirjanje napake nazaj do
vhodnega nivoja.
Pri kasnejˇsem napovedovanju podatkov, kjer uporabimo vse nevrone, je
potrebno aktivacije na posameznih nivojih pomnozˇiti sˇe z 1
p
, saj se je mrezˇa
prvotno naucˇila delovanja le z delom nevronov, pri predikciji pa so upore-
bljani izhodi vseh nevronov prejˇsnjega nivoja. Cˇe to skalacijo izvedemo zˇe
med ucˇenjem, potem to verzijo regularizacije imenujemo Inverted Dropout.
Poglavje 3
Matricˇna faktorizacija
Matricˇna faktorizacija je postopek, kjer poskusˇamo matriko razdeliti na dve
ali vecˇ manjˇsih matrik, ki ob ponovnem zmnozˇku kar se da natancˇno ocenijo
vrednosti prvotne matrike. Ti postopki so v zadnjem cˇasu postali precej
popularni na vecˇih podrocˇjih strojnega ucˇenja, saj so na nekaterih podrocˇjih
precej izboljˇsali uspesˇnosti modelov [13] [16]. Z matricˇno faktorizacijo lahko
iz podatkov, organiziranih v matricˇno tabelo, dobimo nove tabele, v katerih
so predstavljeni zgosˇcˇeni podatki osnovne matrike. Zgosˇcˇeni podatki so lahko
uporabni na vecˇ nacˇinov:
• Izracˇun mankajocˇih podatkov
Skoraj v vseh problemih, s katerimi se srecˇuje strojno ucˇenje, vecˇkrat
naletimo na nepopolne ali mankajocˇe podatke. S pomocˇjo matricˇne fak-
torizacije lahko za nekatere podatke ponovno ocenimo, kaksˇno vrednost
bi morali imeti. Primer izracˇuna podatkov s pomocˇjo matricˇne faktori-
zacije je napovedovanje ocen filmov, ki si jih uporabniki sˇe niso ogledali.
Cˇe matriki, ki nastaneta pri razcepu z nenegativno matricˇno faktoriza-
cijo ponovno zmnozˇimo, potem nova matrika predstavlja ocene, ki naj
bi jih uporabniki dali posameznim filmom.
• Zmanjˇsanje dimenzij podatkov
Matricˇno faktorizacijo lahko uporabljamo kot nanadzorovano tehniko
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za zmanjˇsanje dimenzije podatkov. Prvotno matriko s pomocˇjo ma-
tricˇne faktorizacije razdelimo v nove matrike, ki imajo manjˇse dimen-
zije od originalne matrike. Pri tem nove matrike predstavljajo stisnjene
podatke oziroma povzetek podatkov v prvotni matriki. Te povzetke
podatkov lahko nato uporabimo za nadaljnjo obdelavo z razlicˇnimi al-
goritmi strojnega ucˇenja.
• Grucˇenje podatkov
Matricˇna faktorizacija lahko sluzˇi tudi kot algoritem za iskanje grucˇ
v podatkih. Pred zacˇetkom faktorizacije izberemo dimenzijo oziroma
velikost matrik, ki bodo nastale pri faktorizaciji. Ta velikost kasneje
predstavlja sˇtevilo grucˇ, ki jih iˇscˇemo v podatkih. Ena izmed matrik po
koncˇani faktorizaciji nato predstavlja centre posameznih grucˇ, medtem
ko druga matrika prikazuje pripadnost posameznega primera dolocˇeni
grupi.
3.1 Opis delovanja
Ob vhodni matriki X ∈ Rn×m iˇscˇemo dve matriki W in H, kjer velja X ≈
WH = X′, pri cˇemer W ∈ Rn×k in H ∈ Rk×m. Pri faktorizaciji je velikost
novih matrik oznacˇenih z velikostjo k ter velja k  min(n,m). Glede na
tip matricˇne faktorizacije lahko matriko X razdelimo tudi na vecˇ kot dve
manjˇsi matriki. Primer taksˇne faktorizacije je nenegativna matricˇna tri-
faktorizacija.
Pri iskanju matrik W in H je potrebno definirati sˇe funkcijo kakovosti
resˇitve, ki jo optimiziramo. Najvecˇkrat je to Frobeniusova razdalja oziroma
razdalja med razlikami kvadratov napak. Razdalja med matriko X in matriko
X′ je definirana kot:
‖X−X′‖2F = ‖X−WH‖2F =
∑
nm
(Xnm −X′nm)2 (3.1)
Ker iˇscˇemo najboljˇso aproksimacijo matrike X s pomocˇjo matrik W in
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H, lahko problem optimizacije zastavimo kot:
min‖X−WH‖2F (3.2)
kar pomeni, da minimiziramo razliko med matrikama oziroma zmanjˇsujemo
napako zmnozˇka matrik W in H.
3.2 Tipi matricˇne faktorizacije
Obstaja vecˇ tipov matricˇne faktorizacije. Faktorizacije se razlikujejo po funk-
ciji, ki jo optimizirajo, sˇtevilom novih matrik, ki jih ustvarijo, in razlicˇnih
omejitvah, ki se lahko pojavijo znotraj posameznih matrik. Za enake tipe
matricˇne faktorizacije obstaja tudi vecˇ razlicˇnih aproksimacijskih algoritmov,
ki se razlukujejo po kompleksnosti in hitrosti konvergence. V naslednjih raz-
delkih so predstavljeni tipi matricˇne faktorizacije, ki so bili uporabljeni v
diplomski nalogi.
3.2.1 Nenegativna matricˇna faktorizacija - NMF
Nenegativna matricˇna faktorizacija (angl. non-negative matrix factorization)
je matricˇna faktorizacija, ki ima dodatno omejitev na originalni matriki X
in posledicˇno sˇe na obeh matrikah W in H. Vse tri matrike lahko vsebujejo
le pozitivne vrednosti oziroma velja:
X+ ≈W+H+ (3.3)
Matrika W v tem primeru predstavlja linearno kombinacijo koeficientov
zapisanih v matriki H. Za to metodo matricˇne faktorizacije pravimo, da
je aditivna, saj so vsi elementi v matrikah pozitivni in jih med seboj nikoli
ne odsˇtevamo. Pogosto se uporablja pri podatkih, ki so zˇe pri nastanku
pozitivni, saj jih pred faktorizacijo ni potrebno skalirati. Taki podatki so na
primer RGB-vrednosti pikslov na sliki int npr. ocene, ki so jih uporabniki
dali dolocˇenim filmom.
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Eden izmed najbolj preprostih algoritmov je iterativno posodabljanje ma-
trik W in H po enacˇbi:
Hij ← Hij (W
TX)ij
(W TWH)ij
(3.4)
Wij ← Wij (XH
T )ij
(WHHT )ij
(3.5)
Ta metoda se imenuje multiplikativno posodabljanje utezˇi [15] in je ena
izmed prvih metod za razcep matrik. Obstaja pa sˇe vecˇ razlicˇnih novejˇsih
metod, ki razlicˇno hitro konvergirajo k lokalnem minimumu.
3.2.2 Semi-nenegativna matricˇna faktorizacija - SNMF
Semi-nenegativna matricˇna faktorizacija (angl. semi-nonnegative matrix fac-
torization) je tip matricˇne faktorizacije, kjer dopusˇcˇamo, da ima matrika W
tako pozitivne kot tudi negativne vrednosti in je zelo podobna nenegativni
matricˇni faktorizaciji s to razliko, da velja:
X± ≈W±H+ (3.6)
Ker dopusˇcˇamo negativne vrednosti v matriki W, lahko matriko W
obravnavamo kot centre grucˇ, algoritem pa podobno kot druge algoritme
za grucˇenje. V nekaterih pogledih je algoritem SNMF podoben algoritmu
k-means, kjer iˇscˇemo k grucˇ, ki so na danih podatkih najbolj smiselne. Ker
se v realnosti vecˇkrat pojavijo podatki z negativnimi vrednostmi, je prednost
SNMF pred NMF ta, da lahko z algoritmom SNMF razcepimo tudi matrike,
ki vsebujejo negativne vrednosti in se s tem izognemo skaliranju podatkov,
ki bi jih zahteval algoritem nenegativne matricˇne faktorizacije.
3.2.3 Singularni razcep - SVD
Singularni razcep (angl. singular value decomposition) je postopek, pri ka-
terem prvotno matriko X ∈ Rn×m razdelimo v tri nove matrike in s pomocˇjo
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teh treh matrik zmanjˇsamo dimenzije podatkov. Pri singularnem razcepu
zato iˇscˇemo matrike U ∈ Rn×n, Σ ∈ Rn×m in V> ∈ Rm×m, kjer velja:
X = UΣV> (3.7)
Matrika Σ je definirana kot matrika, ki ima na diagonali korene lastnih
vrednosti (angl. eigenvalues), dobljene iz razcepa matrike X>X, v matriki
V pa se nahajajo normalizirani lastni vektorji (angl. eigenvectors), dobljeni
z istim razcepom in zlozˇeni vsak v svoj stolpec. Zadnjo matriko U dobimo
iz enacˇbe XV = UΣ, kjer so vrednosti X, V in Σ zˇe znane.
Iz delovanja SVD lahko hitro ugotovimo, da je v matrikah precej vrstic,
ki na izhod nimajo vpliva ali pa je ta vpliv zelo majhen. Kako dolocˇen
stolpec v matrikah U in V vpliva na matriko X, lahko vidimo iz diagonalnih
elementov v matriki Σ. Diagonalni elementi predstavljajo utezˇi vektorjev
pri rekonstrukciji prvotne matrike, vendar, ker so nekatere izmed teh utezˇi
precej majhne, jih lahko nastavimo na 0. Cˇe nekatere vrednosti na diagonali
nastavimo na 0, je to isto, kot cˇe bi pri mnozˇenju matrik izpustili dolocˇene
stolpce.
Ker so vrednosti na diagonali Σ urejene po velikosti, lahko izbriˇsemo
zadnjih nekaj vrstic in stolpcev matrike Σ, ki vsebujejo vrednosti skoraj
enako nicˇ. Nova matrika ima drugacˇne dimenzije, zato je potreben izbris sˇe
isto sˇtevilo stolpcev iz matrike U in vrstic iz matrike V. S tem postopkom
dobimo nove matrike U ∈ Rn×k, Σ ∈ Rk×k in V> ∈ Rk×m, ki uporabljajo
manj podatkov za rekonstrukcijo originalne matrike, v njih pa je zgosˇcˇena
predstavitev podatkov.
Obicˇajno je nova matrika, ki predstavlja priblizˇek originalne matrike, se-
stavljena iz dveh matrik, ki jih dobimo pri matricˇni faktorizaciji. V primeru
manjˇsanja dimenzij je matrika H enakovredna matriki V>, matriko W pa
zapiˇsemo kot zmnozˇek U in Σ.
X± ≈W±H± (3.8)
W = UΣ (3.9)
H = V> (3.10)
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3.2.4 Analiza arhetipov - AA
Analiza arhetipov (angl. archetypal analysis) [4] je postopek, ki je podo-
ben matricˇni faktorizaciji, kjer iterativno iˇscˇemo manjˇse sˇtevilo arhetipov,
ki predstavljajo konveksno kombinacijo originalnih podatkov. Analizo arhe-
tipov lahko obravnavamo tudi kot razcep podatkov na 2 matriki, kjer ma-
trika W predstavlja verjetnost pripadnosti posameznega primera dolocˇenemu
arhetipu, matrika H pa atribute posameznega arhetipa. Najdeni arhetipi
obicˇajno tvorijo kar se da dobro konveksno ovojnico celotne mnozˇice podat-
kov, ostale podatke, ki se nahajajo izven te konveksne ovojnice, pa preslikamo
na najblizˇjo tocˇko znotraj ovojnice.
Slika 3.1: Primer algoritma analize arhetipov, kjer iˇscˇemo konveksno ovojnico
iz treh arhetipov. Vse tocˇke, ki so zunaj konveksne ovojnice nato preslikamo
v ovojnico [5].
V kontekstu diplomske naloge je analiza arhetipov uporabljena predvsem
kot algoritem za mehko grucˇenje (angl. soft clustering) oziroma verjetnostno
rangiranje (angl. probabilistic ranking) ter za zmanjˇsevanje dimenzij multi-
variantnih podatkov, kjer matriko prvotnih podatkov X razdelimo v matriko
arhetipov in matriko verjetnosti pripadnosti posameznemu arhetipov. Ana-
liza arhetipov ima pred drugimi algoritmi to prednost, da matrika W ∈ Rn×k
po vrsticah vsebuje verjetnosti, kar pomeni da je sesˇtevek vsake vrstice enak
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1 oziroma velja: ∑
k
Wnk = 1
Prednost matrike, ki vsebujejo verjetnosti, je ta, da pri nekaterih aktivacijskih
funkcijah ne pride do prevelike nasicˇenosti posameznih nevronov.
3.2.5 Analiza glavnih komponent - PCA
Analiza glavnih komponent (angl. principal component analysis) je metoda,
ki preslika tocˇke iz enega prostora v drugega z namenom, da bi podatkom
zmanjˇsali dimenzije atributov in ob tem ohranili cˇim vecˇ koristnih informa-
cij. Predpostavimo, da imamo matriko X ∈ Rn×m, kjer konstanti n in m
predstavljata sˇtevilo primerov in sˇtevilo atributov, ki jih ima vsak primer.
Cilj algoritma je preslikati matriko X v novo matriko X′ ∈ Rn×k, kjer velja
k < m tako, da nova matrika X′ predstavlja linearne kombinacije originalnih
primerov in da maksimiziramo varianco preslikanih tocˇk.
Postopek za izracˇun matrike X′ je sestavljen iz sˇtirih korakov. Najprej
vsakemu elementu v matriki X odsˇtejemo povprecˇje vsakega stolpca, v ka-
terem se nahaja element in jih s tem premaknemo na obmocˇje, kjer imajo
povprecˇje nicˇ (angl. zero centered).
Naslednji korak je izracˇun kovariancˇne matrike. Naj bo C ∈ Rm×m ma-
trika, kjer velja:
Cij = cov(Xi,Xj) (3.11)
V matriki Cij so zapisane koveriance med vsemi pari atributov iz podatkovne
mnozˇice X. Kovariancˇna matrika je zato vedno kvadratna in vsebuje m2
kovarianc.
Iz matrike kovariance izracˇunamo lastne vrednosti in vektorje s pomocˇjo
dekompozicije. Dobljene lastne vrednosti in vektorje nato uredimo po veli-
kosti, saj s tem dobimo nove osi, ki najbolj ohranjajo varianco v podatkih.
Ker podatkom zmanjˇsujemo sˇtevilo atributov, lahko sestavimo novo matriko
Y ∈ Rm×k. Matrika Y je sestavljena iz k lastnih vektorjev, ki imajo najvecˇje
lastne vrednosti in opravlja preslikavo iz originalnih podatkov v novo mnozˇico
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podatkov z manjˇsimi dimenzijami. Novo matriko X′ dobimo z enacˇbo:
X′ ← XY (3.12)
3.2.6 Faktorska analiza - FA
Faktorska analiza (angl. factor analysis) je metoda dekompozicije originalne
matrike, ki vsebuje izmerjene oziroma vidne atribute, v manjˇso matriko, v
kateri se nahajajo neizmerjene skrite spremenljivke (angl. unobserved la-
tent variables). Vidni atributi so pri procesu faktorizacije predstavljeni kot
linearne kombinacije skritih spremenljivk z dodanim cˇlenom, ki predstavlja
napako.
Analiza faktorjev je po nacˇinu delovanja precej podobna matricˇni fakto-
rizaciji, kjer podobno kot pri tej metodi, tudi tam iˇscˇemo skrite faktorje, ki
se pojavljajo v podatkih.
Poglavje 4
Inicializacija utezˇi
Inicializacija utezˇi v nevronski mrezˇi je eden izmed najbolj pomembni de-
javnikov, ki vplivajo na hitrost in uspesˇnost ucˇenja, sploh cˇe imajo te mrezˇe
vecˇje sˇtevilo skritih nivojev. To lahko vidimo zˇe s preprosto inicializacijo,
kjer vse utezˇi v nevronski mrezˇi nastavimo na nakljucˇno konstanto. V pri-
meru da so vse utezˇi za posamezen nivo enake, pride pri vzratnem sˇirjenju
napake do istih posodobitev vseh nevronov, kar posledicˇno pomeni, da se vsi
nevroni naucˇijo isto funkcijo.
V literaturi je bilo do sedaj predstavljenih vecˇ razlicˇnih nacˇinov inicia-
lizacije, ki dosegajo razlicˇne uspehe. Najpogostejˇsa inicializacija je bila do
nedavnega nakljucˇna inicializacija, kjer vse utezˇi nastavimo na majhne na-
kljucˇne vrednosti. Ta inicializacija je pri globokih nevronskih mrezˇah pov-
zrocˇila prenasicˇenost nevronov, zato se trenutno najvecˇkrat uporablja ini-
cializacija Xavier [6], ki poskusˇa ohranjati konstantno varianco na izhodih
nevronov skozi vse nivoje.
4.1 Nakljucˇna inicializacija
Ena izmed prvih inicializacij je bila nakljucˇna inicializacija, ki se je izkazala
za uspesˇno na plitvih nevronskih mrezˇah, vendar se je slabo obnesla na bolj
globokih mrezˇah. Pri nakljucˇni inicializaciji utezˇi vzorcˇimo iz normalne dis-
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tribucije βN (0, 1), kjer β predstavlja konstanto, ki jo dolocˇimo pred zacˇetkom
ucˇenja. Izbor konstante β je zelo pomemben, saj lahko ob premajhni kon-
stanti vsi nevroni v globjih nivojih na izhodu napovejo vrednosti, katerih
varianca je blizu 0 in s tem upocˇasnijo vzvratno sˇirjenje napake. Cˇe je kon-
stanta β prevelika, se zgodi, da se varianca podatkov med prehajanji med
nivoji precej povecˇa, kar pomeni, da se funkcije, kot so sigmoidna in tangen-
tna, prenasicˇijo in na izhodu napovedujejo le vrednosti 0 ali 1 za sigmoidno
funkcijo oziroma -1 in 1 za tangetno funkcijo, kar ponovno privede do izgube
gradienta. Ena izmed resˇitev za inicializacijo utezˇi, kjer se izognemo potrebi
po tocˇnem nastavljanju parametrov, sta metodi Batch Normalization [11]
in Self-Normalizing Neural Networks [12], kjer po napovedi vsakega nivoja
izhode skaliramo in s tem preprecˇimo nasicˇenost nevronov.
4.2 Inicializacija Xavier
Inicializacija Xavier je podobna nakljucˇni inicializaciji, le da ta resˇuje pro-
blem izbora parametra β. Ta inicializacija poskusˇa na prehodih do globokih
nivojev ohraniti varianco cˇim bolj konstanto in s tem preprecˇiti, da bi se
aktivacijske funkcije prenasicˇile oziroma bi se varianca postopoma znizˇala do
nicˇle.
Funkcija inicializacije utezˇi je odvisna tudi od aktivacijskih funkcij na iz-
hodih vsakega nevrona, ker lahko nekatere funkcije porezˇejo del izhodov in s
tem zmanjˇsajo varianco. Za sigmoidno, tangentno in funkcijo softmax se za
inicializiranje uporablja vzorcˇenje iz distribucije 1√
n
N (0, 1), kjer n predsta-
vlja sˇtevilo vhodnih povezav v nevron, za katerega inicializiramo utezˇi. Pri
funkciji ReLu je inicializacija nekoliko spremenjena, saj max(0, x) na izhodih
porezˇe polovico veljavnih vrednosti, zato je potrebno vzorcˇenje iz distribucije
1√
0.5n
N (0, 1).
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4.3 Predlagana inicializacija
V okviru diplomske naloge je predlagan nov nacˇin inicializacije, kjer s pomocˇjo
tehnik za zmanjˇsanje dimenzij podatkov na vsakem skritem nivoju izracˇunamo
dolocˇeno zgosˇcˇeno predstavitev vhodnih podatkov in z njo poskusˇamo po-
spesˇiti ucˇenje. Ideja delno izhava iz nenadzorovanega ucˇenja, kjer se na
vsakem skritem nivoju poskusˇamo naucˇiti cˇim bolj abstraktno predstavitev
podatkov, iz katerih lahko nato lazˇje pravilno napovemo vrednosti na izhodu.
Slika 4.1: Prikaz razbitja originalne matrike na dva para manjˇsih matrik, ki
bosta predstavljala aktivacije na dveh skritih nivojih.
Predpostavimo, da imamo opravka s klasifikacijo, kjer so vhodni podatki
v obliki matrike X ∈ Rn×m, vrednosti, ki jih zˇelimo napovedati pa so zakodi-
rane v matriki Y ∈ Rn×h tako, da je za vsak primer enica v tistem stolpcu,
kateremu razredu primer pripada, v vseh drugih stolpci pa so vrednosti nicˇ
(angl. one hot encoding). Konstante n, m in h predstavljajo sˇtevilo ucˇnih
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primerkov, dimenzijo ucˇnih podatkov in sˇtevilo razredov pri klasifikaciji. Ori-
ginalno matriko X najprej faktoriziramo v pare matrik {W,H}(slika 4.1),
kjer vsak par predstavlja zgosˇcˇene podatke na posameznem skritem nivoju
nevronske mrezˇe.
Cˇe to tehniko izvajamo na nevronski mrezˇi iz slike 2.1 in se ucˇimo na
mnozˇici velikosti 10, imamo kot vhod matriko X ∈ R10×3, izhodne podatke
pa oblike Y ∈ R10×2. Z matricˇno faktorizacijo ustvarimo dva para {W1 ∈
R10×3,H1 ∈ R3×3} in {W2 ∈ R10×4,H2 ∈ R4×3}, ki predstavljata zgosˇcˇeno
obliko izhoda na obeh skritih nivojih. Matriki H lahko zavrzˇemo, saj nas
zanima le zgosˇcˇena predstavitev znanja iz matrike X.
Slika 4.2: Ucˇenje enonivojskih mrezˇ, ki mapirajo vhodno matriko iz enega
nivoja v izhodno matriko na naslednjem nivoju ciljne nevronske mrezˇe.
V naslednjem koraku, prikazanem na sliki 4.2, zgradimo k−1 nevronskih
mrezˇ (k predstavlja sˇtevilo nivojev ciljne nevronske mrezˇe), ki bodo delovale
kot funkcije, ki preslikajo podatke, dobljene s pomocˇjo matricˇne faktorizacije
za nivo i, v podatke, dobljene na nivoju i+ 1. Vse te nevronske mrezˇe imajo
le vhodni in izhodni nivo in nimajo nobenega skritega nivoja. Utezˇi teh i−1
mrezˇ bodo kasneje uporabljene za gradnjo ciljne globoke nevronske mrezˇe.
Pred zacˇetkom ucˇenja teh enonivojskih mrezˇ je potrebno dolocˇiti sˇe akti-
vacijsko funkcijo na izhodnih nevronih ter morebitno skaliranje podatkov v
matriki, saj nekatere aktivacijske funkcije ne morejo napovedati vrednosti na
neomejenem intervalu. Aktivacijska funkcija je lahko sigmoidna ali softmax,
cˇe zˇelimo na izhodih izracˇunavati verjetnosti ali linearna, oziroma ReLu, cˇe
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aktivacije na izhodih ne predstavljajo verjetnosti, omejene med nicˇ in ena.
Od izbora aktivacijske funkcije je odvisna tudi funkcija za izracˇun napake.
Pri sigmoidni aktivaciji in aktivaciji softmax lahko za izracˇun napake upora-
bimo precˇno entropijo, za linearno funkcijo in ReLu pa uporabljamo napako
povprecˇne kvadratne razlike.
S to tehniko za primer nevronske mrezˇe iz slike 2.1 zgradimo 3 nevronske
mrezˇe. Prva preslika podatke iz X v W1, druga iz W1 v W2, tretja pa iz
W2 v Y. Te tri mrezˇe imajo na vhodih dimenzije 3, 3, 4, na izhodih pa 3, 4
in 2.
Slika 4.3: Zdruzˇevanje delno naucˇenih enonivojskih mrezˇ v ciljno nevronsko
mrezˇo.
Vse nastale enonivojske mrezˇe iz slike 4.2 nato zdruzˇimo v ciljno globoko
mrezˇo, kjer vsaka od enonivojskih mrezˇ preslika svoj vhod v novo zgosˇcˇeno
predstavitev znanja in to predstavitev poda nevronski mrezˇi na naslednjem
nivoju, kar prikazuje slika 4.3. Na zadnjem nivoju je potrebno, da se ne-
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vronska mrezˇa naucˇi preslikavo iz zgosˇcˇenih podatkov v podatke pripadnosti
razredov oziroma, da zna na izhodu cˇim bolj natancˇno napovedati matriko
Y. Ko je ciljna globoka nevronske mrezˇa sestavljena, je potrebno sˇe dodatno
ucˇenje z vhodno matriko X in izhodno matriko Y, vendar je obicˇajno sˇtevilo
potrebnih iteracij za ucˇenje precej manjˇse.
Za primer iz slike 2.1 sestavimo eno ciljno nevronsko mrezˇo, sestavljeno
iz treh enonivojskih mrezˇ iz drugega koraka, tako da za preslikavo upora-
bimo utezˇi in pristranske vrednosti vseh prejˇsnjih enonivojskih mrezˇ. Koncˇna
mrezˇa ima zato dimenzije (3, 3, 4, 2).
Pri opisani inicializaciji utezˇi lahko pride do tezˇave, kjer imamo podatke
z malim sˇtevilom atributov, saj lahko z matricˇno faktorizacijo le zmanjˇsamo
sˇtevilo atributov, kar pomeni, da bo ciljna nevronska mrezˇa sestavljena iz
nivojev, kjer bo vsak naslednji nivo imel manj ali enako sˇtevilo nevronov.
Ena izmed tehnik, da odpravimo to pomankljivost, je jedrni trik (angl. ker-
nel trick), kjer prvotno matriko podatkov razsˇirimo, da dobimo vecˇje sˇtevilo
atributov. Ta tehnika bi bila uporabna na primeru podatkov Iris, saj bi v na-
sprotnem primeru lahko zgradili nivoje z najvecˇ sˇtirimi nevroni. Najvecˇkrat
ta trik ni potreben, saj za podatke z le nekaj atributi ne gradimo zelo globo-
kih nevronskih mrezˇ.
Poglavje 5
Rezultati
V tem razdelku predstavimo rezultate na podatkovni mnozˇici MNIST in Je-
ster jokes za problem klasifikacije in regresije. Iz dobljenih podatkov je razvi-
dno, da je predlagana inicializacija najbolj uspesˇna pri zacˇetnem nastavljanju
utezˇi za globoke nevronske mrezˇe in da precej pospesˇi hitrost ucˇenja.
V naslednjih razdelkih niso prikazani vsi algoritmi, z vsemi razlicˇnimi
parametri, saj obstaja preveliko sˇtevilo kombinacij parametrov, ki bi jih mo-
rali primerjati. V nekaterih razdelkih je prikazan le en algoritem in njegove
izboljˇsave oziroma kombinacije parametrov.
Rezultati so ustvarjeni s pomocˇjo programskega jezika Python. Za pomocˇ
pri izdelavi je bilo uporabljeno vecˇje sˇtevilo knjizˇnic. Osnovna knjizˇnica za
nevronske mrezˇe je bila knjizˇnica Keras [3], ki deluje kot ovoj okrog knjizˇnice
Tensorflow in precej poenostavi gradnjo razlicˇnih tipov modelov. Za ma-
tricˇno faktorizacijo je bila primarno uporabljena knjizˇnica scikit-learn, ki
vsebuje vecˇjo zbirko algoritmov za obdelavo matrik. Za nekatere algoritme,
ki jih scikit-learn ne podpira, je bila uporabljena nekoliko zastarela knjizˇnica
PyMF, katere specializacija so predvsem algoritmi za matricˇno faktorizacijo.
Ker so algoritmi za matricˇno faktorizacijo stohasticˇni, lahko med posame-
znimi zagoni dobimo nekoliko drugacˇne rezultate. Rezultati se skoraj nikoli
ne razlikujejo za vecˇ kot 5%. V primeru da imajo rezultati vecˇjo varianco,
pa je zraven tabel in slik dodan komentar. Vsaka cˇrta, ki prikazuje klasifi-
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kacijsko tocˇnost oziroma MAE je povprecˇje treh zagonov. Prav tako so vse
vrednosti v tabelah povprecˇje treh zagonov algoritma z enakimi parametri.
V rezultatih se pojavita tudi izraza iteracija (angl epoch) in velikost pa-
keta (angl. batch size). Iteracija je definirana kot en prehod cˇez celotno
mnozˇico podatkov, velikost paketa pa kot skupek ucˇnih primerov, ki ga upo-
rabimo, ko izracˇunavamo gradient. Cˇe podatkovna mnozˇica vsebuje 100 pri-
merov, velikost paketa pa je nastavljena na 20, potem bomo v eni iteraciji
opravili 5 posodobitev matrike utezˇi, kjer so gradienti pri vsaki posodobitvi
povprecˇje 20 posameznih gradientov.
5.1 Klasifikacija - MNIST
MNIST je ena izmed najbolj znanih podatkovnih zbirk za klasifikacijo, ki vse-
buje slike rocˇno napisanih cˇrno-belih sˇtevilk med 0 in 9. Obstaja vecˇ razlicˇnih
vrst podatkov MNIST, ki se razlikujejo po velikosti slik. Obicˇajno so te slike
velikosti 28 × 28 ali 20 × 20 tocˇk. V tem primeru je uporabljena mnozˇica
podatkov z 20 × 20 tocˇk. Podatkovna mnozˇica, na kateri izvajamo vse na-
daljnje teste, vsebuje 5000 primerov slik, ki jih klasificiramo v 10 razlicˇnih
razredov. V vseh primerih je mnozˇica razdeljena na podatke za ucˇenje (60%)
in podatke za testiranje (40%).
5.1.1 Tipi matricˇne faktorizacije
Za izracˇun zgosˇcˇene predstavitve podatkov na posameznih nivojih obstaja
vecˇ algoritmov. Nekaj izmed njih je opisanih v razdelku Tipi matricˇne fak-
torizacije 3.2. Slika 5.1 primerja hitrost ucˇenja ciljne nevronske mrezˇe glede
na tip uporabljene matricˇne faktorizacije za globino (400, 300, 200, 100, 70,
50, 40, 30, 20, 15, 13, 10).
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Slika 5.1: Primerjava vpliva razlicˇnih tipov matricˇne faktorizacije na klasifi-
kacijsko tocˇnost ciljne mrezˇe v odvisnosti od sˇtevila iteracij ucˇenja.
Najslabsˇe rezultate pri klasifikaciji dosega inicializacija s pomocˇjo na-
kljucˇnih utezˇi, kjer se tocˇnost giblje okrog 20%. Vse druge inicializacije
najvecˇkrat dosegajo precej vecˇjo tocˇnost, vendar se zelo redko zgodi, da tudi
te napacˇno inicializirajo utezˇi, kar privede do ucˇenja, podobnega kot pri na-
kljucˇni inicializaciji.
Vse metode se v primerjavi z navadno inicializacijo odrezˇejo precej do-
bro, cˇeprav je med njimi nekaj odstotkov razlike. Najboljˇso klasifikacijsko
tocˇnost najvecˇkrat dosezˇe algoritem AA, najnizˇjo pa PCA. Vse ostale me-
tode so obicˇajno nekje vmes, med AA in PCA in ob vsakem novem izracˇunu
dosezˇejo nekoliko razlicˇen rezultat, saj je zacˇetna inicializacija pri matricˇnih
faktorizacijah nakljucˇna, kar vpliva tudi na koncˇen rezultat klasifikacije ciljne
nevronske mrezˇe.
5.1.2 Primerjava sˇtevila iteracij mrezˇe
V tabeli 5.1 je podana primerjava, kako sˇtevilo iteracij (angl. epoch) in ve-
likost paketa (angl. batch), na posameznih enonivojskih nevronskih mrezˇah
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vpliva na zacˇetno klasifikacijsko tocˇnost ciljne nevronske mrezˇe. Za generira-
nje vmesnih matrik z manjˇsimi dimenzijami je uporabljen algoritem nenega-
tivne matricˇne faktorizacije. Tabela prikazuje klasifikacijsko tocˇnost za mrezˇo
z nivoji (400, 50, 30, 10), preden nevronska mrezˇa sploh zacˇne z ucˇenjem.
Tabela 5.1: Primerjava klasifikacijske tocˇnosti pred zacˇetkom ucˇenja ciljne
nevronske mrezˇe v odvisnosti od sˇtevila prehodov ucˇne mnozˇice (E) in veli-
kosti paketa (B) pri uporabi NMF inicializacije.
E \B 1 2 3 5 7 10 20
0 0.1057 0.106 0.097 0.1006 0.0982 0.0948 0.1063
1 0.3769 0.2611 0.2969 0.1595 0.1641 0.1305 0.1245
2 0.5033 0.4481 0.4049 0.3301 0.2214 0.2353 0.1446
3 0.5379 0.5188 0.4687 0.4278 0.3495 0.3075 0.215
4 0.5401 0.5309 0.5009 0.4741 0.4704 0.416 0.2516
5 0.5105 0.5436 0.53 0.4944 0.4886 0.4213 0.3359
8 0.4428 0.5033 0.5224 0.5411 0.5036 0.4898 0.3854
10 0.4303 0.4545 0.4921 0.5335 0.5283 0.5085 0.4738
14 0.4307 0.439 0.4632 0.4985 0.5107 0.5278 0.4922
20 0.4291 0.4283 0.4291 0.4302 0.4687 0.4882 0.5323
Ker so uporabljeni podatki MNIST, je pricˇakovana tocˇnost brez ucˇenja
okrog 10%, kar je razvidno tudi iz prve vrstice tabele. Iz tabele sta razvidna
tudi trenda, kjer med ucˇenjem pride do prevelikega prileganja enonivojskih
nevronskih mrezˇ, kar posledicˇno privede do prevelikega prileganja ciljne ne-
vronske mrezˇe, in trend, kjer vecˇji kot je paket pri ucˇenju, vecˇ iteracij je
potrebno, preden pride do prevelikega prileganja, cˇeprav so koncˇni rezultati
za majhene pakete in majhno sˇtevilo iteracij zelo podobni rezultatom z vecˇjim
paketom in vecˇjim sˇtevilom iteracij.
Diplomska naloga 33
Slika 5.2: Zacˇetna klasifikacijska tocˇnost ciljne nevronske mrezˇe pri razlicˇnem
sˇtevilu iteracij enonivojskih mrezˇ.
Slika 5.2 prikazuje spreminjanje zacˇetne klasifikacijske tocˇnosti ciljne ne-
vronske mrezˇe glede na sˇtevilo iteracij enonivojskih mrezˇ pri konstantni ve-
likosti paketa ucˇenja. Iz slike je razvidno, da izbor sˇtevila iteracij v enoni-
vojskih mrezˇah precej vpliva na klasifikacijsko tocˇnost v prvi iteraciji ciljne
mrezˇe, kjer inicializacija s pomocˇjo matricˇne faktorizacije dosezˇe boljˇse re-
zultate, vendar lahko pride do prevelikega prileganja, cˇe enonivojske mrezˇe
ucˇimo predolgo cˇasa. To je razvidno iz ucˇenja na 10 iteracijah, kjer zˇe v
zacˇetku dosezˇemo slabsˇo tocˇnost, kot pri ucˇenju s 5 iteracijami.
Pri ucˇenju z zelo velikim sˇtevilom iteracij lahko tako hitro pride do pre-
velikega prileganja, da se inicializacija z matricˇno faktorizacijo obnese slabsˇe
kot nakljucˇna inicializacija.
5.1.3 Regularizacija
Pri ucˇenju enonivojskih nevronskih mrezˇ obicˇajno hitro pride do prevelikega
prileganja testnim podatkom, kar posledicˇno privede tudi do prevelikega pri-
leganja ciljne nevronske mrezˇe. V tem delu so opisani rezultati vpliva regula-
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rizacij enonivojskih nevronskih mrezˇ na klasifikacijsko tocˇnost med ucˇenjem
ciljne nevronske mrezˇe z velikostjo nivojev (400, 300, 200, 100, 70, 50, 30,
20, 10).
Slika 5.3: Klasifikacijska tocˇnost med ucˇenjem ciljne globoke nevronske mrezˇe
v odvisnosti od sˇtevila iteracij ucˇenja ciljne mrezˇe z razlicˇnimi stopnjami
regularizacije L2 enonivojskih nevronskih mrezˇ.
Slika 5.3 prikazuje spreminjanje klasifikacijske tocˇnosti med ucˇenjem ciljne
nevronske mrezˇe pri uporabi razlicˇnih faktorjev regularizacije L2. Iz podat-
kov je razvidno, da regularizacija enonivojskih nevronskih mrezˇ precej vpliva
na klasifikacijo ciljne nevronske mrezˇe. Cˇe regularizacije ne uporabimo, po-
tem lahko na zacˇetku pricˇakujemo nekoliko boljˇso tocˇnost, vendar se ta med
ucˇenjem izboljˇsuje precej pocˇasneje, kot cˇe pri ucˇenju nastavimo majhen
faktor regularizacije. V primeru, da je regularizacija na enonivojskih mrezˇah
prevelika, se ciljna nevronska mrezˇa ucˇi precej pocˇasneje, kar je razvidno pri
faktorju regularizacije 0,05.
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Slika 5.4: Klasifikacijska tocˇnost med ucˇenjem ciljne globoke nevronske mrezˇe
v odvisnosti od sˇtevila iteracij ucˇenja ciljne mrezˇe z razlicˇnimi stopnjami
regularizacije L1 enonivojskih nevronskih mrezˇ.
Pri uporabi regularizacije L1, prikazane na sliki 5.4, je rezultat precej
podoben regularizaciji L2 in velja isto, da izbor prevelikega ali premalega
faktorja regularizacije precej upocˇasni ucˇenje ciljne nevronske mrezˇe.
Regularizacija Dropout se od regularizacij L1 in L2 razlikuje po tem, da
med delovanjem izkljucˇi dolocˇeno sˇtevilo nevronov, med tem ko drugi dve re-
gularizaciji kaznujeta le velikost utezˇi. Slika 5.5 prikazuje odstotek nevronov,
ki so bili med ucˇenjem izkljucˇeni, in koncˇno uspesˇnost napovedi. Razvidno
je, da je ucˇenje potekalo najhitrejˇse, ko so bili izhodi nevronov nastavljeni na
nicˇ v 90% primerov. V primeru povecˇanja verjetnosti izklopa nevronov pa
tocˇnost ciljne nevronske mrezˇe hitro pade na klasifikacijsko tocˇnost, precej
slabsˇo od ucˇenja brez regularizacije Dropout.
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Slika 5.5: Klasifikacijska tocˇnost med ucˇenjem ciljne globoke nevronske mrezˇe
v odvisnosti od sˇtevila iteracij ucˇenja ciljne mrezˇe z razlicˇnimi stopnjami
regularizacije Dropout enonivojskih nevronskih mrezˇ.
5.1.4 Globina mrezˇe
Najvecˇja prednost predlagane inicializacije utezˇi je hitrost ucˇenja pri bolj
globokih nevronskih mrezˇah. Slika primerja ucˇenje globoke nevronske mrezˇe
z inicializacijo Xavier in nevronske mrezˇe, inicializirane s pomocˇjo matricˇne
faktorizacije. Z namenom je struktura mrezˇe globoka (400, 300, 200, 100,
70, 50, 40, 30, 20, 15, 13, 10) z 10 skritimi nivoji, saj se najvecˇja prednost
predlagane inicializacije pokazˇe sˇele pri hitrosti ucˇenja globljih nevronskih
mrezˇ. Slika 5.6 prikazuje spreminjanje klasifikacijske tocˇnosti po vsaki itera-
ciji. Klasifikacijska tocˇnost pri inicializaciji z matricˇno faktorizacijo dosezˇe
vrh zˇe po 40 iteracijah cˇez celotno ucˇno mnozˇico, medtem ko klasicˇna inici-
alizacija dosezˇe vrh sˇele pri 1000 iteracijah.
Diplomska naloga 37
Slika 5.6: Klasifikacijska tocˇnost globoke ciljne nevronske mrezˇe z nakljucˇno
in predlagano inicializacijo v odvisnosti od sˇtevila ucˇnih iteracij ciljne ne-
vronske mrezˇe.
Slika 5.7: Klasifikacijska tocˇnost plitve ciljne nevronske mrezˇe z nakljucˇno in
predlagano inicializacijo v odvisnosti od sˇtevila ucˇnih iteracij ciljne nevronske
mrezˇe.
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Pri manjˇsih nevronskih mrezˇah predlagana inicializacija nima taksˇnega
vpliva, saj med ucˇenjem ne pride do tako velike izgube gradienta. Slika 5.7
prikazuje klasifikacijsko tocˇnost za nevronsko mrezˇo s polno povezano arhi-
tekturo (400, 200, 100, 50, 15, 10). Med inicializacijo Xavier in inicializacijo s
pomocˇjo matricˇne faktorizacije ni veliko razlike. Obicˇajno ima ciljna nevron-
ska mrezˇa, inicializirana z matricˇno faktorizacijo, nekoliko viˇsjo klasifikacijsko
tocˇnost ob zacˇetku ucˇenja, vendar ta prednost izgine po nekaj iteracijah.
5.1.5 Aktivacijske funkcije in funkcije napake
Nevronske mrezˇe lahko uporabljajo precej razlicˇnih aktivacijskih funkcij. Dve
izmed najbolj pogostih sta sigmoidna in ReLu. Prednost funkcije ReLu je ta,
da med ucˇenjem ne pride do izginjanja gradienta. V tem razdelku primerjamo
hitrost ucˇenja mrezˇ s sigmoidno funkcijo in funkcijo ReLu.
Slika 5.8: Klasifikacijska tocˇnost pri uporabi ReLu in sigmoidne funkcije v
odvisnosti od sˇtevila ucˇnih iteracij ciljne mrezˇe.
Med sigmoidno in funkcijo ReLu je pri hitrosti ucˇenja precejˇsna raz-
lika. Iz slike 5.8 je razvidno, da ucˇenje z funkcijo ReLu poteka precej hi-
Diplomska naloga 39
tro in da nevronska mrezˇa zˇe po nekaj iteracijah napoveduje s precejˇsnjo
tocˇnostjo. Cˇe uporabimo inicializacijo s pomocˇjo matricˇne faktorizacije, po-
tem hitrost ucˇenja sˇe nekoliko pospesˇimo in zviˇsamo klasifikacijsko tocˇnost
zˇe pred zacˇetkom ucˇenja na okrog 65%. Sigmoidna funkcija za razliko od
funkcije ReLU pri tej arhitekturi nevronske mrezˇe zaradi izgube gradienta
ne konvergira k utezˇem, ki bi dajale dobro resˇitev in zato v prvih 100 iteraci-
jah klasificira pravilno le okrog 20% cifer. Cˇe nevronsko mrezˇo inicializiramo
s pomocˇjo faktorizacije, potem se mrezˇa zna naucˇiti utezˇi, ki dosegajo boljˇso
tocˇnost, vendar je ucˇenje vseeno pocˇasnejˇse kot pri funkciji ReLu. Za gene-
riranje je bila uporabljena struktura mrezˇe z globino (400, 300, 200, 100, 70,
50, 40, 30, 20, 15, 13, 10).
5.1.6 Ucˇenje matricˇne faktorizacije na podmnozˇici ucˇne
mnozˇice
Ucˇenje s pomocˇjo predlagane inicializacije je obicˇajno precej pocˇasnejˇse od
drugih inicializaciji, zato v tem razdelku primerjam, kaksˇen odstotek podat-
kov za ucˇenje je potreben, da lahko zgradimo enonivojske nevronske mrezˇe
dovolj dobro, da so te sˇe uporabne in za to faktoriziramo cˇim manjˇso matriko
podatkov in s tem pospesˇimo inicializacijo.
Slika 5.9 prikazuje klasifikacijsko tocˇnost med ucˇenjem ciljne mrezˇe v od-
visnosti od sˇtevila iteracij pri razlicˇnih odstotkih uporabljenih podatkov za
matricˇno faktorizacijo in ucˇenje enonivojskih mrezˇ. Arhitektura mrezˇe je v
tem primeru (400, 300, 200, 100, 70, 50, 40, 30, 20, 15, 13, 10). Sklepamo
lahko, da za podatke MNIST pri ucˇenju inicializacije ni potrebno uporabiti
vseh podatkov, vendar je dovolj zˇe 30% podatkov. Ker so nekateri algoritmi
za matricˇno faktorizacijo precej cˇasovno zahtevni, kot na primer analiza arhe-
tipov, lahko zˇe z manjˇsim delom podatkov dobimo dokaj dobro aproksimacijo
utezˇi. Cˇe za ucˇenje enonivojskih mrezˇ uporabimo premalo podatkov, potem
se zacˇne klasifikacijska tocˇnost ciljne mrezˇe priblizˇevati nakljucˇni inicializa-
ciji. Pri inicializaciji s celotno ucˇno mnozˇico lahko pride tudi do prevelikega
prileganja, saj se poskusˇajo matrike pri faktorizaciji cˇim bolj prilagoditi vho-
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Slika 5.9: Klasifikacijska tocˇnost med ucˇenjem ciljne nevronske mrezˇe v od-
visnosti od sˇtevila iteracij ciljne mrezˇe z inicializacijo, ki uporablja samo del
podatkov.
dni matriki, s tem pa se v njih pojavijo precej veliki elementi, ki kasneje slabo
vplivajo na ucˇenje enonivojskim mrezˇ.
5.2 Regresija - Jester jokes
Za primerjavo delovanja inicializacije z matricˇno faktorizacijo je uporabljena
podatkovna zbirka, imenovana Jester jokes, ki je sestavljena iz ocen, ki so
jih posamezni uporabniki dali dolocˇenim sˇalam. Zbirka vsebuje ocene 7880
uporabnikov, ki so ocenili vsaj 90 od 100 sˇal z oceno med -10 in 10. Vse
mankajocˇe ocene uporabnikov so bile pred zacˇetkom ucˇenja zapolnjene s
povprecˇjem ocen posamezne sˇale. Za napovedovanje smo iz matrike ocen
odstranili ocene za eno izmed sˇal, katera predstavlja vrednosti, ki se jih
zˇelimo z nevronsko mrezˇo naucˇiti. Za potrebe testiranja je bila mnozˇica pred
ucˇenjem razdeljena na testni (30%) in ucˇni del (70%).
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5.2.1 Tipi matricˇne faktorizacije
V tem razdelku primerjamo vpliv razlicˇnih tipov matricˇne faktorizacije na
MAE ciljne nevronske mrezˇe. Najpocˇasnejˇsa a najboljˇsa inicializacija je po-
novno inicializacija s pomocˇjo analize arhetipov iz slike 5.10, vendar pri tej
inicializaciji dokaj hitro pride do prevelikega prileganja podatkom. Pri ma-
tricˇnih faktorizacijah SVD in NMF so rezultati nekoliko slabsˇi kot pri AA,
vendar kljub temu dosezˇejo precej dobro napoved. Sˇe nekoliko slabsˇi so re-
zultati pri inicializaciji SNMF in FA, kjer ciljna nevronska mrezˇa optimalno
napoved dosezˇe po nekaj iteracijah, vendar je ta precej slabsˇa kot inicializa-
cija z AA. Najslabsˇe se je obnesla inicializacija s PCA, kjer je inicializacija
tako slaba, da se ciljna mrezˇa sploh ne naucˇi nobenega uporabnega znanja
in vedno napoveduje z isto napako. V vseh primerih je imela arhitektura
strukturo (99, 95, 90, 80, 70, 50, 40, 30, 15, 10, 5, 1).
Slika 5.10: Primerjava vpliva razlicˇnih tipov matricˇne faktorizacije na MAE
ciljne mrezˇe v odvisnosti od sˇtevila iteracij ucˇenja.
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5.2.2 Primerjava sˇtevila iteracij mrezˇe
Tabela 5.2 prikazuje zacˇetno MAE ciljne nevronske mrezˇe pred zacˇetkom
ucˇenja za razlicˇno sˇtevilo iteracij in velikosti paketov pri ucˇenju enonivojskih
mrezˇ. Uporabljena je bil arhitektura (99, 70, 30, 1) z le dvema skritima ni-
vojema. Razvidno je, da izbor sˇtevila iteracij in velikosti paketov za podatke
sˇal nima vpliva na kakovost napovedi pred zacˇetkom ucˇenja ciljne mrezˇe. Za
isto arhitekturo mrezˇe je nakljucˇna inicializacija brez ucˇenja dosegala tocˇnost
MAE priblizˇno 4,525. Rezultat je precej drugacˇen, kot je bil pri klasifikaciji,
kjer so plitve mrezˇe, inicializirane z matricˇno faktorizacijo, zˇe pred zacˇetkom
ucˇenja dajale precej boljˇse rezultate (50%) kot nakljucˇna inicializacija (10%).
Tabela 5.2: Primerjava MAE pred zacˇetkom ucˇenja ciljne nevronske mrezˇe v
odvisnosti od sˇtevila prehodov ucˇne mnozˇice (E) in velikosti paketa (B) na
enonivojskih mrezˇah.
E \B 1 2 3 5 7 10 20
0 4.6262 4.6913 4.7904 4.8790 4.9238 4.5670 4.3270
1 4.8671 4.6766 6.1319 4.7182 4.6531 4.7333 4.7990
2 4.8740 4.9578 4.7450 4.0354 4.5597 5.2449 4.6163
3 4.6344 4.7066 4.7484 4.8206 4.8966 5.0648 4.8274
4 4.7492 4.7831 4.7926 4.6192 4.6689 4.7225 4.7623
5 4.8225 4.9589 5.0642 5.0057 4.4179 4.7591 4.6076
8 4.6544 4.6982 4.7375 4.7637 4.9015 4.9829 5.1595
10 4.8478 4.5601 4.5838 4.6515 4.6845 4.7141 4.7459
14 4.8195 4.9210 5.0321 5.2430 4.7184 4.5426 4.6081
20 4.6598 4.6735 4.6894 4.7665 4.8176 4.8986 5.0505
5.2.3 Regularizacija
Med ucˇenjem nevronske mrezˇe na podatkih sˇal dokaj hitro pride do preve-
likega prileganja. Slika 5.11 prikazuje graf, kjer je razvidno, da zˇe po prvih
nekaj iteracijah ciljna nevronska mrezˇa dosezˇe optimalno tocˇnost, ob nadalj-
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njem ucˇenju pa ta tocˇnost zacˇne padati oziroma pride do prevelikega prile-
ganja. Ta efekt lahko nekoliko omilimo s pomocˇjo regularizacije enonivojskih
mrezˇ. Pri vseh testih regularizacije je uporabljena arhitektura (99, 80, 50,
30, 15, 5, 1).
Stopnje regularizacije L2, prikazane na sliki 5.11, precej upocˇasnijo po-
jav prevelikega prileganja. Izbor stopnje regularizacije je zelo pomemben,
saj ob premajhni vrednosti regularizacije tocˇnost ciljne nevronske mrezˇe po
dosegu optimalne tocˇnosti zacˇne hitro padati zaradi prevelikega prileganja
podatkom. To je razvidno, ko ne uporabimo nobene regularizacije.
Slika 5.11: MAE med ucˇenjem ciljne nevronske mrezˇe z razlicˇnimi stopnjami
regularizacije L2 enonivojskih nevronskih mrezˇ v odvisnosti od sˇtevila iteracij
ucˇenja ciljne mrezˇe.
Regularizacija L1 iz slike 5.12 na tocˇnost vpliva podobno kot regulariza-
cija L2, le da ta regularizacija nekoliko bolj preprecˇuje ponovno poslabsˇanje
tocˇnosti oziroma preveliko prileganje napovedi ciljne mrezˇe, ne glede na izbor
faktorja regularizacije.
Regularizacija Dropout je za podatke sˇal delovala precej slabo. Slika 5.13
prikazuje odstotek izkljucˇenih nevronov na posameznih enonivojskih mrezˇah
in vpliv teh na ucˇenje ciljne nevronske mrezˇe. Za dolocˇene faktorje regula-
rizacije je regularizacija Dropout celo poslabsˇala rezultate nevronske mrezˇe.
To je vidno iz faktorjev regularizacije 0,6 in 0,9, kjer ciljna mrezˇa dosega
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Slika 5.12: MAE med ucˇenjem ciljne nevronske mrezˇe z razlicˇnimi stopnjami
regularizacije L1 enonivojskih nevronskih mrezˇ v odvisnosti od sˇtevila iteracij
ucˇenja ciljne mrezˇe.
nekaj odstotkov slabsˇo najboljo tocˇnost.
Slika 5.13: MAE med ucˇenjem ciljne nevronske mrezˇe z razlicˇnimi stopnjami
regularizacije Dropout enonivojskih nevronskih mrezˇ v odvisnosti od sˇtevila
iteracij ucˇenja ciljne mrezˇe.
5.2.4 Globina mrezˇe
Pri regresiji lahko za napovedovanje ocen opazimo podobne rezultate, kot pri
klasifikaciji rocˇno napisanih sˇtevilk. Z inicializacijo utezˇi z matricˇno faktori-
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zacijo lahko precej pospesˇimo ucˇenje za globoke nevronske mrezˇe, kot je to
razvidno iz slike 5.14. Nakljucˇna inicializacija za optimalno napovedovanje
na testni mnozˇici potrebuje skoraj 50 iteracij, medtem ko pri predlagani ini-
cializaciji dosezˇemo najboljˇso napoved zˇe po 5 iteracijah. Pri obeh napovedih
pride ob predolgem ucˇenju precej hitro do prevelikega prileganja, zato zacˇne
napaka ponovno rasti. Pri globoki inicializaciji je bila uporabljena mrezˇa
globine (99, 95, 90, 80, 70, 60, 50, 40, 30, 15, 10, 5, 1).
Slika 5.14: MAE ciljne globoke mrezˇe z nakljucˇno in predlagano inicializacijo
v odvisnosti od sˇtevila ucˇnih iteracij ciljne mrezˇe.
Pri plitvih nevronskih mrezˇah iz slike 5.15 je inicialiazacija nekoliko manj
ucˇinkovita, saj se hitrost ucˇenja ne pospesˇi toliko kot pri globokih mrezˇah,
vendar kljub temu obicˇajno s to inicializacijo dosezˇemo nekoliko boljˇso tocˇnost
kot pri nakljucˇni inicializaciji za problem napovedovanja ocen sˇal. Arhitek-
tura ciljne mrezˇe je v tem primeru (99, 50, 30, 10, 1).
46 Gasˇper Petelin
Slika 5.15: MAE ciljne plitve mrezˇe z nakljucˇno in predlagano inicializacijo
v odvisnosti od sˇtevila ucˇnih iteracij ciljne mrezˇe.
5.2.5 Aktivacijske funkcije in funkcije napake
Slika 5.16: MAE pri uporabi sigmoidne funkcije in funkcije ReLu v odvisnosti
od sˇtevila ucˇnih iteracij ciljne mrezˇe.
Pri aktivacijskih funkcijah je razlika med ReLu in sigmoidno funkcijo pri
arhitekturi ciljne mrezˇe (99, 95, 90, 80, 70, 50, 40, 30, 15, 10, 5, 1) pre-
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cejˇsna. Kot je razvidno iz slike 5.16, je konvergenca pri funkciji ReLu precej
hitrejˇsa, napovedi pa so nekoliko boljˇse kot s sigmoidno funkcijo. Matricˇna
faktorizacija na primeru teh podatkov precej pospesˇi hitrost pri uporabi si-
gmoidne funkcije, medtem ko pri funkciji ReLu med nakljucˇno in predlagano
inicializacijo skoraj ni razlike.
5.2.6 Ucˇenje matricˇne faktorizacije na podmnozˇici ucˇne
mnozˇice
Slika 5.2.6 prikazuje ucˇenje inicializacije le na delu ucˇne mnozˇice. Razvidno
je, da ima velikost mnozˇice vpliv na MAE ciljne nevronske mrezˇe, vendar
ta vpliv ni tako velik kot pri klasifikaciji podatkov MNIST. Pri ucˇenju ni
nobenih tezˇav predstavljal problem prevelikega prileganja, ki nastane pri
matricˇni faktorizaciji, saj je bila najbolj uspesˇna prav inicializacija, ki je
uporabljala celotno ucˇno mnozˇico.
Slika 5.17: MAE ciljne nevronske mrezˇe v odvisnosti od sˇtevila iteracij ciljne
mrezˇe z inicializacijo, ki uporablja samo del podatkov.
5.3 Cˇas, potreben za inicializacijo
V tem razdelku primerjamo razlike pri hitrost inicializacije za razlicˇne algo-
ritme matricˇne faktorizacije in inicializacijo s pomocˇjo le dela ucˇne mnozˇice,
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na podatkovni mnozˇici sˇal Jester. Pri generiranju podatkov je bila upora-
bljena ciljna nevronska mrezˇa z arhitekturo (99, 95, 90, 80, 70, 50, 40, 30,
15, 10, 5, 1), velikostjo paketa 10 in sˇtevilo iteracij 70. Enonivojske mrezˇe so
pri ucˇenju uporabljale velikost ucˇnega paketa 4 in sˇtevilo iteracij 5, saj se je
ta kombinacija izkazala za precej dobro.
5.3.1 Klasifikacijska tocˇnost pri konstantnem sˇtevilu
iteracij
Slika 5.18 prikazuje cˇas inicializacije pri uporabi razlicˇnih algoritmov ma-
tricˇne faktorizacije za ciljno arhitekturo (99, 95, 90, 80, 70, 50, 40, 30, 15,
10, 5, 1). Cˇas primerjave med algoritmi ni najbolj zanesljiv, saj je za velik
del razlik med tipi faktorizacije odgovorna prav implementacija posamezne
faktorizacije. Implementacije, ki so del paketa scikit-learn, obicˇajno v notra-
njosti uporabljajo precej optimizirano programsko kodo jezika C, medtem ko
PyMF uporablja nekatere pakete za optimizacijo in mnozˇenje matrik, ven-
dar sˇe vseeno precej procesiranja izvaja Python, ki je nekajkrat pocˇasnejˇsi
od jezika C.
Druga tezˇava, ki vpliva na cˇas delovanja, je sˇe rezervacija pomnilnika
in prenos podatkov na graficˇno kartico. Ob vsaki novi mrezˇi je zaradi im-
plementacije Keras pomnilnik rezerviran na novo, ob tem pa se prenese sˇe
celotna mnozˇica podatkov. Posledica tega je, da se ucˇenje prve enonivojske
mrezˇe izvede tudi do trikrat hitreje kot ucˇenje zadnje mrezˇe. Zaradi kon-
sistentnosti meritev je bilo med ucˇenjem vsakega primera okolje Python na
novo zagnano, s cˇimer je bil problem odpravljen.
Slika 5.19 prikazuje inicializacijo nevronskih mrezˇ, kjer za matricˇno fakto-
rizacijo in ucˇenje enonivojskih mrezˇ uporabljamo podmnozˇico ucˇnih podat-
kov (ucˇenje ciljne nevronske mrezˇe poteka na celotni ucˇni mnozˇici). Razvidno
je, da je ta inicializacija precej potratna, saj lahko pri nekaterih mrezˇah pred-
stavlja vecˇino cˇasa ucˇenja. Cˇeprav je inicializacija s celotno ucˇno mnozˇico
precej potratna, nam ta ne zagotavlja, da bo boljˇsa kot inicializacija le z
delom mnozˇice. Za podatke sˇal velja, da je inicilizacija, ki se je ucˇila na ce-
Diplomska naloga 49
Slika 5.18: Skupni cˇas inicializacije in ucˇenja pri napovedovanju ocen sˇal, kjer
so za inicializacijo uporabljeni razlicˇni algoritmi MF in celotna ucˇna mnozˇica.
Slika 5.19: Skupni cˇas inicializacije in ucˇenja pri napovedovanju ocen sˇal,
kjer je za inicializacijo uporabljen algoritem NMF in le del ucˇne mnozˇice.
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lotni ucˇni mnozˇici, dala najboljˇse rezultate, kar je opisano v razdelku 5.2.6.
Obratno velja za ucˇenje na podatkih MNIST. Pri teh podatkih je najboljˇso
klasifikacijsko tocˇnost dosegla inicializacija, ki je za ucˇenje uporabila 50%
ucˇnih podatkov.
Inicializacijo bi najverjetneje lahko precej pohitrili s paralelizacijo, saj so
matricˇne faktorizacije in ucˇenje enonivojskih nevronskih mrezˇ operacije, ki
ne zahtevajo zaporednega izvajanja. Ta del v diplomi ni implementiran, zato
se z vecˇanjem ucˇne mnozˇice vecˇa tudi cˇas, ki je potreben za inicializacijo.
5.3.2 Klasifikacijska tocˇnost pri variabilnem sˇtevilu ite-
racij
Prva slika 5.20 prikazuje graf, ki opisuje spreminjanje tocˇnosti ciljne nevron-
ske mrezˇe v odvisnosti od cˇasa ucˇenja ciljne mrezˇe. Vse cˇrte, ki prikazujejo
ucˇenje na podmnozˇici podatkov, so od zacˇetka po osi cˇasa zamaknjene za
cˇas, ki je bil potreben pri inicializaciji. Ta cˇas prikazuje cˇrtkana cˇrta, kjer
je vidno, da inicializacija poteka najhitreje pri uporabi 30% ucˇne mnozˇice,
najpocˇasnejˇsa pa je inicializacija, kjer je uporabljena celotna mnozˇica. Pre-
dlagana inicializacija za podatke MNIST deluje zelo dobro, saj lahko zˇe po
400 sekundah skupnega ucˇenja dobimo klasifikacijsko tocˇnost, za katero bi
pri obicˇajni nevronski mrezˇi potrebovali 2000 sekund.
Bolj natancˇno je skupni cˇas ucˇenja in inicializacije primerjan na sliki 5.21,
kjer je bilo ucˇenje ustavljeno, takoj ko se je ciljna mrezˇa nehala ucˇiti in klasi-
fikacijska tocˇnost ni vecˇ narasˇcˇala. To se pri razlicˇnih odstotkih uporabljenih
podatkov zgodi ob razlicˇnih cˇasih. Iz slike je lepo razvidno, da je lahko ta
inicializacija skupaj s procesom ucˇenja ciljne mrezˇe pri globini mrezˇe (400,
300, 200, 100, 70, 50, 40, 30, 20, 15, 13, 10) tudi do sˇtirikrat hitrejˇsa od
nakljucˇne inicializacije
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Slika 5.20: Primerjava skupnega cˇasa za inicializacijo in ucˇenje ciljne nevron-
ske mrezˇe v odvisnosti od klasifikacijske tocˇnosti ciljne mrezˇe.
Slika 5.21: Primerjava cˇasa ucˇenja ciljnih nevronskih mrezˇ, kjer je za inici-
alizacijo uporabljen algoritem NMF in le del ucˇne mnozˇice. Ucˇenje je bilo
ustavljeno, ko klasifikacijska tocˇnost ciljne mrezˇe ni vecˇ narasˇcˇala.
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Poglavje 6
Zakljucˇek
V diplomski nalogi smo najprej predstavili podrocˇje nevronskih mrezˇ in ma-
tricˇne faktorizacije. Opisane so tudi nekatere tezˇave, s katerimi se nevronske
mrezˇe pogosto srecˇujejo in kako te tezˇave resˇujemo. Ena najvecˇjih tezˇav
sˇe vedno ostaja cˇasovna zahtevnost ucˇenja mrezˇ, zato je bila v okviru di-
plomske naloge predlagana nova metoda, ki za inicializacijo utezˇi uporablja
podatke, na katerih se kasneje ucˇi. Ta metoda je bila testirana na dveh po-
datkovnih mnozˇicah, na katerih se je v vecˇini primerov izkazala za boljˇso,
kot nakljucˇna inicializacija utezˇi. Posebej dobro se je metoda izkazala za
podatkovno mnozˇico MNIST na precej globokih nevronskih mrezˇah, kjer ob
predlagani inicializaciji za enako klasifikacijsko tocˇnost ciljne mrezˇe s predla-
gano inicializacijo potrebujemo le delcˇek iteracij, ki so potrebne pri nakljucˇni
inicializaciji. Nekoliko slabsˇe se je metoda inicializacije utezˇi obnesla za regre-
sijski problem, kjer smo napovedovali ocene dolocˇenih uporabnikov, vendar
je vseeno v vecˇini primerov delovala bolje kot nakljucˇna inicializacija. V za-
dnjem delu je opisana sˇe cˇasovna zahtevnost posameznih inicializacij utezˇi,
kjer se pokazˇe najvecˇja tezˇava te inicializacije, saj je precej pocˇasnejˇsa od
nakljucˇne inicializacije. Vendar cˇe primerjamo cˇas, potreben za inicializacijo
in ucˇenje, pri razlicˇnih inicializacijah, se izkazˇe, da predlagana inicializacija
dosega bistveno krajˇse cˇase za ucˇenje in dosezˇemo tudi do sˇtirikratno po-
hitritev navkljub podaljˇsanemu cˇasu za inicializacijo. Da bi ugotovili, kako
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se predlagana inicializacija obnasˇa na podatkih, ki nimajo enako strukturo
kot podatki MNIST ali sˇale Jester, bi bilo potrebno inicializacijo testirati
sˇe na vecˇ podatkovnih mnozˇicah razlicˇnih velikosti in tipov. Za pohitritev
predlagane inicializacije bi lahko ustvarili sˇe algoritem, ki bi faktorizacije in
ucˇenje enonivojskih mrezˇ izvajal paralelno. Testirali bi lahko sˇe verzijo, kjer
bi namesto enonivojskih mrezˇ zgradili npr. mrezˇe s tremi nivoji. S tem bi
sˇtevilo potrebnih faktorizacij in mrezˇ zmanjˇsali za faktor tri, te mrezˇe pa bi
bile trikrat bolj globoke.
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