Abstract. Multiple emotions are often evoked in readers in response to text stimuli like news article. In this paper, we present a novel method for classifying news sentences into multiple emotion categories using MultiLabel K Nearest Neighbor classification technique. The emotion data consists of 1305 news sentences and the emotion classes considered are disgust, fear, happiness and sadness. Words and polarity of subject, verb and object of the sentences and semantic frames have been used as features. Experiments have been performed on feature comparison and feature selection.
Introduction
The Internet has been one of the primary media for information dissemination shortly after the advent of Word Wide Web. Consequently, the amount of text data available online is enormous. The advent of new technologies makes way of new interaction possibilities and provides people with an array of social media like blog, chat, social network, news etc. As compared to traditional keyword based or topical access to the information, new social interactions require the information to be analyzed in social dimensions like emotion, sentiment, attitude, belief etc. Emotion analysis of text is one of such tasks that are gaining importance in text mining community in recent times.
Two types of emotion evaluation may be possible: writer perspective and reader perspective evaluation. In previous works [1] , a few attempts towards writer perspective analysis of emotion in text data have been made. In all these studies, it has generally been assumed that the writer expresses only one emotion for a text segment. However, evocation of a blend of emotions is common in reader in response to a stimulus. For example, the following sentence may evoke fear and sad emotion in readers mind.
Militant attack kills over 30 persons in Nigeria.
Classifying emotion from reader's perspective is a challenging task and research on this topic is relatively sparse as compared to writer perspective analysis.
Affective text analysis was the task set in SemEval-2007 Task 14 [2] . A corpus of news headlines extracted from Google news and CNN was provided. Some systems with different approaches have participated in solving the said task [2] .
The work [3] provides the method for ranking reader's emotions in Chinese news articles from Yahoo! Kimo News. Eight emotional classes are considered in this work. Support Vector Machine (SVM) has been used as the classifier. Chinese character bigram, Chinese words, news metadata, affix similarity and word emotion have been used as features. The best reported system accuracy is 76.88%.
In this work, we perform reader perspective emotion analysis in text data where one text segment may evoke more than one emotion in reader. News is a media where certain facts in the articles are presented to the readers with the expectation that the articles evoke some emotional responses in the readers. So, this media is one potential data source for the computational study of reader perspective emotion.
Emotion Classification Problem and MLKNN
The problem of multi-label emotion classification is defined as follows: Let S = {s 1 , s 2 , . . . , s n } be the set of emotional sentences and E = {e i |i = 1, 2, . . . , |E|} be the set of emotion classes (e.g., happy, sad etc.). The task is to find a function h : S → 2 E , where 2 E is the powerset of E. This problem can be mapped to a multi-label text classification problem. In this work, we use Multi-Label K Nearest Neighbor classifier (MLKNN) [4] for classifying sentences into emotion classes. MLKNN, a multi-label adaptation of single label K Nearest Neighbor algorithm, is one of the state of the art high performance algorithm adaptation technique. In this technique, for each test instance t, its K nearest neighbors in the training set are identified. Then according to statistical information gained from the label sets of these neighboring instances maximum a posteriori (MAP) principle is utilized to determine the label set for the test instance. The entities that central to this classification technique are the prior probabilities P (H l b )(l ∈ E), b ∈ {0, 1}) and the posterior probabilities
Here, H l 1 is the event that the test instance has label l, while H l 0 denotes the event that t has not label and N l j (j = 1, 2, . . . , K ) is denotes that among the K nearest neighbors of t, there are exactly j instances which have label l. The probability values are estimated from training data set. Laplace smoothing is used for handling data sparsity problem.
Emotion Data
The emotion text corpus consists of 1305 sentences extracted from Times of India news paper archive 1 . The emotion label set consists of four emotions: disgust, fear, happiness and sadness. A sentence may trigger multiple emotions simultaneously. So, one annotator may classify a sentence into more than one emotion categories.
The distribution of sentences across emotion categories is as follows: Disgust = 307, Fear = 371, Happiness = 282 and Sadness = 735. The label density
, where E i is the label set for S i ) and label cardinality
are the measures of how multi-label the data is. The LC and LD for this data set are computed to be 1.3 and 0.26 respectively.
Features for Emotion Classification
Three types of features have been considered in our work as given below:
-Word Feature (W): Words sometimes are indicative of the emotion class of a text segment. For example, the word 'bomb' may be highly co-associated with fear emotion. Thus words present in the sentences are considered as features. Before creating the word feature vectors, stop words and named entities are removed and the words are stemmed using Porter's stemmer. -Polarity Feature (P): Polarity of the subject, object and verb of a sentence may be good indicators of the emotions evoked. The subject, object and verb of a sentence is extracted from its parse tree and the polarity for each phrase is extracted from manual word level polarity tagging with a set of simple rules.
-Semantic Frame Feature (SF): The Berkeley FrameNet project
2 is a wellknown resource of frame-semantic lexicon for English. Apart from storing the predicate-argument structure, the frames group the lexical units. For example, the terms 'kill', 'assassin' and 'murder' are grouped into a single semantic frame 'Killing'. In this work, we shall be exploring the effectiveness of the semantic frames feature in emotion classification. The semantic frame assignment was performed by SHALMANESER 3 .
Evaluation Measures
We evaluate our emotion classification task with respect to different sets of multilabel evaluation measures:
-Example based measures: Hamming Loss (HL), Partial match accuracy (PAcc), Subset accuracy (S-Acc) and F1. These measures are explained in the work [5] . -Ranking based measures: One Error (OE), Coverage (COV), Average Precision (AVP). The work [4] describes these measures in detail.
Experimental Results
In this section, we present results of experiments of emotion classification with MLKNN. 5-fold cross-validation has been performed in all the experiments and the number of neighbors considered is 10.
Comparison of Features
The comparison of the features is performed with respect to a baseline which considers only words as features. General observations over the feature comparison experiment are as follows.
-The use of semantic frames (SF) as features improves the performance of emotion classification significantly ( P-Acc = 15.8%, S-Acc = 15.4% and F1 = 15.9%) over the baseline. This significant improvement may be attributed to two different transformations over the word feature set.
• Dimensionality Reduction: There is a significant reduction in dimension when (SF) feature is considered instead of (W) feature (SF feature dimension = 279 and W feature dimension = 2345).
• Feature Generalization: Semantic frame assignment to the terms in the sentences is one of generalization technique where conceptually similar terms are grouped into a semantic frame. In semantic frame feature set, unification of these features are performed resulting in less skewedness in feature distribution. -The P+SF feature combination performs best.
-The polarity feature (P) is inefficient as compared to other combinations but whenever coupled with other feature combinations (i.e., W vs. W+P, SF vs. SF+P and W+SF vs. W+SF+P), the performance improves. -Whenever W feature combines with SF, degradation in performance have been observed (i.e., SF vs. W+SF, P+SF vs. W+P+SF).
Feature Selection
The plot word feature χ 2 value vs. rank follows the Zipfian distribution (power law fit with equation y = αx −β where α = 236.43, β = 0.8204;R 2 = 0.89) having a long tail which is strong indication of feature sparseness problem. To We performed experiment on selecting optimal W feature set size based on their χ 2 values. We present the variations of the performance measures with W feature set size in Fig. 1 .
Top 10% of the total W feature set is found to be optimal feature set. The relative performance after feature selection for W is shown in Fig. 2(a) . In case of SF feature, top 80% out of the total set was selected as optimal feature set for SF feature. The relative performance with the selected SF feature set is presented in Fig 2(b) .
It is evident from Fig. 2 that the there is a slight improvement in performance after adopting feature selection strategy for both the feature sets.
With P+SF feature combination being the close competitor, best performance is achieved with P+80%SF(HL = 0.115, P-Acc = 0.773, F1 = 0.827 and S-Acc = 0.666). As the emotion analysis task is modeled in a multi-label framework, comparison with other systems can only be made with micro-average Table 2 .
