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Abstract. In this study the density of ice hydrometeors in
tropical clouds is derived from a combined analysis of par-
ticle images from 2-D-array probes and associated reflectiv-
ities measured with a Doppler cloud radar on the same re-
search aircraft. Usually, the mass–diameter m(D) relation-
ship is formulated as a power law with two unknown coeffi-
cients (pre-factor, exponent) that need to be constrained from
complementary information on hydrometeors, where abso-
lute ice density measurement methods do not apply. Here, at
first an extended theoretical study of numerous hydrometeor
shapes simulated in 3-D and arbitrarily projected on a 2-D
plan allowed to constrain the exponent βof the m(D) rela-
tionship from the exponent σof the surface–diameter S(D)
relationship, which is likewise written as a power law. Since
S(D) always can be determined for real data from 2-D opti-
cal array probes or other particle imagers, the evolution of the
m(D) exponent can be calculated. After that, the pre-factor
α of m(D) is constrained from theoretical simulations of the
radar reflectivities matching the measured reflectivities along
the aircraft trajectory.
The study was performed as part of the Megha-Tropiques
satellite project, where two types of mesoscale convective
systems (MCS) were investigated: (i) above the African con-
tinent and (ii) above the Indian Ocean. For the two data sets,
two parameterizations are derived to calculate the vertical
variability of m(D) coefficients α and β as a function of
the temperature. Originally calculated (with T-matrix) and
also subsequently parameterized m(D) relationships from
this study are compared to other methods (from literature)
of calculating m(D) in tropical convection. The significant
benefit of using variable m(D) relations instead of a single
m(D) relationship is demonstrated from the impact of all
thesem(D) relations onZ-CWC (Condensed Water Content)
and Z-CWC-T -fitted parameterizations.
1 Introduction
The French–Indian satellite Megha-Tropiques (MT),
launched in 2011, is primarily devoted to improve our
knowledge about the life cycle of tropical convective
systems over ocean and continents, the environmental
conditions for their formation and evolution, their water
budget, and the associated water vapor transport. The most
relevant instrument on the MT satellite for cloud studies
is the MADRAS microwave imager having nine frequen-
cies (18.7 GHz to 157 GHz). Similar satellite missions
for tropical cloud studies were TRMM (Tropical Rainfall
Measurement Mission, Huffman et al., 2007; Jensen and Del
Genio, 2003) or SSM/I (Special Sensor Microwave/Imager,
Spencer et al., 1989). To retrieve the surface rain rate from
the brightness temperatures measured by above satellite
missions, retrieval algorithms, as for example BRAIN
(Viltard et al. 2006), are used, which have major sources
of uncertainty due to the variability of the density of ice
crystals in the tropical atmosphere.
With the overall objective to learn more about the variabil-
ity of microphysical properties (in particular density) of ice
crystals in tropical convective clouds, two aircraft campaigns
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(detailed in Sect. 2) were conducted within the frame of the
MT project.
The main focus of this study is to characterize the statisti-
cal relationship between the mass and the length (hereafter
m(D)) of ice crystals by developing a retrieval technique
that combines radar reflectivity and particle imagery, in order
to produce reliable calculations of the condensed water con-
tent (CWC) as a function of time and along flight trajectory.
This study focuses on the variability of the m(D) power law
relationship in tropical convective clouds. Several previous
studies have shown significant variability in m(D) including
pre-factor and exponent of the power law for different flights
within one and the same aircraft campaign (McFarquhar et
al., 2007; Heymsfield et al., 2010a, hereafter denoted H10).
Concerning the ice crystal growth by pure vapor diffusion it
is well known that the crystal habit is primarily a function
of temperature and supersaturation (Bailey and Hallett 2004,
2009; Kobayashi 1993). In addition, collision growth pro-
cesses (aggregation and riming) in dynamically more active
clouds tremendously complicate the resulting crystal habits
and associated properties (crystal geometry, density, optical
properties). Therefore, and to improve our understanding of
microphysical processes in clouds in general, it is necessary
to get a more realistic description of ice crystals and partic-
ularly a description of their mass as a function of their size
(Schmitt and Heymsfield, 2010; hereafter SH2010).
Cloud observations are often related to radar measure-
ments or satellite observations and associated inversion al-
gorithms. Thus, the forward modeling of the remote sensing
signal (active or passive) and the retrieval of cloud micro-
physics is linked to the model capacity to simulate the ra-
diative transfer through a population of ice crystals of com-
plex habits. Numerous previous studies already related cloud
radar reflectivity (usually at a frequency of 94 or 35 GHz) and
in situ measurements of cloud microphysical properties. For
instance, Protat et al. (2007) and Hogan et al. (2006) calcu-
lated the total water content assuming a constant mass–size
relationship for all clouds. Derived Z–CWC relationships of-
ten need to be corrected as a function of temperature. This
somewhat translates the lack of knowledge of the tempera-
ture dependency of mass–size relationships.
The most usual empirical expression used to predict the
mass for various types of ice crystal shapes is formulated
as a power law (Locatelli and Hobbs 1974; Mitchell 1996,
hereafter M96; (Heymsfield and Westbrook, 2010; McFar-
quhar et al., 2007) which is usually a function of the maxi-
mum length (hereafter Dmax) or the mean diameter (average
of the maximum length in the y axis and the maximum value
of x axis; (Brown and Francis 1995, hereafter BF95) of the
2-D hydrometeor images.
In this paper the mass m (in gram) is presented as a power
law relation of Dmax (in centimeters):
m(Dmax)= α ·Dβmax. (1)
In other studies the mass (and thus density) of hydrometeors
was determined following various principles. For example,
ice crystals were collected on a sheet of plastic or a Petri dish.
After taking microphotographs of the crystals, these were
melted to deduce their mass from the resulting hemispher-
ical drops (Locatelli and Hobbs 1974; Mitchell et al., 1990).
Another method used is to classify hydrometeors according
to their crystal habits associated to specific m(D) relations
for individual habits, following the scheme given by Magono
and Lee (1966). Furthermore, when the CWC mass concen-
tration is measured directly with simultaneously 2-D images
of hydrometeors, m(D) relationships are derived from in-
tegral CWC data and corresponding particle size distribu-
tions (hereafter PSD) extracted from the images. BF95 used
a Lyman-α absorption hygrometer (Nicholls et al., 1990) and
a 2-D optical array probe (OAP) simultaneously to deter-
mine coefficients α and β for cirrus clouds. Heymsfield et
al. (2002) developed an expression of the crystal mass as a
function of Dmax and the area ratio Ar (the projected area of
an ice particle normalized by the area of a disc having the
same Dmax) for bullet-rosettes present in cirrus clouds. This
approach was confronted with real measurements of CWC
measured with a counterflow virtual impactor (Ogren et al.
1985) and corresponding 2-D images (OAP 2DC and 2DP)
in cirrus clouds from airborne measurements. A detailed de-
scription of the particle habits which is needed for the pre-
vious approach was provided by the high resolution 2-D im-
ages from the cloud particle imager (CPI) (Lawson et al.,
1998). (Heymsfield et al., 2002 then used the retrieved m(D)
relationships to compute Ka-band radar equivalent reflectiv-
ities, which are in good agreement with measured reflectivi-
ties.
Baker and Lawson (2006; hereafter B&L) introduced a
new scheme which is a combination of fundamentals ge-
ometric parameters (perimeter, width, Dmax and projected
area) of the 2-D images to deduce the mass of individual
particles. This method was validated against the data set of
Mitchell et al. (1990) and has the advantage of not requiring
particle habit assumptions.
McFarquhar et al. (2007) derived vertical profiles of m(D)
relationships in the stratiform part of mesoscale convective
systems (hereafter MCS) above the North American conti-
nent within and below the melting layer. α and β coefficients
were calculated from measured reflectivities and PSD de-
duced from the OAP 2DC and 2DP probes.
SH2010 have simulated the aggregation of plates or
columns. Therein, fractal 2-D and 3-D analyses, calculated
from the box counting method (Tang and Marangoni 2006),
suggested that the fractal coefficient in the 3-D space is equal
to β. This allowed deriving a relationship that calculates the
exponent β from the 2-D fractal dimension of the 2-D im-
ages. Once β has been fixed, the pre-factor α is calculated
from the area measurement with OAP of ice hydrometeors.
H10 have calculated m(D) coefficients by minimizing
the differences with measured CWC for different airborne
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campaigns. They demonstrate that a strong relationship ex-
ists between α and β coefficients, which was mathemati-
cally demonstrated with a gamma distribution parameteriz-
ing the PSD. Furthermore, they argue that the BF95 rela-
tionship overestimates the prefactor α for stratiform clouds,
whereas α is underestimated for convective clouds.
In our study, bulk CWC measurements were either not per-
formed (MT2010) or of limited value for MT2011. A deep
cone unattended version of the Nevzorov probe was installed
under the fuselage, showing some enrichment due to ice crys-
tals bouncing from the aircraft skin. In addition, a relatively
high offset led to probe saturation at roughly 1 g m−3.
In order to calculate CWC, cloud ice density of hydrom-
eteors needs to be derived from joint analysis of the radar
reflectivity measured by the 94 GHz cloud radar, RASTA
(Protat et al. 2009), and cloud particle images measured si-
multaneously with 2-D array probes on the same aircraft.
The α and β coefficients are constrained from particle im-
agery and from theoretical simulations of ice crystal images,
combined with subsequent simulations of cloud reflectivities
compared to measured ones. In the following Sect. 2 the MT
aircraft campaigns and corresponding in situ microphysical
measurements are described. The methodology to retrieve
m(D) coefficients for CWC calculations from the variability
of the hydrometeor images and corresponding radar reflec-
tivity measurements is presented in Sect. 3. Section 4 then
presents results on the variability (every 5 s during flight) of
calculated m(D) coefficients. Then the coefficients are pa-
rameterized (as a function of temperature, also mean value)
and compared with existing m(D) relations. All these m(D)
relations are applied to data sets of the two MT flight cam-
paigns, thus calculating CWC, in order to study their impact
on Z-CWC and Z-CWC-T parameterizations fitted to corre-
sponding measured reflectivity data.
2 Cloud data from the Megha-Tropiques
flight campaigns
Two airborne measurement campaigns were conducted with
the French Falcon 20 research aircraft from SAFIRE (Service
des Avions Français Instrumentés pour la Recherche en En-
vironnement). During the first campaign, The Falcon20 was
flown out from Niamey (Niger) in August 2010 (hereafter
MT2010) during the monsoon season above the West African
continent. The second campaign was conducted above the
Indian Ocean between November and December 2011 (here-
after MT2011) at Gan (Maldives).
While African continental MCS in the monsoon seasons
are due to the convergence of wet colder air masses from
the ocean with dry warmer air masses, the convection over
the Indian Ocean is due to the buoyancy of wet air masses
leading to weaker convection in our case. Further studies
(Cetrone and Houze, 2009; Frey et al., 2011) have discussed
differences in the intensity of tropical convection between
pure continental African MCS and more maritime MCS
with some continental influence (for example South Asia for
oceanic convection north of Australia). These studies con-
clude on deeper convective systems and strongest precipi-
tation for African MCS as compared to oceanic convection.
This means that growth processes of hydrometeors in oceanic
convection were to a non-negligible extent due to vapor dif-
fusion, which produced many dendrites and plates that were
observed. In contrast, for West African MCS the hydrome-
teor growth is more influenced by riming and aggregation
processes, thus leading to observations of abundant ice crys-
tal aggregates and graupel-type particles.
A brief description of the research flights and sampled
convective cloud systems selected for this study is presented
in Table 1. Cloud systems observed during MT2010 were
typically MCS, consisting of a convective and a trailing strat-
iform part (Houze 2004). Most of the flights were performed
in the stratiform part of these MCS within the temperature
range down to −35 ◦C. During MT2011, two types of sys-
tems were observed: in the first part of the campaign two
MCS systems were sampled, whereas in the second part the
convection was much less organized and only more isolated
smaller systems were encountered. In general, flights were
performed in the anvil at various constant altitude levels
as close as possible and parallel to the convective line for
MT2010. For MT2011 flight pattern were performed down-
stream the convective cell, but not crossing the most active
part.
The Falcon 20 was equipped with active remote sensing
and cloud-microphysics in situ instrumentation. Next to the
Doppler cloud radar RASTA (Protat et al., 2009) in situ mea-
surements of microphysical properties were performed using
a new generation of optical array probes (OAPs): the 2-D
stereo probe (2D-S) from Stratton Park Engineering Com-
pany (SPEC) Inc. which allows to monitor 2-D images in the
size range 10–1280 µm, and the precipitation imaging probe
(PIP) from droplet measurement technologies (DMT) which
measures hydrometeors in the size range of 100–6400 µm.
Figure 1 presents exemplary 2-D images of ice crystals ob-
served during the two campaigns. 2-D images are presented
as a function of altitude. On the left side of Fig. 1 hydrom-
eteors are shown that were observed in continental MCS,
whereas on the right side hydrometeors observed in oceanic
MCS are presented. In the two first levels (−1 and −5 ◦C)
hydrometeors are similar with one exception where at −5 ◦C
a dendrite shows up for MT2011. For other levels, ice crys-
tal shapes are generally different. Besides aggregates, signif-
icant amounts of individual large pristine ice crystals such as
dendrites (typically due to water vapor diffusion only) could
be observed for MT2011, whereas 2-D images for MT2010
generally look more like aggregates (more or less rimed) and
sometimes graupels.
In order to derive particle size distributions and aspect ra-
tios from the 2-D images, standard corrections of the OAP
data were performed. In particular, rejection of 2-D images
www.atmos-chem-phys.net/14/11367/2014/ Atmos. Chem. Phys., 14, 11367–11392, 2014
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Table 1. List of Falcon 20 research flights used in this study.
Flight program Flight number Day Hour (UTC) Cloud type
MT2010 Continental
Flight 15 2010/08/06 16:10–19:00 MCS squall line
Flight 17 2010/08/10 08:45–11:60 MCS squall line
Flight 18 2010/08/13 13:20–16:25 MCS squall line
Flight 19 2010/08/17 10:30–13:40 MCS squall line
Flight 20 2010/08/17 23:35–02:40 MCS squall line
MT2011 Oceanic
Flight 45 2011/11/27 05:30–08:50 MCS ITCZ
Flight 46 2011/11/27 15:15–18:25 MCS ITCZ
Flight 49 2011/12/06 13:25–15:40 isolated convective system
Flight 50 2011/12/08 06:00–09:00 isolated convective system
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FIG. 1. Examples of 2D images recorded by the precipitation imaging probe PIP for MT2010 2 
and MT2011. Selected hydrometeor images are presented as a function of temperature in °C 3 
and have sizes between 2mm to 4mm.  4 
 5 
FIG. 2. a) Number size distributions (as a function of Dmax) of cloud particles. The dashed red 6 
line represents the 2D-S data, the grey line the PIP data, and the bold black line represents the 7 
composite particle number size distribution (PSD). b) Aspect ratio of 2D particles as a 8 
function of Dmax. Symbols for 2D-S and PIP as above. All curves (number size distributions 9 
and aspect ratios) represent an average over 5 seconds of measurements. 10 
Figure 1. Examples of 2-D images recorded by the precipitation imaging probe PIP for MT2010 and MT2011. Selected hydrometeor images
are presented s a function of temperature in ◦ C and have sizes between 2 mm to 4 mm.
due to shattering (Field et al., 2006, Korolev and Isaac, 2005,
Field et al., 2003) and also rejection of splashes were ap-
plied. The inter-arrival time based shattering analysis is per-
formed continuously to packages of 2000 particles along the
flight track and 2-D image data are corrected accordingly as
a function of time. Moreover, reconstruction of truncated im-
ages which are only partially recorded was applied (Heyms-
field and Parrish, 1978). Finally, the pixel resolution (10 µm
for the 2D-S, 100 µm for the PIP) is corrected for the true air
speed (Baumgardner and Korolev, 1997), in order to account
for the fixed speed setting during data acquisition.
2-D images recorded with 2D-S and PIP probes were pro-
cessed using the software developed at LaMP (Laboratoire
de Météorologie Physique) for CPI images (Lefèvre, 2007)
and improved for black and white 2-D images in order to ex-
tract a large variety of geometrical parameters, such as max-
imum diameter Dmax, width perpendicular to Dmax direc-
tion, projected area (hereafter Sp), and perimeter. Then for
each probe, the number particle size distribution (PSD) and
the mean aspect ratio distribution (hereafter AsD) are calcu-
lated as a function of Dmax. With these distributions we build
composite distributions for PSD and AsD from both probes.
The size range of these distributions spans from 50 to 6450
microns in Dmax. Equations (2) and (3) describe the sim-
ple interpolation scheme used to build the composite number
PSD, an analogue scheme is used to derive AsD composite
Atmos. Chem. Phys., 14, 11367–11392, 2014 www.atmos-chem-phys.net/14/11367/2014/
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distributions.
Dmax<6450∑
Dmax=50
N(Dmax) ·1Dmax=
Dmax<450∑
Dmax=50
N2D-S(Dmax) ·1Dmax
+C1(Dmax) ·
Dmax<950∑
Dmax=450
N2D-S(Dmax) ·1Dmax
+C2(Dmax) ·
Dmax<950∑
Dmax=450
NPIP(Dmax) ·1Dmax
+
Dmax<6450∑
Dmax=950
NPIP(Dmax) ·1Dmax
(2)
with
C1(Dmax)+C2(Dmax)= 1; (3)
and C2(Dmax)= (Dmax − 450)/(950− 450).
These composite distributions are mainly composed of three
parts. The first part, which comprises the size range of 50–
450 microns, is made of pure 2D-S distributions (N2D−S),
whereas the third part between 950–6400 microns is purely
taken from PIP (NPIP) distributions. The intermediate second
part is obtained by weighting the 2D-S and PIP distributions
with a transfer function (Eq. 3) which increases the weight
of the PIP and decreases the weight of the 2D-S data with
increasing Dmax. The bin resolution of the composite distri-
butions is given by 1Dmax equal to 10 microns. Examples of
PSD and AsD are presented in Fig. 2. Figure 2a shows the
PSD composite distribution and the individual PSD of the
individual probes. The AsD composite distribution is shown
in Fig. 2b. It can be seen that the transfer function smoothes
the transition from the 2D-S to the PIP. In the common size
range [450 µm; 950 µm] the two probes 2D-S and PIP are in
rather good agreement. The 2D-S is most reliable and per-
forming well up to particle sizes of 500 µm, beyond the 2D-S
starts to be slowly affected by the truncation of the particles.
This is why 2D-S images are taken into account with de-
creasing weight in the common size range [450 µm; 950 µm].
In contrast, the PIP is rather reliable beyond 900 µm. Below
900 µm, the PIP particles are taken into account with increas-
ing weight, in order to ensure the continuity of the composite
PSD calculated from 2D-S and PIP probe images. PSD (also
AsD) and RASTA reflectivities are synchronized and aver-
aged over the same time step of 5 s (for better PSD statis-
tics). RASTA reflectivities measured 300 m below (nadir)
and 300 m above the aircraft (zenith) along the flight trajec-
tory are linearly interpolated to estimate the radar reflectiv-
ity at flight level. The uncertainty of the radar reflectivity is
about 2dBZ, which takes into account measurement uncer-
tainties and an eventual calibration error. For the MT data
set it was calculated that the mean reflectivity difference be-
tween 300 m above and below the plane is in the order of
3 dBZ, which means a reflectivity difference between flight
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Figure 2. (a) Number size distributions (as a function of Dmax)
of cloud particles. The dashed red line represents the 2D-S data,
the grey line the PIP data, and the bold black line represents the
composite particle number size distribution (PSD). (b) Aspect ratio
of 2-D particles as a function of Dmax. Symbols for 2D-S and PIP
as above. All curves (number size distributions and aspect ratios)
represent an average over 5 seconds of measurements.
level and 300 m above or below of about 1.5 dBZ. This is less
than the calibration and measurement error. Furthermore, the
uncertainty in the measured concentrations of hydrometeors
is estimated by the probe suppliers to be 20 %. This uncer-
tainty stems mainly from the calculations of the sampling
volume.
3 Methodology of m(D) retrieval: studying 2-D and
3-D aspects of hydrometeors
3.1 Simulations of artificial ice crystal shapes and
associated S(D) and m(D)
Optical array probes (OAPs) measure the shadow projection
of 3-D cloud particles on a 2-D plan. Theoretical simulations
of 3-D crystals were processed, and are described in more
detail in Appendix A. The corresponding 2-D projections are
based on the principle of randomly oriented 3-D particles
projected on a 2-D plan. These 2-D images are processed
with the same algorithm used for real particle images in or-
der to deduce particle projected area Sp and maximum diam-
eter Dmax of each random projection. Overall, 45 different
kind of hydrometeors (or habits) were simulated and tested.
Figure 3 shows some examples of arbitrarily oriented 3-D
crystals (stellar, columns, plates, capped columns, rosettes,
and aggregates thereof) that were projected onto a plan. For
each habit type numerous simulations and orientations are
performed, then the projected surface Sp is fitted as a func-
tion of Dmax (the relation is denoted S(D); Eq. 4), and like-
wise the mass is fitted as a function of Dmax (see Eq. 1).
S(Dmax)= γ ×Dσmax (4)
We assume random orientation, where each orientation has
the same probability, and therefore not consider any possi-
ble effect of predominant orientation of hydrometeors during
www.atmos-chem-phys.net/14/11367/2014/ Atmos. Chem. Phys., 14, 11367–11392, 2014
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Figure 3. To the left are presented examples of 2-D projections
of randomly oriented individual 3-D shapes (single hydrometeors)
with their corresponding symbols as they are used in subsequent
Fig. 4 and in Table 2. In the middle column are shown examples of
aggregates composed of respective single individual shapes to the
left. The right column shows examples of measured natural crystals
resembling more or less the 3-D simulations with respective projec-
tions.
sampling. Probes are mounted under the wings at a distance
of approximatively 0.5 m, in addition, the probe tips exceed
the wing leading edge. Deviations in exponents σ and β are
further discussed in Appendix A. We assume extreme ori-
entations for different habits, and analyze uncertainties of
S(D) and m(D) relationships due to possible orientation of
ice crystals.
Relationships S(D) and m(D) for each type of habit are
fitted with power laws (Eqs. 1 and 4). The resulting expo-
nents σ for S(D) and β for m(D) are shown in Fig. 4 and
reported in Table 2. In order to compare with existing values
of σ and β found in the literature, we have added the values
given in M96. In addition, Table 2 summarizes the values and
the associated symbols of each simulated particle habit. The
linear relationship fitted for β related to σ for 45 simulated
habits is presented in Eq. (5), which is valid for σ in the range
 41 
FIG. 3. To the left are presented examples of 2D projections of randomly oriented individual 1 
3D shapes (single hydrometeors) with their corresponding symbols as they are used in 2 
subsequent Fig. 4 and in Table 2. In the middle column are shown examples of aggregates 3 
composed of respective single individual shapes to the left. The right column shows examples 4 
of measured natural crystals resembling more or less the 3D simulations with respective 5 
projections. 6 
 7 
FIG. 4. Exponent β of m(D) relationship as a function of the exponent σ of the S(D) 8 
relationship. All data point either with red contours or without contours have been deduced 9 
for a population of 1000 simulated 3D shapes and corresponding projections. Symbols with 10 
red contours are deduced for 3D aggregates of crystals of an elementary shape. Symbols with 11 
black contours stem from M96. The legend for symbols is given in Table 2. A linear fit of all 12 
Figure 4. Exponent β of the the m(D) relationship as a function
of the exponent σ of the S(D) relationship. All data points either
with red contours or without contours were deduced for a popula-
tion of 1000 simulated 3-D shapes and corresponding projections.
Symbols with red contours are deduced for 3-D aggregates of crys-
tals of an elementary shape. Symbols with black contours stem from
M96. The legend for symbols is given in Table 2. A linear fit of all
simulated data is shown by the black line. The grey band represents
the mean standard deviation (± 0.16).
[1.05;2], yielding values for β in the range [1;2.94].
βσ (± 0.16)= 1.93 · σ − 1.02 (5)
There is no evidence of such a fit, neither in literature, nor
in theory. From the obtained results one can notice that
varying the linear ratio between H and L for plates (also
valid for slender stellars, solid stellars, and rosettes) does
not impact significantly σ and β, whereas a nonlinear ra-
tio H =√L has more impact on both exponents. The lat-
ter case produces results closer to measurements presented
by M96 (Tab. 2), with simulations from our study resulting
in σ = 1.86 and β = 2.49 and M96 measurements resulting
in σ = 1.85 (for Dmax < 100 µm) and β = 2.45, respectively.
For Dmax > 100 µm, results are not readily comparable with
the M96 results as in their study random orientation is not
assumed. Regarding columns, an increase of the ratio H /L
has more impact on σ and β. As stated for hexagonal plates,
also for columns the nonlinear ratio L=√H brings the
simulations closer to the M96 measurements, with σ = 1.48
and β = 1.78 for simulations (this study) and σ = 1.41 and
β = 1.74 for the M96 measurements. Other habits from the
M96 measurements are not comparable to our simulations.
In view of the results produced by the 3-D simulations, it
seems that β (and also σ) does not relate much to the spheric-
ity of the crystal shape, but more to how a population of ice
crystals is growing in the 3-D space (axis x, y, z) as a func-
tion of its evolution in direction of its maximum length. The
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Table 2. Ice crystal types and corresponding exponents σ and β of S(D) andm(D) relations. The symbols in the left column are subsequently
used in Fig. 4 for individual ice crystal shapes. The first part of the table stems from Mitchell (1996) where random orientation is assumed
for particles with Dmax < 100 µm and horizontal orientation is assumed for particles beyond 100 µm. The second part of the table stems from
simulations.
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TABLE 2. Ice crystal types and corresponding exponents σ and β of S(D)  and m(D) relations. 1 
The symbols in the left column are subsequently used in Fig. 4 for individual ice crystal 2 
shapes. The first part of the table stems from Mitchell (1996) where random orientation is 3 
assumed for particles with Dmax < 100µm and horizontal orientation is assumed for particles 4 
beyond 100 µm. The second part of the table stems from simulations. 5 
symbol Description Range σ β 
Ice crystal shapes from Mitchell (1996) 
 hexagonal plates 
15µm < Dmax < 100µm 1.85 2.45 
 hexagonal plates 100 < Dmax < 3000µm 2 2.45 
 hexagonal columns 30 < Dmax < 100µm 2 2.91 
 hexagonal columns 100 < Dmax < 300µm 1.5 1.91 
 hexagonal columns Dmax > 300µm 1.41 1.74 
 rimed long columns 200 < Dmax < 2400µm 1.41 1.8 
 crystals with sector-like branches(P1b) 
10 < Dmax < 40µm 1.85 2.42 
 crystals with sector-like branches(P1b) 
40 < Dmax < 2000µm 1.97 2.02 
 broad-branched crystals (Plc) 
10 < Dmax < 100µm 1.85 2.42 
 broad-branched crystals (Plc) 
100 < Dmax < 1000µm 1.76 1.8 
 stellar crystals with broad  arms (P1d) 10 < Dmax < 90µm 1.85 2.42 
 stellar crystals with broad  arms (P1d) 
90 < Dmax < 1500µm 1.63 1.67 
 densely rimed dendrites (R2b) 
1800 < Dmax < 4000µm 1.76 2.3 
 side planes (S1) 
300 < Dmax < 2500µm 1.88 2.3 
 bullet rosettes, five branches at -42°C 
200 < Dmax<1000µm 1.57 2.26 
 aggregates of side planes 
600 < Dmax < 4100µm 1.88 2.2 
 aggregates of side planes, columns & bullets (S3) 
800 < Dmax < 4500µm 1.88 2.1 
 assemblies of planar poly-crystals in cirrus clouds 
20 < Dmax < 450µm 1.88 2.45 
 lump graupel (R4b) 
500 < Dmax < 3000µm 2 2.8 
 hail 
5000 < Dmax < 25000µm 2 3 
Simulations of ice crystal shapes 
 columns (H = 5*L) 
100 < Dmax < 1000µm 1.86 2.53 
 columns (H = 10*L) 
100 < Dmax < 1000µm 1.87 2.44 
 columns (L = 160µm) 
100 < Dmax < 1000µm 1.06 1.04 
 columns ( HL  ) 
100 < Dmax < 1000µm 1.48 1.78 
 thick star (H = 0.2*L) 
200 < Dmax < 1200µm 1.98 2.89 
 thick star (H = 0.1*L) 
200 < Dmax < 1200µm 1.99 2.86 
 thick stars (H = 40µm) 
200 < Dmax < 1200µm 1.49 2.06 
 thick stars  ( LH  ) 
200 < Dmax < 1200µm 1.76 2.48 
 thin stars (H = 0.2*L) 
100 < Dmax < 1000µm 1.96 2.89 
 thin stars (H = 0.1*L) 
100 < Dmax < 1000µm 1.94 2.75 
 thin stars (H  = 4 0µm) 
100 < Dmax < 1000µm 1.39 2.06 
 thin stars ( LH  ) 
100 < Dmax < 1000µm 1.74 2.51 
 plates (H = 0.2*L) 
200 < Dmax < 2000µm 1.95 2.96 
 plates (H = 0.1*L) 
200 < Dmax < 2000µm 1.92 2.91 
 plates (H = 40µm) 
200 < Dmax < 2000µm 1.65 2.03 
 plates ( LH  ) 
200 < Dmax < 2000µm 1.86 2.49 
 rosettes (L = 50µm ; Nmax  = 3) 
50 < Dmax < 500µm 1.37 1.04 
 rosettes ( HL   ; Nmax  = 3) 
50 < Dmax < 500µm 1.69 2.21 
www.atmos-chem-phys.net/14/11367/2014/ Atmos. Chem. Phys., 14, 11367–11392, 2014
11374 E. Fontaine et al.: Constraining mass–diameter relations
Table 2. Continued.
 35 
 rosettes (L = 100µm ; Nmax  = 4) 
100 < Dmax < 1000µm 1.39 1.26 
 rosettes ( HL  ;Nmax  = 4) 
100 < Dmax < 1000µm 1.65 2.16 
 rosettes (L = 0.5H ; Nmax  = 5) 
500 < Dmax < 2000µm 1.83 2.9 
 rosettes (L = 0.25H ; Nmax  = 6) 
500 < Dmax < 2500µm 1.78 2.97 
 rosettes(L = 100µm ; Nmax  = 6) 
100 < Dmax < 1000µm 1.42 1.25 
 rosettes( HL  ;Nmax  = 6) 
100 < Dmax < 1000µm 1.66 2.16 
 capped columns (2 thick stars: L2=2.5L1; H= L1) 
150 < Dmax < 1400µm 1.79 2.21 
 capped columns (2 plates: L2=2.5L1; H= L1) 
150 < Dmax < 1400µm 1.92 2.43 
 
8 < Nagg < 30 thick stars  ( LH  ) 
individual diameter such : 300 < L < 400µm 
1000 < Dmax < 4000 
1.79 1.92 
 
8 < Nagg < 30 plates (H = 0.1*L) 
individual diameter such : 200 < L < 300µm 
600 < Dmax < 2000 
1.8 1.81 
 
8 < Nagg < 30 plates ( LH  ) 
individual diameter such : 200 < L < 300µm 
600 < Dmax < 2500 
1.59 1.69 
 
2 < Nagg < 4 ; columns (L = 160µm) 
individual diameter such : 400 < H < 600 
400 < Dmax < 1500 
1.26 1.75 
 
2 < Nagg < 4 ; columns ( HL  ) 
individual diameter such : 400 < H < 600 
200 < Dmax < 1000 
1.45 2.07 
 
2 < Nagg < 4 ; thick stars (H = 0.2*L) 
individual diameter such : 400 < L < 600µm 
400 < Dmax < 3000 
1.82 2.62 
 
2 < Nagg < 4 ; thick stars (H= 0.1*L) 
individual diameter such : 400 < L < 600µm 
400 < Dmax < 3000 
1.63 2.62 
 
2 < Nagg < 4 ; thick stars (H= 40µm) 
individual diameter such : 400 < L < 600µm 
400 < Dmax < 3000 
1.87 2.25 
 
2 < Nagg < 4 ; thick stars ( LH  ) 
individual diameter such : 400 < L < 600µm 
400 < Dmax < 3000 
1.72 2.46 
 
2 < Nagg < 4 ; thin stars (H= 0.2*L) 
individual diameter such : 300 < L < 600µm 
300 < Dmax < 2000 
1.64 2.52 
 
2 < Nagg < 4 ; thin stars (H = 0.1*L) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 1500 
1.72 2.52 
 
2 < Nagg < 4 ; thin stars (H = 40µm) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 1500 
1.46 2.14 
 
2 < Nagg < 4 ; thin stars ( LH  ) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 2000 
1.53 2.37 
 
2 < Nagg < 4 ; plates (H= 0.2*L) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 2000 
1.87 2.57 
 
2 < Nagg < 4 ; plates (H= 0.1*L) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 1500 
1.61 2.37 
 
2 < Nagg < 4 ; plates (H= 40µm) 
individual diameter such : 300 < L < 500µm 
300 < Dmax < 1500 
1.64 1.99 
 
2 < Nagg < 4 ; plates ( LH  ) 
individual diameter such : 300 < L < 600µm 
300 < Dmax < 1500 
1.76 2.29 
 
3 < Nagg < 20 ; spheres 
individual diameter such : D = 60µm ; 
200 < Dmax < 2000µm 1.45 1.74 
 
3 < Nagg < 50 ; spheres 
individual diameter such : D = 150µm ; 
100 < Dmax < 1000µm 1.54 1.84 
 1 
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simulated data is shown by the black line. The grey band represents the mean standard 1 
deviation (±0.16) 2 
 3 
FIG. 5. Mean projected surface versus Dmax. Black symbols represent the 2D-S image data and 4 
red symbols the PIP data. The grey line would be the power law fit for spherical particles. The 5 
golden line is the power law which fits the 2D-S data for Dmax larger than 250µm and the blue 6 
line fits the PIP data with a power law for Dmax larger than 950µm. 7 
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Figure 5. Mean projected surface versus Dmax. Black symbols rep-
resent the 2D-S image data and red symbols the PIP data. The grey
line would be the power law fit for spherical particles. The golden
line is the power law which fits the 2D-S data for Dmax larger than
250 µm and the blue line fits the PIP data with a power law for Dmax
larger than 950 µm.
behavior of the exponent β for plates and stellars but also for
rosettes shows that, if the crystal height grows at the same
speed as the length (which is a combination of the growth on
two axes), then β is close to 3. In contrast, if the growth in
length is 2 times larger than the height, then β is closer to
2.5. Finally, if the height remains constant while the length is
growing, then β gets close to 2.
3.2 Surface–diameter relationships of natural
hydrometeors
This section focuses on the S(D) relationship (see Eq. 4) and
also on the correlation which exists between Dmax, Sp, and
the mass of hydrometeors. Since ice crystals have complex
and varied shapes, the description of their volume (or mass)
and their projected area Sp as a function of the particle di-
ameter cannot be described unambiguously with constant σ
exponents (for S(D)) or β (for m(D)). In this study, S(D)
power law relations are calculated for 5 s steps and are syn-
chronized with PSD and RASTA reflectivity. To calculate
S(D), we plot the mean Sp of the particles vs. their Dmax
(Fig. 5) for the two probes. Sp are averaged by bins in or-
der to get S(D) independently of the ice crystals concentra-
tion. S(D) relations are then fitted by a power law described
by γ and σ , for both probes, respectively. On a log–log
scale, ln(γ ) represents the y-axis intercept and σ the slope of
the linear relationship such that log(S)= σ · ln(D)+ ln(γ ).
S(D) relationships for the 2D-S and PIP probes are calcu-
lated using particles larger than 250 and 950 µm, respectively.
As shown in Fig. 5 S-D relationships calculated for submil-
limetric (2D-S) and millimetric particles (PIP) can deviate.
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FIG. 6. Calculated backscattering cross section as a function of the maximum particle 2 
diameter Dmax. Pink, blue, green, red and cyan curves are calculated for different Aspect ratios 3 
by the T-matrix method, whereas the brown curve is based on the Mie theory calculation for a 4 
spherical particle. The black curve represents the Rayleigh approximation.  5 
 6 
Figure 6. alculated backscattering cross section as a function
of the aximum particle diameter Dmax. Pink, blue, green, red
and cyan curves are calculated for different Aspect ratios by the
T-matrix method, whereas the brown curve is based on the Mie the-
ory calculation for a spherical particle. The black curve represents
the Rayleigh approximation.
One can suppose that when S(D) of 2D-S and PIP are dif-
ferent, this implies to use σ deduced from the 2D-S images
(σ2D−S) to calculate the β exponent for sub millimetric par-
ticles (β2D−S) and σ deduced from the PIP images (σPIP) to
calculate the β exponent for the super-millimetric particles
(βPIP). Then CWC would be calculated as follows:
CWC=
Dmax=Dc∑
Dmax=55µm
N(Dmax) ·α2D−S ·Dβ2D−Smax ·1Dmax (6)
+
Dmax=6450∑
Dmax=Dc
N(Dmax) ·αPIP ·DβPIPmax ·1Dmax.
Having fixed β2D−S and βPIP would still mean that when con-
straining the pre-factor of the m(D) relation, one needs to
solve one equation with two unknowns for the two probes:
α2D−S and αPIP. Therefore, we introduce here a single σ
exponent taking into account images from 2D-S and PIP
probes, in order to calculate the variability of the m(D) co-
efficients from the variability of S(D) relationships.
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σ =
950µm∑
Dmax=250µm
N(Dmax) · S(Dmax)
6450µm∑
Dmax=250µm
N(Dmax) · S(Dmax)
· σ2D-S (7)
+
6450µm∑
Dmax=950µm
N(Dmax) · S(Dmax)
6450µm∑
Dmax=250µm
N(Dmax) · S(Dmax)
· σPIP
This particular σ of Eq. (7) is calculated by weighting the
exponent σ of each probe (σ2D−S, σPIP) with the ratio of the
surface of ice crystals contained in the size range of the in-
dividual probe (size range where individual S(D) relation-
ship is calculated) over the entire surface within the total size
range covered by both probes.
3.3 Mass-diameter coefficients and CWC retrieval
In order to better understand the importance of coefficients
α and β in Eq. (1) and their impact on the retrieved CWC,
reflectivity simulations at 94 GHz were performed and com-
pared with corresponding measured reflectivities along the
flight trajectory. Simulations of radar reflectivities are com-
plex when considering non-spherical ice crystals. Hogan et
al. (2011), have used the Rayleigh–Gans approximation to
simulate the reflectivity of ice hydrometeors interpreted as
oblate spheroids (at 10 and 94 GHz). Therein a constant as-
pect ratio of 0.6 was assumed to describe the flattening of the
spheroids. Applying the BF95 parameterization to calculate
CWC, a good agreement was achieved between simulated
and measured reflectivities.
In this study, backscatter properties of the hydrometeors
were simulated with the T-matrix method (Mishchenko et
al., 1996) for crystals and/or with Mie solution for spheri-
cal particles. In order to model the scattering properties of
the ice particles, these particles are assumed to be oblate
spheroids with a flattening that equals the mean aspect ra-
tio As of the hydrometeors with Dmax < 2 mm, which impact
most the simulated reflectivity:
As=
2000µm∑
Dmax=55µm
Pi(Dmax) ·As(Dmax), (8)
where the Pi(Dmax) is the weighting function and is calcu-
lated as follows:
Pi(Dmax)= N(Dmax) ·D
3
max ·1Dmax
2000µm∑
Dmax=55µm
N(Dmax) ·D3max ·1Dmax
. (9)
N(Dmax) is the concentration of the hydrometeors in Liter
per micrometer and As(Dmax) their aspect ratio, both func-
tions of Dmax. As is calculated every 5 s as is done for the
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FIG. 7. Implemented method to retrieve the coefficients (pre-factor and exponent) of the mass-2 
diameter relationship from the combination of radar reflectivity and 2D hydrometeor images. 3 
Measured radar reflectivity and hydrometeor particle size distributions and average aspect 4 
ratios serve as input for the T-matrix method used for reflectivity simulations for variable βσ 5 
exponents. Closure hypothesis between measured and simulated reflectivities then yield the 6 
pre-factor ασ.  7 
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Figure 7. Implemented method to retrieve the coefficients (pre-
factor and exponent) of the mass–diameter relationship from the
combination of radar reflectivity and 2-D hydrometeor images.
Measured radar reflectivity and hydrometeor particle-size distri-
butions and average aspect ratios serve as input for the T-matrix
method used for reflectivity simulations for variable βσ exponents.
Closure hypothesis between measured and simulated reflectivities
then yield the pre-factor ασ .
composite PSD, σ , and radar reflectivity. Indeed at 94 GHz
the hydrometeors with Dmax > 2 mm are not invisible, but the
increase of their backscattering cross section (Qback; Fig. 6)
as a function of their size is not sufficient taking into ac-
count the very small crystal concentrations beyond a few
millimeters. Thus, they do not impact the simulated reflec-
tivity. Figure 6 also shows the impact of As on the effec-
tive reflectivity for 94 GHz, for As varying between 0.5 and
1. For As= 1 particles are spherical and therefore the Mie
solution of the Maxwell’s equation can be used. For diame-
ters less than 600–900 µm simulated radar reflectivities agree
well with those calculated using the Rayleigh approximation.
As it can be seen in this figure, the so-called “Mie effects”
appear only for larger diameters and decreasing aspect ratio
As. The Pi(Dmax) weighting function impacts the mean as-
pect ratio As which will be subsequently used to constrain the
T-matrix simulations of the radar reflectivity. In Pi(Dmax) the
maximum length of hydrometeors is taken at its third order,
to take into account the impact of the hydrometeors in the
sampling volume. This choice is a compromise to accom-
plish for the lack of knowledge to constrain the variability
of Qback for natural ice crystals and previous approximations
using the Mie solution to modelQback. Instead of the third or-
der of Dmax, we could have chosen the number concentration
N(Dmax) or N (Dmax) ·S (Dmax), both may overestimate the
smallest ice crystals, while D6max (Rayleigh approximation)
does not seem to be the best choice either in this context.
In general, we consider hydrometeors as a homogeneous
mixture of ice and/or air. In order to identify cases where the
mixed phase (ice and water) was present, signals of the Rose-
mount ice detector (RICE) were analyzed. The RICE probe
is in fact a supercooled water detector. Few and extremely
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FIG. 8. (a) Contour plot of the time series of the number PSD (as a function of Dmax) color 2 
coded with the number concentration, the grey line shows the simultaneously measured radar 3 
reflectivity (secondary y axis). (b) Mean aspect ratio along the flight. (c) βσ exponent 4 
calculated from σ according to equations 5 and 7. (d) Pre-factor ασ, subsequently deduced 5 
with the T-Matrix method. (e) CWC calculated with ασ and βσ presented above.  6 
7 
Figure 8. (a) Contour plot of the time series of the number PSD
(as a function of Dmax) color coded with the number concentration,
the grey line shows the simultaneously measured radar reflectiv-
ity (secondary y axis). (b) Mean aspect ratio along the flight. (c)
βσ exponent calculated from σ according to Eqs. (5) and (7). (d)
Pre-factor ασ , subsequently deduced with the T-matrix method. (e)
CWC calculated with ασ and βσ presented above.
short cases were identified where the RICE probe showed su-
percooled water. Data containing possible supercooled water
were excluded from m(D) calculations for ice.
The dielectric properties of ice particles are linked to the
mass–diameter relationship characterized by the fraction of
ice fice (Eq. 10) in the hydrometeors. Equation (10) explains
how the ice fraction of the solid hydrometeors are calculated,
with ρice = 0.917 g cm−3. The ice fraction fice cannot exceed
1.
fice =min
(
1,
α ·Dβmax
pi
6 · ρice ·D3max
)
. (10)
Once fice is determined, the refractive index is calculated us-
ing the approximation of Maxwell Garnet (1904). The mass
of the spheroid does not depend on the aspect ratio As, but
the backscattering properties do. By means of the T-matrix
method the backscattering coefficient of a particle is calcu-
lated assuming the particle volume as an oblate spheroid with
a diameter DT−matrix:
DT-matrix =Dmax · 3
√
1
As
. (11)
In order to calculate the 94 GHz radar reflectivity, the parti-
cle number distribution N(Dmax), the mean aspect ratio As,
the ice fraction fice of the hydrometeors, and both the β and
α coefficients of the mass-diameter relation (Eq. 1) must be
known or assumed. Figure 7 gives an outline of the technique
developed to retrieve the m(D) coefficients. After fixing βσ
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FIG. 9. Histograms of the maximum deviation (ΔCWCmax) on the retrieved CWC for a) 2 
MT2010 and b) MT2011. 3 
 4 
FIG. 10. CWC(ασ, βσ)  retrieved with T-matrix method including error bars versus CWCL&B 5 
calculated from Baker and Lawson (2006) for a) MT2010 and b) MT2011. Error bars 6 
represent the minimum and the maximum of all possible CWC values, when β varies between 7 
igure 9. Histograms of the m ximum deviation (1CWCmax) on
the retrieved CWC for (a) MT2010 and (b) MT2011.
from Eq. (5), then the prefactor ασ is determined by mini-
mizing the difference between the simulated and measured
reflectivities. Then the corresponding CWC in g m−3 is cal-
culated from the PSD and the mass-diameter coefficients:
CWC(ασ ,βσ )= 103 ·
Dmax=6400µm∑
Dmax50µm
N(Dmax) (12)
·ασDβσmax ·1Dmax..
Figure 8 shows the temporal evolution of the PSD, mean
aspect ratio As, exponent βσ , derived ασ , and calculated
CWC(ασ ,βσ ) for a cloud sequence of flight 18 during
MT2010. The temporal variabilities of the PSD, As, the ex-
ponent βσ , constrained pre-factor ασ , and CWC are consid-
erable.
The uncertainty of this method is evaluated in systemat-
ically varying β in the interval [1;3], while for each β the
pre-factor α is deduced accordingly by minimizing the differ-
ence between the simulated and measured reflectivities. Then
the corresponding CWC values are calculated. For a given
time step of 5 s the calculated minimum and maximum val-
ues of CWC (CWCmin and CWCmax, respectively) are used
to estimate the maximum uncertainty (1CWCmax) of the re-
trieved CWC. 1CWCmax is defined as the maximum differ-
ence between CWC(ασ ,βσ ) and the largest or smallest value
of CWC. This maximum uncertainty can be also calculated
in terms of the relative error in percent:
100.
1CWCmax
CWC(ασ ,βσ )
= 100× (13)
MAX(
[|CWCmin−CWC(ασ ,βσ )| ; |CWCmax−CWC(ασ ,βσ )|])
CWC(ασ ,βσ )
.
For both measurement campaigns MT2010 and MT2011,
Fig. 9 shows the distribution of 1CWCmax in percent. For
most of the calculated CWC values the maximum errors re-
main below 30 %. Average values of the maximum devia-
tions in CWC are 26 % for MT2010 and 25 % for MT2011,
respectively.
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FIG. 9. Histograms of the maximum deviation (ΔCWCmax) on the retrieved CWC for a) 2 
MT2010 and b) MT2011. 3 
 4 
FIG. 10. CWC(ασ, βσ)  retrieved with T-matrix method including error bars versus CWCL&B 5 
calculated from Baker and Lawson (2006) for a) MT2010 and b) MT2011. Error bars 6 
represent the minimum and the maximum of all possible CWC values, when β varies between 7 
Figure 10. CWC (ασ ,βσ ) retrieved with T-matrix method including error bars versus CWCL&B calculated from Baker and Lawson (2006)
for (a) MT2010 and (b) MT2011. Error bars represent the minimum and the maximum of all possible CWC values, when β varies between
[1; 3]. The solid grey line represents a power law fit relating the two calculations. The dashed grey lines represent the standard deviation and
the red line represents a 1 : 1 relation between CWC(ασ ,βσ ) and CWCL&B.
CWC(ασ ,βσ ) is compared with the B&L scheme comput-
ing CWCB&L from the 2-D images. This method was cho-
sen among others because it does not require any assumption
on particle habit and calculates the condensed mass parti-
cle by particle. Figure 10 shows calculated CWC(ασ ,βσ ) vs.
CWCB&L. The two CWC estimates are fitted using a power
law. The exponent found is close to 1 which indicates that
we are close to linearity between the two calculations for
the two campaigns: 1.03 for MT2010 (Fig. 10a) and 1.01
for MT2011 (Fig. 10b). For MT2010 CWC(ασ ,βσ ) is 14 %
larger than CWCB&L, whereas for MT2011 CWC(ασ ,βσ )
are close to CWCB&L. The data set of hydrometeors estab-
lishing the above B&L scheme stems from winter storms
in the central Sierra Nevada in the western part of the
North American continent. The crystals were collected at the
ground, and subsequently fitted to build the B&L scheme.
The B&L scheme seems more appropriated to the MT2011
data set than the MT2010 data set. Comparisons between the
two CWC retrieval methods also exhibit good correlation co-
efficients of 0.89 for MT2010 and 0.91 for MT2011, respec-
tively. In addition, error bars for all analyzed CWC are given
in Fig. 10 representing their minimum and maximum values
which were determined using Eq. (13).
3.4 Impact of measurement uncertainties on m(D) and
CWC retrieval
This section quantifies the impact of the measurement uncer-
tainties in radar reflectivity, As, β, PSD and also the probe
shattering effect on the calculation of α and CWC. In or-
der to quantify the impact of various measurement errors,
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[1; 3]. The solid grey line represents a power law fit relating the two calculations. The dashed 1 
grey lines represent the standard deviation and the red line represents a 1:1 relation between 2 
CWC(ασ, βσ) and CWCL&B.  3 
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FIG. 11. Scatter plot of exponent β as a function of α. Data points are color coded as a 6 
function of temperature; black lines represent power law fits. The grey lines represent added 7 
m(D) power law fits for CRYSTAL-FACE data from H10. a) MT2010 and b) MT2011. 8 
 9 
igure 11. Scatter lot of exponent βσ as a function of ασ . D ta
points are color coded as a function of temperature; black lines rep-
resent power law fits. he grey lines represent added m(D) power
law fits for CRYSTAL-FACE data from H10. (a) MT2010 and (b)
MT2011.
Table 3. Uncertainty of retrieved α and CWC as a function of the
uncertainty of the measured reflectivity.
1Z [dBZ] 1α (%) 1CWC (%)
−2 −26 −26
−1 −12 −12
+1 +11 +11
+2 +21 +21
the retrieval of α and subsequent calculation of CWC were
performed in shifting measured values by the amount of the
respective measurement error.
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Table 4. Uncertainty of retrieved α and CWC as a function of the
uncertainty of the average aspect ratio of 2-D images.
1As (%) 1α (%) 1CWC (%)
−20 −12 −12
−10 −6 −6
+10 +6 +6
+20 +13 +13
Table 5. Ratios of fitted αβ and αβ,T over retrieved ασ from
T-matrix calculations. Average ratios are given in column E. Quar-
tile, median, third quartile, are given in 1/4, 1/2 , and 3/4 columns.
E 1/4 1/2 3/4
MT2010: αβ /ασ 1.07 0.66 1.03 1.47
MT2011: αβ /ασ 1.03 0.54 0.95 1.53
MT2010: αβ,T /ασ 1.08 0.91 1.03 1.20
MT2011: αβ,T /ασ 0.99 0.74 0.92 1.13
First, if reflectivity measured with the radar RASTA is
shifted by +2 dBZ, then CWC increases by about 21 % (Ta-
ble 3). Second, if the mean aspect ratio As increases by 20 %
(due to a different calculation of the weighting function Pi,
for example as a function of N(Dmax)), then CWC increases
by about 12 % (Table 4). Likewise, if Pi(Dmax) is calculated
from N(Dmax) · S(Dmax), then As increases by about 10 %
and CWC by about 6 %. Third, a decrease in βσ of −0.16,
leads to a decrease in ασ of about 28 % on average, whereas
an increase in βσ of+0.16 increases the value of ασ by about
42 % on average. Fourth, in order to quantify the impact of
particle shattering, α and CWC were calculated once with-
out applying the removal algorithm. In this case the S(Dmax)
relationship is little impacted on average and the exponent
βσ of m(Dmax) increases slightly by approximately +0.5 %.
The retrieved prefactor ασ is impacted by about +4 % and
CWC increases by about +5 %.
With respect to the concentration uncertainty 1N when
assuming an uncertainty in sampling volume of roughly 20 %
(uncertainty equally distributed over all sizes) we can esti-
mate an uncertainty of 20 % in ασ . While the reflectivity is
not impacted by the measurement uncertainty on the PSD,
the CWC which corresponds to this reflectivity is not im-
pacted to. Then, the CWC calculation from two concentra-
tions N1 and N2 which gives the same CWC can be expressed
as it follows:
CWC=
∞∫
0
N1(D) ·α1 ·Dβ · dD =
∞∫
0
N2(D) ·α2 ·Dβ · dD. (14)
Furthermore, assuming that β here is not impacted because
the concentration uncertainty is assumed to be equally dis-
tributed over all diameters, then with N1(D)= (1± 1NN ) ·
N2(D)we can derive α1 = (1∓1NN )·α2, from where we con-
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FIG. 12. Mass of individual ice crystals in gram as a function of their Dmax. The red line 2 
represents mean values of m(D) coefficients for MT2010 (equation 19). Likewise, the black 3 
dashed line represents m(D) coefficients for MT2011 (equation 20). The blue line represents 4 
m(D) coefficients taken from H10 for the NAMMA campaign and the dashed blue line also 5 
stems from H10, but for convectively generated. Finally, various m(D) relationships are taken 6 
from M96, as there are the blue-grey line for crystals with sector-like branches, the grey line 7 
for hexagonal plates, the brown-grey line for hexagonal columns, the purple-grey line for 8 
aggregates of side planes columns and bullets, and the green line for lump graupel. 9 
10 
Figure 12. Mass of individual ice crystals in gram as a function of
their Dmax. The red line represents mean values of m(D) coeffi-
cients for MT2010 (Eq. 19). Likewise, the black dashed line repre-
sents m(D) coefficients for MT2011 (Eq. 20). The blue line repre-
sents m(D) coefficients taken from H10 for the NAMMA campaign
and the dashed blue line also stems from H10, but for convectively
generated. Finally, various m(D) relationships are taken from M96,
as there are the blue-grey line for crystals with sector-like branches,
the grey line for hexagonal plates, the brown-grey line for hexagonal
columns, the purple-grey line for aggregates of side planes columns
and bullets, and the green line for lump graupel.
clude on an uncertainty for ασ and CWC of roughly 20 %.
The concentration uncertainties associated to the shattering
are nevertheless mainly impacting the smaller sizes, the un-
certainty of ασ and CWC is then considered significantly
smaller.
PSD used in this study solely take into account hydrom-
eteors of Dmax larger than 50 µm, even though the 2D-S
starts recording particles at 10 µm. However, due to signifi-
cant measurement uncertainties (shattering effects, out of fo-
cus particle sizes and related sampling volume) of the con-
centration of small particles of only a few pixels in size the
composite PSD used and presented in this study do not take
into account particle diameters below 50 µm. The impact on
CWC of 10–50 µm size particles (not taken into account in
this study) was estimated, comparing CWC values calculated
in parallel for PSD starting at 10 µm and starting at 50 µm.
These comparisons illustrate that for more than 95 % of the
overall data set, the small hydrometeors with diameters be-
low 50 µm would have increased CWC values presented in
this study by less than 1 %.
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Table 6. Ratio of fitted αT over retrieved ασ , and of CWC(αT , βT ) calculated from fitted αT and βT over CWC (ασ ,βσ ) calculated with
T-matrix retrieved ασ and βσ . In addition, differences between βT and βσ are shown. Expected values of ratios and differences are given in
column E. first quartile, median, and third quartile are given in 1/4, 1/2, and 3/4 columns.
E 1/4 1/2 3/4
MT2010: αT /ασ 1.12 0.77 0.98 1.23
MT2010: βT -βσ −0.02 −0.14 −0.03 +0.08
MT2010: CWC(αT ,βT )/CWC(ασ , βσ ) 1.03 0.86 0.98 1.15
MT2011: αT /ασ 1.35 0.61 1.01 1.60
MT2011: βT -βσ +0.03 −0.13 +0.03 +0.21
MT2011: CWC(αT ,βT )/CWC(ασ , βσ ) 0.94 0.70 0.90 1.09
Figure 13. Vertical variability of m(D) coefficients ασ and βσ . (a) ασ versus the temperature in K. (b) βσ versus the temperature in K. Small
symbols of pink circles show data points (5 s time step) of MT2010, whereas grey crosses show MT2011 data. Large symbols of red and
black stars present mean values of m(D) coefficients in 5 K temperature intervals for MT2010 and MT2011, respectively. Dashed red and
black lines show standard deviations from the mean value for MT2010 and MT2011, respectively. Blue solid and dashed lines show vertical
profiles of SH2010 obtained for CRYSTAL-FACE and for ARM campaigns, respectively.
4 m(D) relationship and impact on Z-CWC calculation
4.1 m(D) variability
In the previous section, it was demonstrated how βσ is de-
rived from S(D) power laws that are fitted separately for
2D-S and PIP image data with final calculation of one single
exponent σ , yielding then βσ based on the theoretical work
presented in Sect. 3.1. Then ασ is constrained by reflectivi-
ties of RASTA, including subsequent calculation of CWC.
The two m(D) coefficients (ασ , βσ ) appear to be strongly
correlated with each other, with a correlation coefficient (cc)
that equals 0.81 for MT2010 (Fig. 11a) and 0.92 for MT2011
(Fig. 11b). This result was observed and discussed in H10. In
H10, m(D) coefficients were found by minimizing the dif-
ferences between CWC estimated from particle imagery and
measured bulk CWC. This was performed flight-by-flight for
different airborne campaigns. Their data set was divided into
two types of cirrus: convective cirrus and stratiform cirrus.
H10 obtained trends for each type of cirrus by fitting the
mean of the prefactor (here α) as a function of the exponent
(here β). In Fig. 11, the power law fit obtained for convective
cirrus by H10 is added as a black line. We note in the semi-
log representations of Fig. 11, that the slope derived by H10
is exceeding the slopes calculated for MT2010 and MT2011,
respectively. This may be explained by the fact that β coeffi-
cients in H10 were calculated differently as compared to this
study. However, both studies show that α (hereafter αβ) can
be fitted as an exponential function of β (Eqs. 15 and 16 for
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FIG. 14. Z-CWC fitted relationships between calculated CWC and measured radar reflectivies 2 
for MT2010 and MT2011 datasets. Z is given in dBZ on the x axis and CWC in g m
-3
 on the y 3 
axis. a) Power law fits for MT2010. b) Power law fits for MT2011. 4 
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igure 14. Z-CWC-fitted relationships between calculated CWC
and measured radar reflectivities for MT2010 and MT2011 data
set . Z is given in dBZ on the x xis and CWC in g m−3 on the y
axis. (a) Power law fits for MT2010. (b) Power law fits for MT2011.
MT2010 and MT2011, respectively).
MT2010 : αβ=7.10−5·e2.11·βσ (15)
MT2011 : αβ=2.10−5·e2.65·βσ (16)
Furthermore, Fig. 11 reveals that temperature has an impact
on the relationship between ασ and βσ , which was not dis-
cussed in H10. In particular, for a given exponent βσ , the
prefactor ασ increases with temperature. Equations (17) and
(18) take into account the temperature dependency of the α-β
relation, where the temperature is given in K and the result-
ing prefactor is denoted αβ,T .
MT2010: αβ,T = 7.10−5 · e2.11·βσ (17)
·
(
0.05888 · e0.01071·T + 6.4.10−17 · e0.1331·T
)
,
MT2011: αβ,T = 2.10−5 · e2.65·βσ (18)
·0.011834 · e0.01535·T .
Table 5 shows ratios of αβ and αβ,T (calculated according
to Eqs. 15, 16, 17, and 18) over ασ (constrained by T-matrix
simulations). Average and median values of these ratios are
particularly close to 1. The first and third quartiles illustrate
the narrowing around the median ratio when parameterizing
the αas a function of β and the temperature for the two cam-
paigns.
For the two MT campaigns the following mean coeffi-
cients of m(D) were deduced:
MT2010: m(Dmax)= 0.0090 ·D2.23max, (19)
MT2011: m(Dmax)= 0.0054 ·D2.05max . (20)
In Fig. 12 these relationships are compared against m(D) de-
duced in H10 on the hand for the NAMMA (NASA African
Monsoon Multidisciplinary Analyses; Zipser et al. 2009)
campaign and on the other hand for clouds which were
convectively generated (hereafter cv-gt) during CRYSTAL-
FACE (Cirrus Regional Study of Tropical Anvils and Cir-
rus Layers–Florida Area Cirrus Experiment; (Jensen et al.,
2004) and TC4 (Tropical Composition, Cloud and Climate
Coupling ; (Toon et al., 2010; Heymsfield et al., 2010b).
NAMMA was performed above the African continent.
CRYSTAL-FACE took place in the southern part of Florida,
whereas TC4 includes convective systems close to the Inter-
Tropical Convergence Zone (ITCZ) and other strong con-
vection developed along the coast of Costa Rica. H10 fixed
m(D) coefficients for NAMMA such that α = 0.011 and
β = 2.1 and for cv-gt (CRYSTAL-FACE+TC4) α = 0.0063
and β = 2.1. Furthermore, some m(D) findings from M96
are also included in the figure. m(D) relations of MT2011
and H10 for clouds convectively generated are very similar.
The mean m(D) derived for MT2010 yields crystal masses
that are a factor of 2 smaller than those given by H10 for
NAMMA. Still, mean m(D) derived for MT2010, MT2011
and H10(cv-gt) reveal higher masses than those given by
M96 (for different crystal species) with the exception for the
lump graupel. The fact that H10 (NAMMA) found largest
mass for ice hydrometeors below 1 mm in size may suppose
that ice crystals were more rimed particles in the vicinity of
the convective part of MCS (NAMMA campaign) as com-
pared to their stratiform part (MT2010).
Figure 13 presents trends of m(D) coefficients ασ and βσ
with cloud altitude in terms of temperature. The variability of
m(D) coefficient at a given temperature is important. Aver-
age m(D) coefficients (large stars in Fig. 13) were calculated
for temperature intervals of 5 K (in Fig. 13 large stars repre-
sent median values for 5 K temperature intervals). The calcu-
lated profiles for MT2011data include solely flights 45 and
46 with a well developed stratiform region of an extended
convective system. Mean values of ασ and βσ are not calcu-
lated beyond 272.5 K temperature level, since the T-matrix
retrieval method does not take into account the liquid wa-
ter at the surface of melting ice crystals. This should have
an effect of increased reflectivity of ice crystals, leading to
an underestimation of m(D) coefficients. On average, mean
βσ coefficients (Fig. 13a) are larger for MT2010 than for
MT2011, whereas mean ασ coefficients (Fig. 13b) are more
similar and in the same order between the level 260–245 K.
The mean profiles show a decrease of mean ασ and βσ coef-
ficients with decreasing temperature described by Eqs. (21)
and (22):
MT2010:
{
αT=0.0020 · e0.0037·T+5.10−17 · e0.1213·T
βT=7.13 · e−0.0053·T+5.4.10−7 · e0.0435·T
(21)
MT2011:
{
αT=1.98.10−6 · e0.0310·T
βT=1.81 · e−0.000755·T−1.027.107 · e−0.07454·T
(22)
In addition, α and β profiles given by SH2010 for
CRYSTAL-FACE and ARM (Atmospheric Radiation Mea-
surement) campaigns are added to Fig. 13. This latter data
set includes midlatitude cirrus clouds generated from large
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FIG. 15. Z-CWC-T fitted relationships between calculated CWC and measured radar 2 
reflectivies and temperatures for MT2010 and MT2011 datasets. Z is given in dBZ on the x 3 
axis and CWC in g m
-3
 on the y axis. a) CWC are calculated from ασ and βσ for MT2010 4 
dataset. b) as for a) but for MT2011. c) CWC are calculated using αβ,T and βσ for MT2010 5 
dataset. d) as for c) but for MT2011. e) CWC are calculated as a function of αT and βT for 6 
MT2010 (equation 21). f) as for e) but for MT2011 (equation 22). g) CWC are calculated 7 
from average coefficient of MT2010 (equation 19). h) as for g) but for MT2011 (equation 20). 8 
i) CWC are calculated using H10 m(D) coefficients of NAMMA for MT2010. j) CWC are 9 
calculated using H10 m(D) coefficients of clouds convectively generated for MT2011. k) 10 
CWC are calculated using the BF95 parametrisation for MT2010 dataset. l) as for k) but for 11 
MT2011. 12 
Figure 15. Z-CWC-T -fitted relationships between calculated CWC and measured radar reflectivities and temperatures for MT2010 and
MT2011 data sets. Z is given in dBZ on the x axis and CWC in g m−3 on the y axis. (a) CWC are calculated from ασ and βσ for MT2010
data set. (b) as for (a) but for MT2011 (c) CWC are calculated usi g αβ,T and βσ for MT2010 data s t. (d) as for (c) but for MT2011. (e)
CWC are calculated as a function of αT and βT for MT2010 (Eq. 21). (f) as for (e) but for MT2011 (Eq. 22). (g) CWC are calculated from
average coefficient of MT2010 (Eq. 19). (h) as for (g) but for MT2011 (Eq. 20). (i) CWC are calculated using H10 m(D) coefficients of
NAMMA for MT2010. (j) CWC are calculated using H10 m(D) coefficients of clouds convectively generated for MT2011. (k) CWC are
calculated using the BF95 parameterization for MT2010 data set. (l) as for (k) but for MT2011.
scale uplift above the North American continent. Globally,
βσ of MT2010 are similar to β of CRYSTAL-FACE, and βσ
of MT2011 are similar to β of ARM given in SH2010.
Table 6 shows ratios of αT over ασ and CWC(αT , βT ) over
CWC(ασ ,βσ ), as well as differences between βT and βσ .
In general, ασ for MT 2010 and MT2011 are overestimated
by the fitted αT ,whereas βσ is underestimated for MT2010
and overestimated for MT2011 by the fitted βT . Finally,
the resulting CWC calculations lead to average ratios of
CWC(αT ,βT )/CWC(ασ ,βσ )≈1.03 (median value ≈ 1.01)
for MT2010 and CWC(αT ,βT )/CWC(ασ ,βσ )≈ 0.94 (me-
dian value ≈ 0.90) for MT2011.
4.2 m(D) impact on Z-CWC and Z-CWC-T
In the past, numerous studies were dedicated to relating
CWC to radar reflectivity (Liu and Illingworth, 2000; Hogan
et al., 2006; Protat et al., 2007). These studies illustrate
that CWC can be es ima ed from the radar reflectivity at
94 or 35G Hz using solely Z–CWC relationships, but also
when adding a temperature dependency (Z–CWC–T rela-
tionship). In the following, CWC(α,β) has been calculated
for MT2010 and MT2011 data sets according to seven dif-
ferent methods: (1) T-matrix (CWC(ασ ,βσ )), (2) equations
17–18 (CWC(αβ,T ,βσ )), (3) Eqs. (21–22) (CWC(αT ,βT )),
(4) mean coefficients of Eqs. (19–20) (CWC(α = 0.0090,
β = 2.23 for MT2010) and CWC(α = 0.0054, β = 2.05 for
MT2010)), (5) BF95 parameterization, (6) and (7) from H10
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Table 7. Fitted Z–CWC and Z–CWC–T relationships according to CWC (α,β) calculations with different methods for MT2010 and
MT2011 data sets.
CWC(Z) CWC(Z, T)
T-matrix(MT2010) CWC = 0.0981*Z0.805 CWC = 0.7183*e−0.0078913∗T ∗ Z(−0.002549∗T+1.4813)
T-matrix (MT2011) CWC = 0.0869*Z0.775 CWC = 18.4392*e−0.02115∗T ∗ Z(0.002659∗T+0.13467)
MT2010(Eq. 17) CWC = 0.1421*Z0.655 CWC = 0.44974*e−0.004527∗T ∗ Z(−0.0044794∗T+1.8224)
MT2011(Eq. 18) CWC = 0.0893*Z0.682 CWC = 0.93632*e−0.0093472∗T Z(−0.0017635T+1.1748)
Mean(MT2010)(Eq. 19) CWC = 0.1490*Z0.659 CWC = 62.9368*e−0.023757∗T ∗ Z(−0.002388∗T+1.3059)
Mean(MT2011)(Eq. 20) CWC = 0.1084*Z0.656 CWC = 65.3563*e−0.025176∗T ∗ Z(−0.0019304∗T+1.2195)
MT2010(Eq. 21) CWC = 0.1261*Z0.686 CWC = 0.3365*e−0.0037815∗T ∗ Z(−0.0026268∗T+1.3679)
MT2011(Eq. 22) CWC = 0.0826*Z0.708 CWC = 0.12055*e−0.0016174∗T ∗ Z(−0.0021477∗T+1.2853)
H10(NAMMA) CWC = 0.2397*Z0.664 CWC = 446.6519*e−0.029602∗T ∗ Z(−0.0012781∗T+1.0319)
H10(cv-gt) CWC = 0.1101*Z0.662 CWC = 52.153*e−0.024225∗T ∗ Z(−0.0020589∗T+1.2569)
BF95 (MT2010) CWC = 0.0797*Z0.668 CWC = 856.8913*e−0.036509∗T ∗ Z(−0.0001986∗T+0.76656).
BF95 (MT2011) CWC = 0.0694*Z0.635 CWC = 112.1674*e−0.02908∗T ∗ Z(−0.00076668∗T+0.90401)
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FIG. 16. a) Vertical profiles of the average aspect ratio As as a function of temperature. Small 2 
symbols of pink circles show data points (5-seconds time step) of MT2010, whereas grey 3 
crosses show MT2011 data. Large symbols of red and black stars present mean values of 4 
As in 5K temperature intervals for MT2010 and MT2011, respectively. Dashed red and black 5 
lines show standard deviations for MT2010 and MT2011, respectively, from the average 6 
value. b) Probability distribution functions of As  for MT2010. c) Probability distribution 7 
functions of As  for MT2011. 8 
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Figure 16. (a) Vertical profiles of the average aspect ratio As as
a function of temperature. Small symbols of pink circles show
data points (5 s time step) of MT2010, whereas grey crosses show
MT2011 data. Large symbols of red and black stars present mean
values of As in 5 K temperature intervals for MT2010 and MT2011,
respectively. Dashed red and black lines show standard deviations
for MT2010 and MT2011, respectively, from the average value. (b)
Probability distribution functions of As for MT2010. (c) Probability
distribution functions of As for MT2011.
for NAMMA and cv-gt parameterizations, respectively. In
order to use the BF95–m(D) relationship, PSD were calcu-
lated for both MT campaigns such that the particle diame-
ter is D = (Lx+Ly)/2. H10 (NAMMA) parameterization
is used solely for the MT2010 PSD data, whereas H10 (cv-
gt) parameterization is used for the MT2011 PSD data. Table
7 gives an overview of Z-CWC and Z–CWC–T -fitted rela-
tionships between different CWC(αβ) calculated with above
methods and measured radar reflectivities (RASTA). The fit-
ted Z-CWC relations are presented in Fig. 14, whereas fitted
Z-CWC-T relations are presented in Fig. 15, with Z given
in mm6 m−3, CWC in g m−3, and T in K. In Figs. 14 and
15, Z is expressed in dBZ for convenience. Two further re-
lationships given by Protat et al. (2007), hereafter denoted
P2007 are added in Fig 14. Relationships given by P2007
are based on cloud in situ observations using a tropical data
set (Eq. 23a) and from a global data set (Eq. 23b) which in-
cludes also mid-latitude and tropical clouds. Note that the
BF95–m(D) relationship has been assumed for all clouds in
P2007 calculations.
CWC(Z)= 0.149Z0.681Global P2007 (23a)
CWC(Z)= 0.198Z0.701Tropics P2007 (23b)
Applying P2007 parameterizations for calculating CWC
results in significantly larger CWC values, as compared to
estimated CWC of this study for the Megha-Tropiques data
set, which is particularly true for small reflectivities and most
pronounced for MT2011 oceanic convection. This might be
due to the fact that the in situ database used in P2007 en-
compasses a much larger variety of ice clouds, including low
CWC cirrus clouds.
For MT2010, largest CWC are found when CWC are cal-
culated with the H10 parameterization for the NAMMA data.
BF95 parameterization calculates relatively low CWC values
for all reflectivities which is also the case for CWC calculated
with the T-matrix method for reflectivities below 0 dBZ. The
other parameterizations from this study and the P2007 pa-
rameterization for the global datal set are similar and also
close to T-matrix calculated CWC in the range 5 to 15 dBZ.
For MT2011, lowest CWC are calculated again with the
BF95 parameterization. CWC calculations with H10 param-
eterization for convectively generated clouds and most of the
parameterizations from this study are rather similar.
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In general, for both campaigns CWC increases more sig-
nificantly with the reflectivity when calculated with the
T-matrix method, as compared to CWC calculations from
most m(D) parameterizations (this study, H10, BF95).
In principal, Z–CWC–T relationships allow improving
the calculation of more realistic CWC as compared to sim-
pler Z–CWC relationships. In Table 8, for the two subsets
of fitted relationships (CWC(Z) and CWC(Z,T )), corre-
lation coefficients (cc) are calculated between CWC(α,β)
and CWC(Z) or CWC(Z,T )-fitted parameterizations, re-
spectively. In addition, an error calculation (Eq. 24) is per-
formed with errorZ and errorZ,T defined as follows:
errorZ = 100 · |CWC(Z)−CWC(α,β)|CWC(α,β) or (24)
errorZ,T = 100 · |CWC(Z,T )−CWC(α,β)|CWC(α,β) .
Table 8 presents expected values (E), median values, first
quartiles, third quartiles, and the 90th percentiles for errorZ,T
and errorZ . The lower part of this table presents the calcula-
tion of errorZ,T − errorZ to demonstrate how CWC calcu-
lation from reflectivities is improved when the temperature
is parameterized in the fitted relationships between Z and
CWC(α,β).
Since the m(D) coefficients within this study were con-
strained by the RASTA radar reflectivity, it is not surpris-
ing that errorZ , errorZ,T , and also the difference between
these two errors (errorZ,T − errorZ) are comparably small
for CWC derived from T-matrix method.
The fitted CWC–Z relationships for the other methods
all produce significantly larger values for errorZ with max-
imum average errorZ found for methods when CWC(α,β)
has been calculated from constant m(D) coefficients. Fur-
thermore, errorZ for all methods is generally larger for
MT2011 than for MT2010 data set. When fitting CWC-Z-
T, this does not improve significantly correlations as com-
pared to CWC-Z-fitted relations, neither for the time re-
solved T-matrix method nor for CWC(αT ,β ,βσ ) (Eqs. 17 and
18) nor for CWC(αT ,βT ) (Eqs. 21 and 22) methods, since
therein the temperature has been implicitly taken into ac-
count for CWC(α,β) calculation. In contrast, for the other
methods applied to MT2010 and/or MT2011 data sets, as
there are mean T-matrix, H10 (NAMMA), H10 (cv-gt), and
BF95 the improvement is significant when the temperature
is taken into account. Moreover the improvement is more
efficient for these other methods for the MT2010 data set
(errorZ−errorZ,T improvement > 10 %) as compared to the
MT2011 data set (errorZ−errorZ,T improvement ≤ 10 %).
Without considering here the original T-matrix method
to calculate CWC, it can be clearly seen from Table 8 that
the average errorZ,T (errorZ , respectively) of all six remain-
ing methods is smaller for MT2010 ≈38 % (40 %) than for
MT2011 ≈63 % (71 %).
The differences in the performance of m(D) parameteri-
zations and respective impact on CWC(Z) and CWC(Z,T )
relationships for MT2010 and MT2011 can be explained by
the fact that the mean aspect ratio As (Fig. 16) for MT2010
cloud particles shows rather constant values with altitude in-
cluding small standard deviations (Fig. 16a) and even a very
small standard deviation around the global average value
(Fig. 16b). For MT2011 As shows a broader distribution
around the global average value and larger standard devia-
tions with altitude (Fig. 16c and a). On average As increases
with altitude for MT2011, whereas As for MT2010 remains
more constant with altitude. Over 80 % of the time As for
MT2010 is in the range [0.55;0.65] (Fig. 16b), whereas the
broad As spectrum for MT2011 tends to larger values (up
to 0.8), as compared to MT2010, which means that MT2011
contains significant amounts of particles with a more spheri-
cal aspect ratio.
5 Discussion and conclusion
This study presents a method to calculate CWC from par-
ticle imagery and radar reflectivity at 94 GHz. Cloud parti-
cles are represented by oblate spheroids used for reflectiv-
ity calculations with the T-matrix method. The flattening of
the spheroid is constrained by the average aspect ratio As of
the 2-D images recorded by the 2D-S and the PIP probes.
An estimation of the β exponent of the m(D) relationship is
derived from the measurements of the projected surface of
2-D images from 2D-S and PIP optical array probes. Then
the prefactor α is calculated from simulated radar reflectiv-
ities matching the corresponding measured reflectivities at
94 GHz. The method was applied to two different data sets
basically sampled in tropical stratiform anvils; the first one
was sampled over the African continent (MT2010) and the
second one was collected over the Indian Ocean (MT2011).
An important variability of the m(D) coefficients has been
found, especially for the MT2011 campaign. This result illus-
trates the main inconvenience to use a single m(D) relation-
ships in tropical clouds. In this study two different param-
eterizations were fitted to all constrained m(D) coefficients
(5s time resolution) for continental (MT2010) and oceanic
(MT2011) data sets in tropical convection. The first parame-
terization allows us to calculate them(D) prefactor as a func-
tion of the temperature and the m(D) exponent, showing that
for a given exponent the prefactor increases with temperature
for both campaigns. The second parameterization allows us
to deduce both m(D) coefficients (prefactor and exponent)
as a function of the temperature. The latter result is in agree-
ment with results shown in SH2010 for two different data set
of convective clouds in tropical and midlatitude conditions.
Furthermore, this study demonstrates how Z–CWC and
Z–CWC–T relationships are impacted by different meth-
ods used to retrieve CWC from the measured PSD during
MT2010 and MT2011. In general, the use of a single tem-
perature independent m(D) relationship for all clouds is not
appropriate, because it excludes the large natural variability
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Table 8. For seven different methods calculating CWC(α,β), for MT2010 and MT2011 data sets, correlation coefficients (cc) between CWC
(α,β) and fitted CWC(Z) and CWC(Z,T), respectively, are shown in the left column. In addition, expected value E, 1st quartile, median, 3rd
quartile and 90th percentile of errorZ and errorZ,T are presented. Also calculated below: errorZ,T -errorZ .
CWC(Z) versus CWC(α, β); errorZ : E, 1/4, 1/2, 3/4, 9/10
cc E 1/4 1/2 3/4 9/10
T-matrix(MT2010) 0.96 24 7 15 28 52
T-matrix (MT2011) 0.95 39 14 29 48 70
MT2010(Eq. 17) 0.86 43 12 23 41 91
MT2011(Eq. 18) 0.86 75 18 37 62 112
Mean(MT2010)(Eq. 19) 0.85 49 15 29 48 103
Mean(MT2011)(Eq. 20) 0.85 75 20 41 63 111
MT2010(Eq. 21) 0.89 40 11 22 40 86
MT2011(Eq. 22) 0.87 71 17 35 60 111
H10(NAMMA) 0.84 51 15 30 49 105
H10(cv-gt) 0.85 75 20 41 62 110
BF95(MT2010) 0.83 54 16 32 53 113
BF95(MT2011) 0.84 72 20 43 65 118
CWC(Z,T) versus CWC(α, β) ; errorZ,T : E, 1/4, 1/2, 3/4, 9/10
cc E 1/4 1/2 3/4 9/10
T-matrix(MT2010) 0.90 22 7 14 25 47
T-matrix (MT2011) 0.93 34 11 24 42 66
MT2010(Eq. 17) 0.75 40 10 21 40 84
MT2011(Eq. 18) 0.82 71 17 35 60 106
Mean(MT2010)(Eq. 19) 0.81 39 10 22 40 83
Mean(MT2011)(Eq. 20) 0.84 66 16 34 59 102
MT2010(Eq. 21) 0.79 38 10 21 40 83
MT2011(Eq. 22) 0.83 69 17 35 59 106
H10(NAMMA) 0.81 38 10 21 39 79
H10(cv-gt) 0.84 66 16 34 59 102
BF95(MT2010) 0.81 38 10 21 39 76
BF95(MT2011) 0.84 63 16 35 60 104
errorZ,T -errorZ
E 1/4 1/2 3/4 9/10
T-matrix(MT2010) −2 0 −1 −3 −5
T-matrix (MT2011) −5 −3 −5 −6 −4
MT2010(Eq. 17) −3 −1 −1 0 −7
MT2011(Eq. 18) −4 −1 −2 −1 −6
mean(MT2010)(Eq. 19) −11 −5 −7 −8 −20
mean(MT2011)(Eq. 20) −9 −4 −8 −3 −10
MT2010(Eq. 21) −1 −1 −1 0 −3
MT2011(Eq. 22) −2 0 −1 0 −5
H10(NAMMA) −13 −5 −9 −11 −26
H10(cv-gt) −9 −4 −7 −3 −9
BF95(MT2010) −16 −6 −11 −14 −36
BF95(MT2011) −10 −4 −9 −5 −14
of m(D) (as was also highlighted in (Protat and Williams,
2011).
For a series of different methods calculating CWC(α,β)
(T-matrix calculation and three parameterizations presented
in this study and also taken from literature such as H10
and BF95) Z–CWC and Z–CWC–T relationships were de-
rived between CWC(α,β) and measured radar reflectivities
for MT2010 and MT2011 data sets. Subsequently, CWC
derived from Z-CWC and Z-CWC-T relations were con-
fronted with CWC(α,β) originally calculated with the cor-
responding method.
The main result is shown with the improvement of
decreasing error comparing Z-CWC-T (errorZ,T ) with
Z-CWC-fitted parameterizations (errorZ). For CWC(α,β)
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methods using constant m(D) coefficients (mean T-matrix,
H10(NAMMA), H10(cv-gt), BF95), the error improvement
(errorZ,T -errorZ) is significant, with an average of −12 %
for MT2010 and −9 % for MT2011 data sets. In contrast, for
CWC(α,β) methods which take into account the variability
of m(D) coefficients (CWC(α,β)) as a function of tempera-
ture and more precisely as a function of 2-D images in orig-
inal T-matrix) the error improvement on average is merely
−2 % for MT2010 and −4 % for MT2011.
The fact that errors from Z-CWC-T (or Z-CWC) relations
are larger for MT2011 than for MT2010 data set can be ex-
plained by the strong variability of the mean aspect ratio As
of cloud particles observed during MT2011, whereas cloud
particles for MT2010 show a narrower distribution of As,
meaning that crystals aspect ratios are more uniform.
For MT2010 the parameterization of m(D) coeffi-
cients with temperature (or altitude) seems to per-
form well in order to describe the m(D) coefficients
with on average CWC(αT ,βT )/CWC(ασ ,βσ )≈ 1.03 and
CWC(αβ,T ,βσ )/CWC(ασ ,βσ )≈ 1.08. Likewise, values for
MT2011 are CWC(αT ,βT )/CWC(ασ ,βσ )≈ 0.94 and
CWC(αβ,T ,βσ )/CWC(ασ ,βσ )≈ 0.99 respectively. Despite
a good consistency for the both campaigns, the signif-
icant variability for example of αT /ασ , βT −βσ , and
CWC(αT ,βT )/CWC(ασ ,βσ ) has to be mentioned. The vari-
ability can be illustrated by 1st and 3rd quartiles and is sig-
nificantly higher for MT2011 than MT2010. This is due to
the fact that the MT2011 data set covers more variable micro-
physical properties and/or processes of hydrometeors (signif-
icant contribution of water vapor diffusional growth) com-
pared to MT2010 and even temperature corrected parame-
terizations would need to be further refined. An explanation
could be that during MT2010 over the African continent the
Falcon 20 research aircraft was flying in stratiform parts of
the MCS, and despite the attempt to get close to the convec-
tive cells, they were too vigourous to be entered. Therefore
the microphysical properties of ice crystals in MCS systems
sampled during MT2010 were relatively similar. In contrast,
during MT2011 the less vigorous oceanic convection may
have been sampled partly during an earlier stage of convec-
tive activity and also crystal growth regimes may have been
different, leading to an increased variety of microphysical
properties.
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Appendix A: Description of 3-D simulations
Simulations of 3-D particle habits were performed with the
overall objective to study the S(D) and m(D) relations in-
cluding correlations between the two exponents of the power
laws. The simulated shapes aim to be realistic or at least
comparable to the variety of hydrometeors found in natu-
ral clouds. All crystal shapes considered have 3-D charac-
teristics with known volume or mass and crystal orienta-
tions in the 3-D space are fairly distributed. Zikmunda and
Vali (1972) show that rimed columns tends to be oriented in
a way that the maximum length is perpendicular to the fall
velocity and rimed plates are oriented such that the maxi-
mum surface is perpendicular to the motion. To quantify the
uncertainty related to a possible predominant crystal orien-
tation during sampling, the crystal mass is calculated on the
one hand from a minimum Dmax (which will be an underes-
timation with respect to its reel value) and on the other hand
from a maximum Dmax (Fig. A1). By modeling both types of
projected Dmax according to the crystal mass and doing this
for all simulated shapes, we obtain the maximum uncertainty
related to the projection of possibly oriented 3-D hydrome-
teors projected on a 2-D plane. On average it is found for all
simulated habits that 1σ =±0.15 and 1β =±0.31.
A1 Plates
The schematic of a plate type crystal is presented in Fig. A2.
The geometric parameters used are the thickness H and the
height L between two opposed corners of the hexagon. The
simulations distinguish four types of plates, in order to ex-
plore the influence of the ratio between H and L on the fitted
power laws. Two simulations have a ratio of H/L equal to
0.1 and 0.2, whereas in the third simulation H is equal to the
square root of L and in the fourth H is constant and equal
to four pixels. In all these simulations, L is chosen randomly
out of the interval from 20 to 200 pixels with 1000 thousands
simulations of plates in each of the four cases.
A2 Columns
Figure A3, shows the principal schematic of a column with
geometric parameters of height H and thickness L between
two corners of the hexagon. As performed for the plates, four
sets of simulations were performed for columns: two with a
linear ratio between H and L, with H/L equal to 10 and 5,
whereas in the third simulation L is equal to the square root
of H and in the fourth L is constant and equal to 16 pixels.
H was chosen out of the size range of [10;100] pixels with
1000 simulations for columns in each of the four cases.
A3 Slender stellars and more solid stellars
Two types of stellar crystals were simulated with a signifi-
cant difference in the width of their branches (Fig. A4). We
call these two types slender stellars (lower picture) and solid
stellars (upper picture). For both types of stellars, four sets
of 1000 simulations were performed. Two simulations have
a ratio of H/L equal to 0.1 and 0.2, whereas in the third sim-
ulation H is equal to the square root of L and in the fourth
simulation H is constant and equal to four pixels.
A4 Capped columns
One type of capped columns was simulated and processed,
where the column is capped by two plates. The schematic
description of a capped column is shown in Fig. A5. L1 is
the height of the two plates (and large stellars) at the top of
the column, L2 (= 2.5L1) is the thickness of the column, and
H (= L1) is its height. For the two simulations L1 varied
between 10 and 100 pixels and the width of the plates (or
stellars) was set to four pixels. In total 1000 simulations of
capped columns were performed.
A5 Rosettes
A rosette with six branches randomly oriented is shown in
Fig. A6. To simplify the scheme of the bullets that constitute
the rosette, the bullets are assimilated as hexagonal columns.
All the bullets belonging to the same rosette have identical
size parameters, where H is the bullet’s height, L its thick-
ness, and N the maximum number of bullets building the
rosette.
In total, eight series of simulations were performed, vary-
ing N between three and six bullets. Two simulation series
were performed with N equal to 3, and where the bullets are
described either by L equal to the square root of H or L
equal to 5 pixels. H was chosen out of the size range of 5 to
50 pixels.
Two sets of simulations followed where N is equal to 4
and where the bullets are described by L equal to the square
root of H or L equal to 10 pixels. H has been chosen out of
the size range of 10 to 100 pixels.
One set of simulations was performed where N is equal to
5 and where the bullets are described by the ratio L/H equal
to 0.5. H has been chosen out of the size range of 10 to 100
pixels.
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Finally, three additional sets of simulations were per-
formed where N is equal to 6 and where the bullets are de-
scribed either by L equal to the square root of H or by L
equal to 10 pixels or where the ratio L/H equal to 0.25. H
has been chosen out of the size range of 10 to 100 pixels. All
series were studied with 1000 simulations of rosettes.
A6 Aggregates of individual crystal shapes
Furthermore, aggregates of the individual shapes presented
above were also simulated. Without going into some details
of crystal aggregation processes (Westbrook et al., 2004),
here we solely study the phenomenon of 3-D ice crystal ag-
gregates projected on a 2-D plane. The number of individual
crystals (Nagg) used to form an aggregate has been varied.
Individual crystals are randomly oriented in the 3-D space,
before they stick together forming the aggregate. An exam-
ple of an aggregate of spheres is shown in Fig. A7. N is the
random number of spheres, ranging between 3 and 50, which
are aggregated, and D is the diameter of one sphere which is
set constant and equals six pixels. In total 1000 simulations
of aggregated spheres were performed.
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Table A1. List of symbols.
2D-S 2-D stereographic optical array probe with a resolution of 10 µm bin−1
2D-C 2-D cloud particle optical array probe with a resolution of 25 µm bin−1
2D-P 2-D precipitation particle optical array probe with a resolution of 200 µm bin−1
α Pre-factor of mass–diameter relationship in general
ασ Pre-factor of mass–diameter relationship calculated from the T-matrix method when β is calculated from Eq. (5)
αβ Pre-factor of mass-diameter relationship calculated as a function of βσ (Eq. 15 and 16)
αT Pre-factor of mass–diameter relationship calculated as a function of the temperature (Eqs. 21 and 22)
αβ,T Pre-factor of mass–diameter relationship calculated as a function of the temperature and βσ (Eqs. 17 and 18)
β Exponent of mass–diameter relationship in general
βT Exponent of mass–diameter relationship calculated calculated in function of the temperature (Eqs. 21 and 22)
βσ Exponent of mass–diameter relationship calculated from Eq. (5)
Ar Area ratio: projected surface divided by (pi /4* D 2max)
As Mean aspect ratio for a given Dmax (=width/ Dmax)
As Aspect ratio distribution
As Mean aspect ratio of all valid 2-D images recorded during a 5s time period
BRAIN Bayesian rain rate retrieval algorithm including neural network
CPI Cloud particle imager, SPEC, Inc.
CWC Condensed water content (in general)
CWCB&L CWC deduced from the Baker and Lawson scheme
CWC(ασ , βσ ) CWC calculated with ασ and βσ
CWC(αT , βT ) CWC calculated with αT and βT
CWC(αβ,T , βσ ) CWC calculated with αβ,T and βσ
Dmax Maximum length of the 2-D images of the hydrometeors
1Dmax Bin resolution of the size distribution
DT-matrix Diameter of an oblate spheroid used by the T-matrix method
1CWCmax Uncertainty of the retrieved CWC from RASTA reflectivity and 2-D imagery of OAP
errorZ Absolute error using Z-CWC power fit and the retrieved CWC
errorZ,T Absolute error using Z-CWC-T power fit and the retrieved CWC
fice Ice fraction used fort the calculation of the backscattering properties of the hydrometeors
MADRAS Microwave analysis & detection of rain & atmospheric systems
m(D) Mass–diameter relationship
MT2010 Megha-Tropiques Falcon 20 measurement campaign (Niger, August 2010)
MT2011 Megha-Tropiques Falcon 20 measurement campaign (Gan, November-December 2011)
N2D-S Number concentration of hydrometeors counted by the 2D-S
NPIP Number concentration of hydrometeors counted by the PIP
N Number concentration of hydrometeors
Nt Total number concentration of hydrometeors
OAP Optical array probe
Pi Probability distribution function used to calculate the average aspect ratio
PIP Precipitation imaging probe
PSD Particle size distribution
RASTA French acronym for Radar Aéroporté et Sol de Télédétection des propriétés nuAgeuse
ρice Ice density: 0.917 g cm−3
S(D) Surface–diameter relationship or area–diameter relationship
σ Exponent of surface–diameter relationship in general
σ2D−S Exponent of surface–diameter relationship from the 2D-S 2-Dimages
σPIP Exponent of surface–diameter relationship from the PIP 2-D images
Sp Projected surface of a hydrometeor recorded by an OAP
T Temperature in Kelvin
Qback Total backscattering coefficient as a function of Dmax per bin
Z RASTA reflectivity at 94 GHz
Z-CWC Fitted power law between reflectivity and CWC
Z-CWC-T Fitted power law between reflectivity and CWC, adding a temperature dependency parameterization
www.atmos-chem-phys.net/14/11367/2014/ Atmos. Chem. Phys., 14, 11367–11392, 2014
11390 E. Fontaine et al.: Constraining mass–diameter relations
Figure A1. Exemplary results obtained for a 3-D simulation of
columns characterized by length = 0.2*height. (a) S(D) plot: blue
points are the simulated data for the column, red lines are power
law fits enclosing most of the data points for all possible orienta-
tions. The dashed black line is the mean of the two power laws
(= the mean between two red lines when the orientation underesti-
mates Dmax) and when the orientation is close to the real Dmax).
(b) m(D) plot: same as for (a) but with the mass of the simulated
columns which is now on the y axis; (c) Schematic of a 3-D shape
oriented in the 3-D space when its orientation gives an underesti-
mated value of the real Dmax of the ice crystals. (d) Schematic of
a 3-D shape oriented in the 3-D space when its orientation gives a
close value of the real Dmax of the ice crystals.
Figure A2. Schematic description of hydrometeors shapes for sub-
sequent simulations of plates.
Figure A3. Schematic description of hydrometeors shapes for sub-
sequent simulations of columns.
Figure A4. Schematic description of hydrometeors shapes for sub-
sequent simulations of slender and solid stellars.
Figure A5. Schematic description of hydrometeors shapes for sub-
sequent simulations of capped columns.
Figure A6. Schematic description of hydrometeors shapes for sub-
sequent simulations of bullet rosettes.
Figure A7. Schematic description of hydrometeors shapes for sub-
sequent simulations of aggregates of spheres.
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