I. Introduction
===============

An emergency department (ED) is a complex scene where various diseases and processes are intertwined. Annually, over 4.8 million patients visit EDs in Korea, and 137.8 million visit EDs in the United States \[[@B1][@B2]\]. Moreover, the number of patients and the severity of their complaints are increasing due to aging of the population and advances in emergency medicine \[[@B3]\]. When resources are not sufficient, the increased load on EDs results in a poor quality of care, which leads to a suboptimal outcome \[[@B4]\].

Triage systems have been developed where demand is greater than supply \[[@B5]\]. The purpose of triage in an ED is to prioritize patients to allocate clinical resources as beds and providers. There are several triage systems worldwide: the Emergency Severity Index (ESI), the Korean Triage and Acuity Scale (KTAS), the Canadian Triage and Acuity Scale (CTAS), and so forth \[[@B6][@B7][@B8]\]. Studies have revealed that these systems are useful and necessary \[[@B9]\]. However, drawbacks such as human dependency and ambiguity of judgment have also been highlighted \[[@B10]\]. These potential problems could worsen when the volume of patients increases and information accumulates.

Digitalized triage systems have been introduced to support triage decisions by healthcare providers \[[@B10]\]. These systems have shown reliable outcomes in simulation settings, which are often compared to human decision. However, only limited value of such systems has been discovered \[[@B11]\].

One of the most important aspects of care in an ED is the initial assessment of a patient\'s condition. Nurses who encounter patients first measure their condition so that they can identify and manage their physical, mental, or social problems \[[@B12]\]. Regarding the fact that large amounts of data are gained at the moment of initial nursing assessment (INA), such as age, gender, initial vital signs, etc., using only the triage score for decision may be inefficient. Machine learning (ML) could provide an effective approach to utilize this information. ML is a method that allows a computer to train by itself from data without explicit coding. From a large amount of data, ML automatically learns the features or representations for a given task, such as classification, detection, or prediction \[[@B13]\].

The aim of this study was to evaluate an ML and INA-based ED triage system to predict adverse clinical outcomes.

II. Methods
===========

1. Study Setting
----------------

This study was a single-center, retrospective study, conducted in an ED of a tertiary academic hospital (a 1,960-bed, university-affiliated hospital located in a metropolitan city with an annual census of 70,000) \[[@B14]\].

2. Study Subject
----------------

The study subjects were defined as ED visitors from January 1, 2016 to December 31, 2017.

We excluded patients who were non-adult (age \<18), were dead on arrival (DOA) or after cardiopulmonary resuscitation (CPR) or injury. Missing lab data were also excluded from Sequential Organ Failure Assessment (SOFA) score calculation. The process of selecting patients is illustrated in [Figure 1](#F1){ref-type="fig"}.

The Institutional Review Board of Samsung Medical Center approved this study. Informed consent was exempted because this was a retrospective, observational, and deidentified study (No. SMC 2018-11-007).

3. Feature
----------

Data were selected from a clinical data warehouse (CDW) detailing age, gender, level of consciousness, route of arrival, method of transportation, weekend, day of works, vital signs (temperature, heart rate, systolic blood pressure, respiratory rate, oxygen saturation), and initial KTAS score by nurse staff. There are two types of KTAS, namely, initial assessment and reassessment of the condition of a patient. We used the initial KTAS for this study. We also used the SOFA score with the partial pressure of oxygen (PaO~2~), fraction of inspired oxygen (FiO~2~) for respiration, platelet count for coagulation, bilirubin for liver, mean arterial pressure for the cardiovascular system, Glasgow Coma Scale (GCS) for the central nervous system, and creatinine or urine output for the renal system. The SOFA score calculates the number and severity of dysfunctions in six organ systems (respiration, coagulation, liver, cardiovascular, central nervous system, and renal). Each organ system is assigned a point value from 0 (normal) to 4 (high degree of dysfunction/failure) \[[@B15]\]. Using clinical experience, vital sign features were categorized into groups \[[@B10]\] and were used to build the model, such as patient demographic information, vital signs, and emergency severity index, which is measured initially and is mandatory when patients visit an ED ([Figure 2](#F2){ref-type="fig"}). Information regarding the ED is sent to the National Emergency Medical Center.

4. Study Outcome
----------------

Our primary and composite outcome was mortality in the ED or intensive care unit (ICU) admission. These clinical outcomes were included as a target feature for analysis to build the model.

5. Model Development and Evaluation
-----------------------------------

We built the prediction model to quantify the probability of clinical outcome. A patient\'s likelihood of outcome may serve as a proxy for acuity which could be comparable with KTAS and SOFA scores.

All data processing and statistical analysis were conducted using R version 3.5.0 software (<https://www.r-project.org/>). We divided each feature into clinical classifications, with the cutoff values from previous research \[[@B10]\].

We divided the patients into three sets, namely, training, validation, and test sets, for modeling, model parameter tuning, and evaluation, respectively.

Multivariate logistic regression analysis was conducted using R package 'glm' to estimate the likelihood of clinical outcomes after adjusting for outcome ratio and other potential factors that can determine which variables had the greatest effect on outcome. Further, an ML method known for good classification was used, namely, deep learning with R package 'Keras'. The following hyper-parameters were used: number of layers and number of hidden units in deep learning, which were validated and selected using the validation set. Receiver operating characteristic (ROC) curves were generated by varying the thresholds of each model prediction probability. Finally, several models were compared, and the best prediction models were selected based on their area under the ROC curve (AUROC) values. The AUROC value for the model and its confidence interval were expressed with a 95% confidence interval (CI). We also used variable importance plots in random forest to determine which variables affect the results. Chief complaint, age, heart rate, and SpO~2~ were the most influential factors for predicting clinical outcomes. Those variables were used for low dimensional (LD) modeling for efficiency.

To compare the acuity of the patients, we cut the model likelihood for the individual patients with the KTAS level ratio to make a model-based KTAS with the same ratio. We compared KTAS with ML-based KTAS. In addition to the contingency table comparison, we show a matrix heatmap for comparison of two KTAS.

Because there was a class imbalance in which less than 15% of the total cases were positive, we considered the Synthetic Minority Over-sampling Technique (SMOTE) to solve this imbalance problem \[[@B16]\]. We sampled minority and majority class values from a 1:1 ratio to a 1:3 ratio using R package 'DMwR'.

Descriptive statistics were used for the demographic features and characteristics of the ED visits. Categorical variables are expressed in counts and percentages of the total amount of data available within the database.

III. Results
============

The initial data included 145,784 ED visits by individuals aged ≥18 (n = 115,904) and excluded those who were DOA or had died after CPR, cancelled cases (n = 107,434), and injury (n = 88,705). The data were filtered by excluding cases that had missing vital sign information (n = 2,396). Finally, data on 86,309 ED visits were included in the study. There were 51,785 (60.0%) patients in the training set, 17,262 (20.0%) in the validation set, and 17,262 (20.0%) in the testing set.

The distribution of ED patients demographics divided into three groups is shown in [Table 1](#T1){ref-type="table"}. Of the 86,309 patients, 157 (0.18%) died, 3,024 (3.50%) were transferred to the ICU or died during their ED stay. The number of female patients (51.1%) was greater than the number of male patients visiting the ED from 2016 to 2017, but there was no statistically significant difference in proportion, χ^2^ (df = 2) = 1.86, *p* = 0.395. With regard to the level of consciousness, 97.4% of the patients were alert at the time of the ED visit. A total of 79.7% of ED visits were direct visits, and 13.7% were referred. Approximately a quarter (20.5%) of the patients used an ambulance. The proportion of KTAS level 3 was highest (46.8%), the other proportion cases with KTAS levels of 1, 2, 4, and 5 were 0.60%, 9.07%, 35.90%, and 7.66%, respectively. With regard to the Vital signs, most patients were normal. The range of normal proportion was from 53.3% to 92.9%.

The outcomes among different severity groups were analyzed and compared separately. [Table 2](#T2){ref-type="table"} shows the distribution of ED patients among clinical outcome and KTAS. The proportions differed between severity groups. In the admission to ICU group, levels 1 and 2 are the most common. In the admission to ward group, levels 2 and 3 are the most common. The proportion of death and transfer decreased in the KTAS level order. In contrast, the proportion of discharge increased in the KTAS level order. We also analyzed the frequency of chief complaint as well as the frequency of the major chief complaint symptoms, mostly abdominal pain (22.1%), fever (16.5%), and dyspnea (11.8%), as seen in [Supplementary Table S1](#S1){ref-type="supplementary-material"}.

The AUROC values for KTAS and SOFA only model were 76.8 (74.9--78.6) and 74.0 (72.1--75.9) with logistic regression, while the AUROC values for the INA model were 87.2 (85.9--88.6) and 87.6 (86.3--88.9) with logistic regression and deep learning, respectively, suggesting that the INA-based triage system result more accurately predicted outcomes. The AUC values for the LD model using the most four influential features were 81.2 (79.4--82.9) and 80.7 (78.9--82.5) with logistic regression and deep learning, respectively, indicating that the efficiency model also outperformed the KTAS and SOFA models ([Table 3](#T3){ref-type="table"}).

Varying the outcome ratio from 1 to 3 showed consistent results as shown in [Supplementary Table S2](#S2){ref-type="supplementary-material"}.

[Figure 3](#F3){ref-type="fig"} shows the difference in the distribution of triage results of the KTAS and ML-based triage scores. The cutoff value of the ML-based triage was determined according to the proportion of triage scores of the KTAS. The results show the inter-reliability of the ML-based model compared to KTAS with estimated Cohen\'s kappa statistics k = 0.0018, suggesting that the extent of agreement is slight.

Variable importance plots in random forest were also used to estimate the impact of features. The results are shown in [Supplementary Figure S1](#S3){ref-type="supplementary-material"}. Chief complaint, age, HR, and SpO~2~ were the most important factors in the model.

IV. Discussion
==============

There were some limitations of this study. First, an external validation was not performed. Patients\' characteristics differ among institutions, and additional learning would be needed to generalize the algorithm from this study. To test the performance of the algorithm with a population of varying severity, we used a SMOTE method for over-sampling and under-sampling.

Second, as it is the result of the initial characteristics of the patient visiting the emergency room (ER), it did not reflect the physicians\' notes or lab results generated later. However, our study aimed to determine which process the triage system would put the patient into, so the analysis of the information generated later will be done in the next study.

Finally, a cross-sectional study does not reflect medical history. We can set the time window and consider the medical history during the time interval. For example, we can consider the number of hospitalizations, outpatient visits, procedures or surgeries during 2 years. It is necessary to study the model that predicts the outcome by further utilizing the patient\'s medical history information.

In this study, we developed an ML tool and evaluated its performance in EDs, using KTAS and SOFA as a comparator. Our results show that INA-ML is the most suitable for clinical outcome (ER death or ICU admission) prediction. However, it is in the model type-free result that we can see there was no significant difference from logistic regression or other ML methods.

Once we can estimate the effect of each feature in the model, it can be easily incorporated into electronic medical record system and can immediately calculate a score once common patient information has been put into the system. Our model was designed for clinical decision support, and it is calculated immediately based on the first data recorded on a patient\'s arrival. It is not intended to totally replace nurse or physician judgement, but to support them by providing the score as they assess a patient.

INA can be used for two purposes. KTAS can be used for measuring the patient proxy severity and INA for common patient information. Additional information can be obtained when we combined these two attributes. The advantages of the combined model over the reference standard KTAS include evidence-based development and decreased reliance on subjective human experience or judgement \[[@B13]\].

Even though speed and accuracy are the most important factors in ER results, not many studies on the initial information of emergency patients have been conducted. Second, we did not use additional information because there was no tool for this. We can upgrade the triage by making good use of structured data through this study. Third, we did not use only one method \[[@B11]\] and compared various methodologies. Logistic regression alone has limitations, so we compared random forest and deep learning. Random forest and deep learning made good predictions. Especially when we checked the contents of the variables, the main symptom and vital sign had a great influence on the prediction. Despite these strengths of the ML method, we need to decide which parameter is the best. To solve this parameter setting problem, we split the dataset into training, validation, and testing sets. The ranges of parameters were selected by human decision. If we broaden the range of parameter or use other optimization methods, such as random search, grid search, and so forth, we could get more predictable parameters and outcomes. Finally, study should be made for practical applications. The reason for making the model is for efficiency in the actual clinical field, like Watson for Oncology. Therefore, it is necessary to integrate the model and data for practical use. Many variables can produce good prediction results, but it could be problematic to apply them in the medical environment. It could be a proxy way to show the results using some LD variables with high variable importance in clinical settings.

We have developed an ML and INA-based triage system for EDs. The novel system was able to predict clinical outcomes more accurately than existing triage systems, namely, KTAS and SOFA.
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###### Table S1

Chief complaint frequency table

###### Table S2

Varying clinical outcome ratio and AUROC

###### Figure S1

Variable importance plot from random forest. CC: chief complaint, HR: heart rate, RR: respiratory rate, ER: emergency room, SBP: systolic blood pressure, BT: body temperature, AVPU: alert, voice, pain, unresponsive.

![Study inclusion criteria for the emergency room cohort. DOA: dead on arrival, CPR: cardiopulmonary resuscitation, NA: not available (missing), GCS: Glasgow Coma Scale.](hir-26-13-g001){#F1}

![Overview of workflow. Clinical data warehouse (CDW) with clinical outcome is split into three parts (training, validation, and testing). Three different methods (logistic regression, random forest, and deep learning) and two different types of input (KTAS and INA without KTAS) were combined. Model evaluation was judged by AUROC. KTAS: Korea Triage and Acuity Scale, SOFA: Sequential Organ Failure Assessment, INA: initial nursing assessment, AUROC: area under the receiver operating characteristic curve.](hir-26-13-g002){#F2}

![Ratio for nursing Korea Triage and Acuity Scale (KTAS) and machine learning (ML)-based KTAS.](hir-26-13-g003){#F3}

###### Demographic and clinical characteristics of ER patients
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Values are presented as mean ± standard deviation or number (%).

ER: emergency room, OPD: outpatient department, SBP: systolic blood pressure.

^a^Non-alert: verbal, painful, unconscious.

###### ED disposition & outcome for KTAS level
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Values are presented as number (%).

ED: emergency department, KTAS: Korea Triage and Acuity Scale, ICU: intensive care unit.

###### Summary of AUROC (95% confidence interval) of each method
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AUROC: area under the receiver operating characteristic curve, KTAS: Korea Triage and Acute Scale, SOFA: Sequential Organ Failure Assessment, INA: initial nursing assessment, LD INA: low-dimensional initial nursing assessment.
