I N T R O D U C T I O N
Recent work by Ulanovsky et al. (2003) has highlighted the ability of auditory cortical neurons to adapt to repetitive stimulation in a highly stimulus-specific manner. This stimulusspecific adaptation (SSA) seems to make the cortex particularly sensitive to unexpected changes during ongoing, repetitive stimulation. Recent studies have described SSA also in subcortical structures (Anderson et al. 2009; Malmierca et al. 2009 ), but it is usually considered to be weaker or rarer in midbrain neurons, particularly those that lie on the main, lemniscal pathway to A1 (Perez-Gonzalez et al. 2005; Ulanovsky et al. 2003) . SSA is therefore thought to be at least partly a "cortical phenomenon," and might be the result of a "cortical computation," which would predict which stimulus is expected and therefore suppressed. Indeed, detecting unexpected stimuli is an important function of sensory systems, but it requires that "expected stimuli" can be adequately predicted. In this respect, one might also hypothesize that the various neocortical layers might play different roles in this presumed cortical computation. Data testing this hypothesis, in turn, would inform and constrain computational models of cortical function.
The general, necessarily somewhat simplified view is that sensory information arrives in cortex mostly through leminsical thalamocortical inputs to the middle, granular layers (i.e., predominantly layer IV in case of visual cortex, but mostly layer III in auditory cortex). (Binzegger et al. 2004; Gilbert and Wiesel 1981; Thomson and Bannister 2003; Thomson and Lamy 2007; Winer and Lee 2007) In all sensory modalities, there is also a nonlemniscal thalamic input to the deepest layers V and VI, as well as to layer I, but that seems to be considerably weaker than that to the middle layers. From the granular layers, information spreads both upwards to the supragranular layers II and III, and downward, to the infragranular layers V and VI. The supragranular layers are thought to project onward to other cortical targets as well as to infragranular layers, whereas infragranular layers are thought to project mostly to subcortical targets. If SSA is indeed a cortical phenomenon, it would be of some interest to ask whether or to what extent SSA is a phenomenon that can be localized within this general scheme of the cortical microcircuit. Is SSA already fully present in the thalamorecipient input layers or does it emerge gradually as intracortical processing propagates this information onward? If SSA does become more pronounced in the course of intracortical information processing, does it increase in equal measure in supra-and infragranular layers?
To shed some light on these questions, we have recorded local field potential (LFP) responses to repetitive tone series in rat primary auditory cortex (A1). LFPs were recorded with silicon probes (Neuronexus probe type a1 ϫ 16_3 mm_100-413), which allowed us to sample the entire cortical depth simultaneously at 16 sites in 100-m intervals. LFPs were subjected to current source density (CSD) analysis to identify sources and sinks as described by Kaur et al. (2005) . Current sinks are thought to be an indicator of net excitatory synaptic current in a small volume of cortex surrounding the recording site. CSD thus enabled us to compare mean synaptic activity in response either to common, "standard," or to rare, "oddball" or "deviant" stimuli on a layer by layer basis. Although we did find SSA in the cortical CSD profile in all layers and right from the earliest part of the response, we nevertheless also found systematic differences, with relatively more pronounced SSA in layer V than in the supragranular layers.
M E T H O D S

Electrophysiology
All electrophysiological data were obtained in a sound-insulated chamber. Electrode signals were recorded and digitized using a TDT (Tucker Davis Technologies, Alachua, FL) RP5 digital signal proces-sor fitted with an RA16 medusa mulitchannel preamplifier. BrainWare (TDT) was used to control stimulus presentation and data acquisition. The electrode signals were low-pass filtered (1,200 Hz) and digitized at 5 kHz.
Data were subsequently exported to Matlab (The MathWorks, Natick, MA) for further analysis, where the recorded LFPs were further low-pass filtered with a 100-Hz Butterworth filter.
Four adult female Long Evans rats, weighing 200 -300 g, were used in this study. Anesthesia was induced by intraperitoneal injection of ketamine (Ketaset, Fort Dodge Animal Health, Overland Park, KS) and medetomidine (Domitor, Pfizer, Walton Oaks, Surrey, UK), and maintained with intraperitoneal infusions of ketamine, medetomidine, and butorphanol tartrate (Torbugesic, Fort Dodge Animal Health) at typical rates of 4.0 mg/kg/h, 16 g/kg/h, and 0.5 mg/kg/h, respectively. The parietal and left temporal aspects of the skull were exposed, and a stainless steel head holder was fixed to the skull with dental acrylic above the midsaggital ridge.
The right auditory cortex (A1) was exposed by craniotomy at 5 mm posterior and 7.2 mm lateral to bregma (Paxinos and Watson 2006; Polley et al. 2007) . After removal of the dura, mineral oil was applied to the pial surface to prevent dehydration. To provide a reference for the recording probes in A1, a silver-plated wire was inserted into frontal cortex through a second, small craniotomy and fixed in place with dental acrylic. ECG, body core temperature, and O 2 saturation were monitored throughout. Pedal (paw pinch) withdrawal reflexes were monitored regularly, and the anesthetic dose was adjusted as required. All procedures were approved by the Oxford University Ethical Review Committee and licensed by the UK Home Office.
For CSD measurements, 16-channel silicon multiprobes (NeuroNexus Technologies, Ann Arbor, MI) were used to simultaneously sample field potentials throughout all cortical layers (Fig. 1) . Probe sites were separated vertically by 100 m and had impedances of 1-2 M⍀ at 1 kHz. The multiprobe was aligned under visual inspection to be orthogonal to the cortical surface and was advanced into the brain using a mechanical micromanipulator until the uppermost recording site was just visible at the pial surface of the cortex. In this manner, we ensured that the 16 recording sites sampled one cortical column at 16 depths from 0 to 1,500 m.
To verify that the recording sites were indeed positioned as intended, we did perform histology on one of our animals. Unfortunately it is not possible to inject sufficient current through the silicon probes used in these experiments to produce electrolytic lesions in the conventional manner. However, being considerably wider than conventional tungsten electrodes, the silicon probes often leave tracks that are clearly visible in fixed, Nissl-stained tissue. One example of a Nissl-stained section showing electrode tracks is shown in Fig. 1 . Examination of the sections indicated that the tracks left by the probes ran normally through the entire depth of cortex but did not penetrate deep into the white matter. Consequently, with the topmost site still just visible at the surface of layer I, the deepest site had indeed been positioned near the bottom of layer VI, as intended, and the 16 recording sites thus sampled the entire cortical depth at regular, 100-m intervals, as intended.
We also noted that our CSD sink latency depth profiles were in excellent agreement with those described by Kaur et al. (2005) (cf. their Fig. 3 with our Figs. 4 and 6). Thus even though a precise histological reconstruction of individual recording sites was not possible, the histological and physiological evidence nevertheless confirmed that our recording technique positioned the recording sites to span the entire cortical depth in regular 100-m intervals. In the text, we describe and discuss our results in terms of cortical layers, but we would like to emphasize that the assignment of recording sites to layers based on recording site depth is necessarily somewhat approximate. For example, we can be confident that recording site 6 from the top will have been close to the boundary between layers III and IV but would not be able to say with certainty whether it was in layer III or IV. However, the CSD profiles obtained varied smoothly with depth, and highly precise localization is not required here, because errors of approximately Ϯ100 m would not substantially alter our conclusions.
Acoustic stimulation and analysis of evoked responses
Acoustic stimuli were generated using TDT system 3 hardware (Tucker-Davis Technologies). Stimuli were presented contralaterally via a Fountek ribbon tweeter (NeoCD3.0, Fountek, Shanghai, China). Open field calibration was performed using an 1/8th-in microphone (Bruel and Kjaer, Naerum, Denmark). The speaker's impulse response was measured using Golay codes (Zhou et al. 1992) , and amplitude compensation lookup tables were derived from the Fourier transform of the speaker's impulse response. The lookup tables were loaded into the stimulus generation software (TDT RPVDS circuit based stimulus modules loaded into BrainWare software). The compensated outputs were checked with a Bruel and Kjaer Type 2610 measuring amplifier to ensure the driver produced the desired sound pressure levels (Ϯ3 dB) over the entire frequency range.
For each cortical site, we determined the characteristic frequency (CF) by examining field potentials evoked by 50-ms pure tone stimuli ranging from 2.25 to 36 kHz in 0.5-octave steps and delivered at intensities from 10 to 70 dB SPL in 10-dB increments. This totaled 63 frequency-level combinations, which were presented in pseudorandom order at 300-ms intervals, with typically 30 repetitions for each frequency level combination. The resulting LFPs were subjected to CSD analysis. To obtain a measure of frequency tuning, we averaged the CSD amplitude over a time window spanning 0 -150 ms after stimulus onset for each sound frequency/level combination. Figure 2 shows a typical example of a resulting CSD frequency-response function. Frequency tuning tended to be clearest in the superficial layers. In the example shown, a "V"-shaped tuning curve is clearly visible in the eight topmost recording sites, and it resembles cortical frequency response areas commonly described in the literature. The CF was estimated by identifying the frequency with the lowest threshold response. The example shown is typical, in that frequency tuning tended to be a lot less sharp in deeper, infragranular layers, but where clear frequency tuning could be observed it was always consistent across depths. In a few cases, frequency tuning was too broad to allow CF estimation at any depth. In those cases, the electrode was moved to another site. The results reported here are exclusively from penetrations that showed clear tuning to appropriate frequencies given the electrode's stereotaxic position relative to published tonotopic maps of rat A1 (Polley et al. 2007; Rutkowski et al. 2003) .
CSD analysis
As discussed in Pettersen et al. (2006) , CSD methods translate a set of LFPs recorded at different depths to estimates of CSDs, i.e., the net current density entering or leaving the extracellular medium at a particular spatial position. The standard CSD method assumes homogeneous activity in the horizontal direction and uses a discretized version of Poisson's equation (Nicholson and Freeman 1975) . At depth z, the relationship between the estimated CSD Ĉ (z) and measured potential ⌽(z) is
where is the extracellular conductivity, and h is the electrode's intercontact distance. Estimates for the CSD at the top and bottom electrode contacts can be provided by the method of Vaknin et al. (1988) . To reduce spatial noise, the three-point Hamming filter is commonly applied (Rappelsberger et al. 1981; Ulbert et al. 2001 )
The inverse CSD (iCSD) method (Pettersen et al. 2006 ) is based on inversion of forward electrostatic solutions and is most transparently expressed in matrix form
T is the CSD vector containing the estimated CSD and
T is a vector containing the LFP at each of the N recording depths. F is the N ϫ N matrix found in the electrostatic forward calculation of extracellular potentials from known current sources. Thus with known potentials, the unknown current sources can be estimated directly from the inverse of the matrix F. With the iCSD method, prior information on the distribution of current sources, as well as anisotropic or spatially varying extracellular conductivities, can be included in the CSD estimation (Pettersen et al. 2006) .
Of the three iCSD methods studied in Pettersen et al. (2006) , we chose to use the ␦-source iCSD method, which assumes the CSD to be localized in infinitesimally thin discs in the planes of the electrode contacts. This is the computationally least demanding method. It was shown by Pettersen et al. (2006) that this method is equivalent to traditional CSD methods if it is assumed that the effective radius of these "discs" is infinite, but if more realistic values are used for the lateral extent of the CSD, the ␦-source iCSD method produces results more accurate than the standard method, because the latter tends to underestimate the magnitude of the CSD and may predict spurious sinks and sources (Pettersen et al. 2006 (Pettersen et al. , 2008 .
For the analysis presented in this study, we assumed a homogenous, isotropic conductivity of ϭ 0.3 S/m (Pettersen et al. 2006 ) within the cortex. Because, during our recording experiments, the space immediately above the cortex was filled with very poorly conducting mineral oil and air, we also assumed the conductivity just above the cortex to be effectively zero. We furthermore assumed that the effective diameter of the cortical region that was activated by the stimuli and that generated the CSDs was 500 m and that our electrode was positioned in its center. These values are not critical to the main findings of this study. Assuming a larger or smaller conductivity value will scale the CSD values proportionately (values of CSDs given in units of A/mm 3 in this paper are therefore to be understood as estimates contingent on the value of ), but the spatio-temporal pattern of the CSD response does not depend on the value of . Changing the assumed effective diameter can affect the CSD pattern obtained, but very similar results were obtained when assuming effective diameters as small as 200 m or as large as 1,000 m. Given that the total area of rat primary auditory cortex corresponds to only a few square millimeters and that rat auditory cortical neurons tend to be fairly broadly tuned for frequency, it is reasonable to assume that the diameter of the area activated by the stimuli used in this study would be somewhere between 200 and 1,000 m across.
Oddball paradigm
To study SSA in CSD profiles of auditory cortex, pure tones of two different frequencies were presented in an oddball design protocol: FIG. 2. Current source density (CSD) frequency tuning. Root mean square (RMS) CSD amplitudes calculated over the 1st 150 ms after stimulus onset, recorded at depths from 0 to 1,500 m below the cortical surface, in response to pure tone stimuli with the frequency and intensity shown indicated along the x-and y-axes. The panels are arranged by rows, from left to right, i.e., the 1st row shows data from recording sites at 0 -300 m, the 2nd row from 400 to 700 m, and so on. The characteristic frequency (CF; ϳ9 kHz for this recording site) was estimated by determining the frequency that triggered a clear response (current sink) at the lowest sound intensity (the tip of the "V" shape).
oddball (or deviant) tones with a rare frequency were randomly embedded in a regular train of standard tones at a common frequency. We used a probability of occurrence of 90/10% for the standard/ oddball tones. The oddball and standard tone frequencies were spaced half an octave apart and centered, in equal log frequency steps, around the recording site's CF. The intensity of both tones was 70 dB. The tones were 30 ms long, ramped on and off with a 5-ms linear ramp, and were separated by an interstimulus interval (ISI) of 300 ms (onset to onset). Three hundred stimuli (270 standards and 30 oddballs, presented in a randomized order) were presented in each block. Each stimulus set consisted of two blocks, and each block was repeated three times. In block 1, the higher-frequency tone (f1) was rare and the lower frequency tone (f2) was common (Fig. 3) . In block 2, the roles were reversed. Thus one complete stimulus set contained a total 180 oddball stimuli (90 where f1 was the oddball and 90 for f2), randomly interleaved among 1,620 standard stimuli.
To obtain the CSD response to the oddball stimulus, we averaged the LFP traces from 0 to 300 ms after the onset of each oddball and subjected the resulting averaged LFP traces to CSD analysis. The CSD response to the standard stimulus was obtained by analyzing the LFPs recorded in response to the standard stimuli that immediately preceded an oddball stimulus.
R E S U L T S Using the stimuli described above, we recorded CSDs in the adapted and oddball conditions in 22 multielectrode penetrations into the primary auditory cortex of four female Long Evans rats with an average weight of 240 g.
The top left panels in Fig. 4 show a typical LFP profile. The averaged responses to the oddball tones are plotted using continuous lines and those of the standard tones with stippled lines. Responses to the higher frequency (f1) are plotted in blue and those to the lower frequency (f2) in red. The deflections of the LFP in the oddball response are of somewhat larger magnitude than those seen in the corresponding responses to the standard, indicating that the neural responses were subject to stimulus specific adaptation. However, because of the nature of the LFP signal, it is difficult to observe any layer specificity. Given that the LFP signals shown here are low-pass filtered, they will reflect the relatively slow synaptic inputs and their associated return currents, rather than faster spiking activity. CSD analysis aims to recover these localized biological current sinks and sources, which created the voltage gradients recorded in the LFP trace. The CSD traces shown in the top right panels of Fig. 4 were calculated from the LFPs shown to the left. The adapted condition is again represented by the stippled traces and the oddball condition by the continuous traces, and the responses to frequencies f1and f2 are plotted in blue and red, respectively. Because CSD depth profiles are easier to read if displayed as color maps, we replot them in columns 3-6 of Fig.  4 , using a color scale that plots current sinks (indicative of depolarizing currents) with "hot" colors such as yellow and red and current sources (hyperpolarizing currents) with "cool" hues of blue, whereas zero net current is plotted in black. Separate color maps show the responses to f1and f2 in the adapted and oddball conditions, respectively, as indicated.
In this typical example, the CSD profiles obtained in the four stimulus conditions (2 different sound frequencies each serving either as standard or oddball) exhibited a very similar structure but differed in the amplitudes of the responses. The earliest sink, indicated by a single white arrow in Fig. 4 , seems to arise at a depth of ϳ1,200 m from the surface (approximately the bottom of layer V and top of layer VI) at ϳ10 ms after stimulus onset. This is followed almost immediately by a much stronger current sink at 400 -500 m (approximately the top layer of IV and bottom of layers II-III, highlighted by a double arrow in Fig. 4 ). These early sinks most likely reflect activity triggered by thalamic inputs and are entirely compatible with quantitative anatomical observations made in the cat (Huang and Winer 2000; Winer and Lee 2007) , which indicate that afferents from tonotopic nuclei of the thalamus project most heavily to layer III and the top of layer IV of the auditory cortex but that nontonotopic and multimodal nuclei of the thalamus send a significant projection to layers V and VI. The color plots show clearly how the neural activity triggered by the afferent synaptic input, mostly near 500 m (approximately layers III and IV), spreads upwards to supragranular layers, as well as downward to infragranular layers, whereas the activity triggered at 1,200 m (approximately layer VI) seems to spread upward.
The data shown in Fig. 4 represent a typical example, but there is some variability in the details of the CSD profiles from one penetration to another, as shown in Fig. 5 . Each of the four columns shows data from a different penetration. The top row shows the CSD response to the standard and the bottom row to the oddball stimuli. In Fig. 5 , and all the following figures, responses to the frequencies f1 and f2 were averaged. In most cases (Fig. 5, A-C) , the earliest activity is a small current sink at ϳ1,100-1,300 m (approximately deep layer V to layer VI), although this deep sink is occasionally very weak or absent (Fig. 5D ). This early deep sink was not observed in all penetrations, and appeared absent at poorly frequency-tuned recording sites. However, we do not have sufficient data to be certain whether this was reliably the case. All examples exhibit a large, early current sink reflecting inputs to layers III and IV (ϳ500 m). The penetrations differ visibly in their pattern of spread of activity from the large initial sink in layers III-IV. For example, in Fig. 5A , activity spreads mostly downward, FIG. 3. Oddball stimulus paradigm. This schematic shows the oddball paradigm when tones of frequencies f2 are common and occur 90% of the time and tones of frequency f1 are oddballs and occur 10% of the time. f1 and f2 were spaced in equal log frequency steps around the recording site's CF. The probabilities of occurrence are reversed so that f1 becomes the adapting stimulus and f2 the oddball. Each pure tone is 30 ms long and ramped on and off with a 5-ms linear ramp, and the interstimulus interval (ISI) from onset to onset is 300 ms. whereas in Fig. 5B , the upward spread is at least as pronounced as the downward one. The early activity in layers II/III is usually accompanied by prominent sources in layer I (0 -200 m). These sources appear to start a few milliseconds later, but overlap in time, with the sinks seen at ϳ500 m (i.e., near layers III and IV). These layer I sources are probably attributable to "return currents," which occur when excitatory currents entering pyramidal cells in the middle layers leave the cells through apical dendrites that project up to layer I. The examples in Fig. 5 also show that the prominent early sinks in the middle layers persist for only 20 -40 ms and are usually followed by current sources at the same depth, which is most likely attributable to rebound inhibition. These putative midlayer inhibitory currents also seem to be accompanied by return currents (i.e., in this case sinks) in layer I. The color scale in each row is normalized to the maximal CSD value for the respective electrode penetration. A comparison of the responses in the fully adapted state (standard stimuli, top row) with those to the oddball stimuli (bottom row) suggests that many of the features of the CSD profiles are somewhat reduced in amplitude in the adapted state.
As the examples in Fig. 5 show, CSD profiles differ in their details from one auditory cortical site to another, but they nevertheless also show clear similarities in their overall structure. Consequently, it is not unreasonable to average the CSD profiles across all penetrations in our dataset to investigate how stimulus specific adaptation changes the CSD response profile on average. Figure 6 shows an averaged CSD profile, which we obtained by taking the median value across our sample of 22 penetrations at each depth and each time point in the CSD matrix. (When averaging across penetrations, both here and in Fig. 7 , we chose to calculate medians rather than means as the median tends to give a more robust estimate of central tendency, especially when the underlying distributions are not necessarily normal. However, plots of the mean across the penetrations look very similar to the median values shown here.)
Because there was some variability from one penetration to the next in overall absolute CSD amplitude, we normalized the CSD amplitudes before averaging by dividing CSD amplitudes by the average root mean square (RMS) amplitude across all 16 depths in the adapted (standard) condition for each penetration (i.e., the normalized amplitudes in Figs. 6 and 7 are expressed as multiples of average RMS amplitude in the standard condition). Median CSD profiles are shown separately for the standard and oddball conditions, and their difference is also shown. As in the individual examples in Figs. 4 and 5 , A-C, we can observe a small, early sink at 1,100 m (approximately layer VI), followed almost immediately by a much larger sink at ϳ500 m (approximately layers III and superficial IV), from which activity seems to spread upward and downward. The peak amplitudes in the oddball condition (Fig. 6B ) are noticeably larger than those in the standard, adapted state (Fig. 6A) .
To quantify the changes in the amplitude of the CSD caused by SSA, we calculated the RMS CSD amplitudes over the first 150 ms after stimulus onset. These RMS CSD amplitudes are shown in Fig. 7 . CSD amplitudes were normalized, so that in each penetration, the average amplitude across all depths in response to the standard tone across all depths was 1. Figure 7A plots the median normalized RMS amplitudes in the standard (gray) and oddball (black) conditions. The error bars show 95% CIs for the medians, which were estimated by bootstrapping. As might be expected from the data shown in Figs. 4 -6 , we observe the largest RMS amplitudes on average at depths of ϳ600 m (approximately the bottom of layer III/top of layer IV), where we had also seen the largest peak current sinks. Large RMS amplitudes are also observed in layer I, and, as already mentioned, these are most likely attributable to the return currents (sink-source pairs) that couple layer III to layer I. Figure 7B plots the median difference between the RMS CSD amplitude in the oddball and the standard conditions. It indicates that, at those depths where the response amplitudes were largest to begin with (i.e., layers I and III/IV), we also obtain the largest reductions in response amplitude caused by SSA in absolute terms, i.e., the largest differences between standard and oddball RMS amplitudes. However, it would be incorrect to think that the effect of SSA is merely to scale the response amplitude down by some factor that is constant across layers.
This can be seen in Fig. 7C , which shows the median ratio of the standard over the oddball response as a function of depth below the cortical surface; in other words, it expresses the amplitude of the response to the standard tone as a proportion of the response to the oddball. It is readily apparent that this ratio is smaller, i.e., the relative reduction in response amplitude caused by SSA was larger at a depth Ͼ1,000 m (in infragranular layers V and VI) than at more superficial recording sites. Friedman's (nonparametric ANOVA) tests were carried out in Matlab to confirm that this apparent "depth effect" of decreasing median amplitude ratios shown in Fig. 7C was statistically highly significant. The Friedman test for the standard/oddball ratio was significant at P Ͻ 10 Ϫ13 . Post hoc pairwise comparisons indicate that the median standard/oddball ratios obtained at depth between 300 and 500 m (approximately layers II/III) are significantly different from those observed at depths Ն800 m (in infragranular layers). One could argue that the data in layer I should not be included in the test, because it may not represent a truly independent sample if the activity in layer I is indeed mostly caused by sink-source pairing between layers I and III. However, the result of the Friedman's test remains highly significant (P Ͻ 10 Ϫ12 ) when the data from layer I are excluded.
For completeness, and to facilitate comparison of our data with previously published work, we also show, in Fig. 7D , the amount of SSA observed when quantified using the SSA index (SI) measure introduced by Ulanovsky et al. (2003) . The SI expresses SSA by a simple contrast measure defined as SI ϭ
, where O and S are the response measures in the oddball and standard condition, respectively. By this measure, SSA is stronger in the infragranular layers V and VI than in the supragranular layers. Friedman nonparametric ANOVA FIG. 6. Average CSD profile. A: median CSD profile across 22 multielectrode penetrations in the adapted, standard condition. CSD amplitudes were normalized to the average RMS CSD amplitude in the standard condition before averaging. As in Fig. 4 , the roman numerals indicate the approximate positions of the cytoarchitectonic layers expected at each depth. B: median CSD profile in the oddball condition. C: difference (median in the oddball condition minus median in the standard condition).
FIG. 7. RMS CSD amplitudes as a function of depth.
A: median RMS amplitude of the CSD shown for each depth. As in Fig. 6 , amplitudes were normalized so that, for each penetration, the response to the standard stimulus has a mean amplitude of 1, to remove penetration-to-penetration variability in overall amplitude. Data for the oddball and standard conditions are shown in black and stippled gray, respectively. As in Fig. 4 , the roman numerals indicate the approximate positions of the cytoarchitectonic layers expected at each depth. B: difference between the normalized oddball and standard response amplitudes. C: ratio of standard over oddball response amplitudes. D: stimulus-specific adaptation (SSA) index, a contrast measure of SSA calculated as (oddball Ϫ standard)/(oddball ϩ standard). In all panels, error bars show bootstrapped 95% CIs of the median.
tests confirmed that these differences in SI values are also highly statistically significant (P Ͻ 10
Ϫ12
). Together, the results shown in Figs. 6 and 7 show systematic, layer-specific differences in SSA across the cortex. Layer III, the target of the strongest thalamic input, exhibited SSA right from the earliest part of the response, but the relative reduction in response amplitude is smaller than that seen in infragranular layers. Thus even though some SSA can already be observed in the earliest part of the cortical response, our data strongly suggest that SSA does become more pronounced as the incoming sensory signals propagate through the cortical column.
D I S C U S S I O N
The precise role played by auditory cortex in generating SSA in the auditory system remains a matter of debate. Ulanovsky et al. (2003) observed SSA in the A1 of the cat but not in the medial geniculate, which led them to hypothesize that SSA may be largely a cortical phenomenon. Subsequent studies have reported, SSA in the inferior colliculus (IC) of the rat (Malmierca et al. 2009; Perez-Gonzalez et al. 2005) ,. Another recent study (Anderson et al. 2009) found some SSA in the medial geniculate, but only in a minority of cells, mostly in the medial division of the medial geniculate body (MGm), and hardly ever in the ventral division (MGv), which provides the largest source of thalamic afferents to A1. Reports of SSA at lower stations of the ascending auditory pathway are therefore not incompatible with the idea put forward by Ulanovsky et al. (2003) that auditory cortex may itself be a site, perhaps a key site, for the generation of SSA. Previous studies thus suggest that primary auditory cortex may be the first station along the lemniscal pathway where SSA is routinely found. Furthermore, the SSA observed in paralemniscal nuclei of the ascending pathways (such as the ICx and the MGm) could either arise there independently, or, as Nelken and Ulanovsky (2007) have argued, it could at least partly originate in cortex and be passed back down to these centers, given that these nuclei receive extensive feedback connections and given that the latencies reported are rather high (Perez-Gonzalez et al. 2005 ). More recent work by Anderson (2009) , however, described SSA even in short (Ͻ15 ms) latency responses in nonlemniscal nuclei of the auditory thalamus. It would seem less likely that the SSA of these rapid responses depends on cortical feedback. However, significant SSA was found in only a small proportion of the paralemniscal thalamic neurons tested. Overall, the present state of the literature therefore suggests that SSA may arise de novo in subcortical stations, but it also seems to be more widespread and stronger in cortical neurons. Hence, although SSA may not be an "exclusively cortical phenomenon," much of it nevertheless seems to occur in the cortex.
The motivation behind this study was to use CSD analysis of stimulus-evoked activity in an attempt to observe the emergence of SSA within the cortical laminae. Like other, previous authors, we found CSD to be a useful tool to observe the evolution of stimulus-related activity. Typically, the two tones close to CF used in the oddball paradigm evoked a small current sink starting at depths of 1,100-1,300 m with a latency of ϳ10 ms and another more intense current sink starting at 400 -600 m with a latency of ϳ12 ms. Similar CF tone-evoked CSD patterns, with major initial current sinks at 400 -700 m and a lesser sink at 1,200-1,300 m, were observed in rat A1 by Kaur et al. (2005) . After histological reconstruction, they could associate those depths to layers III-IV and layer VI (or the border between layers V and VI), respectively, and they identified the current sink in layers III-IV as the main lemniscal thalamocortical input from the MGv. Our results described here are entirely consistent with their previous findings. Small pyramidal cells in lower layer III and layer IV seem to be the chief thalamorecipient neuron in auditory cortex, in contrast to the visual and somatosensory cortices, where thalamic afferents target predominantly layer IV spiny stellate cells (Linden and Schreiner 2003; Smith and Populin 2001; Wallace and Palmer 2008; Winer and Lee 2007) . The origin of the sink we observed at depths Ն1,200 m (presumably layer VI) is perhaps less certain. It may reflect mostly inputs from the nonlemniscal pathway, which reaches A1 layers I and VI via the MGm (Kimura et al. 2003; Winer and Lee 2007) . These deep sinks usually exhibited the shortest latencies (ϳ10 ms compared with ϳ12 ms in layers III-IV). These observations are also in line with previous studies, which have found the shortest response latencies in the infragranular layers of A1 of the rat (Kaur et al. 2005) or the gerbil (Wallace and Palmer 2008) . It seems that thalamic afferents can directly activate cells in the deep layers without any obligatory relay via layers III or IV, but the early current sinks associated with this activation are much smaller than those likely to be caused by leminscal thalamic drive to layers III and IV.
Comparing CSD profiles obtained in response to standard stimuli against those seen with the oddball stimuli, we found SSA right from the very earliest part of the CSD response and in all cortical layers. In the light of the studies described above, we can assume that SSA is rare or not strongly expressed in the MGv. If this is indeed the case, the early SSA we see in the principal target of MGv afferents, layers III and IV, points to a very rapid generation of SSA in the cortex, perhaps already at the level of the cells receiving the thalamocortical inputs. Indeed, if we assume the thalamocortical projection neurons to be more tightly frequency tuned than their cortical targets, and we assume that their inputs are convergent across adjacent frequency bands, SSA might result simply from a depression of either one or the other pool of thalamocortical synapses (Katz et al. 2006; Ulanovsky et al. 2003; Wehr and Zador 2005) . A study by Miller et al. (2001) , which directly examined receptive field properties of MGv neurons and compared them to their functionally identified target cells in A1 cortex of the cat, found that it was not uncommon for MGv cells to be tuned "off-center" relative to their A1 targets. It is therefore possible in principle that the activation caused by stimuli at frequencies f1 and f2, respectively, reaches the thalmorecipient cells in auditory cortex through somewhat separate pools of thalamocortical synapses, which could adapt independently.
However, synaptic depression of different pools of afferent thalamocortical synapses would not be able to explain another feature of our data, which is apparent in Figs. 6C and 7, C and D, namely that SSA becomes more pronounced as the information received predominantly in layers III and IV propagates to other layers. One perhaps surprising feature is that SSA seems to be significantly more pronounced in infragranular layers V and VI but not in layer II. Classic (but necessarily somewhat oversimplified) views of "feedforward connectivity" in cortical circuits suggests that information propagates from middle layers mostly first up to supragranular layers and then down to infragranular ones (Binzegger et al. 2004; Thomson and Bannister 2003; Thomson and Lamy 2007) . If we interpret our results in the light of this theory, this would suggest that the first step of this feedforward propagation, i.e., the connections from layers III and IV to layer II, contribute very little to the phenomenon of SSA, but that during the subsequent steps, as activity flows from layers II and III to layer V and then to layer VI, SSA becomes substantially more pronounced. Our data thus clearly suggest that there may be multiple sites for SSA in auditory cortex and that further, as yet unknown intracortical mechanisms that operate well beyond the initial input stage, contribute to this phenomenon. However, further studies are clearly needed, not only to shed light on possible underlying cellular and network mechanisms, but also to confirm that the laminar pattern we observed holds true, even when SSA is induced with different stimulus parameters, such as longer ISIs, or oddball paradigms where stimuli differ in binaural configuration (Reches and Gutfreund 2008) rather than frequency. 
