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Growing concerns about climate change and energy security are increasing worldwide ef-
forts to decarbonize the electrical grids, pushing governments and international institutions
to promote the use of Renewable Energies (RE). However, two major RE sources -wind and
solar energy- present natural fluctuations, and any grid containing big portions of such
sources faces the major challenge of having enough electricity storage available to match
supply and demand. A new family of technologies with a high potential for large-scale
electricity storage applications is emerging, which in this report are denominated Thermo-
Electrical Energy Storage (TEES) systems. Generally, in a TEES system, a heat pump uses
electricity to transport thermal energy from one thermal reservoir (cold) into another (hot).
Energy may be stored in the form of sensible or latent heat. After storage, a heat engine is
used to transform the thermal energy back into electricity. Differently from the two main
competing technologies -Pumped Hydro-electric Storage (PHS) and Compressed Air En-
ergy Storage (CAES)-, the implementation of a TEES system does not depend on specific
geographical features. Additionally, it normally makes use of cheap and abundant materials
and benefits from high values of energy density.
The aim of this PhD project is the analysis and comparison of TEES cycles through com-
ponent and cycle modelling, the identification of their main strengths and weaknesses and
the suggestion of novel configurations with improved performance.
The first part of this report is mainly concerned with the thermodynamic analysis of a
specific TEES technology which is based on the Joule-Brayton (JB) cycle and is known as
Pumped Thermal Electricity Storage. Chapter 2 reviews the fundamentals of the technology
and proposes and evaluates new configurations that make use of liquid materials as storage
media, substituting the solid reservoirs that have been used until now. It also presents and
briefly discusses other TEES technologies that are based on variations of the Rankine cycle.
The second part of this report, Chapter 3, is concerned with the modelling of specific
components used in TEES cycles, such as a heat exchanger or a reciprocating compressor, and
the study of packed-beds of solid particles for thermal energy storage using Computational
Fluid Dynamics (CFD).
Finally, a summary of the work done up-to-date and the proposed work for the continu-




BDC, TDC Bottom Dead Centre, Top Dead Centre
CAES Compressed Air Energy Storage
CFD Computational Fluid Dynamics
CUED Cambridge University Engineering Department
CSP Concentrated Solar Power
JB Joule-Brayton (cycle)
OpenFOAM Open-source Field Operation And Manipulation (software)
PCM Phase Change Material
PHS Pumped Hydro energy Storage
PTES Pumped Thermal Energy Storage
RANS Reynolds-Averaged Navier Stokes equations
SEGS Solar Energy Generating System
SHE Screw Heat Exchanger
TES Thermal Energy Storage
TEES Thermo-Electrical Energy Storage
Latin symbols
A Area [m2]
b Empirical coefficient (as defined in Equation 3.6) [m−1]
CA Crank Angle [◦]
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COP Coefficient of Performance [-]
Cd Drag coefficient (see equation (3.2)) [-]
cp Isobaric specific heat capacity [J/(kg K)]
cs Specific heat capacity (solid) [J/(kg K)]
cv Isochoric specific heat capacity [J/(kg K)]
d Total derivative [-]
∂ Partial derivative [-]
dc, dp Cylinder diameter, particle diameter [m]
F Total pressure loss factor (see Equation (2.22)) [-]
Fd, Fp, Fµ Drag force, pressure force, force due to viscous shear stress [N]
h Specific enthalpy (except in section 3.4) [J/kg]
h Heat transfer coefficient (only in section 3.4) [W/(m2 K)]
int() Integral [-]
K Permeability coefficient (as defined in Equation 3.6) [m2]
m Mass [kg]
n Number of expansions (as described in section 2.3.2.2) [-]
Nu Nusselt number (see Equation (3.3)) [-]
p Pressure [Pa]
pρ Kinematic pressure [m2/s2]
Q Heat transfer [J]
q̇ Heat transfer rate [W]




U Overall heat transfer coefficient [W/(m2 K)]
x Space coordinate [m]
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w, wx Specific work, specific work output [J/kg]
Greek symbols
α Thermal diffusivity [m2/s]
β Pressure ratio [-]
δ Infinitesimal increment [-]
∆ Finite increment [-]
ε Void fraction [-]
η Efficiency [-]
γ Heat capacity ratio [-]
κ Thermal conductivity [W/m K]
µ Dynamic viscosity [Pa s]
∇ Nabla operator [m−1]
ν Kinematic viscosity [m2/s]
φ Polytropic index (see Equations (2.6) and (2.7)) [-]
ρ Mass density [kg/m3]
ρE Energy density [J/m3]
τ Temperature ratio, τ ≡ T1/T2 [-]
θ Temperature ratio, θ ≡ T3/T1 (except in section 3.4) [-]
θ Angular position around a cylinder (only in section 3.4) [◦]
χ Maximum round-trip efficiency [-]
Subscripts
c, e Compressor, expander
ch, dis Charge, discharge
CS, HS Cold store, hot store
e f f Effective
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g, l, s Gas, liquid, solid
h, c Hot, cold
HP, HE Heat pump, heat engine
i Each of the three components in Cartesian coordinates, x, y and z.
in, out Inlet, outlet









1.1 The need for bulk electrical energy storage. Main techno-
logies and applications
Global awareness on the intrinsic problems of a fossil-fuel-based energy system is emerging.
Climate change, among many other economic, environmental, social and political reasons
-such as the increasing price of fossil fuels, high levels of pollution, and concerns for en-
ergy security due to resource depletion and dependence on politically unstable regions- are
driving new policies in Europe and world-wide that promote the use of Renewable Energies
(RE) as sustainable and carbon-free sources of energy. A good example of this is the 2009 EU
Renewables Directive, which established mandatory national targets to achieve that 20 % of
the communitarian energy consumption comes from renewable sources by 2020 [1].
Nevertheless, increasing portions of wind and solar energy in the electrical grid involves
large fluctuations in electrical supply that complicates matching the demand. Several strategies
are being considered to mitigate the extent of the problem -such as power grid intercon-
nection and trading within large geographical areas with distributed RE sources, thereby
cancelling regional variations, or smart grids and loads that can adapt or postpone demand
according to conditions in the supply side-, although, eventually, an amount of large-scale
energy storage becomes a necessary piece of the puzzle [2].
In a rough but illuminating example, MacKay estimates that supplying 20% of the UK’s
electricity consumption with wind power would require an accumulated storage capacity
of 1200 GWh to compensate for a generalised wind lull that lasted for up to 5 days [3]. In
contrast, all current Pumped Hydro-electric Storage (PHS) facilities in the UK add up to less
than 30 GWh, while most of the suitable places to install new plants are already in use. Sim-
ilar conclusions are drawn by Wilson et al., who indicate that the decarbonization challenge
cannot be solved independently from the energy storage challenge [4].
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A number of different energy storage technologies are available, each having a preferred
range of application. For example, flywheels, batteries, capacitors and super-capacitors
are mostly suited for power quality and (short-duration) uninterrupted power supply [5].
In the present work, however, we are concerned with technologies suited for energy man-
agement, and particularly in the large-scale. For small/medium-scale energy management
(∼ 1−100 MW), flow batteries, large-scale conventional batteries, fuel cells and solar fuels
may be used [6]. For large-scale energy management (above 100 MW), on the other hand,
the best suited technologies are PHS, Compressed Air Energy Storage (CAES) and Thermal
Energy Storage (TES), as they present good scalable characteristics and a comparatively low
price per unit of stored energy. PHS is the most mature technology and benefits from long
lifetimes and high round-trip efficiencies (above 70 %). While traditional CAES makes use of
fossil fuels to run the discharge cycle, the less mature Advanced-Adiabatic CAES is strictly
a storage system and may achieve efficiencies comparable to PHS systems [7]. Nevertheless,
the implementation of both PHS and CAES depends on favourable geographic features (abil-
ity to construct large water reservoirs at different heights in the first case, existence of large
underground caverns in the second), while TES systems do not suffer from such constraints
and typically present higher energy densities.
TES systems may be broadly classified according to the nature of their energy input and
output, which may be either thermal energy or electricity:
Energy Input Energy Output Application example
Thermal Thermal Solar water heating
Thermal Electrical Concentrated Solar Power plants
Electrical Thermal Heat pumps and refrigerators
Electrical Electrical Large-scale electricity storage
In the present report, attention will be placed on the last group of TES technologies, which
store electricity in the form of thermal energy and may be named Thermo-Electrical Energy
Storage (TEES) systems.
1.2 Thermal Energy Storage for electricity storage
1.2.1 Basic principles
TEES technologies store electricity in the form of thermal energy. The basic principle of
such systems is presented in Figure 1.1. During charge, an electric motor is used to drive
a heat pump which transforms mechanical work into a thermal potential, transporting heat
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Figure 1.1: Generic representation of an electrically-driven heat pump and heat engine sys-
tem with two thermal reservoirs for electricity storage.
from a cold reservoir into a hot reservoir. The thermal energy is stored in the form of either
sensible heat or latent heat, and the reservoirs are fully insulated to minimize thermal losses
during the storage period. When electricity is needed, a heat engine drives heat from the
hot reservoir back into the cold reservoir, extracting useful work that is transformed into
electricity via a generator.
Although several irreversible processes exist that negatively affect the performance of any
real TEES system, the ideal round-trip efficiency of such a cycle is one. This is because the
Coefficient Of Performance (COP) of a reversible heat pump operating between two reservoirs
(one at temperature Th and the other at Tc) is equal to 1 over the efficiency of an also revers-
ible heat engine operating between the same temperatures. Mathematically, the round-trip
efficiency of such a reversible compound system is:











1.2.2 TEES technologies under development
Several energy storage technologies that are based on the principle just presented have been
proposed during the last few years or decades:
• Cryogenic Energy Storage (CES), also known as Liquid Air Energy Storage (LAES),
uses electricity to refrigerate and liquefy air. Liquid air is stored as such and is used
to generate electricity when needed. The high energy and power densities are two
key points of this technology, which, on the other hand, currently suffers from a low
round-trip-efficiency (. 50 %) due to the high energy consumption used for air lique-
faction [5].
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• A TEES system based on the transcritical CO2 cycle has been recently suggested which
uses ice as the cold reservoir and hot water as the hot reservoir. Two versions of the
system have been presented, with one system using an adiabatic expansion during dis-
charge while the other one using an isothermal expansion [8]. A similar system based
on the ammonia cycle has been suggested, which uses solar thermal panels to enhance
its round-trip-efficiency [9]. Both technologies benefit from a high work ratio between
expander and compressor and make use of water as cheap and abundant storage me-
dia. On the other hand, the relatively small temperature difference between the two
thermal reservoirs poses strong requirements on the maximum finite temperature dif-
ference which may be allowed during the heat transfer processes with both reservoirs
if the round-trip efficiency is to be kept high (see section 2.2.8 for a discussion on this
topic).
• Pumped Thermal Electricity Storage, which is based on the Joule-Brayton (JB) cycle and
stores sensible heat in solid reservoirs, has received attention during the recent years
by our research group at Cambridge University Engineering Department (CUED) and
is a main focus of this report. Chapter 2 will present this technology in depth, apart
from suggesting and evaluating new potential configurations that make use of liquid
storage media.
1.3 Goals of this project
The first aim of the proposed PhD project is the study and comparison between solid TES
and liquid TES systems from the perspective of exergy conservation maximization. To do
so, solid packed-bed thermal reservoirs are being studied using CFD tools, and a 1D model
of a heat exchanger for liquid thermal reservoirs is being developed (see Chapter 3 for more
details).
The second aim is the analysis, simulation and comparison of complete TEES cycles, the
identification of their main strengths and weaknesses and the suggestion of novel configura-




2.1 Goals and methods
The aim of this chapter is to evaluate the thermodynamic performance of different thermal
energy storage cycles for bulk electricity storage using simple analytical tools. The focus
on sections 2.2 and 2.3 is on different configurations of the Joule-Brayton (JB) cycle, while
section 2.4 discusses different schemes based on the Rankine cycle.
The analysis presented in section 2.2 has been mainly based on, and expanded from,
those presented in [10, 11, 12, 13]. Apart from setting important fundamentals that will be
useful during the rest of the report, the section calls attention onto some aspects that were not
discussed in the mentioned articles, such as the impact of varying the pressure ratio when
the maximum temperature of the system is fixed. Section 2.3, on the other hand, presents
and evaluates the feasibility of new adaptations of the JB cycle for electricity storage that
make use of liquid media and are fully original from this report. Finally, section 2.4 will
both review Rankine-based schemes presented in the literature and suggest new routes for
improvement.
2.2 The Joule-Brayton cycle for electricity storage
2.2.1 Previous work
Using the Joule-Brayton (JB) cycle for electricity storage purposes is a novel technology that
initiated its development over the last decade. It is often denominated Pumped Thermal
Electricity Storage (PTES). This and other similar technologies based on other thermody-
namic cycles may be also called Thermo-Electrical Energy Storage (TEES) systems. Two dif-
ferent PTES concepts based on the same underlying principles were independently patented
13
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in 2007 by Ruer [14] and by Macnaghten and Howes [15]. Although with some variations,
both systems use the JB cycle and are based on the idea of using a heat pump to transform
electricity into thermal energy, store it into two fully insulated tanks (one hot, one cold, filled
with a solid medium with high specific heat capacity), and then reverse the cycle, operating
the heat pump as a heat engine to transform the thermal energy back into electricity.
The first scientific publication appeared in 2010 from Desrues et al. [12], followed by
various publications from White and McTigue et al. [11, 16, 17, 18] between 2011 and 2015.
These mainly present thermodynamic analysis and computational models to provide a better
understanding of the general behaviour of the system and how the various sources of loss
affect its performance. Finally, in 2012, building on the concept patented in [15], Howes
provided a more practical perspective with an article that describes experimental tests being
run by Isentropic Ltd., aimed at constructing the first pilot “Pumped Heat Energy Storage”
system [19].
In the following sections the principles of the JB-based PTES will be presented, as well as
the few conceptual differences between the systems suggested in [12] and in [15].
2.2.2 Main components and stages
The layout of a JB-based PTES system is presented in Figure 2.1, together with a T-s diagram
of the ideal cycle. The following components may be identified:
Compressor/expander (C/E): Which can be turbomachines (as in [12]) or reciprocating devices
(as in [15]). They exchange energy with the grid via an electrical motor (charge) or gen-
erator (discharge), and drive the working fluid around the cycle. The working fluid
may be air or argon. The higher heat capacity ratio of argon (γ = cp/cv) has the advant-
age of requiring lower pressure ratios for a given temperature ratio.
Hot and cold thermal stores (HS/CS): Filled with a solid media with high specific heat ca-
pacity which can be cycled over the selected temperature range without deterioration.
This could be in the form of a matrix of refractory material (as in [12]) or as a packed bed
of solid particles (as in [15]). In the diagram presented in Figure 2.1, the two thermal
tanks are assumed to be at ambient temperature when discharged.
Heat exchangers (HX1/HX2): Which are used to reject waste heat to the environment. As
the real cycle contains several sources of irreversibility, the discharge cycle is not able
to recover all the energy injected during charge and waste heat needs to be rejected.
During charge, the compressor receives power from an electric motor and brings the
gas from atmospheric conditions (point 1 in Figure 2.1) to a higher temperature and pres-
sure (point 2); ideally, this is an adiabatic and reversible (therefore isentropic) compression.
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Figure 2.1: Left: Simplified layout of a PTES system, from [17]. Right: T-s diagram corres-
ponding to the ideal cycle.
The gas entering the hot thermal store exchanges heat with the solid medium, thereby cool-
ing down at approximately constant pressure. This generates a thermal front that advances
through the tank as the charging process continues. The gas leaves the hot tank at ambient
temperature and high pressure (point 3) and enters the expander, where it does work, par-
tially compensating for the compressor power input, while bringing the gas back to ambient
pressure and at a lower temperature (point 4). Ideally, the expansion would be isentropic.
Finally, the gas enters the cold store, where it will be brought back to ambient temperature
(point 1) while cooling down the solid media inside the tank, generating again a thermal
front that advances through the tank. Overall, the system receives power from an external
source (the electrical grid) and behaves as a heat pump, transporting heat from the cold tank
to the hot tank.
During discharge, the direction of the flow is reversed and the expander is replaced by a
compressor, and vice versa. The system behaves as a heat engine, transporting heat from the
hot tank to the cold tank while generating power that is injected back to the grid.
2.2.3 Energy density
The nominal energy density of the system, ρE, may be defined as the maximum net energy
stored during charge over the total volume of the solid media from both the hot and the cold
thermal stores. The net energy input has to be equal to the increase in thermal energy of the
hot and cold stores: Enet = ∆EHS + ∆ECS. Additionally, VHS = mHS/ρs and VCS = mCS/ρs.
Therefore, in the limit where both stores are completely charged:





ρs (∆EHS + ∆ECS)
mHS + mCS
=
ρs [mHScHS (T2 − T3) + mCScCS (T4 − T1)]
mHS + mCS
(2.1)
Note that the right hand side of Equation (2.1) is only valid if the specific heat capacities
of the storage media are constant or if cHS and cCS represent average values over the relevant
temperature ranges. Within each reservoir, the temperature variation experienced by the
storage media during the heat transfer process is the exact opposite than the one experienced









that the same mass of gas is circulated through both reservoirs, and assuming the gas may be
treated as a perfect gas (i.e. with constant cp,g), we can write mHScHS = mCScCS. In reality, the
big temperature difference between the two reservoirs means that cCS < cHS (assuming the
storage media is the same) and therefore mCS > mHS. Nevertheless, it is sometimes useful to
assume that cCS = cHS ≡ cs and mCS = mHS ≡ ms for illustrative purposes, to obtain a quick
(and rough) approximation, in which case Equation (2.1) can be expressed as:
ρE =





ρscs [(T2 − T3)− (T1 − T4)] (2.2)
2.2.4 Adiabatic compression and expansion work
In this section, it will be assumed that the compression and expansion stages occur fast
enough to be adiabatic. This is considered an accurate approximation for turbomachine
devices, where the flow speeds are high, and will be accurate for reciprocating devices as
long as they are insulated. If kinetic energy and potential terms are also ignored, the Steady
Flow Energy Equation simplifies to:
wx = −∆h
where wx represents specific work output and ∆h the increase of specific enthalpy between
the inlet and outlet of the compressor or expander. Assuming perfect gas behaviour (which
will be accurate if the working fluid is argon, but may not be so accurate at high temperatures
if the working fluid is air), the increase in specific enthalpy becomes
∆h = cp∆T = cp (Tout − Tin)
In the case of a compressor, the work transfer is a work input, i.e. wc = −wx, while for
the expander it is a work output, we = wx. This allows to write:
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Figure 2.2: T-s diagram showing a non-ideal Joule-Brayton cycle during charge (1-2-3-4-1)
and discharge (1-4’-3’-2’-1’).
wc = cp (Tout − Tin)
we = cp (Tin − Tout)
From this point, the expressions of net input and output work of the Joule-Brayton cycle
during charge and discharge can be obtained by reference to Figure 2.2, which shows the ref-
erence points during a non-ideal charge (1-2-3-4-1) and discharge (1-4’-3’-2’-1’). An arbitrary
value of the polytropic efficiency of 0.94 has been used for the compression and expansion
stages to generate the diagram. Notice that during the discharge cycle heat rejection to the
environment becomes necessary to restore the initial conditions. In the case of the diagram
in Figure 2.2 (and with reference to the PTES layout presented in Figure 2.1) this is done by
operating the two heat exchangers, HX1 and HX2, between T1′ and T1 and between T3′ and
T3, respectively. In this case, both T1 and T3 are set to ambient temperature.
During charge, the specific net work input will be:
wnet,ch = wc − we = cp (T2 − T1)− cp (T3 − T4) (2.3)
During discharge (denoted by ’), the specific net work output will be:
wnet,dis = w′e − w′c = cp (T2′ − T1′)− cp (T3′ − T4′) (2.4)
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2.2.5 Pressure and temperature polytropic relationships
The isentropic efficiency of a compressor or expander varies with the pressure ratio, and it
could be misleading when comparing the efficiencies of two processes that operate at differ-
ent pressure ratios [20]. Since we will be interested on analysing the impact of operating the
PTES system at different temperature and pressure conditions, it is more adequate to use the
polytropic efficiency. For a compressor, it is defined as the ratio between the reversible work




The reversible work input of an infinitesimal compression is δwc,rev = dp/ρ [10]; this can
be derived from the steady flow energy equation (neglecting the kinetic and potential terms),
the “TdS” equation for the enthalpy, Tds = dh− dp/ρ, and the expression of entropy change
for a steady and reversible flow in an infinitesimal control volume, ds = dq/T. If the actual





Using the ideal gas equation, ρ = p/RT, and integrating, a relationship is obtained between























Defining β as the pressure ratio for a compression/expansion and τ as the corresponding
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2.2.6 Impact of polytropic efficiency on the cycle’s round-trip-efficiency
and energy density
The cycle’s round-trip-efficiency eventually depends on the coupled behaviour of a rather
big number of factors, such as the different loss processes at each component of the cycle.
Additionally, the development of thermal fronts generated inside the thermal storage tanks
is an unsteady process and the amount of energy that can be finally recovered depends on the
history of the charging, storage, and discharging stages. This hysteresis, together with the
temperature dependence of the materials’ thermophysical properties, make an accurate hand
analysis of the system performance impossible. Numerical computation becomes necessary
instead in order to obtain predictions that are realistic enough. Nevertheless, some approx-
imations can still be made that enable us to proceed analytically and provide very useful
information on the general trends of the system. For instance, we can obtain an upper-limit
of the round-trip efficiency by assuming that PTES system is globally adiabatic and neglect-
ing the hysteresis processes in the reservoirs; in other words, we are assuming that during
discharge we are able to deplete all the energy that was stored during charge (converting
part of it into useful work and rejecting another part to the environment through the heat
exchangers). If we do so, then we can express the round-trip efficiency simply as the fraction





(T2′ − T1′)− (T3′ − T4′)
(T2 − T1)− (T3 − T4)
(2.9)
where equations (2.3) and (2.4) have been used. Note again that the temperature points
are taken with reference to Figure 2.2 and that the equations consider that the working fluid
behaves as a perfect gas. Also note that, neglecting thermal losses between the charge and
the discharge period, the outlet temperature of each thermal tank during discharge will be
the same as its inlet temperature during charge, i.e. T2′ = T2 and T4′ = T4.
Let us define τ as the compressor’s temperature ratio during charge, τ ≡ τc = T2/T1. The
expander’s temperature ratio is τe = T3/T4. For the discharge cycle, we have τ′ ≡ τ′e = T2′/T1′





T1′ (τ′ − 1)− T3′ (1− 1/τ′c)
T1 (τ − 1)− T3 (1− 1/τe)
(2.10)
Neglecting pressure losses for the moment, the pressure ratio over the expander has to
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Repeating the same argument for the discharge cycle and assuming for simplicity that the
compressors and the expanders have the same polytropic efficiency, ηe = ηc ≡ η, we obtain:
τe = τη
2 ⇒ T3/T4 = (T2/T1)η
2
τ′c = τ
′1/η2 ⇒ T3′/T4′ = (T2′/T1′)
η2
(2.11)
The maximum round-trip efficiency becomes:
χ =








Multiplying by T1/T1 and defining a new temperature ratio θ ≡ T3/T1:
χ =








Where T2′ = T2 has been used to turn T1′/T1 into τ/τ′. Finally, using (2.11) and T4′ = T4 we
find that T3′/T1 = θτ′
1/η2τ−η
2
. Substituting and rearranging,
χ =









Reached this point, it is important to realize that χ depends on three operating parameters,
the charge temperature ratio τ (related to the charge pressure ratio), the discharge temperat-
ure ratio τ′ (related to the discharge pressure ratio), and the ratio between T3 and T1, θ. Note
that T3 and T1 are the temperatures at which the reservoirs stay when discharged. The min-
imum value of τ′ will normally be the one which ensures that T3′ = T3, as in the left part of
Figure 2.3, where the discharge compressor operates at the exact pressure ratio that ensures
that its outlet is at the same temperature than the inlet temperature of the hot reservoir. In
that case, all the heat will be rejected through the first heat exchanger, HX1, between T1′ and
T1 (which in this case is at ambient temperature). For T3′ to be equal to T3, the temperat-
ure ratio over the discharge compressor must be the same as the temperature ratio over the







On the other hand, the maximum value of τ′ is given by the discharge pressure ratio that
CHAPTER 2. THERMODYNAMIC CYCLE ANALYSIS 21



































































Figure 2.3: Left: T-s diagram showing the minimum discharge pressure ratio, with all heat
rejection through HX1. Right: T-s diagram showing the maximum discharge pressure ratio,
with all heat rejection through HX2. The optimal value, in terms of round-trip efficiency, lies
somewhere in between.
forces all the heat to be rejected through the second heat exchanger, HX2, between T3′ and
T3 (which in this case is also at ambient temperature), as in the right hand side of Figure 2.3.
We have T1′ = T1 and T2′ = T2:
τ′max = τ (2.16)
An interesting aspect which is not shown in the main articles that describe the funda-
mentals of PTES (such as [11, 12]) is the impact on the maximum round-trip efficiency, χ,
of varying the discharge temperature ratio, τ′, with respect to the charge temperature ratio.
This is shown in the left hand side of Figure 2.4. The minimum and maximum values of τ′
have been set according to (2.15) and (2.16). In the figure, we can see that χ rapidly increases
with lowering θ. This is because the temperatures at which the charge compressor operates
are higher (as shown in the right hand side of the same figure for τ′ = τ = 2.5 and θ = 0.7),
which increases the net specific work and reduces the negative effect of low polytropic ef-
ficiencies. It should also be noticed that for θ = 1 the optimal value of τ′ is almost equal
to τ′min, and the best strategy in this case would be to only reject heat through HX1. On the
other hand, as soon as θ starts decreasing the optimal τ′ rapidly shifts to higher values, much
closer to τ′max, and in this case the best strategy would be to use either both heat exchangers
or only HX2.
The analyses of the JB cycle presented in [10, 11] show, among other things, the impact
of pressure losses and polytropic efficiencies on the round-trip efficiency as a function of τ
and θ. This is interesting because the cost of the hot thermal tank will increase considerably
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Figure 2.4: Left: Plot of the maximum round-trip efficiency, χ, as a function of the discharge
temperature ratio, τ′, for fixed values of η and τ and three values of θ. Right: T-s diagram
corresponding to η = 0.94, τ = 2.5 and θ = 0.70.
with the pressure that it will need to withstand, which only depends on τ. Nevertheless,
another important factor that is not being explicitly considered in those analyses is the max-
imum system temperature, T2. T2 grows both with τ and θ and will be limited by material
constraints, such as the maximum temperature at which the charge compressor can operate.
It is therefore interesting to rewrite the expression of χ as a function of τ, T2 and T3 instead,
where T3 is fixed at ambient temperature. Multiplying 2.14 by T1/T1 we obtain:
χ =










Further assuming that we operate it at τ′ = τ′max = τ:
χ =










At this point it is important to realize that, when T2 and T3 are fixed, χ becomes a de-
creasing function with τ, contrary to what was found before in Equation (2.14), where T2 was
allowed to increase both with τ and θ. The same is not true for the energy density, however.
A more useful definition of the energy density than that given by Equation (2.2) can be ob-
tained by considering the same volume but only the energy that can actually be recovered,
i.e. the discharge energy density, ρ′E. By definition of χ:
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Figure 2.5: Impact of compressor/expander irreversibilities. Left: Maximum round-trip-
efficiency χ as a function of the temperature ratio τ. Right: Discharge energy density ρ′E as a
function of τ. In both cases, three curves are presented for fixed values of T2, at two different
values of η. An arbitrary value of ρscs = 2 MJ/m3K has been used.
ρ′E ≡ χ · ρE (2.19)



























Which is an increasing function with τ, but not as strong as Equation (2.2). The repres-
entations of Equations (2.18) and (2.21) are shown in Figure 2.5. The plots show the results
for two different values of η and an assumed value of ρscs = 2 MJ/m3K, although at this point
we are not so interested on the absolute values but rather on the trends. The first thing to be
concluded from Figure 2.5 is that the round-trip efficiency is very susceptible to changes in
polytropic efficiency, although this effect can be greatly diminished by letting the maximum
temperature T2 increase. For a given value of T2, a compromise has to be found between
energy density and efficiency by selecting the appropriate temperature ratio τ. For systems
that suffer from low values of both η and T2, a low value of τ is recommended, since a big
increase in the round-trip efficiency can be obtained with a comparatively low sacrifice on
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energy density, while the opposite is true for systems with high values of η and T2.
2.2.7 Impact of pressure losses
Pressure losses will occur in different magnitudes in all the components of the cycle: inside
the compressor/expander, the pipes, the thermal tanks and the heat exchangers. Detailed
analysis requires a knowledge of the size and the operating conditions of each component,
but it is nonetheless interesting to evaluate the impact of these on the performance of the
cycle. This can be done by defining an overall pressure loss factor, F, which, as noted in [10],
will be approximately given by the sum of the fractional pressure losses in all component
provided they are small. The overall pressure loss supposes a higher pressure ratio to be
delivered by the compressor with respect to that of the expander:
βe = (1− F) βc (2.22)
Using (2.8) and τ ≡ τc we obtain:
τe = (1− F)φe τ
φe/φc




Similarly for the case of the discharge cycle, using τ′ ≡ τ′e :
τ′c = (1− F)
−φc τ′
φc/φe




If the cycle is operated such that τ′ = τ, then we know that T2′ = T2, T4′ = T4 and
T1′ = T1. Using the expressions above we can find the value of T3′ :
T3′ = T3 (1− F)−(φc+φe) τ
1/η2−η2
We can now evaluate the impact on the round-trip efficiency. We can use Equation (2.10)





T2 (1− 1/τ)− T3′ (1− 1/τ′c)
T2 (1− 1/τ)− T3 (1− 1/τe)
(2.23)
and substitute the expressions shown above for τe, τ′c and T3′ . For simplicity, the effect of
F will be evaluated separately from compressor/expander irreversibilities by setting η = 1.
This allows us to write:
χ =
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Figure 2.6: Impact of global pressure losses. Left: Maximum round-trip-efficiency χ as a
function of the temperature ratio τ. Right: Discharge energy density ρ′E as a function of τ. In
both cases, three curves are presented for fixed values of T2, at two different values of F. An
assumed value ρscs = 2 MJ/m3K has been used.













These two expressions have been plotted in Figure 2.6. Comparing the left sides of Fig-
ures 2.5 and 2.6 we can notice that, while the impact of compressor/expander irreversibilities
on χ can be minimized by lowering τ, the necessary strategy for minimizing the impact of
pressure losses is the exact opposite. In practice this means that an optimal τ exists which
minimizes the combined effect of both losses on χ. Finding this optimal τ, however, requires
modelling of each component of the system to understand how the global fractional pressure
loss, F, varies with operating conditions.
2.2.8 Impact of heat transfer over a finite temperature difference
Real power machines require work transfer and heat transfer processes to happen over relat-
ively short amounts of time, easily departing from the ideal limits set by time-independent
thermodynamics. In the case of heat transfer processes, this implies that a finite heat trans-
fer rate is required over a limited contact surface, which, according to Fourier’s law of heat
conduction, can only be achieved through a finite temperature difference. A simple way
to exemplify the impact of this temperature difference on TEES systems was presented by
White in [13] and is briefly reproduced below.
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Figure 2.7: Maximum round-trip efficiency, χ as a function of Th for three different values of
∆T. The temperature of the cold reservoir has been set to ambient in this case, Tc = 25 °C.
Consider the generic TEES system from Figure 1.1, constituted by a heat pump and a
heat engine that operate between two thermal reservoirs, one at Th and the other at Tc. As
explained in section 1.2.1, the ideal round-trip efficiency of such a system is one, provided
both the heat pump and the heat engine are ideal reversible devices. Consider now the
temperature difference, ∆T, that occurs between the working fluid and the storage media
during heat transfer. The heat pump will effectively operate between Tc,e f f = Tc − ∆T at the
cold side and Th,e f f = Th + ∆T at the hot side, while the heat engine will operate between
Tc,e f f + ∆T and Th,e f f − ∆T. The maximum round trip efficiency becomes (considering that
all other processes are reversible):
χ = COP · η =
(
Th,e f f



















A plot of this expression is shown in Figure 2.7 for a fixed value of Tc. It is seen how χ
decreases rapidly for increasing values of ∆T, and how the way to minimize this effect is by
increasing the value of Th. Nevertheless, the maximum temperature, Th, will normally be
limited by material constraints of the components exposed to it. ∆T, on the other hand, will
depend on the mechanism used to drive heat transfer between the working fluid and the
storage media, which may be direct contact between gas and solid in packed-bed reservoirs,
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or through a heat exchanger in the case of liquid storage media. A heat exchanger model
that is being developed to study this and other issues is presented in section 3.2.
2.3 The Joule-Brayton cycle with liquid storage media
During the last few years, the research group to which the author of this report belongs has
focused research efforts on the thermodynamic cycle for energy storage described in [12, 11],
which is based on the JB cycle and uses a solid material (typically a packed bed of particles
or a matrix of ceramic) as storage medium. The thermal energy is stored in the form of sens-
ible heat, typically taking advantage of materials that have high densities, high specific heat
capacities and that can operate along a wide range of temperature conditions. This leads
not only to a storage medium with high volumetric energy density but also brings flexibility
when designing the operating conditions of the thermodynamic cycle (which, for instance,
can maximize the round-trip efficiency or minimize the capital cost). Other advantages of
the proposed solid storage media include the fact that they may be made of cheap, abund-
ant materials that are harmless to the environment. On the other hand, the gas-solid heat
exchange within the reservoir process generates a thermal front that deteriorates over time.
This decreases the amount of energy that can be recovered (limiting the energy density of
the tank) and has a significant negative impact on the round-trip efficiency, specially when
long storage periods are necessary. A possible approach to tackle this problem, known as
reservoir segmentation, is being studied, and more details are presented in section 3.5. An-
other disadvantage is that the hot reservoir has to be pressurized at the same level than the
working fluid at that part of the cycle, which notably increases the capital cost of the tank.
In the case of systems that use liquid storage media, heat is normally transmitted by
means of a heat exchanger between the working fluid and the storage liquid, while the lat-
ter is being pumped from its initial reservoir (at the discharged temperature) to its final
reservoir (at the charged temperature). Such a scheme ensures that thermal gradients are
contained within the heat exchanger and that the thermal tanks stay at a single temperature
each. Therefore, losses inside the reservoirs during the storage period become only a function
of the degree of insulation and independent of the operation history, what makes operation
strategies more flexible. For these reasons, they are specially attractive for those applica-
tions that may require energy storage over longer periods of time (from days to weeks, for
instance, as would be the case when trying to compensate for wind energy fluctuations).
Liquid storage media is the strategy most commonly used in Concentrated Solar Power
(CSP) plants that have energy storage capability, where the state of the art technology con-
sists of two-tank molten salt systems [21]. The left hand side of Figure 2.8 shows a simplified
layout of a CSP plant with an integrated liquid TES using the two-tank system. Since CSP
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Figure 2.8: Left: Layout of a CSP plant based on the Rankine cycle and incorporating a two-
tank molten salt thermal storage system. From source: [21]. Right: Layout of a TEES system
using the JB cycle and liquid storage media.
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plants normally operate using the Rankine cycle, heat injection in the steam generator occurs
at the nominal temperature needed to drive the turbine, while heat rejection occurs as close
as possible to ambient temperature during the condensation stage. This means that a single
TES system is necessary for energy storage, which should operate at the same temperature
than the nominal temperature of the turbine.
On the other hand, the closed JB cycle needs both a high temperature storage and a cold
temperature storage, since it does not consist of any isothermal stage that can exchange heat
with the environment at a temperature close to ambient temperature. Therefore, in the case
of using liquid storage media, two pairs of liquid reservoirs would be needed, as shown in
the right hand side of Figure 2.8.
Suitable liquid media and configuration strategies will be discussed in the following sec-
tions.
2.3.1 Suitable materials and temperature constraints
The feasibility of a thermodynamic cycle that uses liquid storage media depends on the suc-
cessful identification of substances that maintain adequate properties along the desired tem-
perature conditions. The selected materials should not only be able to remain liquid (and
stable) within wide temperature ranges (and without excessive pressurization), but also have
a high volumetric specific heat capacity, be relatively cheap and abundant, and ideally harm-
less to the environment.
A list of potentially suitable liquids has been made and their main thermophysical and
transport properties have been collected from the literature. Results are presented in Table
2.1. Data is presented for the melting point Tmin, the boiling point (or maximum stability
point, or smoke point) Tmax, density ρ, specific heat capacity cp, viscosity µ and thermal con-
ductivity κ. Sometimes data of a certain property appears as an average value, as an specific
value at a certain temperature, or as the two extreme values close to Tmin and Tmax. Linear
average values of ρ and cp are used to estimate the specific heat capacity in volumetric terms,
ρ · cp. Also, an estimate of the maximum volumetric energy density is given by computing
ρ · cp · (Tmax − Tmin). Note that, in this case, a maximum value of 25 ◦C is sometimes used
instead of Tmax for liquids that would be used in the cold thermal tanks, and a minimum
value of also 25 ◦C instead of Tmin for liquids that would be used in the hot thermal tank. In
this latter case, an hypothetical maximum limit of 1300 ◦C is used instead of Tmax for liquids
that have very high boiling points.
The following is a list of the references used to obtain data from each substance.




















-134 730 – 602 1.98 – 2.31 1.89 – 0.204 0.175 – 0.116 1.43
-129 756 – 611 1.86 – 2.31 3.77 – 0.229 0.178 – 0.145 1.43









Water 0 1000 – 960 4.20 – 4.22 1.7 – 0.28 0.56 – 0.68 4.13
Oils
Sunflower oil -16 920 1.8 – 2.2 - - 1.84











120 500 2.71 1030 (286)
142 450 2.86 881 (245)
230 550 1950 – 1750 1.55 – 1.55 5.8 – 1.9 0.46 – 0.57 2.87 918 (255)
246 565 - - 2.90 925 (257)
257 700 - 1.82 806 (224)





98 883 808 1.25 0.21 46 1.01 793 (220)
125 1533 9660 0.15 1.1 12.8 1.45
232 2602 7000 – 5500 1.55
327 1749 10200 – 9000 0.148 – 0.135 1.36
420 912 6500 – 6000 3.00 1475 (410)


































190 (53) (till -1ºC)
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310 (86) (from 25 till 100ºC)




339 (94) (from 25ºC)


















1870 (450ºC) 1.45 (300ºC) 1.63 (450ºC) 0.52 (450ºC)
HITEC HTS
NaNO2 + NaNO3 
+ KNO3
1940 (200ºC)
1750 (450ºC) 1.55 (300ºC)
    16 (150ºC)






Primarily Nitrates 1920 (300ºC) 1.51 (300ºC)
Saltstream 700
Primarily Chlorides 2310 (300ºC) 0.79 (300ºC)
16.9 (300ºC)
  1.0 (700ºC)
Haloglass RX
Glass oxides 1.36 (450ºC)
10000 (450ºC)
  1000 (580ºC)
        11 (1200ºC)
2445 (679) (from 450ºC)






1700 (473) (till 1300ºC)
Tin
Sn 0.248 (232ºC) 1.966 (232ºC) 30.3 (232ºC) 1655 (460) (till 1300ºC)
Lead
Pb
2.555 (338ºC) 15.5 (660ºC) 1320 (368) (till 1300ºC)
Zinc
Zn 0.48 (420ºC) 3.461 (420ºC) 49.5 (420ºC)
Aluminium
Al 1.18 (660ºC) 1.39 (660ºC) 90.7 (660ºC) 1740 (483) (till 1300ºC)
Table 2.1: Main properties of liquids attractive for heat transfer and/or thermal energy stor-
age. Compilation from several sources (see text in section 2.3.1 for references).
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Material Ref.: Material Ref.: Material Ref.:
Butane [22] Sunflower oil [23, 24, 25] HITEC HTS [26]
Pentane [27, 28] Mineral oil [29, 21] Solar salt [30, 31]
Ethanol [32, 28] Therminol VP-1 [33] Haloglass RX [34]
Water [22] Saltstream XL, 565 & 700 [34] Molten metals [35, 27, 29]
Five families of liquids that could be suitable for the hot reservoirs appear in Table 2.1. Water
is the first one, and certainly the most attractive liquid for heat transfer and thermal energy
storage applications at temperatures up to 100 ◦C, since it is extremely abundant, harmless
and has the highest volumetric specific heat capacity (ρ · cp) among all the other liquids
presented. For temperatures above 100 ◦C, however, pressurization becomes necessary, dra-
matically increasing the cost of the thermal tanks.
The second family consists on oils. The first one, Sunflower oil, is a cheap an abundant
liquid that comes from a renewable source, although its maximum operating temperature is
relatively low compared to that of other oils from mineral or synthetic origin. The smoke
point of Sunflower oil is just above 200 ◦C. The first commercial CSP plant, SEGS-1, used
mineral oil both as a heat transfer fluid (between the absorbers of the parabolic troughs and
the steam generator) and as an energy storage medium [21], allowing operation close to
340 ◦C. Nevertheless, subsequent plants mainly use a synthetic oil named Therminol VP-1,
enabling temperatures of almost 400 ◦C. While Therminol VP-1 is commonly used as the
heat transfer fluid, it is too expensive for bulk thermal energy storage; instead of oil, molten
nitrates are currently the most common storage fluid in commercial CSP plants [29].
Molten salts possess several characteristics that make them favourite for bulk thermal en-
ergy storage applications for power generation. Compared to other liquids, their production
costs are normally low [29]. They have low vapour pressures and high heat capacities per
unit volume. The most common energy storage fluid used in CSP plants nowadays is a mol-
ten salt known as Solar salt, a binary mixture with 60 wt% sodium nitrate (NaNO3) and 40
wt% potassium nitrate (KNO3) [30]. The Solar salt melts at 230 ◦C and has a maximum sta-
bility point around 550 ◦C, at which it starts to decompose. Adding other compounds to the
mixture allows to reduce the melting point of the mixture, as in the case of adding calcium
nitrate (Ca (NO3)2). Halotechnics Inc. claims that their Saltstream XL ternary mixture is an
“unbeatable combination of price an performance”, due to its lower melting point at 120 ◦C
and the fact that it is made of earth abundant components [34]. Another more traditional
combination, the HITEC HTS, a ternary mixture of sodium nitrate, potassium nitrate and
sodium nitrite (NaNO2), with a melting point of 142 ◦C, is more commonly used as a heat
transfer fluid rather than as a fluid for bulk energy storage, due to the higher price of the
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sodium nitrite component [21].
Halotechnics Inc. is also developing thermal energy storage fluids to operate in higher
temperature ranges. Their Haloglass RX material, a fluid constituted of glass oxides, melts
at 450 ◦C and its thermal stability reaches 1200 ◦C. Nevertheless, its extremely high viscosity
at temperatures close to its melting point could possibly restrict its operative temperature
range to temperatures of 600 ◦C or above. An analysis of the pumping power needed to
transport the fluid from one tank to the other and through the heat exchanger is necessary to
better evaluate the practicality of using this fluid at different temperatures.
Molten metals are the last family of fluids that are included in table 2.1 as candidates for
heat transfer and thermal energy storage applications. They are characterized by very high
thermal conductivities, low viscosities, and extremely wide temperature ranges over which
they stay in the liquid form. Nevertheless, they tend to be expensive and have high melt-
ing points. Sodium comes first in the group, being a very abundant element with a melting
point as low as 98 ◦C. The main problem with sodium is its high reactivity and the exo-
thermic reaction that it presents with water, with release of hydrogen [29]. Therefore, the use
of liquid sodium for bulk thermal energy storage would increase material costs and safety
requirements of the plant. An eutectic mixture of lead and bismuth obtains a melting point
of only 125 ◦C. Nevertheless, Bismuth is a scarce material, and the capital costs of using it
as a bulk material could be prohibitive. Lead alone has its melting point at 327 ◦C. Des-
pite its toxicity, it is widely used in electrochemical batteries for distributed energy storage.
Interestingly enough, lead can achieve higher volumetric energy densities by storing sens-
ible heat than the energy densities it normally presents in electrochemical lead-acid batteries
(around 100 kWh/m3). The last metal to be included is aluminium. Despite having the highest
melting point in the list (658 ◦C), it is included in virtue of being the most common metal in
the earth’s crust and having a very high thermal conductivity, high volumetric specific heat
capacity and low viscosity.
On the other hand, only three liquids appear in the table that could be used to store en-
ergy energy on the cold side of the cycle. In fact, existing refrigerants amount to hundreds of
different substances, and a systematic search for the most adequate material is yet to be done.
Nevertheless, the three substances that appear in the table have been selected because they
are relatively common in several industrial or domestic applications and the temperature
ranges at which they stay liquid are adequate. In particular, ethanol seems a very attractive
candidate, both for its comparatively high volumetric specific heat capacity and the fact that
it may be produced from biological sources.
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2.3.2 Operating strategies
Consider the ideal T-s diagram of the JB cycle for energy storage presented in the right hand
side of Figure 2.1, with T1 = T3 = 25 °C, T2 = 500 °C and T4 ≈ −160 °C. Consider that
the selected method to store the thermal energy was the liquid tanks system, as shown in
the right hand side of Figure 2.8. Note that none of the liquids presented in Table 2.1 would
be able to cover by itself the temperature range required between T3 (ambient temperature)
and the top temperature T2. Nevertheless, some strategies can be developed to solve this
problem, which are presented below.
2.3.2.1 Coupling of liquid thermal reservoirs in series
The easiest way to expand the temperature range over which the JB cycle could operate
when having liquid reservoirs is to use more than one liquid in series, as exemplified in
Figure 2.9. This would allow, for example, to use pressurized water between T3 = 25 °C and
T2b = 140 °C, and a low melting point molten salt compound like Saltstream XL between
T2b = 140 °C and T2 = 500 °C, therefore covering all the necessary range between T3 and T2.
Another possibility would be to use a vegetable oil between ambient temperature and about
200 ◦C, and ternary mixture based on the Solar salt (for example, including some amount of
Ca (NO3)2 or NaNO2) which lowered its melting point just enough to be able to cover the
range between 200 ◦C and 500 ◦C.
The expressions of the maximum round-trip efficiency χ as a function of compression/expansion
irreversibilities and overall pressure loss, as derived in section 2.2, do not change in the case
being currently considered. The expression of the charge energy density ρE does change,
however, as now we have three different storage materials, two on the hot side and one
on the cold side of the cycle. Starting again from Equation (2.1), and following the same





∆EHS1 + ∆EHS2 + ∆ECS
mHS1/ρHS1 + mHS2/ρHS2 + mCS/ρCS
(2.26)
Where the indexes HS1 and HS2 refer to the liquids in the hot stores 1 and 2, and CS
refers to the liquid in the cold store. The mass of liquid ml which is necessary to capture the
change in sensible energy from a certain mass of gas mg while experiencing the equivalent





Knowing that the same mass of gas is circulated through the three heat exchangers, and
assuming that the gas may be treated as a perfect gas (i.e. with constant cp,g):
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Figure 2.9: Layout showing the coupling in series of two different liquid media for storing
thermal energy in the high temperature part of the cycle.
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ρE =
mgcp,g (∆THS1 + ∆THS2 + ∆TCS)
mgcp,g
(
1/(cp,HS1 ρHS1) + 1/(cp,HS2 ρHS2) + 1/(cp,CS ρCS)
) (2.28)
Including the cycle temperatures, and noting that T2b cancels:
ρE =
(T2 − T3)− (T1 − T4)
1/(cp,HS1 ρHS1) + 1/(cp,HS2 ρHS2) + 1/(cp,CS ρCS)
(2.29)
Finally, it is instructive to show that, if the three liquids happened to have the same volu-





cp,lρl [(T2 − T3)− (T1 − T4)] (2.30)
Which is the equivalent of Equation (2.2) but with a factor of 1/3 rather than 1/2, as should
have been expected.
2.3.2.2 Stage repetition
The strategy that has just been presented (coupling liquid thermal reservoirs in series) allows
us to design a system that can cover the whole temperature range between T3 at ambient
temperature and T2 = 500 °C. Note, however, that if we have T1 = T3 = 25 °C, then τ =
T2/T1 ≈ 2.6. Using Equation (2.11) we can write T4 = T3/τη2 , and this means that T4 would
range between −135 ◦C and −158 ◦C in the case of η ranging between 0.9 and 1.0. None of
the three refrigerants from Table 2.1 have a melting point which is low enough to cover this
temperature range. Without making any assumptions on the suitability (in terms of price,
abundance, safety, etc.) of other refrigerants that could possibly cover the whole range, it is
interesting to devise a strategy which can solve this problem.
The method consists on breaking the expansion stage into two equal sub-stages, as shown
in the upper part of Figure 2.10. This allows the compressor to operate at the same temperat-
ure ratio as before while reducing the temperature ratio in each of the expansion sub-stages,
therefore increasing the value of T4. A T-s diagram of the considered cycle is shown in the
left lower corner of the same Figure, where it is shown that T4 has a value above −100 ◦C
when the expansion is divided into two sub-stages.
To evaluate the impact of implementing this method on the maximum round-trip effi-
ciency of the system, χ, it is necessary to follow again a derivation similar to that presented
in section 2.2.6. This is a straightforward but long procedure and only the final expression
will be presented. The differences from the former derivation are the following:
• The work performed by the expander is multiplied by a number of expansions n.
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expansion stages = 1
expansion stages = 2
expansion stages = 3
Figure 2.10: Above: Layout showing the coupling in series of two different liquid media
for storing thermal energy in the high temperature part of the cycle, and division of the
expansion stage in two sub-stages for storing thermal energy in the low temperature part of
the cycle. Below, left: T-s diagram of the considered cycle. Below, right: plot of the efficiency
as a function of τ comparing the cycle with either one, two or three equal expansion stages.
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• The temperature ratio θ = T3/T1 is set to 1 (i.e. both T1 and T3 are assumed to be at
ambient temperature).
• Heat rejection to the environment is assumed to happen between T1′ and T1, and there-
fore the discharge temperature ratio is set to τ′ = τ′min = τ
η4 .
• A limit on the maximum temperature of the cycle, T2, is not included and therefore
increasing τ implies increasing T2.
• The equation can be expressed as a function of τ or as a function of τe = T3/T4. The









e − 1− n (1− 1/τe)
= 1− τ
(1−η4) − 1




The plot of this function for n = 1, 2, 3 and an arbitrary value of the polytropic efficiency
η = 0.94 is presented in the right lower corner of Figure 2.10. In the same plot it has been
assumed that the minimum possible value of T4 is −110 ◦C (limited by the freezing point of
the refrigerant) and therefore the maximum value of the expansion temperature ratio is τe =
T3/T4 = 1.83. Note that, for a given value of τ, dividing the expansion stage in two or three
sub-stages has a negative impact on the efficiency χ. Nevertheless, dividing the expansion
stage allows having higher temperature ratios in the compression stage (reaching higher
top temperatures), which has a positive impact on the efficiency. In the example considered,
setting a limit on τe of 1.83 while having only one expansion stage means that the maximum
value of τ is around 2; i.e. T2 ≈ 320 °C and χ ≈ 0.7. Having two expansion stages allows
to have a much higher maximum value of τ, around τ ≈ 3.9, which would bring T2 up to
almost 900 ◦C. For comparison, setting the maximum system temperature T2 = 500 °C as in
previous examples would mean τ ≈ 2.6 and χ ≈ 0.75.
2.3.2.3 The gas-gas heat exchanger bypass
The two strategies presented so far allow us to configure a system that can operate from
T1 = 25 °C to T2 = 500 °C despite the temperature constrains that the liquid media present.
Nevertheless, these strategies have increased the complexity of the cycle and multiplied by
two the number of thermal tanks. Now we present another approach which keeps the system
simple, the number of components low, and the efficiency high. It consists on lowering the
value of θ (i.e. setting T1 > T3) and implementing a gas-gas heat exchanger (recuperator)
between T1 and T3 as shown in Figure 2.11.
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Figure 2.11: Above: Layout showing the implementation of a gas-gas heat exchanger
between points 2b and 4b (temperatures T1 and T3). Below: Ideal T-s diagram of the con-
sidered cycle.
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The recuperator acts as a “bypass”, recuperating thermal energy from the high pressure
gas at T1 (point 2b) and transmitting it to the low pressure gas at T3 (point 4b). This makes
the selection of storage materials more flexible, since they do not need to stay in the liquid
form between T3 and T2, but only between T1 and T2. The only operational difference is that
the hot thermal tank stays above ambient temperature when discharged (T1).
Note that the energy density of the system, ρE, depends on the value of (T2 − T1) −
(T3 − T4) (see, for example, Equation (2.2)), and is therefore independent on whether the
thermal energy released by the gas while going from T1 to T3 in the high pressure side, and
absorbed from T3 to T1 in the low pressure side, is stored separately and recovered during
discharge or directly transmitted from one side to the other through a recuperator. Addi-
tionally, increasing the value of T1 has a positive effect on the round-trip efficiency, as it was
noted earlier. Nevertheless, the heat exchangers have a penalty in the form of pressure loss
and effectiveness, which is currently under investigation.
By using a HEX, both T2 and T1 can be adapted according to the maximum stability
point and melting point of the hot thermal fluid. For example, Solar salt could be used
between T1 = 230 °C and T2 = 550 °C (in practice, T1 would be slightly higher and T2 slightly
lower than these values, as some margin has to be left to ensure that neither melting nor
decomposition occurs). This implies τ ≈ 1.6. Since T4 = T3/τe = T3/τη2 , we have T4 ≈ −69 °C
for η = 0.9 and T4 ≈ −87 °C for η = 1.0). In this case, any of the three refrigerants presented
in 2.1 would be compatible with the selected temperature range and stage repetition on the
expander side would not be necessary.
Such a scheme would also allow to work with substances that are liquid only in higher
temperature ranges. For example, zinc, which is an abundant metal and has a similar volu-
metric specific heat capacity than nitrate-based molten salts, could be used in the range
between 420 ◦C and 900 ◦C, leading to very high energy densities and improved round-trip
efficiencies (because of the high T2 and moderate τ, see Figure 2.5). Even higher values of
T2 could be achieved by using, for instance, glass oxides or molten aluminium as storage
media. Nevertheless, working at such high temperatures places material constraints and
impacts the cost of the other components of the cycle. Fortunately, high temperature heat
exchangers that are made with ceramic materials exist on the market. For instance, Heat
Transfer International produces ceramic air-to-air heat exchangers that can operate up to
1300 ◦C and 13 bar [36]. Industrial gas turbines can operate at even higher temperatures,
thanks to the use of advanced alloys, thermal barrier coatings, and internal cooling of the
blades [37].
The choice between a medium temperature or high temperature scheme will depend on
the efficiencies of available compressor/expander devices. Reciprocating compressors and
expanders are receiving attention by various research groups (including our group at CUED
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div-A, together with collaborators from Imperial College and Isentropic Ltd) because of their
potentially higher polytropic efficiencies than turbomachines. Although top values are yet
to be confirmed, high polytropic efficiencies (around 0.95 or above) would enable systems
operating at medium temperature ranges to still show decent round-trip efficiencies. This
option would be in principle preferred as to avoid the use of more expensive materials for the
several system components. Nevertheless, if reciprocating devices fail to achieve such high
polytropic efficiencies, then the higher values of round-trip efficiency and energy density
provided by high temperature schemes will most probably pay back.
2.4 Variations of the Rankine cycle for electricity storage
Previous sections have focused attention on variations of a TEES system based on the JB
cycle. Particularly, section 2.2.6 has shown that irreversible processes occurring in the com-
pressor/expander, expressed by means of a polytropic efficiency η, have a big impact on the
round-trip efficiency of the cycle. We have also seen that this effect is minimized when the
work ratio between the turbine and the compressor is maximized. Unfortunately, reaching
high values of work ratio in the JB cycle is not easy, as it involves either increasing the top
temperature of the cycle T2 (which is limited by material constraints) or by reducing the tem-
perature ratio τ (but doing this decreases the energy density of the system as well as the
power density, and increases the impact of pressure losses).
The work ratio of a Rankine cycle operating between a top temperature T2 and a min-
imum temperature T4 is inherently bigger than the work ratio of a JB cycle operating between
the same limits, as the compression and expansion processes of the Rankine cycle happen in
two different phases of the working fluid (see the generic T-s diagram is shown in Figure
2.12 for reference). This effect can be better understood by reminding that the work involved
on a reversible compression or expansion process is δwrev = −dp/ρ (see section 2.2.5 for more
details), and noticing that the density of the liquid phase is much larger than the density of
the gaseous phase. Therefore, the work ratio tends to be high and the impact of compres-
sion/expansion irreversibility is lower than in the JB cycle, which makes it attractive.
Sections 2.4.1 and 2.4.2 will review TEES schemes based on the Rankine cycle that have
been proposed in the literature. In section 2.4.3, the potential of using the steam cycle both
as a heat pump and a heat engine is discussed and some key technologies that could enable
such system are identified. Some final remarks are done in 2.4.4.
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Figure 2.12: Generic T-s diagram of a Rankine Cycle. The number convention has been
adapted to be consistent with the diagram of the JB cycle from Figure 2.1. Diagram from:
[38].
2.4.1 Proposed systems using water/steam (only for discharge)
The most traditional use of the Rankine cycle is power generation, typically employing wa-
ter/steam as the working fluid. It is a very widespread and mature technology and can
receive the heat input from any external heat source which can reach an adequate temper-
ature level, from coal fire to biomass, nuclear power or CSP. When run in reverse mode, the
Rankine cycle may be used either as a heat pump or as a refrigerator, in which case the water
is substituted by another working fluid which has a lower boiling point.
Here we are concerned with thermodynamic cycles for TEES systems, and it is therefore
interesting to investigate the possible ways in which the Rankine cycle (or a variation of it)
may be applied for such purposes. One of the simplest possible configurations uses an elec-
tric resistor during charge and the water/steam cycle during discharge. At least two versions
of such a scheme have been suggested so far, both using sensible heat storage, one consid-
ering a single tank of bulk solid storage material and another one considering a two-tank
molten-salt system [6, 39]. See a layout in Figure 2.13. The scheme is simple, the technolo-
gies are mature and the storage media may be a bulk material, therefore suggesting that this
could be a cost-effective system. On the other hand, the COP of an electrical resistor is always
1, therefore limiting the round-trip efficiency of such a system to the efficiency of the (dis-
charge) Rankine cycle. The thermodynamic efficiency (i.e., before mechanical and electrical
losses are applied) of an industrial water/steam power station is normally below 50 % [38].
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Figure 2.13: Layout of a TEES system using an electrical resistor during charge and the wa-
ter/steam cycle during discharge. Diagram from: [6].
2.4.2 Proposed systems using ammonia or CO2
Systems that pursue higher round-trip efficiencies must necessarily use a heat pump during
charge. A system with these characteristics and which employs ammonia as working fluid
has recently been proposed [9]. The cold reservoir uses the phase change between water
and ice at 0 ◦C to drive the evaporation (charge) and condensation (discharge) of ammonia,
while the hot reservoir is the environment. The scheme suffers from a very low temperat-
ure difference between both reservoirs. Since at least a few degrees of temperature between
the working fluid and the reservoirs are required to drive the heat transfer, there is a big
impact on the round-trip efficiency (see section 2.2.8). Additionally, the system uses an ex-
pansion valve rather than a liquid turbine for the expansion process of ammonia during the
heat pump operation, posing a new source of exergy destruction. On the other hand, the
same paper suggests using thermal energy from solar collectors to enhance the performance
of the heat-engine, allowing a higher evaporation temperature during discharge (around
60 ◦C) and reaching top values of the round-trip efficiency of 84 %. Nevertheless, this appar-
ently high value only considers the electricity as energy input, neglecting the extra energy
obtained from the solar collectors. The authors justify this controversial decision because,
in economic terms, there is no difference between a TEES system and a solar-enhanced TEES
system (as long as the investment cost of the solar collectors is included), since the collection
of the solar energy does not imply operating cost. However, one may argue that the same
collectors could have a more efficient use if employed for water heating purposes elsewhere,
or that if the same area was instead occupied with CSP collectors, more solar energy could
be transformed into electricity by means of a water/steam cycle operating at a much higher
temperature.
Another TEES system has been suggested based on a transcritical CO2 cycle [8]. The pres-
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Figure 2.14: Layout of a TEES system based on the transcritical CO2 cycle operating during
charge [8].
sure at the high-pressure side of the cycle (between points 2 and 3 in Figure 2.12) is above
the critical pressure, and this means that evaporation/condensation only happens when in-
teracting with the cold reservoir (which consists again, of water/ice at 0 ◦C). This allows the
heat exchange at the high pressure side to occur more efficiently, storing the thermal energy
in the sensible heat of water by means of a counter-flow heat exchanger (see Figure 2.14).
Even though the hot water tank is pressurized to allow a top water temperature of 120 ◦C,
the temperature difference between the hot and the cold reservoirs continues to be relatively
small. Another inconvenient of this scheme is that the specific heat capacity of CO2 varies
considerably over the specified temperature range, posing a pinch-point problem on the heat
exchange between CO2 and water (an equivalent problem which occurs between water and
air at higher temperatures will be described in section 3.2). Using realistic values of compres-
sion and expansion isentropic efficiencies, and a minimum temperature difference for heat
exchange, the authors obtain a round-trip efficiency of 60 %.
2.4.3 Potential of using the steam cycle both for charge and discharge
One may also try to design a TEES system similar to the one presented in Figure 2.13, but
using the water/steam cycle in both directions, therefore replacing the electrical resistors for
a heat pump. The main inconvenient of such a scheme is the extremely low pressure which
is necessary to evaporate water at a temperature below ambient (0.017 bar at 15 ◦C ). Such
low pressures are not practical because of the high volumetric flow rates they involve. Even
more important, running the cycle would become physically impossible as ambient temper-
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ature approached 0 ◦C or below. It is necessary, therefore, to have a thermal energy source
(a cold reservoir) lying at a higher temperature. Hong and Xin-shi describe the preparation
of a compound Phase Change Material (PCM) using paraffin as a dispersed phase change
substance and polyethylene as a supporting material [40]. The compound PCM undergoes
phase change at around 60 ◦C and exhibits a heat of fusion of 155 kJ/kg (i.e. around half the
heat of fusion of ice). According to the authors, it is adequate for low-temperature heat
storage applications because it is cheap, easy to prepare and can be directly contacted with
a heat transfer medium. Additionally, it can be made of granular material with desirable
dimensions and be used within a packed-bed for effective heat transfer. It would be pos-
sible, therefore, to transfer heat between the PCM and the evaporating/condensating water
(at 0.2 bar around 60 ◦C, between points 4 and 1 in Figure 2.12) while maintaining a small
temperature difference and keeping the exergy destruction to a minimum.
Performing efficient heat transfer at the high pressure side (between points 2 and 3 in
Figure 2.12) shows an additional degree of complication. In order to avoid pinch-point prob-
lems, it is necessary to separately match the condensation/evaporation and the pre-heat and
super-heat processes. The pressure of water can be adapted for condensation/evaporation
to occur at the melting temperature of an adequate PCM. Several strategies are being cur-
rently investigated by different research groups for efficient steam generation using PCMs,
particularly in the context of thermal energy storage for CSP plants [41]. These range from
encapsulation of the PCM to embedding of heat exchanger pipes and heat transfer fins within
the storage media. Another novel concept uses a Screw Heat Exchanger (SHE) to transport a
salt (in this case, an eutectic mixture of NaNO3 and KNO3 with a melting point at 221 ◦C) at
the same time that it exchanges heat with the working fluid [42]. A model of SHE is shown
in Figure 2.15. This technology is particularly interesting because it allows to decouple the
storage capacity and the heat transfer rate. Furthermore, both the pre-heating of water and
the steam generation could be performed by employing two such SHEs and reusing the same
PCM (first, using the sensible heat of the solid PCM, and then its latent heat). The same mol-
ten salt, once in the liquid form, could be used for the super-heating of steam through a more
conventional counter-flow heat exchanger.
It should be noted that a TEES system like the one that is being discussed in this sec-
tion could be implemented either independently or integrated to CSP plants that use wa-
ter/steam as heat transfer fluid at the solar absorbers. In the latter case, it would allow the
plants to both behave as facilities for energy production (from solar energy) and energy stor-
age (from other energy sources). It seems reasonable that such a scheme could be particularly
interesting for CSP plants located in regions far from the equator, where solar production is
abundant during summer and scarce during winter, since the TEES system could allow the
plant to increase the hours of operation during the worse months of the year.
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Figure 2.15: Detail of a Screw Heat Exchanger. A material can be transported and simultan-
eously heated/cooled by a heat transfer fluid. In the case of a PCM, it may enter as a fluid
and leave as a solid or vice-versa [42].
2.4.4 Remarks
Section 2.4 has shown how several adaptations of the Rankine cycle are possible to design
a TEES system. An advantage of the Rankine cycle in front of the JB cycle is the higher
work ratio, which minimizes the effect of irreversibilities within compressors and expanders.
On the other hand, attention has to be placed on avoiding pinch point problems and the
associated exergy destruction.
To be able to make a fair comparison between all the various possible configurations
(different working fluids, different sensible heat storage materials, different phase change
materials...), it will be necessary to have a system model that can compute the different per-
formance parameters of each cycle configuration. Such a system model will be composed of




3.1 Goals and methods
The accuracy of the predictions performed by a model of a thermodynamic cycle depend
on the accuracy of the sub-models that are used to describe the components of the cycle. A
one-dimensional model of a heat exchanger is being developed and is presented in section
3.2. Some operational aspects of a reciprocating device have been briefly studied and are
presented in 3.3.
Additionally, studies are being performed on two different aspects of packed-beds for
thermal energy storage, from the perspective of Computational Fluid Dynamics (CFD). First,
detailed CFD of packed-bed particles. Second, CFD of layered packed-bed stores. These are
described in sections 3.4 and 3.5. These simulations are being carried with OpenFOAM, an
open-source software based on C++ which is specialized on CFD.
3.2 Modelling of heat exchangers
Heat exchangers play an important role in thermodynamic cycles for energy storage. In
those cycles that use solid materials as storage media (and direct heat transfer between the
working fluid and the solid), they are used for waste heat rejection during discharge and for
adjusting the fluid temperature at the exit of the thermal reservoirs. Additionally, in cycles
that use liquid storage media, they are used to drive the heat transfer process between the
working fluid and the storage liquid, and their performance largely influences the round-trip
efficiency of the cycle.
Heat exchangers suffer from two main sources of exergy destruction. First, pressure
losses due to shear stress and viscous dissipation. The impact of pressure losses on the over-
all system performance of a JB cycle was discussed in section 2.2.7. The second main source
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Figure 3.1: Left: Temperature distribution of the two fluids along the heat exchanger. Right:
Comparison of the converged solution (red crosses) versus the analytical solution (blue line)
of the temperature difference distribution.
of loss is heat transfer over a finite temperature difference, ∆T. Its impact on the perform-
ance of a generic TEES cycle was presented in section 2.2.8. It is interesting to investigate the
limits on ∆T reduction and the relationship between ∆T and the pressure loss, among other
performance parameters. This can be done through heat exchanger modelling, which is the
subject of this section.
The type of heat exchanger most relevant to us is the counter-flow one, since its configur-
ation allows to keep the hotter portions of the two fluids at one end and the colder portions
at the other end [43]. This reduces the mean temperature difference between the two fluids
and keeps the exergy destruction to a minimum.
An iterative code to compute the temperature distribution along such a exchanger was
developed by Dr. Alex White. After setting an initial guess of the temperature over a number
of heat exchanger sections, it iteratively adapts the distribution by applying the Steady Flow
Energy Equation at each section, until reaching convergence. The code considers a given
overall heat transfer coefficient, U, and assumes that the thermophysical properties of the
two fluids (and particularly their specific heat capacities, cp,h and cp,c) are constant over the
relevant temperature range.
Figure 3.1 shows the temperature distribution of the two fluids for a given set of input
parameters (U, cp,h and cp,c, inlet temperatures, mass flow rates and total heat transfer sur-
face). The cold fluid (in blue) enters at 0 and leaves at 1, while the hot fluid (in red) enters
at 1 and leaves at 0. Dashed lines indicate the initial guess of the simulation before iteration
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starts. The solid lines show the converged solution. In the given example, the heat capacity
rate, ṁcp, of the cold fluid was bigger than the one of the hot fluid, and this explains the smal-
lest temperature difference between both fluids to happen at the cold inlet. The assumption
of constant cp,h and cp,c allows the solution of the simulation to be compared with the ana-
lytical solution of the problem, which can be found in general heat transfer textbooks [44].
This is shown at the right hand side of the same figure.
The author of this report is currently extending the mentioned code to account for varying
thermophysical properties and consider geometrical parameters that allow the computation
of U and of the pressure losses according to the given operating conditions (temperature,
pressure, mass flow rate). The first step is setting a library that contains the thermophysical
properties of the fluids that will be used in the simulations. A cross-platform, open-source
thermophysical properties library, named CoolProp, contains data on more than a hundred
fluids [45]. It will be used as a main source of information for treating working fluids such
as air, argon, steam, ammonia, ethanol or carbon dioxide. Nevertheless, the library does
not contain information on most of the fluids that have been suggested in this report to be
used as media for thermal energy storage (see Table 2.1), such as molten salts, thermal oils or
molten metals. Instead of CoolProp, the literature referenced in section 2.3.1 (among others)
will be used for that purpose.
Data files containing tables of thermophysical properties are being created. As a first step,
tables containing the value of cp as a function of T (with spacings of 5 K between data points)
have been prepared. At execution, the program imports the data from the external files and
stores it in matrices. Then, the temperature distribution set by the initial guess is used to
create a heat capacity distribution by interpolating the values from the matrices. Since the tem-
perature distribution evolves as the iterative process continues, it is necessary to update the
cp distribution. Nevertheless, reading and interpolating from the matrices is relatively slow,
and one would try to avoid doing this operation at each iteration. Instead, it has been found
that updating the cp values only every 10 to 20 iterations maintains convergence stability
while keeping computational expenses to a minimum.
Figure 3.2 presents the results of two simulations using the thermophysical properties
capability. In both cases, air at 1 bar is the hot fluid and water at 200 bar is the cold fluid.
In both simulations, water enters the heat exchanger at 20 ◦C through the cold inlet, and
its mass flow rate is adapted so that the average heat capacity rates of both fluids are the
same. In one simulation, though, air enters the hot inlet at 300 ◦C, while in the other it does
so at 365 ◦C. The difference of doing so is substantial, as can be seen by comparing the
upper T-Q diagrams of the mentioned figure. In the first case the maximum temperature
difference between fluids is around 10 K, while on the second one it reaches 45 K next to the
cold inlet (see the bottom-left diagram). This effect can be understood by comparing the
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Figure 3.2: Above: T-Q diagrams obtained by simulation of a heat exchanger, with air and
pressurized water as hot and cold fluids, respectively. On the top-left diagram, air enters at
300 ◦C, while on the top-right it does so at 365 ◦C. Bottom-left: distribution of ∆T for both
simulations. Bottom-right: comparison of the (normalized) cp values of both fluids over the
relevant temperature range.
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evolution of cp with T for both fluids, as shown in the bottom-right diagram (where cp has
been normalized by its average in each case). The cp of air is practically constant over the
relevant temperature range in both cases. Nevertheless, while the cp of water (at 200 bar)
does not change significantly until 250 ◦C, it shows a sharp increase after 300 ◦C as it starts
to approach the critical temperature. This effect creates large variations of the heat capacity
rate distribution, establishing a pinch point and increasing the mean temperature difference
between the fluids. This is of course a negative effect, as it increases the exergy destruction
and limits the amount of work that a hypothetical TEES system using such a exchanger could
recover.
Having a heat exchanger model that considers varying thermophysical properties is there-
fore a critical step towards system modelling of TEES systems with liquid reservoirs. Further
extension of the code that is currently being performed includes the selection of geometrical
parameters that allow the calculation of the Reynolds number, and the use of correlations to
obtain the Nusselt number and the pressure drop from it. Further results will be available
soon.
3.3 Modelling of reciprocating devices
As mentioned earlier, reciprocating compressors and expanders are receiving attention by
various research groups because of their potentially higher polytropic efficiencies than tur-
bomachines. In particular, Dr. Caroline Willich, from our group at CUED, is performing CFD
simulations of gas springs to investigate the effects of complex heat transfer between the gas
and the cylinder walls, which is a major source of loss. Another aspect that is worth invest-
igating is how the mass flow rate and the pressure ratio can be adapted and if it is possible
to do so independently from each other and from the driving frequency.
Consider the Compressed Air Energy Storage (CAES) system in Figure 3.3, which consists
of two different compressors and two different TES devices. Air is compressed, cooled, com-
pressed again and cooled again before entering a cavern. Energy is separately stored in the
form of a pressure potential between the inside and the outside of the cavern and in the form
of sensible heat in the TES reservoirs. As the pressure inside the cavern increases, the second
compressor must increase its pressure ratio accordingly, and ideally it should be able to do so
without changing the mass flow rate. Dr. Willich and the author of this report investigated
how this could be done by setting a loss-free model of a reciprocating compressor, using the
MATLAB language and programming environment. The model is presented below.
A p-V diagram of the four idealized stages of the compressor is presented in the top-left
part of Figure 3.4. They are the following: (a) Isentropic compression 1 → 2 (valve off). (b)
Isobaric expulsion 2 → 3 (valve on). (c) Isentropic expansion 3 → 4 (via 3b, valve off). (d)
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Figure 3.3: Possible configuration of a CAES system using two different compressors and
two different TES systems. Adapted from: [13]
Isobaric expulsion 4 → 5 (valve on). Typically, the valve at 3 would be turned off exactly at
Top Dead Centre (TDC) and the path between 3 and 3b would disappear. The same would
happen to the path between 5 and 1 at Bottom Dead Centre (BDC). Nevertheless, it is actually
the effect of changing the valve timings that we are interested on.
The crank angles corresponding to 3b and 1 are fixed, since they represent TDC and BDC.
Additionally, the crank angle at 4 (CA4) may vary, but it is not selected as an input since the
valve simply opens when the pressure reaches the value of the inlet pressure, pinlet, at the end
of the expansion stage. Therefore, there are three events that we may modify: the opening
of the valve at the end of the compression stage (at crank angle 2 - CA2), the closure of the
valve after expulsion (CA3) and the closure of the valve after suction (CA5). p-V diagrams
showing these variations are also shown in Figure 3.4.
We notice that delaying the aperture of CA2 increases the pressure ratio (since poutlet
increases) and diminishes the mass flow (this can be easily seen from the reduction in the
volume swept by the cylinder during suction, between points 4 and 5). Similarly, advancing
the closure of CA3 also reduces the mass flow, although it has no impact on the pressure
ratio (since the valve at CA4 adapts its timing to the inlet pressure). Advancing the closure
of CA5 alone, however, reduces both the mass flow and the pressure ratio. Combinations
are also possible. For example, by advancing CA5 and delaying CA2 it is possible to keep
the pressure ratio constant while only diminishing the mass flow, similarly to what happens
when changing CA3. The previous discussion may be evaluated in more detail by examining
the first four diagrams of Figure 3.5. Finally, the last two diagrams of the same figure show
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Figure 3.4: Top-left: Idealized p-V diagram of a reciprocating compressor. BDC and TDC
indicate the volume lines at Bottom Dead Centre and Top Dead Centre, respectively. The
other three diagrams show the impact of changing the valve timings corresponding to points
2 (top-right), 3 (bottom-left) and 5 (bottom-right).
We may conclude that by varying the timing of the valves we can adapt the pressure
ratio and mass flow delivered by a reciprocating compressor to our needs. For example,
we can increase the pressure ratio while keeping the mass flow constant, which is a useful
feature for some CAES systems. The same results are easily reproducible for a reciprocating
expander, as only the flow direction and the valve timings are modified. Nevertheless, this
simplified model has so far ignored the irreversible processes that in reality occur during
the four stages of the cycle. The impact that adapting the valve timings has on such losses
should be investigated to find the practical limitations of this method.
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Figure 3.5: Effects of varying CA3 and CA5. Top: pressure ratio as a function of CA2. Middle:
mass flow as a function of CA2. Bottom: pressure ratio as a function of mass flow.
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3.4 CFD of packed-bed particles
Two main sources of loss in packed-bed thermal reservoirs are pressure loss and irrevers-
ible heat transfer through the finite temperature difference between gas and solid. In order
to accurately predict these losses and try to minimize their combined effect, it is necessary
to understand how they vary according to relevant parameters like the flow speed or the
particle size, shape and distribution within the bed. Selecting the proper heat transfer cor-
relation has a critical result on predicting losses and the evolution of the thermal fronts, as
was found in [46]. Nevertheless, there is significant spread of the values obtained by various
correlations from the literature on packed-bed, and it is interesting to better understand the
factors influencing these differences.
The final aim here is to perform 3D simulations of flow and heat transfer between a gas
and a finite number of solid particles, resembling the conditions inside packed-bed thermal
reservoirs. Ultimately, the effect of varying configuration and particle shape should be stud-
ied, as well as the impact of varying thermophysical properties. Nevertheless, before per-
forming any complex CFD simulation, it is important to test the solver and the methodology
with simpler test cases that can be compared with existing experimental data or analytical
results. Following such a process thoroughly is particularly important when the person per-
forming the study is new to the CFD field, as was the author of this report at the beginning of
the project. The initial test case used for validation purposes is therefore much more simple
than the final aim. It consists on simulation of flow around a single 2-dimensional particle,
i.e. effectively flow around a circular cylinder.
The mesh that was used for this test case is presented in Figure 3.6. It was created using
blockMesh, an OpenFOAM utility to generate structured meshes. The mesh was refined
towards the surface of the cylinder, where low aspect-ratio cells are used. It also presents a
denser grid at the back of the cylinder (the flow direction is in the positive x-axis direction),
to better capture the flow and temperature gradients that propagate in that region. A mesh
refinement study was performed to ensure that the mesh resolution was adequate and that
the solution was no longer dependent on increasing or decreasing number of cells.
Two different OpenFOAM solvers [47] have been used to compute this test case:
icoFoam Transient solver for incompressible, laminar flow.
simpleFoam Steady-state solver for incompressible, turbulent flow.
Despite the description of simpleFoam stating that it is a solver for turbulent flow, it can also
be used to resolve laminar simulations by setting its turbulence model to laminar. Otherwise,
the default RANS k− ε model may be used.
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Figure 3.6: Grid used for simulation of flow around a cylinder.
Apart from visualizing the flow patterns that are generated around the object of study,
the aim is to reproduce two specific correlations: the variation of drag coefficient and Nusselt
number with the Reynolds number, Cd (Re) and Nu (Re), respectively. Methodology and
results are presented below.
3.4.1 Variation of drag with Reynolds number
The first solver to be tested is icoFoam. As a transient solver for incompressible flow, it solves
the momentum equation in the following form:
∂~u
∂t
+ ~u ~∇~u− ν∇2~u = −~∇pρ
where ~u is the velocity vector field (in m/s), ν ≡ µ/ρ is the kinematic viscosity (in m2/s) and
pρ ≡ p/ρ represents a kinematic pressure and has units of m2/s2. The other symbols have their
usual meaning, i.e. ∂/∂t is the partial derivative with respect to time, ~∇ is the nabla operator
and ∇2 = ~∇ · ~∇.
The aim is to make the solver run and extract results when a steady state solution has been
reached. The boundary conditions are as following: a fixed velocity is set at the left boundary
(inlet), which will be varied to obtain different values of the Reynolds number. A fixed
kinematic pressure is set at the right boundary (outlet). The upper and lower boundaries are
set as symmetry planes.
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where u∞ is the free-stream velocity (in this case, the velocity at the inlet) and dc the
diameter of the cylinder.




2π ρ Ac u∞
(3.2)
where Fd is the drag force, and Ac is the side area of the cylinder. Even if the geometry
is 2-dimensional, OpenFOAM always works with 3 dimensions and in this case this is done
by setting a single layer of cells of an arbitrary length in the z direction (inside the plane).
Therefore Ac has still units of m2. Ac/π gives the projected area of the cylinder orthogonal to
the direction of the flow. Fd is obtained by adding the x-components of the pressure force ~Fp







~Fp = −ρ int(p~n d A)Ac
~Fµ = ρ ν int
(
~∇~n ~u d A
)
Ac
where p is the pressure acting on a infinitesimal element of area dA and~n is the unit vector
that provides the direction of dA. ~∇~n represents the gradient normal to the surface, and
the int () function represents an integral, in this case around Ac. In practice, dA represents
the surface of a cell face on the cylinder patch and the integral is substituted by a discrete
summation on all the cell faces that cover Ac. Application of these expressions allows us to
obtain data points of the correlation Cd (Re). Figure 3.7 presents the results obtained with the
two different solvers, icoFoam and simpleFoam. Data points extracted from an experimental
curve presented in [48] are used for comparison and validation, together with the plot of a
theoretical correlation which is valid in the limit of low Reynolds numbers [49]:
Cd =
8π
Re (2.002− ln Re)
The values obtained with both solvers are close to the theoretical and experimental res-
ults, with icoFoam performing slightly better than simpleFoam at low Re, and the oppos-
ite for higher Re. The advantage of using simpleFoam is that, being a steady-state solver,
it reaches convergence much faster than icoFoam. On the other hand, icoFoam is able to
capture temporal physical features that are lost when using a steady-state solver like simple-
Foam. Particularly, for values above Re ∼ 60, oscillating vortices start to appear at the back




















Figure 3.7: Correlation of Cd (Re) for an infinitely long circular cylinder. Results from CFD
simulations together with the analytical solution for creep flow (black line) and experimental
data (black dots).
of the cylinder. The vortices move up and down in a manner that the flow is instantaneously
unsteady but globally periodic. icoFoam reproduces this unsteady situation as shown in
Figure 3.8, where the steady-state solution reached for Re = 27 is contrasted to a snapshot
of the unsteady solution for Re = 68. Once in the unsteady regime, the drag coefficient os-
cillates and has to be averaged over time. This was the procedure followed for the last two
data points generated with icoFoam that appear in Figure 3.7. For higher Reynolds numbers,
the flow becomes too turbulent and attempts to continue using icoFoam were unsuccessful,
as computation became unstable. Even if at the cost of a slightly less physically accurate
solution, using simpleFoam it was possible to proceed towards higher Re values, accurately
predicting the values of the drag coefficient up to Re ∼ 1000 and above.
3.4.2 Variation of heat transfer with Reynolds number
After verifying that the selected solvers satisfactorily reproduce the C f (Re) correlation on
the circular cylinder, the next step is introducing heat transfer. icoFoam and simpleFoam are
solvers for incompressible flow that are not specialized on heat transfer simulations. As such,
they do not need to solve the energy equation and they restrict themselves to solving the
momentum equation. Indeed, temperature does not even appear as a property of the flow
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Figure 3.8: Horizontal component of the velocity field generated by icoFoam at two different
Reynolds numbers. Left: Re = 27 (steady-state). Right: Re = 68 (snap-shot of the unsteady
flow).
field. Following an OpenFOAM tutorial [50], the new field was included and an equation to
describe the transport of temperature was coded into the two solvers, as following:
∂T
∂t




where α is the thermal diffusivity (m2/s) and κ the thermal conductivity of the fluid
(W/(m K)). Since this expression simply describes the propagation of an additional and in-
dependent property (in this case the temperature field), it has no impact on the momentum
equation and does not change the flow characteristics of the previous solutions. This is not
generally true, as temperature changes imply changes in density and in the transport prop-
erties, that at their turn affect the pressure and velocity fields. To be strict when working
with heat transfer, one would need to use a compressible solver and varying thermophys-
ical properties. Therefore, it is necessary to recognize that the validity of results obtained
with this method is restricted to scenarios with relatively small temperature changes. Nev-
ertheless, the approximation is good enough for our current purposes. Figure 3.9 shows the
propagation of the temperature field for Re = 27 when setting the cylinder temperature at
300 K, the flow temperature at 288 K, and constant values for the kinematic viscosity and
thermal diffusivity that roughly correspond to those of air at 288 K.
The interest at this point is to obtain the values of the Nusselt number at different Reyn-
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Ac (Tc − T∞)
(3.4)
Note that in this context h represents the heat transfer coefficient (W/(m2 K)) rather than
the enthalpy, as it did in previous chapters. q̇c is the heat transfer rate from the cylinder to the
fluid (W), Tc is the surface-averaged temperature of the cylinder wall and T∞ the free-stream
temperature (in practice, the temperature set at the inlet boundary condition). The heat is
first transferred between the solid and the fluid by conduction (as thermal radiation is being
neglected at this point) and then transported by conduction and convection. Conduction at
the cylinder wall is computed with the integral:






The global heat transfer coefficient and the Nusselt number are readily calculated by
implementation of the previous expressions. By removing the integral in (3.5), we may also
obtain the local values of the heat transfer coefficient, which can be expressed, for instance,
as a function of the angular position around the cylinder, θ:
h(θ) = q̇(θ)A(θ)(T(θ)−T∞)
q̇(θ) = −κ ~∇~nT(θ) dA(θ)
The local heat transfer coefficient has been plot in Figure 3.9 according to two different
boundary conditions: constant temperature and constant heat transfer rate, which are set
as constraints on the temperature field at the surface of the cylinder. To be able to make a
meaningful comparison between the two situations, the global heat transfer rate, q̇c, was set
to be the same. This was done by first running each simulation with the constant temperature
condition (i.e. T(θ) = 300 K), computing the value of q̇c when the steady-state solution was
reached, and then using this value to impose the constant heat transfer condition for the
second set of the simulations. This is done through a constant surface-normal temperature
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Figure 3.9: Left: propagation of the temperature field at Re = 27. Right: variation of the local
heat transfer coefficient along the cylinder surface for two different boundary conditions,
constant temperature and constant heat transfer.
The procedure was repeated for various values of the Reynolds number and using the
adapted version of the two solvers, icoFoam and simpleFoam. The steady state condition
for each simulation was validated with mass, momentum and energy conservation checks
between the external boundaries of the mesh and the cylinder surface. As explained in the
previous section, oscillating vortices appear at the back of the cylinder when using icoFoam
at high values of Re, and time average has to be performed when this happens. Results are
presented in Figure 3.10, together with three different correlations extracted from the liter-
ature. The correlations from Fand (1965) and Whitaker (1972) were obtained from a short
compilation presented in [51]. A more modern correlation, Sparrow (2004), was obtained
from [52]. While the three correlations converge as they move into the high Re regime, they
separate substantially from each other at the low Re end. Most correlations encountered in
the literature refer to flow in the high Re regime, and according to [51], the correlation from
Fand (1965) is the only one (from those compiled) which is applicable at values of Re < 1.
This may explain the better agreement between the CFD results and that correlation in the
low Re regime. Differences between the results obtained by the two solvers are practicably
negligible. The small differences obtained when applying the two different boundary condi-
tions are also difficult to observe in the log-log scale; note that despite the noticeable changes
on the distribution of the local heat transfer coefficient along the cylinder surface (shown in
Figure 3.9), the average values for the two conditions remain close to each other. Finally, a di-
vergence appears between the data points obtained with simpleFoam and the three literature
correlations as we advance into the high Re regime. This could be because of an inadequate


















CFD - icoFoam q=const.
CFD - icoFoam T=const.
CFD - simpleFoam q=const.
CFD - simpleFoam T=const.
Figure 3.10: Correlation of Nu(Re) for an infinitely long circular cylinder. Results from CFD
simulations together with correlations extracted from literature.
setting of the turbulence model and should be carefully inspected. Once the cause of this
divergence is understood and corrected, the initial validation stage will have concluded sat-
isfactorily and it will be possible to proceed with simulations of more complex geometries,
as explained at the beginning of this section.
3.5 CFD of layered packed-bed thermal reservoirs
The direct heat transfer process between the working fluid and the solid particles of a packed-
bed creates a thermal front that advances through the reservoir. The finite temperature differ-
ence between gas and solid, as well as conduction within the bed, leads to the deterioration
of the thermal front, which starts spreading as a wider gradient through the reservoir. This
process limits the energy density of the system, as the energy stored within the gradient
cannot be recovered efficiently. It would be interesting, therefore, to keep the region of the
thermal gradients as thin as possible. This can be achieved by decreasing the size of the solid
particles, which increases the contact surface area and reduces the temperature difference
between gas and solid. Nevertheless, doing so has the disadvantage of also increasing the
pressure loss.
Dividing the thermal reservoirs in several layers of smaller particles has been suggested
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Time 2.Time 1.
Figure 3.11: Layout of a segmented store, showing the paths followed by the gas through the
packed-bed layers at two different points in time. Picture from: [53].
as a way to reduce the size of the thermal gradient while simultaneously keeping the pres-
sure loss down [53]. A valve mechanism makes the gas go through a reduced number of
layers that are being charged and skip the inactive layers, as shown in Figure 3.11. The mag-
nitude of the pressure loss associated with the valve mechanism, however, is not yet clear
and will be investigated via CFD simulation.
Porous media can be modelled by adding a pressure sink term to the momentum equa-
tion [54]. Two porosity models are available in OpenFOAM. The first one computes the





where C0 and C1 are empirical coefficients. The second one uses the Darcy-Forchheimer










where the permeability K (in m2) and the coefficient b (in m−1) must again be obtained
from empirical correlations. For a column of packed spheres, Bejan [55] suggests using the
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Figure 3.12: Velocity field on a thermal tank with two layers of porous medium. The gas
flows in the positive x direction.
where dp is the particle’s diameter and ε the void fraction of the packed bed.
A preliminary test case of a thermal reservoir with two separate porous regions has been
prepared using the OpenFOAM solver rhoPorousSimpleFoam and the Darcy-Forchheimer
model, assuming estimated values of dp = 0.01 m and ε = 0.4. Figure 3.12 shows the velocity
field obtained at steady-state, where it can be seen that most of the gas bypasses the porous
regions through the open upper and lower spaces next to the reservoir walls, due to the
higher resistance to flow presented by the porous regions. Further steps need to be followed
before obtaining useful results from these simulations. First, more porous layers have to be
added and valves have to be included in the mesh as to be able to force the gas only through
certain layers. Second, the solver will need to be modified as to be able to perform heat
transfer calculations with the porous regions. This will allow to closely study the benefits
(and disadvantages) of layered packed-bed stores for thermal energy storage and evaluate
the impact of using different configurations.
Chapter 4
Final Remarks and Future Work
This final chapter has been divided in three parts. First, a list of the work that has been
realized until now is presented in 4.1. Second, the results and conclusions extracted from
such work are explained in 4.2. Finally, the activities for future research are discussed in 4.3.
4.1 What has been done so far
The main tasks that have been performed during this year (some of which are still ongoing
activities) are summarized below:
• Knowledge has been gained on the several energy storage technologies that have been
implemented or proposed so far in the literature, particularly in the field of Thermo-
Electrical Energy Storage (TEES).
• The Joule-Brayton (JB) cycle for electricity storage applications has been studied from
a thermodynamic perspective. Existing analyses in the literature have been reviewed
and extended (see section 2.2).
• This report has proposed new configurations to allow the use of liquid media in the
thermal reservoirs (see section 2.3). A summary of liquid materials that are attractive
for bulk sensible heat energy storage has been done (see 2.3.1).
• Several adaptations of the Rankine cycle for electricity storage applications (using the
steam cycle only during discharge, or using other working fluids such as ammonia or
CO2) have been suggested in the literature. A critical review of such adaptations was
done in sections 2.4.1 and 2.4.2.
• The potential of using the steam cycle both as a heat pump and a heat engine for elec-
tricity storage was discussed in 2.4.3, where key developments found in the literature
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that could enable such use are presented.
• A loss-free model of a reciprocating compressor was built (see section 3.3), and it was
used to study the capability of a reciprocating compressor to independently vary the
operating pressure ratio and the mass flow rate.
• An existing counter-flow heat exchanger iterative model was extended to account for
the fluids’ varying thermophysical properties (see 3.2).
• Documentation on the OpenFOAM software was read, and several tutorials were fol-
lowed in order to learn how to perform Computational Fluid Dynamics (CFD) simula-
tions using it.
• Two OpenFOAM incompressible solvers were modified to perform heat transfer calcu-
lations (see 3.4). The modified solvers were used to simulate of flow around a cylinder,
and validation of the results was done by comparison with drag and heat transfer cor-
relations from the literature.
• Knowledge on how to use the Darcy-Forchheimer model to describe porous regions
in OpenFOAM was gained, which will be used to run CFD simulations of segmented
packed-bed thermal reservoirs (see 3.5).
4.2 Conclusions from what has been learned
The main remarks that can be extracted from what has been learned during this first year are
presented below:
• TEES systems are based on the idea of combining a heat pump and a heat engine to
store electricity in the form of thermal energy. Even though the ideal round-trip ef-
ficiency of such a process is one, several irreversible processes that occur in reality
diminish the final performance. From what has been learned by reviewing the literat-
ure, TEES systems are characterized by having high energy densities (comparable to
those of electrochemical batteries), they have no geographic constraints and primarily
use environmentally friendly materials.
• A TEES system which is based on the JB cycle and is known as Pumped Thermal Elec-
tricity Storage (PTES) has received attention by various research groups. While re-
search activities in the literature have focused until now on a PTES scheme that uses
solid media for sensible heat storage, this report has shown that it is also possible to
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use liquid media, which would be particularly advantageous for applications that re-
quire extended storage periods. While a constraint on the use of liquid media is the
more restricted temperature range at which they can be operated, different strategies
have been considered to overcome this limitation (see section 2.3). It has been found
that the most promising strategy is the use of an additional gas-gas heat exchanger
(recuperator) in between the hot and the cold parts of the cycle.
• Several other TEES systems have been suggested in the literature which are based on
variations of the Rankine cycle. One advantage of the Rankine cycle, when compared
to the JB cycle, is its increased work ratio. On the other hand, storing energy separately
in the form of sensible heat and latent heat becomes necessary to minimize irreversible
heat transfer. It has been found that a range of working fluids are possible, and careful
matching between the condensation/evaporation points of each fluid and the Phase
Change Materials (PCM) used for latent heat storage is essential. Additionally, some
working fluids present large variations of their heat capacities, causing pinch-point
problems in the heat exchangers. More research in this area is necessary to identify and
match the most suitable working fluids and energy storage media.
• In order to be able to produce accurate calculations of a full thermodynamic cycle, it
is necessary to have adequate sub-models of each component of the cycle. For this
purpose, the development of a heat exchanger model and a reciprocating compressor
model has been started (see chapter 3), and further work is detailed in the next section.
• The loss-free model of a reciprocating compressor has shown the capability of the
device to independently control the pressure ratio and the mass flow rate by means
of varying the timings of the valves. Nevertheless, further development of the model
is necessary to assess the impact of such variation on the nominal performance of the
device.
• The inclusion of varying thermophysical properties on an iterative model of a counter-
flow heat exchanger has uncovered pinch-point problems that appear when the spe-
cific heat capacity of one of the fluids varies substantially between inlet and outlet.
Therefore, the inclusion of such a model is necessary to accurately analyse cycles that
involve transfer of sensible heat via heat exchangers with large temperature differences
between ends.
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4.3 Future work
The following two general goals have been set:
1. Comparison between solid and liquid sensible heat storage methods, and latent heat
storage methods, from an exergetic point of view, including the periods of charge, stor-
age and discharge.
2. Development of component models and cycle models that enable the comparison between
different Thermo-Electrical Energy Storage systems and the proposal of new, optimized
configurations.
In order to accomplish these goals, the following activities will be performed:
• Heat exchanger modelling. An iterative code to compute the temperature and heat
transfer distribution along a counter-flow heat exchanger was extended to account for
the fluids’ varying thermophysical properties (see section 3.2). The model will be fur-
ther developed to include geometrical parameters that permit the calculation of the
Reynolds number, friction coefficient and heat transfer coefficient at each section of
the heat exchanger. This will allow the computation of important parameters such as
the effectiveness and the pressure drop for different geometries (i.e. concentric tube,
compact plate type, etc.) under different operating conditions, and therefore to study
how to minimize the exergetic losses associated with sensible heat storage using liquid
media. Additionally, once the model is ready, it will be adapted to study the Screw
Heat Exchanger for latent heat storage described in section 2.4.3. The two versions of
the model obtained (one for sensible heat, the other for latent heat) will be used as
components for full cycle modelling.
• CFD of packed-bed thermal reservoirs. Segmentation of the thermal reservoirs in sev-
eral layers has been suggested as a way to reduce the overall pressure loss and enable
the use of smaller particles, which reduces the spread of the thermal gradient and in-
creases the utilization of the reservoir [53]. Nevertheless, the magnitude of the losses
associated with the valve mechanism is not yet clear. This aspect will be investigated
by means of CFD simulation, as discussed in section 3.5, together with other effects of
interest like heat transfer between layers during the storage period (through convec-
tion and radiation) that need to be assessed. Packed-beds of particles can be simulated
in OpenFOAM using the Darcy-Forchheimer model of porous media. Nevertheless,
the current implementation in the standard OpenFOAM solvers like rhoPorousSim-
pleFoam is limited as it only includes a pressure sink in the momentum equation of
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the gas in the regions of porous media, but does not stablish a separate energy equa-
tion of the solid media that enables heat transfer calculations between gas and solid.
Therefore, a new solver that includes the properties of the solid and its energy equa-
tion will have to be developed. A tutorial from C. Soulaine exists which shows how
to develop an OpenFOAM solver for heat transfer calculations in porous media [56].
Unfortunately, the solver seems to strictly simulate porous media and not treat other
gas-only regions that are of our interest when studying segmented thermal reservoirs.
Still, it will provide useful tools towards implementing porous heat transfer in the
standard solvers. Finally, an adequate selection of drag coefficient and heat transfer
coefficient correlations for packed-beds will be used to characterise the porous media.
Correlations will be gathered from the literature and compared to CFD simulations
of packed-bed particles, continuing the work described in section 3.4. While at this
stage two-dimensional simulations of flow and heat transfer around one single particle
have been performed, these will have to be extended to three dimensions and various
particles, using unstructured grid tools like snappyHexMesh.
• Model of a reciprocating compressor. The model developed in section 3.3 has to be
expanded to account for the different loss mechanisms that affect the device’s perform-
ance, and be able to predict how these change under different operating conditions. A
member of our research group, Dr. Willich, is currently performing CFD simulations
to study in detail these loss mechanisms, and the model described in 3.3 was built to-
gether with her. The aim is to use the results from her CFD simulations to characterize
the loss parameters for the compressor model. After validation by comparison with
the results of other models of reciprocating devices described in the literature, it will
be used as a component for full cycle analysis.
• Working fluids, sensible heat storage materials and phase-change materials screen-
ing and matching. As described in the previous section and in section 2.4, variations of
the Rankine cycle for electricity storage require a good matching between the working
fluid used to drive the cycle and the materials used for sensible and latent heat stor-
age. Particularly important is the matching between the condensation/evaporation
temperature of the working fluid, at an adequate pressure level, with the phase-change
temperature of the Phase Change Materials (PCM). Therefore, a systematic screening,
evaluation and matching of working fluids and TES materials is necessary. A review of
potentially attractive liquids for sensible energy storage was performed for this report
and was presented in section 2.3.1. For latent heat storage materials, reviews of high-
temperature PCMs like the one by Kenisarin in [57] will be used. For selecting and
evaluating several common working fluids, the CoolProp library of thermophysical
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properties will be employed. Candidate working fluids will be able to achieve condens-
ation/evaporation points at adequate pressure levels and will exhibit small variations
of their specific heat capacities over the selected temperature ranges. The working flu-
ids and the selected liquids for sensible heat storage will be tested together using the
counter-flow heat exchanger model to identify and assess possible pinch point prob-
lems. The most promising materials will be used for the full cycle analysis.
• Cycle modelling and cycle comparison. The final stage of the project will involve gath-
ering the results from the research activities that have been discussed in this chapter to
develop two full cycle models: one for the Joule-Brayton cycle and one for the vari-
ations of the Rankine cycle. The models will serve to compare different performance
parameters and propose novel, optimized configurations.
The proposed schedule for the research activities above is shown in Figure 4.1.
CHAPTER 4. FINAL REMARKS AND FUTURE WORK 70
Task Q3 2015 Q4 2015 Q1 2016 Q2 2016 Q3 2016 Q4 2016 Q1 2017 Q2 2017
Heat exchanger modelling
Implementation of different geometries
Adaptation for latent heat transfer
Reciprocating compressor modelling
Review of models in the literature
Extraction of loss parameters from CFD
CFD of packed-bed thermal reservoirs
Working fluids and PCMs screening
Screening of PCMs from literature
Cycle modelling and cycle comparisson
Optimization of cycles and cycle comparisson
Thesis writing
Implementation of heat transfer and friction
correlations
Exergy minimization analysis for two-tank
sensible heat and latent heat storage systems
Implementation of loss parameters and
validation
Implementation of a heat transfer solver
for porous media
Geometry and mesh definition for simulation
of segmented reservoirs
Review of friction and heat transfer correlations
of packed-beds from literature
Extension of 2D single-particle CFD to 3D and
various particles. Validation of correlations
Exergy minimization analysis for sensible heat
storage using solid media
Screening and evaluation of working fluids
using CoolProp
Working fluids, PCMs and liquids for sensible
heat storage matching
Set-up of Joule-Brayton cycle model using
the components sub-models
Set-up of Rankine cycle model using
the components sub-models
Set-up Rankine cycle variations using selected
working fluids, PCMs and sensible heat liquids
Figure 4.1: Gantt chart of planned research activities.
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