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ERGODIC MAXIMIZATION PROBLEM FOR EXPANDING
MAPS WITH DIFFERENTIABLE OBSERVABLES
XU ZHANG AND LIJUAN WANG
Abstract. We show that for an expanding map, the maximizing measures of
a generic (open and dense) Cr (r ∈ N) differentiable functions are supported
on a single periodic orbit.
1. Introduction
Ergodic theory relates closely to the iteration of a measure preserving trans-
formation T on a metric space (X, d) with the probability structure (X,B, µ). If
µ(T−1(B)) = µ(B) for any B ∈ B, then µ is called an invariant measure. An ob-
servable is a continuous function f : X → R. The time average of the real-valued
function f along the orbit is limn→+∞
1
n
∑n−1
i=0 f(T
i(x)) if the limit exists. The
space average of the real-valued function f with respect to an invariant measure µ
is
∫
X
fdµ. For an observable f , the maximizing orbit for f is the orbit giving the
maximum time average of f , and the maximizing invariant probability measure
for f is the measure giving the maximum space average of f . If the invariant
measure is ergodic, the classical Birkhoff ergodic theorem tells us that the time
average of the observable is equal to the space average of the observable for almost
ever point in the view point of the ergodic measure. Ergodic optimization is the
study on the problems of maximizing orbits and invariant measures, and can be
applied in the control of chaos [28, 25], the Aubry-Mather theory in Lagrangian
mechanics [10, 23], and the ground state theory in thermodynamics formalism
and multifractal analysis [2], and so on.
A core problem in the field of ergodic optimization theory is the Typical Peri-
odic Optimization (TPO) Conjecture for the uniformly expanding maps and the
uniformly hyperbolic system, which was proposed by Yuan and Hunt [30]. For
the real-valued observables taken from some kind of smooth (Ho¨lder continuous,
Lipschitz continuous, differentiable) function spaces, denoted by V the set of ob-
servables such that the maximizing measures for each element of V contains a
periodic measure, the TPO Conjecture claims that V is an open and dense subset
of the function space.
There are many results towards TPO Conjecture. A series of work on the
subshift of finite type are obtained: Coelho’s work on the zero temperature limits
of equilibrium states and the study on cohomology equation [9] , the Walter
observable functions by Bousch [5], a fullshift with the space of “super continuous”
functions [26], a one-side shift on two symbols with a space of functions with strong
modulus of regularity [3], a subshift of finite type with Ho¨lder continuous functions
and zero entropy [24].
Key words and phrases. Entropy; ergodic maximization; invariant measure; observable; peri-
odic orbit; shadowing.
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On the other hand, there are a lot of important results on TPO Conjecture for
maps. Conze and Guivarc’h [14] improved Coelho’s result by showing the existence
of a continuous function ϕ such that f˜ := f + ϕ − ϕ ◦ T ≤ sup ∫
µ∈M(T )
fdµ,
where M(T ) is the set of invariant measures, the maximizing measures are those
invariant probability measures whose support lies in the set of global maxima
of the function f˜ . And they also investigated a map T (x) = 2x(mod1) with
observable fθ(x) = cos(2π(x− θ)). Later, this model was completely solved based
on the work of Hunt and Ott [17], Jenkinson via Sturmian measures [18, 19], and
Bousch by studying the function f˜ [4]. Contreras, Lopes and Thieullen considered
a smooth orientation-preserving uniformly expanding map of the circle with the
Ho¨lder functions space [12], using techniques inspired by Man˜e´ [22, 23], who had
established a similar characterization of f˜ in the context of Lagrangian systems. In
[11], Contreras verified the TPO Conjecture for the expanding maps with Lipschitz
observables. Recently, the TPO Conjecture for the hyperbolic maps with C1
obervables [15], and the Aixom A flows with C1 observables [16] were solved. For
a survey of recent development in this problem, please refer to [21].
In this paper, we adopt the arguments in [11] to verify the TPO Conjecture
for an expanding map with a generic (open and dense) Cr (r ∈ N) differentiable
functions. The main idea is the combination of the entropy argument in [11] and
the smooth perturbation instead of the Lipschitz perturbation used in [11].
Theorem 1. Let X be a compact metric space and T : X → X be an expanding
map, then there is an open and dense set O ⊂ Cr(X,R) (r ∈ N) such that for
all F ∈ O, there exists a single F -maximizing measure and it is supported on a
periodic orbit.
The rest is organized as follows. In Section 2, some basic concepts and useful
results are introduced. In Section 3, a useful shadowing property is obtained
for differentiable functions. In Section 4, the entropy argument is used to verify
the main result (Theorem 1). In Section 5, a result of Morris is generalized for
expanding map with differentiable functions (Theorem 19), which is used in the
entropy argument in Section 4.
2. Preliminary
In this section, some basic definitions and useful results are introduced.
Definition 2. [11] Let (X, d) be a compact metric space. A map T : X → X
is called expanding, if T is Lipschitz continuous and there are constant numbers
λ ∈ (0, 1) and N0 ∈ N such that for every point x ∈ X , there are a neighborhood
Ux ⊂ X of x and continuous inverse branches Si, i = 1, ..., lx, lx ≤ N0, of T with
disjoint images Si(Ux), such that T
−1(Ux) = ∪lxi=1Si(Ux), T ◦Si = IUx (the identity
map restricted to Ux), and
d(Si(y), Si(z)) ≤ λd(y, z) ∀y, z ∈ Ux.
For x ∈ X and r ∈ R+, set
B(x, r) := {w ∈ X : d(x, w) < r}.
3Remark 3. By the compactness of X , there is a finite subcover of {Ux}x∈X in the
above definition. So, there exists a constant e0 > 0 such that for every x ∈ X ,
there is some Uy so that the ball B(x, e0) ⊂ Uy.
Consider a continuous map T : X → X , the set of invariant measures µ ∈M(T )
with respect to T is given by
M(T ) = {µ : µ(T−1(B)) = µ(B) for any Borel subset B ⊂ X}.
The following norm is used on the space of Lipschitz functions on X , denoted
by Lip(X,R),
‖f‖Lip = sup
x∈X
|f(x)|+ sup
x 6=y
|f(x)− f(y)|
d(x, y)
;
the following norm is used on the space of differentiable functions, denoted by
Cr(X,R),
‖f‖Cr = sup
x∈X
|f(x)|+
∑
1≤i≤r
sup
x∈X
|f (i)(x)|,
where f (i) is the i-th derivative of f ; if f : X → R is continuous, then
‖f‖0 = sup
x∈X
|f(x)|.
For an observable f : X → R with f ∈ Cr(X,R), the ergodic optimization is
the study of the following problem:
sup
µ∈M(T )
∫
M
fdµ.
Remark 4. It is evident that Cr(X,R) ⊂ Lip(X,R). This fact will be used in the
following discussions.
Definition 5. [11] Given F ∈ Cr(X,R) ⊂ Lip(X,R), the Lax operator for F is
LF : Lip(X,R)→ Lip(X,R):
LF (u)(x) := max
y∈T−1(x)
{α+ F (y) + u(y)},
where
α = α(F ) = − max
µM(T )
∫
Fdµ.
The set of maximizing measures for an observable function F is
Mmax(F ) = {µ ∈M(T ) :
∫
Fdµ = −α(F )}.
A calibrated sub-action for F is a fixed point of the Lax operator LF .
Lemma 6. [11, Lemma 2.1]
1. For u ∈ Lip(X,R), the Lipschitz constants satisfy
Lip(LF (u)) ≤ λ(Lip(F ) + Lip(u)). (1)
In particular, LF (Lip(X,R)) ⊂ Lip(X,R).
2. If LF (u) = u, set
F := F + u− u ◦ T + α(F ), (2)
then, we have
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(i) α(F ) = −maxµ∈M(T )
∫
Fdµ = 0;
(ii) F ≤ 0;
(iii) M(F ) =M(F ) = {T invariant measures supported on [F = 0]}.
3. If u ∈ Lip(X,R) and β ∈ R satisfy LF (u) = u+ β, then β = 0.
Proposition 7. [11, Proposition 2.2] There exists a Lipschitz calibrated sub-
action.
Remark 8. The Lax operator has an invariant subspace{
u ∈ Lip(X,R) : Lip(u) ≤ λLip(F )
1− λ
}
. (3)
Definition 9. [11] For a calibrated sub-action u, every point z ∈ X has a cali-
brating pre-orbit {zk}k≤0 such that T (z−k) = z−k+1, T i(z−i) = z0 = z, and
u(zk+1) = u(zk) + α + F (zk) ∀k ≤ −1,
or
F (zk) = 0 ∀k ≤ −1.
Hence,
u(z0) = u(z−k) + kα +
−1∑
i=k
F (zi) ∀k ≤ −1.
Definition 10. [11] Given δ > 0, a sequence {xn}n∈N ⊂ X is said to be a δ-
pseudo-orbit if d(xn+1, T (xn)) ≤ δ for any n ∈ N.
Given ǫ > 0, we say that the orbit of a point y ∈ X ǫ-shadows a pseudo-orbit
{xn}n∈N if d(T n(y), xn) < ǫ for any n ∈ N.
Lemma 11. [11, Lemma 2.3] If there exists a periodic orbit O(y) such that for
any calibrated sub-action, the α-limit of every calibrating pre-orbit is O(y), then
every maximizing measure has support on O(y).
Proposition 12. [11, Proposition 2.4] (Shadowing Lemma) For a δ-pseudo-orbit
{xk}k∈N with δ < (1 − λ)e0, there is a point y ∈ X ǫ-shadowing {xk}k∈N with
ǫ = δ
1−λ
. Moreover, if {xk}k∈N is a periodic pseudo-orbit, then y is a periodic
orbit with the same period.
Corollary 13. If T p(y) = y and {zk}k≤0 is a pre-orbit which (1 − λ)e0-shadows
the orbit O(y) of y, that is, for any k ≤ 0, T (zk) = zk+1 and d(zk, T k mod p(y)) <
(1− λ)e0, then the α-limit of {zk}k≤0 is O(y).
3. Shadowing property
In this section, a useful shadowing property is derived for differentiable func-
tions.
Let y ∈ Per(T ) = ∪p∈NFix(T p) be a periodic point for T , Py be the set of
differentiable functions F ∈ Cr(X,R) so that there is a unique F -maximizing
measure and it is supported on the periodic orbit of y, and Uy be the interior of
Py in C
r(X,R).
5Proposition 14. Let F, u ∈ Lip(X,R) with LF (u) = u and F = F +α(F ) + u−
u ◦ T , where α(F ) = −maxµ∈M(T )
∫
Fdµ.
Suppose that there is M ∈ N+ such that for every Q > 1 and δ0 > 0, there
exist 0 < δ < δ0 and a p(δ)-pseudo-orbit {xδk}0≤k≤p(δ)−1 in [F = 0] with at most
M jumps such that γδ
δ
≥ Q, where γδ := min0≤i<j<p(δ) d(xδi , xδj). Then F is in the
closure of
⋃
y∈Per(T )
Uy.
Definition 15. [11] We say that ni, i = 1, ..., l, l ≤ M , are the jumps of
{xδk}0≤k≤p(δ)−1, if d(T (xk), xk+1) = 0 for k ∈ {0, 1, ..., p(δ)− 1} \ {n1, ..., nl}.
Given a positive constant ǫ(≈ √δ), consider the following constants:
K := max
{
M Lip(F )
(1− λ)2 ,
Lip(F ) + 3
1− λ
}
, (4)
ρ :=
3Kδ
ǫ
,
γ2 := γδ − 2δ
1− λ,
γ3 :=
γ2
Lip(T )
− λρ,
Γ1 :=
ρ
12p
,
Γ2 :=
Kδ
4p
.
Assume δ are small enough such that the above constants are all positive, ρ≪ e0,
γ3 ≫ δ, Γ1 < 1, Γ2 < 1, and set
− a := Kδ +Kρ+ 2pǫΓ1 + 2pΓ2 − ǫγ3 < 2Kδ +Kρ− ǫγ3 < 0 (5)
and
− b := −ǫρ+ Kδ
p
+ 2ǫΓ1 + 2Γ2 < −3Kδ +Kδ + Kδ
2
+
Kδ
2
= −Kδ < 0. (6)
Suppose y is a periodic point with period p, which δ
1−λ
shadows the pseudo-orbit
{xk}. Set
O(y) := {T i(y) : i = 0, 1, ..., p− 1} = {y0, y1, ..., yp−1},
and for any continuous function G : X → R, denote by
〈G〉(y) := 1
p
p−1∑
i=0
G(T i(y))
the average of the function G along the periodic orbit.
Lemma 16. Assume that d(z, yk) ≤ ρ≪ e0. Choose w1 ∈ T−1(z) with d(w1, yk−1) <
λρ. If w2 ∈ T−1(z) \ {w1}, then
d(w2,O(y)) ≥ γ3 = γ2
Lip(T )
− λρ≫ δ.
Proof. This is a claim verified in the proof of [11, Proposition 2.6]. 
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Proof. In the concept of F in (2), the calibrated sub-action u is Lipschitz contin-
uous, but it might not be differentiable. By 2. (iii) of Lemma 6, the maximizing
measures for F and F are the same.
By Proposition 12, we have∣∣∣∣
ni∑
ni−1+1
F (yk)−
ni∑
ni−1+1
F (xk)
∣∣∣∣ ≤
ni∑
ni−1+1
Lip(F )d(yk, xk)
≤Lip(F )
ni−ni−1∑
l=1
λk−1
δ
1− λ ≤
Lip(F )
(1− λ)2 δ.
This, together with the assumptions F (xk) = 0, implies that
∑p−1
0 F (xk) = 0,
and
p−1∑
k=0
F (yk) ≥ −M Lip(F )
(1− λ)2 δ ≥ −Kδ,
or
〈F 〉(y) ≥ −Kδ
p
. (7)
We make two perturbations to F . It follows from [1] that there is a C∞ function
g such that
‖g − d(·,O(y))‖0 < Γ1 and Lip(g) < Lip(d(·,O(y))) + 1 ≤ 2, (8)
where the distance function satisfies
‖d(·,O(y))‖0 ≤ diamX and Lip(d(·,O(y))) ≤ 1. (9)
The first perturbation is −ǫg(x). The second one is a perturbation by any function
h ∈ C∞ with
‖h‖0 < Γ2 and Lip(h) < 1. (10)
These perturbations depend on O(y) and the period p. We will show that the
function G1 = F − ǫg + h has a unique maximizing measure supported on the
periodic orbit O(y), where such function G1 contains an open ball centered at
F − ǫg. Note that F = F + α(F ) + u− u ◦ T .
Denote by
G := F − ǫg + h+ β = G1 + β, (11)
where
β = − sup
µ∈M(T )
∫
(F − ǫg + h)dµ. (12)
It is evident that G and G1 have the same maximizing measures.
By (7), (8), and (10), one has
β ≤− 〈F − ǫg + h〉(y) = −〈F − ǫd(·,O(y)) + ǫd(·,O(y))− ǫg + h〉(y)
=− 〈F 〉(y) + ǫΓ1 + ‖h‖0
≤Kδ
p
+ ǫΓ1 + Γ2. (13)
Let v be a calibrated sub-action for G, that is, LG(v) = v. Given any z ∈ X , let
{zk}k≤0 be a pre-orbit of z calibrating v. Denote by 0 > t1 > t2 > · · · the times
on which d(zk,O(y)) > ρ.
7If tn+1 < tn − 1, there is sn ∈ Z such that the orbit segment {zk}tn−1k=tn+1+1
ρ-shadows {y−i+sn}1i=tn−tn+1−1, then one has
d(z−i+tn, y−i+sn) ≤ λi−1ρ, ∀n ∈ N, ∀i = 1, ..., tn − tn+1 − 1.
By Lemma 16, for tn+1 < tn − 1, we have
d(ztn+1 ,O(y)) ≥ γ3. (14)
Since both terms in F and −d(·,O(y)) are non-positive, it follows from (10) and
(13) that
G =F − ǫd(·,O(y)) + ǫd(·,O(y))− ǫg + h + β
≤ǫ‖d(·,O(y))− g‖0 + ‖h‖0 + β ≤ ǫΓ1 + ‖h‖0 + β
≤Kδ
p
+ 2ǫΓ1 + 2Γ2. (15)
On a shadowing segment, by (4), (8), (10), (11), we have
∣∣∣∣
tn−1∑
tn+1+1
G(zk)−
sn−1∑
sn−tn+tn+1+1
G(yk)
∣∣∣∣ ≤ Lip(G)
+∞∑
i=0
λiρ ≤ Lip(G) ρ
1− λ ≤ Kρ. (16)
Let
tn − tn+1 − 1 = mp+ r with 0 ≤ r < p,
and separate the shadowing segment in m loops along the orbit O(y).
It follows from the definition of β and y is a periodic orbit with period p that
〈G〉(y) ≤ 0. Hence, from (15) and (16), it follows that
tn−1∑
tn+1+1
G(zk) ≤
sn−1∑
sn−tn+tn+1+1
G(yk) + Lip(G)
ρ
1− λ
≤mp〈G〉(y) + (p− 1)
(
Kδ
p
+ 2ǫΓ1 + 2Γ2
)
+ Lip(G)
ρ
1− λ
≤(p− 1)
(
Kδ
p
+ 2ǫΓ1 + 2Γ2
)
+Kρ. (17)
Since d(ztn ,O(y)) > ρ, using (13), (8), and (10), we have
G(ztn) ≤ F (ztn)− ǫd(ztn ,O(y)) + ǫd(ztn ,O(y))− ǫg(ztn) + h(ztn) + β
≤F (ztn)− ǫρ+ ǫ|d(ztn ,O(y))− g(ztn)|+ h(ztn) + β
≤0− ǫρ+ ǫΓ1 + Γ2 + Kδ
p
+ ǫΓ1 + Γ2 = −ǫρ+ Kδ
p
+ 2ǫΓ1 + 2Γ2 < −b < 0.
(18)
Similarly, for tn+1 < tn − 1, by (14), one has
G(ztn+1) ≤ F (ztn+1)− ǫd(ztn+1 ,O(y)) + ǫd(ztn+1 ,O(y))− ǫg(ztn+1) + h(ztn+1) + β
≤F (ztn+1)− ǫρ+ ǫ|d(ztn+1 ,O(y))− g(ztn+1)|+ h(ztn+1) + β
≤0− ǫγ3 + ǫΓ1 + Γ2 + Kδ
p
+ ǫΓ1 + Γ2 = −ǫγ3 + Kδ
p
+ 2ǫΓ1 + 2Γ2. (19)
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For tn+1 < tn − 1, combining (17) and (19), one has
tn−1∑
tn+1
G(zk) ≤ (p− 1)
(
Kδ
p
+ 2ǫΓ1 + 2Γ2
)
+Kρ− ǫγ3 + Kδ
p
+ 2ǫΓ1 + 2Γ2
=Kδ +Kρ+ 2pǫΓ1 + 2pΓ2 − ǫγ3 < −a < 0. (20)
By (12), α(G) = 0. Since {zk}k≤0 is a calibrating pre-orbit for v, we have
v(z) = v(zk) +
−1∑
i=k+1
G(zi) ∀k < 0.
Since v is finite, we have
−1∑
−∞
G(zk) ≥ −2‖v‖0 > −∞.
By (18) and (20), the sequence tn is finite. Note that ρ < (1−λ)e0, it follows from
Corollary 13 that any calibrating pre-orbit has α-limit O(y). This, together with
Lemma 11, yields that every maximizing measure for G has support on O(y). 
4. Entropy argument
In this section, the entropy argument is used to verify the main result, Theorem
1, that is, the set O = ∪y∈Per(T )Uy is open and dense.
The difficult part is the proof of the denseness of this set. We will prove this
by contradiction.
Suppose that there is a non-empty open set
W ⊂ Cr(X,R)
which is disjoint from ∪y∈Per(T )Uy. It follows from Theorem 19 and Remark 20
that there is F ∈ W such that it has an ergodic maximizing measure µ with zero
measure entropy
hµ(T ) = 0. (21)
By 2. (iii) of Lemma 6, supp(µ) ⊂ [F = 0] for any calibrating subaction u for F ,
where F is specified in (2). Take q ∈ supp(µ) ⊂ [F ] satisfying
∫
fdµ = lim
N→∞
1
N
N−1∑
i=0
f(T i(q)),
where f : X → R is a continuous function, and q is called a generic point for µ.
By the assumption that F is not in the closure of ∪y∈Per(T )Uy and Proposition
14 with M = 2, one has
Claim There is Q > 1 and δ0 > 0 such that if 0 < δ < δ0 and {xk}k≥0 ⊂ O(q)
is a p(δ)-periodic δ-pseudo-orbit with at most 2 jumps made with elements of the
positive orbit of q, then
γ = min
1≤i<j<p
d(xi, xj) <
1
2
Qδ.
Take N0 satisfying that
2Q−N0 < δ0.
9Fix a point w ∈ supp(µ) satisfying Brin-Katok Theorem [8], that is,
hµ(T ) = − lim
L→∞
1
L
logµ(V (w,L, ǫ)), (22)
where
V (w,L, ǫ) = {x ∈ X : d(T kx, T kw) < ǫ, ∀k = 0, ..., L}
is the dynamical ball [6]. Since T is expanding, we have
V (w,L, ǫ) = S1 ◦ · · ·SL(B(TL(w), ǫ)),
where Sk is one branch of the inverse of T satisfying that Sk(T
k(w)) = T k−1(w).
So,
V (w,L, ǫ) ⊂ B(w, λLǫ). (23)
Given N > N0, let 0 ≤ tN1 < tN2 < · · · be all the 12Q−N returns to w, that is,
{tN1 , tN2 , ...} = {n ∈ N : d(T n(q), w) ≤ 12Q−N}.
Proposition 17. [11, Proposition 3.2] For any l ≥ 0, one has
tNl+1 − tNl ≥
√
2
N−N0−1
.
Choose N ≫ N0 and a continuous function fN : X → R satisfying 0 ≤ fN ≤ 1,
fN |
B
(
w,
1
2
Q−N−1
) ≡ 1, and supp(fN) ⊂ B(w, 12Q−N ). So, by Proposition 17, one
has
µ(B(w, 1
2
Q−N−1))
≤
∫
fNdµ = lim
L→+∞
1
L
L−1∑
i=0
fN(T
i(q))
≤ lim
L→+∞
1
L
#{0 ≤ i < L : d(T i(q), w) ≤ Q−N
2
}
≤ lim
L→+∞
1
L
#{l : tNl ≤ L} ≤
√
2
−N+N0+1
. (24)
Take a sufficiently large N such that
1
2
Q−N−2 ≤ λLǫ ≤ 1
2
Q−N−1,
so
−N ≤ L log λ
logQ
+
log(2ǫ)
logQ
+ 2.
It follows from (23) and (24) that
µ(V (w,L, ǫ)) ≤ µ(B(w, λLǫ)) ≤ µ(B(w, 1
2
Q−N−1)) ≤
√
2
−N+N0+1
,
and
1
L
log µ(V (w,L, ǫ)) ≤ 1
L
log(
√
2)(−N +N0 + 1)
≤ log λ
logQ
log(
√
2) +
1
L
log(
√
2)
(
2 +
log(2ǫ)
logQ
+N0 + 1
)
.
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By (22), one has
hµ(T ) = − lim
L→+∞
1
L
log µ(V (w,L, ǫ)) ≥ λ
−1
logQ
log
√
2 > 0,
this is a contradiction with (21).
This completes the proof of the denseness of O = ∪y∈Per(T )Uy. It is obvious
that O is open.
Therefore, we finish the proof of Theorem 1.
5. Zero entropy
In this section, a result of Morris [24] is generalized for expanding map with
differentiable functions, which is used in the entropy argument in Section 4.
Theorem 18. [24] Let X be a compact metric space and T : X → X be an
expanding map. There is a residual set G ⊂ Lip(X,R) such that if F ∈ G, then
there is a unique F -maximizing measure and it has zero metric entropy.
Inspired by this result, we show the following result:
Theorem 19. Let X be a compact metric space and T : X → X be an expanding
map. There is a residual set G ⊂ Cr(X,R) (r ∈ N) such that if F ∈ G, then there
is a unique F -maximizing measure and it has zero metric entropy.
Remark 20. By Lemma 6, the ergodic components of a maximizing measure are
also maximizing. Hence, the unique maximizing measure in Theorem 19 is ergodic,
further, T |supp(µ) is uniquely ergodic.
The arguments below are motivated by the results in [11, 24].
Lemma 21. [11, Lemma 4.1] Let a1, ..., an be non-negative real numbers and A =∑n
i=1 ai ≥ 0, then
n∑
i=1
−ai log ai ≤ 1 + A log n,
where 0 log 0 = 0 is used for convenience.
Lemma 22. [11, Lemma 4.2] Let f ∈ Lip(X,R) and suppose thatMmax(f) = {µ}
for some µ ∈M(T ). Then there is C > 0 such that for every ν ∈M(T ),
−α(f)− C
∫
d(x,K)dν ≤
∫
fdν,
where K = suppµ.
For any γ ∈ R+, denote by
Eγ := {f ∈ Cr(X,R) : hµ(T ) < 2γ htop(T ) ∀µ ∈Mmax(f)}.
Theorem 23. [12, 20] Let T : X → X be a continuous map of a compact metric
space. Let E be a topological vector space, which is densely and continuously
embedded in C0(X,R). Let
U(E) = {F ∈ E : there is a unique F −maximizing measure}.
Then U(E) is a countable intersection of open and dense sets.
Moreover, if E is a Baire space, then U(E) is dense in E.
11
Definition 24. [13] A topological vector space is a vector space together with
a topology such that with this respect to this topology such that addition is
continuous, and the scalar multiplication is also continuous.
By Theorem 23, the set
O = {f ∈ Cr(X,R) : #Mmax(f) = 1}
is residual.
So, it suffices to show that Eγ is open and dense for any γ > 0, implying that
the set
G = O
⋂
n∈N
E 1
n
satisfies the requirements of Theorem 19.
Proof. Step 1. We show that Eγ is open.
Let f ∈ Cr(X,R), fn ∈ Cr(X,R)\Eγ with limn→∞ fn = f in Cr(X,R). So, there
are νn ∈ Mmax(fn) with h(νn) ≥ 2γ htop(T ). By the compactness of the space
M(T ) in the weak star topology, we can assume that limn→∞ νn = ν ∈ M(T ) in
the weak star topology. So,∫
fdµ− ‖f − fn‖0 ≤
∫
fndµ ≤
∫
fndνn ≤
∫
fdνn + ‖f − fn‖0,
implying that
∫
fdµ ≤ ∫ fdν for any µ ∈ M(T ), that is, ν ∈ Mmax(T ). It
follows from the upper semicontinuity of m → hm(T ) that hν(T ) ≥ 2γ htop(T )
[29]. Hence, f ∈ Cr(X,R) \ Eγ, yielding that Cr(X,R) \ Eγ is closed. Therefore,
Eγ is open.
Step 2. We prove that Eγ intersects every non-empty open set of Cr(X,R).
Let U ⊂ Cr(X,R) be an open and non-empty subset. It follows from Theorem
23 that there is f ∈ U such that Mmax(f) contains only one element, denoted by
µ.
By the existence of Markov partitions of arbitrarily small diameter for expand-
ing maps [27], there is a finite collection of sets Si ⊂ X , a Markov partition,
denoted by P, satisfying that
• ∪Si = X ;
• diamP = max{diamSi} < e0;
• Si = intSi;
• int Si ∩ int Sj = ∅ for i 6= j;
• f(Si) is a union of sets Sj.
Set
P
(n) :=
n−1∨
i=0
T−i(P) =
{
∩n−1i=0 Ai : Ai ∈ T−i(P)
}
.
The diameter of the elements of the partition P(n) is less than λn−1e0, and this
partition generates the Borel σ-algebra P∞ = σ(∪nP(n)) = Borel(X).
By [29], for every invariant measure ν ∈M(T ), one has
hν(T ) = inf
k
1
k
∑
A∈P(k)
(−ν(A) log ν(A)).
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If µ is a periodic measure, then
hµ(T ) = inf
k
1
k
∑
A∈P(k)
(−µ(A) logµ(A)) = 0,
so, f ∈ Eγ ∩ U . Otherwise, if µ is not a periodic measure, it follows from 2. (iii)
of Lemma 6 that any measure in supp(µ) is also a maximizing measure, implying
that
K = supp(µ)
does not contain a periodic orbit. By Lemma 22, we have
− α(f)− C
∫
d(x,K)dν ≤
∫
fdν ∀ν ∈M(T ). (25)
Note that f ∈ U ⊂ Cr(X,R), for any g ∈ C∞(X,R), and β ∈ R, it is evident
that if |β| is sufficiently small, then f + βg ∈ U . By using this basic fact, we will
construct a sequence of approximating functions fn ∈ U ∩ Eγ for large enough n.
Step 3. We pick up a sequence of periodic orbits which will be used in the
sequel.
Given any θ ∈ (0, 1), there is a sequence of integers {mn}n∈N and a sequence of
periodic measures µn ∈M(T ) satisfying that∫
d(x,K)dµn = o(θ
mn) and lim
n→∞
logn
mn
= 0.
By [7, Corollary 3 and Theorem 4], for any given positive integer k > 0, one has
lim
n→∞
nk
(
inf
µ∈Mn(T )
∫
d(x,K)dµ
)
= 0. (26)
Hence, there exists a sequence of periodic orbits µn ∈ Mn(T ) such that
lim
n→∞
nk
∫
d(x,K)dµn = 0.
Set
rn := logθ
(∫
d(x,K)dµn
)
. (27)
It is evident that, taking logθ on both sides of
θrn ≤ nkθrn ≤ 1,
we have
−1
k
≤ logθ n
rn
≤ 0.
So, logθ n
rn
→ 0. Define
mn =
⌊
rn
2
⌋
, (28)
where ⌊x⌋ is the largest integer that is less than or equal to x. Hence, logθ n
mn
→ 0,
and ∫
d(x,K)dµn = θ
rn ≤ θmn+12 rn = o(θmn). (29)
Step 4. We verify that there is Nγ > 0 such that when n ≥ Nγ
ν{x ∈ X : d(x, Ln) ≥ θmn} > γ (30)
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for every invariant measure ν ∈M(T ) with hν(T ) ≥ 2γhtop(T ), where
Ln := supp(µn), (31)
0 < θ < min{e0, λ, e0Lip(T )−1}, (32)
λ is introduced in Definition 2, and e0 is specified in Remark 3.
This is the Claim 4.5 in [11].
Step 5. Define a sequence of functions {fn}n≥1 ⊂ Cr(X,R).
For Ln specified in (31), the function d(x, Ln) is Lipschitz with Lipschitz con-
stant 1. By [1], there is a C∞ function f˜n(x) satisfying that
|d(x, Ln)− f˜n(x)| < γθmn+
1
2
rn and Lip(f˜n) ≤ 1 + 1
n
,
where rn and mn are introduced in (27) and (28), respectively.
Define
fn(x) = f(x)− βf˜n(x), n ≥ 1,
where β is sufficiently small positive constant such that fn ∈ U and U is specified
in Step 2, since f ∈ Cr(X,R), f˜n ∈ C∞(X,R), and X is compact.
It follows from (30) that for sufficiently large n,∫
d(x, Ln)dν ≥ θmnν({x ∈ X : d(x, Ln) ≥ θmn}) ≥ γθmn
for all ν ∈M(T ) with h(ν) ≥ 2γ htop(T ).
By Step 3, ∫
d(x,K)dµn = θ
rn ≤ θmn+12 rn.
So, we can choose sufficiently large n such that
β
∫
d(x, Ln)dν − 2βγθmn+
1
2
rn > C
∫
d(x,K)dµn
for every ν ∈M(T ) with h(ν) ≥ 2γ htop(T ).
Hence, one has∫
fndν =
∫
(f − βd(x, Ln))dν +
∫
(βd(x, Ln)− βf˜n(x))dν
≤
∫
fdν − β
∫
d(x, Ln)dν + β
∫
|d(x, Ln)− f˜n(x)|dν
≤− α(f)− β
∫
d(x, Ln)dν + βγθ
mn+
1
2
rn
<− α(f)− C
∫
d(x,K)dµn − βγθmn+
1
2
rn ≤
∫
fdµn − βγθmn+
1
2
rn
=
∫
(fn + βf˜n)dµn − βγθmn+
1
2
rn
=
∫
fndµn +
∫
βd(x, Ln)dµn +
∫
(βf˜n − βd(x, Ln))dµn − βγθmn+
1
2
rn
≤
∫
fndµn + β
∫
|f˜n − d(x, Ln)|dµn − βγθmn+
1
2
rn
≤
∫
fndµn ≤ −α(fn).
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That is,
∫
fndν < −α(fn). So, for ν ∈ M(T ) with hν(T ) ≥ 2γ htop(T ), then
ν 6∈ Mmax(fn), implying that fn ∈ Eγ ∩ U .
Therefore, Eγ is open and dense in Cr(X,R). This completes the whole proof.
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