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1. INTR~OUCTI~N 
Let 0 be a bounded open set in R” whose boundary I’ consists of two 
parts, I-,, and f, , with I-, # 0 and relatively open in K Given T > 0 and 
FE L*(T, x (0, T)), define u(x, t) as the solution to the following boundary 
value problem: 
in Q X [0, T], (1.1) 
24(x, t) = 0 on r, x [O, T], (1.3) 
au(x, t) + P $ (x, t) = F(x, t) on z-,x [O, T]. (1.4) 
In the last equality, r is the unit outward normal to rl and a, /3 are 
constants with a* +/I’ > 0, a/3 > 0. As is customary, the attainable set is 
defined as 
Let m be a positive integer, H”(Q) be the Sobolev space on R of order m, 
and 
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It was proved by Russell [6] that J&. is dense in H&(Q) X L*(R) if i%2 is 
sufficiently smooth and T is large enough, depending on 0 and ri. This fact 
asserts that the control system (1.1~( 1.4) with controls FE L’(r, X (0, T)) 
is approximately controllable. Exact controllability, which is the subject of 
the present paper, is concerned with the question of explicit determination of 
MT. 
When f,, = 0, one knows that .Mr 2 H*(R) x H’(R) for every T larger 
than the diameter of J2 (Russell 171, Lagnese 141). It is even true that 
.r/, 3 H’(R) x L2(Q) for certain specific regions (Graham and Russell 131). 
The situation is considerably more complicated when r, # 0. In this case 
.M’~ seems to be very dependent on the geometry of To. For example, it has 
been proved by Russell (81 that Hr 1 H;“(0) x H&(a) for all sufficiently 
large T whenever the pair (Q, r,) is “star complemented.” This means that Q 
is contained in the exterior of an open, star-shaped region Q* such that 
I-,, c cm”. Under a somewhat stronger condition on ZJ one has 
.Q$ 3 H;,,(Q) x L*(Q) (Chen [ 11). On the other hand, Fattorini [2] has 
shown (if a = 0 in (1.4) and au/& = 0 on r, x [0, T]) that &r can contain 
only very smooth functions when 0 is a parallelepipedon and rl one of its 
faces, a configuration which just misses satisfying the star complemented 
condition. Whether or not the star complemented condition (or something 
like it) is necessary for controllability in H;,(Q) X L’(0) remains an 
intriguing open question, although there is some evidence to suggest that it is 
IS. 91. 
In this paper we shall consider the question of exact controllability of the 
system (1.1 t( 1.4) with n = 3 in non-star complemented regions having the 
following properties: (i) RUT, is contained in an open sphere S, (ii) 
r, c aS, and (iii) a does not contain the center of S. For example, R may 
be the region between two concentric spheres with control applied on the 
surface of the inner sphere. Our purpose is twofold: to identify a dense subset 
of H;,(R) x L*(Q) which is contained in &T for suitably large T, and to 
develop a procedure for the construction of corresponding control functions. 
To describe the situation a little more precisely, we first of all arrange 
things so that S is the unit ball centered at the origin. Let 
6 = inf(l]x]l ]x E 41. 
We shall show that for each T > 2, .Mrma contains all pairs (uO, v,,) in which 
u,, and u0 are finite sums of spherical harmonics with sufficiently smooth 
coefficients depending on r = I/xl/ vanishing at r = 1. Because of the time 
reversibility of the wave equation, it is sufficient to show that each such 
initial state (uO, u,,) in R can be steered to the zero state in Q in time T - 6 
by means of a control FE L’(r, X (0, 7)). Given such an initial state, the 
construction of an admissible control proceeds as follows. The state (u,,, u,,) 
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is extended to a pair (U,, V,) of functions defined on R3 and vanishing on 
I/xl] = 1. We then consider the initial value problem for the 3-dimensional 
wave equation with data (U,, V,) and construct a solution which, for each 
t E (0, T], is singular at x = 0. It is shown that one may choose the extension 
(U,,, V,,) so that the corresponding singular solution V(X, t) vanishes on 
I/x(] = 1, t > 0, and satisfies 
u(x, T) = 2 (x, T) = 0 in 0 < /lx]] < 2. (l-5) 
It follows from (1.5) that 
t,(x,T--S)=f$c,T-S)=O in R. 
Thus, to obtain a solution to the control problem, we need only define u(x, t) 
to be the restriction of U(X, t) to d x [0, T - 61 and F the restriction of 
au + /?(a~@) to r, x [0, T - 61. 
The construction of the extension (U,, V,) involves only the solutions to 
certain ordinary linear differential equations with constant coeflicients and to 
some finite dimensional linear control problems. Moreover, the procedure is 
stable in the sense that the map (zQ,, v,,) + (U,, V,) is continuous in suitable 
topologies. 
We remark that this approach to the control problem necessitates the 
introduction of singular solutions to the wave equation. Indeed, because of 
conservation of energy, there can be no solution U(X, t) which is regular in 
S x [O, T], vanishes on [lx]] = 1, t > 0, and satisfies u(x, 7’) = 
(au/at)(x, q = 0 in S, unless the initial state vanishes in S. 
2. PRELIMINARIES 
Written in spherical coordinates, the 3-dimensional wave equation is 
a2u a2u 2au 1 -=- 
at2 ar2 
+ ---+ yZLe.8U, 
r ar P-1) 
where 
b,mU 
1 a2u 1 a &I 
= 77+ -- sin 4 ae sin4 a# ( sin 4 % 1 * 
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If we look for a solution of (2.1) in the separated form u = U(r, t) Y(0, #), 
then U and Y’must satisfy 
L,,, Y(R 4) = -we, 41, 
a=u a=u 2 au cu -=- 
at2 it+’ +;z-r’ 
(2.2) 
(2.3) 
for some constant C. Equation (2.2) has nontrivial periodic (in e), regular 
solutions only for 
C=C,=k(k+ l), k = 0, l,..., 
and for each such C,, (2.2) has exactly 2k + 1 such linearly independent 
solutions Ykm(r3, #), m = 1, 2 ,..., 2k + 1. These are surface spherical 
harmonics of degree k. After suitable normalization, the collection 
{Ykm(&~)lk=O, l,...; m= 1, 2 ,..., 2k+ 1) 
is known to form a Hilbert basis for L’((0, 27~) X (0, x)) with respect to the 
measure sin @d8d#. 
We substitute C, for C and write (2.3) as 
$(rU) = [-$-- k(krT ‘) ] (rU) 
= (-f+T)($-y) (rU). 
(2*4), 
Multiply the last equality by a/h - (k + 1)/r to obtain 
-$ ($-F) (rU) 
= (&y)(&+y)(~$-F) (rU), 
which is the same as 
-$[r(-i$-S)Lr]=[&-(k+1f~k+2)][r(~-~) U]. (2.5) 
From (2.4), and (2.5) it follows that if U, is a solution of (2.4),, then 
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is a solution of (2.4),+, . (This observation is essentially one of the 
“correspondence principles” of Weinstein [lo].) In particular, 
LEMMA 2.1. If U, is a suflciently smooth solution of (2.4), in a region 
A, then 
u,= [ (pjL)($+) . . . $1 U. 
satisfies (2.4), in A, k = 1, 2 ,... . 
Define differential operators LF by Lf = 1, 
L’:= (f-!jL)($-!f2) . . . L& k = 1, 2,... . 
If F(r) is a smooth function, then 
Lk w k 
r 
i 1 
- = r 
r L ‘Jkr 
-j-lp-j)(r), 
j=O 
where the cjk are constants with cok = 1. An inductive argument shows 
for k> 1, 
and, therefore, 
C kk = (-I)k g. 
(2.6) 
(2.7) 
that 
3. SOLUTION TO THE CONTROL PROBLEM 
Let R be a bounded, open set in R3 with boundary r= r. U r, . We 
suppose that I-, is of class C* and, as described in Section 1, that 
aur,d= {~lll~ll< I), r, c as, 
and 0 k? a. The case of interest is when r. contains a relatively open subset 
of as, and we henceforth assume this. Let u,(x), uo(x) be functions defined in 
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a satisfying uO(x) = uO(x) = 0 on r,. It is assumed that u,, and u0 are 
restrictions to 4 of functions in S of the form 
K 2ktl 
(3.1) 
I( 2ktl 
(3.2) 
where K < +co and 
4, E C’(lO~ 1 I), G, E W[O, 1 I>. 
The condition u. = u. = 0 on r. requires that 
(3.3) 
U;,(l)=v;,(l)=o (3.4) 
for k = 0, l,..., K; m = 1, 2 ,..., 2k + 1. The collection of pairs (u,, no) which 
satisfies (3.lt(3.4) is dense in H;,(Q) x L’(R). 
Choose E > 0 so small that {x] (] x]] ,< 2s) does not intersect a, and let 
@ E P(R) satisfy 0 < @ < 1, Q(r) = 0 on ]r] < E, @J(r) = 1 on ]r] > 2s. Let 
@LTl 9 fii,) be defined in 0 < r < 1 as solutions to the problems 
m;mw = Q(r) &&-), O<r<l, (3.5) 
Jq %??(r) = @p(r) &&9, O<r<l, (3.6) 
(&J”‘(l) = &J”‘(l) = 0, j = 0, 1,. ., k - 1. (3.7) 
Condition (3.7) is imposed only if k > 1, and in this case (3.5)-(3.7) can be 
solved with the aid of (2.6) and there results 
2.$,(r) = 
(-l)k ’ 
r 2k-‘(k- l)! or 
@’ - r*)k-‘p’ k Gyp) u;,(p) dp, 
O<r<l, (3.8) 
with an analogous expression for fiim(r). Note that (3.8) is regular at r = 0 
and defines a function u^z,,, E Ckt *([O, l]), which, at r = 1, vanishes together 
with its derivatives up to and including order k (since u:,( 1) = 0). Similarly, 
z$!, E Ck “([O, 11) and has a zero of order k + 1 at r = 1. 
Now let q,,,, e:, b e smooth (this will be made precise below) extensions 
to R of u:,,,, t?;,,, , respectively, and set 
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G,(r) = a/&>? CL&-) = rf%h9. 
Then okkm satisfies (2.4), in 1 rl > 0, t > 0, as well as 
” 
ir,,(r, 0) = QJr), “i- (r, 0) = cm(r), r # 0. 
The key to our results is the following lemma. 
LEMMA 3.1. For each T > 2, extensions G,,,(r) and c,,,(r) of rtiz,(r) 
and ruY),,(r), respectively, can be chosen so that 
q, E ck+ ‘(R) n ck+ *(R - ( 1 )), v”,, E ck+ l(R), 
@‘;&j,,)(l, t> = O, O<t<T, (3.9) 
aoktn 
~k,,,(r9 T> = - at (r, Cl = 0, O<r<2. (3.10) 
We will see that (I&,)(k+2) may have at most a jump discontinuity at 
r = 1. Having so chosen (u”,,, v”,,), set 
Ukm(r, t) = (L,k ir,,)(r, t). 
Then U,, E C*((R - (0)) x [O, co)) except, possibly, along the lines 
r k t = 1, where jump discontinuities in the second derivatives may occur. In 
particular, U,, E Z&((R - {O}) x [0, co)). By Lemma2.1 we may assert 
that U,, satisfies (2.4), in 1 rl > 0, t > 0, except possibly on r f t = 1. 
Utilizing (3.5), (3.6), (3.9), and (3.10), we see that U,,,, also satisfies 
$+(r,O)=L:[+(r,O)] =&Jr), 2e<r< 1, 
Now set 
u,,,,( l, t) = 0, O<t<T, 
Ukm(rp T) = y? (r, T) = 0, O<r<2. 
R 2k+l 
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This function is of class C* and satisfies the 3-dimensional wave equation in 
lixl/ > 0, t > 0, except possibly on the characteristic surfaces [(XII & t = I, 
where jumps in the second derivatives may occur. This solution assumes the 
initial data (uO, VJ in 2~ < llxll < 1, vanishes on llxll = 1, t > 0, and satisfies 
u(x, T) = g (x, T) = 0 in 0 < llxll ,< 2. (3.11) 
If u is the restriction of v to 4 x [0, T- 61 and F the restriction 
of CIU +/3(&l&) to r, x [0, T-S], then uE C’(nx [0, T-s])n 
H*(b x [ 0, T - 6 I) satisfies 
g-A,u=o a.e. in Q x [0, T- 61, 
u(x, 0) = uo(x), E (x, 0) = q)(x) in 0, 
24(x, t) = 0 on r, x [0, T - 61, 
au+B$;=F on I-, x [0, T-S], 
U(X, T--6)=$(x, T-S)=0 in a, (3.12) 
where 
6 = inf{llxll Ix E 4}. 
(Equation (3.12) follows from (3.11) and the backwards uniqueness of 
solutions to the wave equation.) We may therefore assert 
THEOREM. For each T > 2 - 6, the attainable set L&T contains all pairs 
(uo, uo) of the form (3.1)--(3.4). 
Remark. The presence of discontinuities in the second derivatives of u 
(hence, of u) across llxll + t = 1 is to be expected unless further restrictions 
are placed on the initial data (u,,, uJ. In fact, if these did not occur, the 
vanishing of u on llxll= 1, t > 0, would require the compatibility condition 
d,u, =0 on I/XII = 1. This is equivalent to (when u,=O on llxll = 1) 
(uz,)” + (2/r)(ui,)’ = 0 on r = 1 
for k = 0, l,..., K; m = 1,2 ,..., 2k + 1. Conversely, if these additional 
conditions hold, one can prove that each q,,, E Ck+*(R); hence the second 
derivatives of u will be everywhere continuous in 11 XII > 0, t > 0. 
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Proof of Lemma 3.1. The construction will be carried out only for k > 0 
since it is similar, but much simpler, if k = 0. One necessarily has 
G,(r) = 4,(r), CL(r) = $,(r>, O<r<l, (3.13) 
and from (3.7) and (3.4k(3.6), 
(qm)‘-“( 1 -) = (E,)“‘( 1 -) = 0, j = 0, I,... , k. (3.14) 
Equation (3.9) requires that (see (2.7)) 
k cik[(U&$-.~)(l + t) + (u”,,)‘“--i’( 1 - t) 
j=O 
+(fl,)+j)(l +t)-(@J-“(1 -t)] =o, O<t<T, (3.15) 
where 
WO,mw = f CUP> 40. 
0 
Also, (3.10) will hold if and only if 
UOk,,@ + r) + u”,,(r - T) + Wk,(r + T) - flm(r - T) = 0, 
O<r<2, (3.16) 
and 
(l&J (r + 2") - (l&J' (r - T) + c,,Jr + T) + c,(r - T) = 0, 
O<r<2. (3.17) 
Equation (3.16) implies 
<%J (r + T) + <~,,J’ (r - T) + c,,,<r + T) - VOk,(r - T) = 0, 
Ogr<2. (3.18) 
Conversely, if (3.15) holds, then (3.18) implies (3.16). In fact, (3.18) implies 
that the left member of (3.16) is a constant C, depending on T. Applying LF 
to each side (after dividing by r) gives 
(-1)“<2k)Ic = i Cjkrk-j 
2kk! = j=. 
[(v”,,)‘“-“(r + T) + (t$,J’“-“(r - T) 
+ ( w”km>‘k-J’<r + T) - ( W&)(k-J)(r - 731, 
O<r<2; 
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hence C,- = 0 since the right side of the last equality vanishes when Y = 1. 
Thus (3.15)-(3.17) (hence (3.9) and (3.10)) are equivalent to (3.15), (3.17), 
and (3.18), that is, to (3.15) and 
Cu”,,)’ (r + T) = - Gm(r + T), O<r<2, (3.19) 
(GA)’ (r - T)= CL(r- 79, O<r<2. (3.20) 
Now (3.15) will hold if the function 
fkm(r) = 5 c~~(~J!J(~-~)( 1 + r) 
j=O 
is odd and if 
fj cik( @,)‘” -j)( 1 + r) 
j=O 
(3.21) 
is even in -T < r < T. The latter condition is equivalent to the oddness of 
g&r) = i cik( ~',)'"p"( 1 + r) 
j=O 
(3.22) 
in -T < r < T. With these observations, the extended functions Q,,,, I$,, are 
obtained as follows. 
The values of&,,(r), gkm(r) are determined in -1 <r < 0 from (3.13), 
(3.21), and (3.22). Note that (3.14) implies that f,,(O -) =g,,(O -) = 0. 
The requirement that these functions be odd then uniquely determines their 
values in O<r<l. Since $,,ECk+*([O,l]) and z$!,,,ECkt’([O,lj), we 
may conclude that fkm E C’([-1, l]), g,, E C’([-1, l]), and thatyLf,‘, exists 
and is continuous on [-1, l] except, possibly, at r = 0, where a jump may 
occur. The values of p,,(r) and e,(r) on 1 < r < 2 are obtained by 
integrating (3.21) and (3.22), respectively, on 0 < r< 1 subject to the initial 
conditions 
(q,)“‘(l +)=(VO,,)“‘(l +)=O, j=O, l,..., k- 1. 
The resulting solutions extend fl,, Pkrn to [0,2] as functions of class 
Cki ‘( [0, 21). In addition, (L$,,,)(k+2) is continuous on [0,2] except, possibly, 
at r= 1, where a jump may occur. 
At this point it is convenient to go to vector notation, and we set 
xkm = ‘km = 
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Then (3.21) and (3.22) take the form 
&,( 1 + r> = A$,,( 1 + r) f bfkm(r), 
&,,(l + r) = A, y,,(l + r) + b&,(r). 
Since X,,( 1) = Y,,(l) = 0, one has 
x,,,,( 1 +r) = ,-r d-P’Akbf,,@) dp  
-0 
Ykm( 1 + r) = Jr e+P)Akbgkm@) dp 
0 
for -1 <r< 1. 
We now extendf,,(r) and gkm(r) from ] t-1 < 1 to 1 rl< T 
that the following conditions are satisfied: 
- 1 in such a way 
T- 11)~ gkmE (I) fk,,,EC*([l-T, T-I]-{0})f1C’([l-T, 
C’([l -T, T- l]), and each function is odd in (r] < T - 1. 
(II) X,,(l + r) and Ykm(l + r), defined by (3.24) and (3.25), respec- 
tively, in 1 r( < T - 1, satisfy 
b= 
(3.23) 
(3.24) 
(3.25) 
2$(T) = -Y$,y‘)(T), j= 1, 2, 3, (3.26) 
XtA(2 - T) = Yf; I)( 2 - T), j= 1,2, 3. (3.27) 
Suppose for the moment that such extensions exist. Extend g,, to an odd 
C’(R) function and define Y,,(l + r) by (3.25) in Irl> T - 1. This 
definition extends Y,,(l + r) outside of It-1 < T- 1 to a C’(R) function 
satisfying (3.23). Define 
Xkm(r> = - f Ykm@) & + xk,(T)3 r> T, (3.28) 
T 
Xkm(r> =ir yknh)) b + xk,(2 - r>, r<2-T. (3.29) 
2-T 
Equations (3.28) and (3.29) define an extension of X,,(l + r) outside of 
1 rl< T- 1 which, in view of (3.26) and (3.27), is of class 
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C*(R) n C3(R - (0)). Now extend fkm to a C’(R) n C*(R - {O)) function by 
setting 
.L?(rj = b*FG,(l + 9 -A,X,,(l + r>l, Irl > T- 1, 
where b* is the transpose of 6. We claim that fkm is an odd function on R. In 
fact, using (3.28), (3.29) one calculates for r > T - 1 
I I 
rt I 
f,Ar) = b” -Y/(& + 1) + A, YAP) 4 - A,X,,(T) 
T I 
= ,‘j* 
I 
-YdT) - b j--, g,,(p) 4 - 4X,,(T)] 
=f,mV- lj- ir g/m@) 4’3 r>T-1. (3.30) 
MT-1 
Similarly, if r < 1 - T, 
Y,,(2-T)+b ’ 
.i am,@) 4 -A,AS - T) 1-T I 
=f,m(l - r> + ir g,,(P) dp, r< 1-T. 
-1-T 
(3.31) 
Comparing (3.30) and (3.3 l), noting that fkm(T - 1 j = -f,,( 1 - 7’j and that 
s 
r 
g/m@) 4 =I ,;; em@) 4, T-1 
we see that &Jr-) = -Sk,,,-r), 1 r 1 > T - 1. 
The oddness of fkm(r) and gkm(r) assures that (3.15) is satisfied, and 
(3.26t(3.29) imply that both (3.19) and (3.20) hold. Therefore, to complete 
the proof, it remains to show thatf,,, g,, can be constructed so as to satisfy 
(I) and (II) above. In order to do this, we first obtain necessary conditions 
for the existence of such extensions. 
Thus suppose fk,,,(r), gkm(r) can be extended from 1 r 1 ,< 1 to / r 1 < T - 1 in 
such a way that (I) and (II) hold. Using the oddness of these functions, the 
conditions 
4mm = --y/mKh Tm(2 - r) = y/A2 - T> 
409/7712-4 
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imply 
1 
T-l 
e ppAkb(gk,@) + Akfkm@)) dp + e”pT)ak bfkm(T- 1) 
1 
I 
I 
=- e -PAkmkAP) + &fk,@>> 43 
0 
I 
T-1 
ePAkb(gk,@> -Akfkm@)) dp + ecTp’)‘” bfkm(T- 1) 
I 
I 
=- 
I’ ePAWgkm@) - Akfkm@)) dp. 0 
(3.32) 
(3.33) 
The further conditions 
imply 
g:(T) = -q;“(T), j= 2, 3, 
while 
f;,(T- 1) + g,,(T- 1) =f;,,,(T- 1) + gb,(T- 1) = 0, (3.34) 
imply 
x$2 - T) = Yy’(2 - T), j = 2,3, 
fhn(l - T) - g,,(l - r> =fb(l - T) -&Al - T) = 0. (3.35) 
However, if fkm and g,, are odd, (3.34) and (3.35) are equivalent. 
As a partial converse, suppose fkm and g,, satisfy (I) and (3.32~(3.34). 
Let X,,(l + r), Y,,(l + r) be defined by (3.24) and (3.25), respectively, in 
2 - T< r < T. Then (3.26) and (3.27) are satisfied. Thus, to satisfy both (I) 
and (II), we try to find two functions&(r), gkm(r) in 1 < r Q T - 1 which 
are of class C2 and C’, respectively, which satisfy (3.32-3.34), and for which 
fYi(l +) =f”‘(l -) km 3 j=O, 1,2, 
(3.36) 
gy;< 1 +) = g”’ (1 -) km 7 j=O, 1. (3.37) 
We then define 
fkm(r) = -fkm(-rh gkmW = -gkA-4, 1-T<r<--1. (3.38) 
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Since fk,,(r), gkm(r) are already odd functions in 1 r] Q 1 of the appropriate 
smoothness, their extensions to ] r] < T - 1 so defined satisfy (I) and (II). 
Equations (3.32) and (3.33) can be put in more convenient, equivalent 
forms by writing 
e*‘T-“Ak &,,(T- 1) = 10rP’ f [eipak bf,,@)] dp. 
This leads to the equations 
I T-1 eepAk bhkm@) 4 = - 1: ePAk b(fL,&) + gk,@)) dp, (3.39) 1 
‘-’ e~Ak I; b /m@) dp = @Aa b(f;,@) - gkm@)) dp, (3.40) 
I 
where 
h,, =f in, f gk, 3 
likm =.f ;, - gk,* 
In order to solve (3.32~(3.34), (3.36), and (3.37) for &,(r), gkm(r), 
1 < r < T - 1, we look for functions hkm(r), K&r), defined in 1 < r < T - 1, 
which satisfy (3.39), (3.40) and 
hk,,,, r;,, E C’([, T- 111, 
h,,(l) =f;,(l-> +g,,(l-), 
k,,(l) =fb,(l-1 +&n(l-1, 
~km(l) =f;,(l-) - gk,(l-)~ 
J;kAl) =fb(l-) -&l(l-)~ 
h,,(T- 1) = h;,(T- 1) = 0. 
Having such functions in hand, define 
fkm(r) =fkAl-1 + k Jr [hkm@) + &,@>I dp, l<r<T-1, 
1 
gkmW = i Ihkm(r) - /;,,<r>l, l<r<T-1. 
(3.41) 
These last two definitions, together with (3.38), yield extensions of&(r), 
g&r) to (r( < T - 1 satisfying (I) and (II). 
378 JOHN LAGNESE 
Now (3.39) is exactly a control problem for the linear system 
Z;, = A, Z,, + bh,, (3.42) 
on the interval [ 1, T - 11. For matrices A, of the form we are dealing with, it 
is well known that (3.42) is completely controllable; that is, given any T > 2, 
Z” E Rk, Z’ E Rk, there is a function h,, which transfers system (3.42) from 
(1, Z”) to (T - 1, Z’). Since we have placed no a priori bounds on the 
control h,, , we may select it from P([ 1, T- 11) if we wish. Thus 
h,, E P([ 1, T - I]) may be selected to satisfy (3.39). However, h,, must 
also satisfy the auxiliary conditions listed in (3.41). The existence of such a 
control follows from 
LEMMA 3.2. Let A be a k x k matrix and suppose that the system 
Z’=AZ+bh (3.43) 
is completely controllable. Suppose T > 2, Z’ E Rk and hj E R are given, 
i=O, 1; j=O, l,..., p-l, where p> 1. Then there is a control 
h E P([l, T- I]) which transfers system (3.43)from (1, Z”) to (T- 1, Z’) 
and satisfies 
h”‘(l) = h? J’ h”‘(T- 1) = h! J’ j = 0, 1 ,..., p - 1. 
Similarly a control /;,, E P([ 1, T- 11) can be found satisfying (3.40) 
and the relevant conditions in (3.41) since the system 
p;,,, = -A,.f,, + blik,,, 
is completely controllable. 
Proof of Lemma 3.2. Complete controllability of (3.43) is equivalent to 
the well-known rank condition: 
Rank[bAb ... Ak-‘b] = k. (3.44) 
Consider the system 
Z’=AZ+bh,, 
h’, = h,, 
&=A,+,, 
where h, ,..., h,, , are scalar functions. We view this as a control system in 
Rk’!’ in which the state is 
Z! = [Z*h, ‘.. h,]* 
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(* = transpose) and the control is h,, 1. As such it may be written 
.P=az+6hp+,, (3.45) 
where 
is a (k +p) X (k + p) matrix, 
6= [O 0 “’ 0 I]* E Rk+p 
and Zpp, is the (p - 1) x (p - 1) identity matrix. Equation (3.45) is 
completely controllable if and only if the matrix 
[L&J /p+P-‘q 
is nonsingular. But this matrix (after reversing the order of the first p 
columns) is exactly 
[ 
0 b Ab Ak-‘b 
z, 0 0 “’ 0 1 
and therefore has rank k +p in view of (3.44). Thus there is a control 
h pt i E C’YIL T- 11) which transfers the system from (1, 2”) to 
(T - 1, .Z!‘), where T > 2 and To, 2’ are arbitrary in Rkfp. This conclusion is 
equivalent to that of the lemma upon choosing h E h, . 
Without going into details, we remark that a careful examination of the 
proof of Lemma 3.1 shows that the construction of (CI&, v”,,) can be 
carried out in such a way that (U&, , qm) depends linearly on (&, , vz,) and 
satities 
< ck suP [i(““k,?$“(r>i + I(UOkm)‘j’(r>l 1 
O<r<l 
.j=O,l 
for certain constants C,. From this one may conclude 
sup (x.r)Erlxlo.rl 
IF(x, t>l < 2;, ,S.yl Il~“~o(X)l + I~“~o(4ll. a, XES 
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