Let FEAS R denote the problem of deciding whether a given system of polynomial equations has a real root or not. We give a new, nearly tight threshold for when m is large enough to make FEAS R be NP-hard for input a single n-variate polynomial with exactly m monomial terms. We also outline a connection between the complexity of FEAS R , the topology of A A A-discriminants, and triangulations of finite point sets. (The A-discriminant contains all known resultants as special cases, and the latter objects are central in algorithmic algebraic geometry.) With this motivation, we then conclude by studying some new cases of A-discriminants whose vanishing can be decided within the polynomial hierarchy. This includes the detection of (a) multiple roots for sparse univariate polynomials and (b) degenerate points on certain "fewnomial" hypersurfaces. Along the way, we also derive new quantitative bounds on the real zero sets of n-variate (n + 2)-nomials. ⋆
Introduction and Main Results
Let FEAS R -a.k.a. the real feasibility problem -denote the problem of deciding whether a given system of polynomial equations with integer coefficients has a real root or not. While FEAS R is arguably the most fundamental problem of real algebraic geometry, our current knowledge of its computational complexity is surprisingly coarse. This is a pity, for in addition to numerous practical applications [BGV03] , FEAS R is also an important motivation behind effectivity estimates for the Real Nullstellensatz (e.g., [Ste74, Sch00] ), the quantitative study of sums of squares [Ble04] , and their connection to semidefinite programming [Par03] .
So we give a new threshold for when m is large enough to make FEAS R be NP-hard for input a single n-variate polynomial with exactly m monomial terms (Theorem 1 below). This is a highly relevant problem for, as we will see below, there is still a serious gap in our knowledge of the role of sparsity in algebraic complexity. We then derive a new bound on the number of connected components of the real zero set of an n-variate polynomial with exactly n + 2 monomial terms (Theorem 2 below), and state some consequences of our complexity threshold for systems of multivariate polynomial equations and amoeba theory (Corollary 1 below). We also highlight an intriguing connection between FEAS R , A A A-discriminants, and triangulations of point sets (Lemma 1 of Section 1.1 below). The A-discriminant, recalled in Definition 2 of Section 1.1 below, includes the toric resultant and all classical resultants as special cases [GKZ94] . So we conclude by studying some new cases of A-discriminants whose vanishing can be decided within the polynomial hierarchy (Theorem 3 of Section 1.1 below).
Theorem 1 Let f (x) := m i=1 c i x ai ∈ Z[x 1 , . . . , x n ] where x ai := x a1i 1 · · · x ani n , c i = 0 for all i, and the a i are distinct. We call such an f an n n n-variate m m mnomial (with integer coefficients) and we call {a 1 , . . . , a m } the support of f . Also, let FEAS * R (resp. FEAS + R ) denote the obvious analogue of FEAS R where we restrict to roots in (R * ) n := (R\{0}) n (resp. the positive orthant R n + ). Then, restricting to inputs consisting of a single polynomial, and measuring the size of f , size(f ), as the total number of decimal digits in the c i and a i,j , we have: 1. FEAS R is NP-hard for the family of n-variate m-nomials with m ≥ 6n + 6. 2. FEAS R ∈ NP, FEAS * R ∈ P, and FEAS + R ∈ P, each for the family of nvariate m-nomials with m ≤ n + 1 and support affinely generating R n . 1 The affine generation hypothesis in Assertion (2) of Theorem 1 is mild and in fact necessary (cf. Cor. 2 of Sec. 2 below).
Example 1 Theorem 1 implies that one can decide -for any a, b, c ∈ R and D ∈ N -whether a + bx 999 + cx 73 z + dy D has a root in (R * ) 3 , using a number of bit operations polynomial in log(D) + log(abc). The best previous results (from modern quantifier elimination methods over the reals [BPR03] ) would yield a bound polynomial in D + log(abc). ⋄
Remarks 1
The best previous threshold in the direction of Theorem 1 appears to have been NP-hardness of FEAS R for those n-variate m-nomials with m = Ω(n 3 ). We do not know a reference explicitly stating this lower bound but it can be derived routinely from now standard reductions (e.g., [RY05, discussion preceding Thm. 2] ). Note also that n-variate quadratic polynomials are a special case of n-variate m-nomials with m = O(n 2 ). We are unaware of any earlier explicit statement that FEAS R ∈ NP for m = O(n). ⋄ Remarks 2 While it has been known since the late 1980's that FEAS R ∈ PSPACE [Can88] , it is already unknown whether FEAS R ∈ NP for univariate tetranomials (i.e., 4-nomials) or whether FEAS R is NP-hard for n-variate polynomials for some particular fixed n [LM01, RY05] . The role of sparsity in complexity bounds for univariate real feasibility is thus already far from trivial. ⋄ High dimensional quantitative results over R of course shape the kind of high dimensional algorithms we can find over R. In particular, Khovanski's famous Theorem on Real Fewnomials implies a bound depending only on m and n, and independent of the degree, for the number of connected components of the real zero set of any n-variate m-nomial [Kho91] . More recently, his bound has been improved from 2 O(m 2 ) n O(n) n O(m) in the smooth case [Kho91, Sec. 3.14, Cor. 5] to 2 O(m 2 ) 2 O(n) n O(m) in complete generality [LRW03, Cor. 2]. For nvariate (n + 2)-nomials with support in "general position" (a mild and natural assumption thanks to Corollary 2 of Section 2 below), we can make the following dramatic improvement.
Theorem 2 Let f be any n-variate m-nomial with m ≤ n+2 and support affinely generating R n , and let Z + (f ) denote the zero set of f in R n + . Then Z + (f ) has no more than n compact connected components, and no more than 2n non-compact connected components. Furthermore, if Z + (f ) is smooth, then Z + (f ) has no more than ⌊n/2⌋ compact connected components.
Daniel Perrucci has derived sharper bounds for n-variate 4-nomials, which overlap the special case n = 2 of Theorem 2 above [Per05] . Also, Bertrand, Bihan, and Sottile proved a result which (after some additional work) implies a looser bound of 2n + 1 for the number of compact connected components in R n , under some additional assumptions on the support [BBS05] . A reader familiar with Theorems 2 and 3 of the earlier paper [LRW03] could easily derive a still looser bound of O(n 2 ) for the number of compact connected components in R n + . The only earlier bound appears to be 2 O(n 2 ) , for the smooth case [Kho91, Sec. 3.14, Cor. 5].
So, unlike algebraic geometry over C, large degree is potentially less of a complexity bottleneck over R. Considering the ubiquity of sparse real polynomial systems in engineering, algorithmic speed-ups in broader generality via sparsity are thus of the utmost interest. Furthemore, in view of the complexity threshold of Theorem 1, randomization appears to be the next key step if we are to have a sufficiently general algorithmic fewnomial theory.
To state some additional implications of Theorem 1, let us recall the notion of an amoeba -an object that will later also help us build bridges between FEAS R , discriminants, and triangulations.
Definition 1 For any f ∈ C[x 1 , . . . , x n ], we define its (Archimedean) amoeba to be Amoeba(f ) :
Amoeba theory, and its non-Archimedean analogues [Kap00] (a.k.a. tropical geometric methods), have recently proven quite important in phylogenetics [PS04] , algorithmic number theory [Roj02, Roj04] , and enumerative algebraic geometry [Mik04] , to name but a few areas. In particular, computing the topology of amoebae, and even drawing them, leads to many intriguing algorithmic questions [The04] . The proof of Theorem 1 then easily yields the following corollary.
Corollary 1 Each of the following problems is NP-hard:
intersects a coordinate hyperplane. 3. FEAS R , restricted to n×n polynomial systems consisting of linear trinomials and quadratic binomials (n varying).
Since the last tractable case of FEAS R for input a single n-variate m-nomial appears (as of early 2005) to be m = n + 1, we propose the following conjecture to address the cases m ≥ n + 2.
Sharp Threshold Conjecture. For any fixed k, FEAS + R ∈ P for input a single n-variate (n + k)-nomial. Also, for any fixed ε > 0, FEAS R is NP-hard for input a single n-variate m-nomial with m ≥ (1 + ε)n. In particular, n is part of the input size in both assertions.
The authors are currently finding many families of n-variate (n + 2)-nomials for which FEAS + R ∈ P. We give some theoretical evidence in favor of the Sharp Threshold Conjecture at the end of Section 1.1 below. To set the stage, let us first see an example motivating the connection between FEAS R , the topology of discriminant varieties, and triangulations.
Example 2 From high school algebra, we know that when f (x) := a + bx + cx 2 has no repeated roots, f has either 0 or 2 real roots, according as b 2 − 4ac is negative or positive. Note however that the real zero set, W ⊂ R 3 , of b 2 − 4ac can be identified with the collection of all quadratic polynomials possessing a degenerate root. Furthermore, W is equivalent (under a linear change of variables over Q) to a double cone, and thus has exactly 2 2 2 connected components in its complement. These 2 2 2 components correspond exactly to those quadratic polynomials possessing either 0 or 2 real roots. Finally, note that the support of f is {0, 1, 2} and this set admits exactly 2 2 2 triangulations with vertices in {0, 1, 2}: They are 0 2 and 2 1 0 . ⋄
Triangulations, and the Topology and Complexity of A-Discriminants
Our last example was a special case of a much more general invariant attached to spaces of sparse multivariate polynomials.
Definition 2 Given any A = {a 1 , . . . , a m } ⊂ Z n of cardinality m, and given the polynomial , . For convenience, we will usually write ∆ A (f ) in place of ∆(c 1 , . . . , c m ). ⋄ Example 3 If we take A := {(0, 0), . . . , (d, 0), (0, 1), . . . , (e, 1)} then ∆ A (a 0 , . . . , a d , b 0 , . . . , b e ) is exactly the classical Sylvester resultant of the univariate polynomials a 0 + · · · + a d x d and b 0 + · · · + b e x e . This is a special case of a more general construction which shows that any multivariate toric resultant can be obtained as a suitable A-discriminant [GKZ94, The Cayley Trick, Prop. 1.7, pp. 274]. Toric resultants in turn are central in the best current algorithms for the analogue of FEAS R over C and numerically solving multivariate systems of polynomial equations [MP98, Roj00] . ⋄ As further evidence of the links between FEAS R and discriminants, observe that those supports A admitting FEAS R ∈ NP currently appear to coincide with A-discriminants whose vanishing is detectable in P. First recall that
Recall also that A ⊂ R n is a circuit iff A is affinely dependent, but every proper subset of A is affinely independent. 3 Finally, we say that A is a degenerate circuit iff A contains a point a and a proper subset B such that A \ a is affinely independent and B is a circuit. For instance, and are respectively a circuit and a degenerate circuit.
Example 4 (Simplices and Degenerate Circuits) The
A-discriminant turns out to be identically 1 for A that are (1) affinely independent or (2) a degenerate circuit. (There are other examples but for brevity's sake we will not deal with them here.) This is because polynomials with such supports never have degenerate roots in (C * ) n . Feasibility for Case (1) is then in P thanks to Assertion (2) of Theorem 1. ⋄ Example 5 (n-variate Quadratics) Let e i denote the i th standard basis vector of R n , and let A := {u + v | u, v ∈ {e 1 , . . . , e n }}. Then f (x) = a∈A c a x a is a general, homogeneous (n + 1)-variate quadratic polynomial, and an exercise in Cramer's Rule for linear equations yields ∆ A (f ) as an (n + 1)-variate n + 1 2 nomial, evaluated at an n-tuple of determinants of n × n matrices with entries chosen from {c a | a ∈ A}. In particular, via now standard methods circumventing the coefficient explosion of Gaussian elimination (e.g., [BCSS98, Ch. 15, ), ∆ A (f ) can be evaluated in P. An interesting coincidence is then that FEAS R ∈ P for input a single homogeneous quadratic polynomial [Bar93] . 4 ⋄ Curiously, the currently known algorithms for FEAS R underlying these cases are rather disimilar, and none makes use of the A-discriminant.
Let ADISCVAN (resp. ADISCSIGN) denote the problem of deciding whether ∆ A vanishes (resp. determining the sign of ∆ A ) for a given polynomial with integer coefficients and support equal to A. Clearly, ADISCSIGN is at least as hard as ADISCVAN.
Theorem 3 For input polynomials with support A, we have... 1. ADISCVAN ∈ AM when A ⊂ Z. 2. For fixed n, ADISCSIGN ∈P when A affinely generates R n and #A≤ n + 2.
Recall that AM is the Arthur-Merlin class and AM ⊆ coRP NP ⊆ · · · ⊆ PSPACE [BM88]. Assertion (1) thus gives a strong positive answer to a question raised by Karpinski and Shparlinski toward the end of [KS99] : "Can one decide, in PSPACE, whether a univariate sparse polynomial is square-free?" We will see later in Section 3 how Assertions (2)-(3) allows us to make some key steps toward faster algorithms for FEAS + R , for input an n-variate (n+2)-nomial. In particular, Assertion (3) does not follow from earlier work on quantifier elimination (e.g., [Can88, BPR03] ) because for fixed n these earlier algorithms already have complexity exponential in our notion of size.
Recall that the branching complexity of a computational problem is the minimum number of decision nodes required by any algebraic computation tree implementing its solution (see, e.g., [Sma87] and [BCSS98, Ch. 16]). The Adiscriminant can then be used to justify the Sharp Threshold Conjecture as follows:
Lemma 1. Let B(A) denote the branching complexity of FEAS R for input a single polynomial with support A and smooth zero set in (R * ) n , C(A) the number of unbounded connected components of the zero set of ∆ A in (R * ) n , and T (A) the number of triangulations of A that are induced by liftings. Then
. Also, for any k, n ∈ N, there is an A ⊂ Z n with n + k points and T (A) ≥ n Ω(k) . Finally, T (A) = O(n 4 ) for any A ⊂ Z n that affinely generates R n and has ≤ n + 4 points.
The appellation involving liftings is a natural and necessary technical restriction requiring that the underyling triangulation be the projection of the lower hull of a polytope in R n+1 with vertices a convex, piecewise-linear function of points in A (see, e.g., [GKZ94, Ch. 7]). Such triangulations are also known as projective, coherent, or regular, depending on whether one is reading literature in toroidal geometry or combinatorics.
Our main results are proved mostly in Section 3, after the development of some necessary theory in Section 2 below. We sketch the proof of Lemma 1 in the Appendix, where the proofs missing from Section 3 are collected.
Background and Ancillary Results
Let us first recall a very useful and simple change of variables.
Definition 3 For any ring R, let R m×n denote the set of m×n matrices with entries in R. For any A = [a ij ] ∈ R n×n and x = (x 1 , . . . , x n ), we define the formal expression x A := (x a11 1 · · · x an1 n , . . . , x a1n 1 · · · x ann n ). We call x A a monomial change of variables. Also, for any y := (y 1 , . . . , y n ), we let xy := (x 1 y 1 , . . . , x n y n ). Finally, let GL n (Z) denote the set of all matrices in Z n×n with determinant ±1 (the set of unimodular matrices). ⋄ Proposition 1 For any A, B ∈ R n×n , we have the formal identity (xy) AB = (x A ) B (y A ) B . Also, if det A = 0, then the function u A (x) := x A is an analytic automorphism of R n + , preserving smooth points and singular points of zero sets of analytic functions. Finally, A ∈ GL n (Z) implies that u −1 (R n + ) = R n + and that u maps distinct open orthants of R n to distinct open orthants of R n .
We will also need a particular matrix factorization to put our m-nomials into a useful normal form. Sto98] For any A = [a ij ] ∈ Z n×n , the Hermite and Smith factorizations of M exist uniquely, and can be computed within O(n 4 log 3 (n max i,j |a ij |)) bit operations. Furthermore, in the notation of Definition 4, the entries of U, V , S, and H all have bit size O(n 3 log 2 (2n + max i,j |a ij |)).
As a consequence, we can now easily see why the affine generation hypothesis of Theorem 1 is mild and necessary.
Corollary 2 Given any n-variate m-nomial f with support not affinely generating R n , we can find (within P) a U ∈ GL n (Z) such that g(x) := f (x U ) is an n ′ -variate m-nomial with support affinely generating R n ′ , n ′ < n; and g has a root in (R * ) n ′ iff f has a root in (R * ) n . Moreover, there is an absolute constant c such that size(g) = O(size(f ) c ).
The proof follows immediately from the Hermite factorization of A. That n+1 or more exponents chosen randomly from Z n will result in an affinely independent set with high probability follows easily from the fact that a random n × n matrix has nonzero determinant with high probability, thanks to Schwartz's Lemma [Sch80] .
To prove Theorem 1, we will also need some efficient tricks for deciding the existence of roots in (R * ) n and R n + .
x ai . Also let A be the n × n matrix whose columns are a 1 , . . . , a n . Then 1. f has a root in R n + iff k < n. 2. f has a root in (R * ) n iff [k < n or the rank (over Z/2Z) of the mod 2 reduction of A is positive.]
The preceding lemma is proved in the Appendix. While it may appear to be rather narrow, it actually deals with a canonical form that any n-variate (n + 1)nomial can be converted into by composing a rescaling with a monomial change of variables. This is the crux of our proof of Theorem 1.
The Proofs of Our Main Results
The Proof of Theorem 1:
Assertion (2): First note that f has a nonzero constant term iff f does not have O as a root, and this can be checked within 1 bit operation. So we can assume f has a nonzero constant term and thus, if f has a root in R n , this root must lie in some coordinate subspace L of minimal (positive) dimension. By our hypotheses, on L ∩ (R * ) n the polynomial f will restrict to an n ′ -variate m ′ -nomial with m ′ ≤ n ′ +1 and affinely independent support. We can thus certify the existence of a real root for f by exhibiting an L with L ∩ (R * ) n containing a root of f . Clearly then, for the family of n-variate (n + 1)-nomials with affinely independent support, FEAS R ∈ NP provided FEAS * R ∈ P. By permuting the a i , and dividing by a suitable nonzero constant, we can assume the constant term of f is c n+1 = 1. Letting A be the matrix whose columns are a 1 , . . . , a n , our affine independence assumption then clearly implies that det A = 0. Next, by permuting coordinates as necessary, and via the change of variables
x
From here, Assertion (2) of Lemma 3 tells us that deciding the positivity of the (Z/2Z)-rank of the mod 2 reduction of A (which can be done in P via Gaussian elimination) suffices to decide the existence of roots for f in (R * ) n . So FEAS * R ∈ P. That FEAS + R ∈ P is immediate from Assertion (1) of Lemma 3 and the reduction we just used in the last two paragraphs.
Assertion (1): By a result of Plaisted [Pla84, Thm. 5.1, pg. 133], it is NP-hard to decide if a univariate m-nomial has a root on the complex unit circle. So it suffices to reduce problems of this form to instances of FEAS R with input an n-variate m-nomial with m ≤ 6n + 6.
Toward this end, let g(z) := m i=1 c i z ai be a univariate m-nomial. We can then easily convert g to a system of quadratic binomials and linear trinomial equations via the Shor normal form. This construction, detailed further in the Appendix, was surely known before Shor and easily gives us a system of equations G, involving exactly N ′ polynomials in N ′ variables, . Now note that z = x + iy and w = u + iv for x, y, u, v ∈ R implies that the real and imaginary parts of zw are respectively ux − vy and uy + vx. So G can be replaced by a new system H = (h 1 , . . . , h N ′′ ), still consisting of quadratic binomials and linear trinomials, with exactly N ′′ := 2N ′ variables. In particular, we see that g(z) = 0, with x = Re(z) and y = Im(z), iff H has (X 1 , Y 1 , . . . , X N ′′ , Y N ′′ ) as a real root and (X 1 , Y 1 ) = (x, y).
To conclude, note that f (X, Y ) := h 2 1 (X, Y )+· · ·+h 2 N ′′ (X, Y )+(X 2 1 +Y 2 1 −1) 2 is an n-variate m-nomial with n = N ′′ and m ≤ 6n + 6. (Since the square of a trinomial has no more than 6 monomial terms.) In particular, f has a real root iff H has a real root (X 1 , Y 1 , . . . , X N ′′ , Y N ′′ ) with X 1 + iY 1 lying on the unit circle iff g has a root on the unit circle. So we are done.
The Proof of Theorem 2:
Let A be the support of f . First note that if m ≤ n + 1 then, just as in the second paragraph of the proof of Theorem 1, we can combine a rescaling and a monomial change of variables to obtain the linear function g(x) = 1 + x 1 + · · · + x k − x k+1 − · · · − x ℓ , with ℓ ≤ n and Z + (g) and Z + (f ) diffeomorphic. The only key difference here is that we allow rational exponents in our monomial change of variables, but this presents no problem since we are working in R n + . It is then clear that for such an f , Z + (f ) is either empty or consists of a single non-compact connected component.
So let us assume m = n + 2. Then A is clearly either a circuit or a degenerate circuit. In the latter case, it is then easy to see that we can combine a rescaling and a monomial change of variables to obtain a function g(x) = 1 + x 1 + · · · + x k − x k+1 − · · · − x n + cx b , with Z + (g) and Z + (f ) diffeomorphic, c ∈ R, and b = (b 1 , . . . , b n ) ∈ Q n such that b 1 = 0. (This is because such a change of variables is the same as finding an affine transformation that maps our degenerate circuit so that O ∈ A and its distinguished point a is exactly (1, 0, . . . , 0).) It is then clear that Z + (g) is the same as the portion of the graph of the function
Since any connected component of Z + (g) is thus connected via a path to a connected component of Z + (g(0, x 2 , . . . , x n )) ⊆ R n−1 + , we are then reduced to the case an (n − 1)-variate (n + 1)-nomial, and by induction we are done.
So the only case left is the case where A is a circuit. This case is slightly more technical so we refer the reader to the Appendix.
The Proof of Corollary 1:
Assertion (1): First note that O ∈ Amoeba(f ) iff f vanishes at a point x in {z ∈ C n | |z i | = 1 for all i}. [Pla84, Thm. 5.1, pg. 133] then tells us that the special case n = 1 is already NP-hard. That NP-hardness persists for each n > 1 is clear, since we can either take an input f ∈ Z[x 1 ] or an input of the form f (x 1 ) · · · f (x n ). Assertion (2): The NP-hardness of the special case n = 1 follows immediately from Assertion (1). NP-hardness persists for each n > 1 just as in the proof of Assertion (1). Assertion (3): This follows immediately from the first reduction in the proof of Assertion (1) of Theorem 1.
The Proof of Theorem 3:
Assertion (1): For brevity's sake, we present the proof in the Appendix. Assertion (2): By [GKZ94, Prop. 1.8, Pg. 274], we can express the A-discriminant of any circuit A = {a 1 , . . . , a n+2 } as a binomial as follows: First, without loss of generality, we can assume that a 1 . . . , a n generate Z n as a lattice by substituting y = x U for some suitable U ∈ Z n×n if necessary, via Proposition 1. In particular, Lemma 2 tells us that any increase we so induce in the bit-size of A is polynomial in the bit size of A. We then let m = (m 1 , . . . , m n+2 ) ∈ Z n be the unique vector such that (a) the coordinates of m have greatest common divisor 1, (b) n+2 i=1 m i a i = O, and (c) n+2 i=1 m i = 0. We can find m in P via the Smith normal form, and one in fact has |m i | := Vol(Conv(A \ {a i }) for all i [GKZ94, Pg. 274], provided one normalizes volume so that Vol(Conv{O, e 1 , . . . , e n }) = 1. Finally, assume without loss of generality (permuting the a i if necessary) that m i > 0 for all i ∈ {1, . . . , k} and m i < 0 for all i ∈ {k + 1, . . . , n + 2}.
We then have that ∆ A (c 1 , . . . , c n+2 ) is exactly
Note also that the bit sizes of the m i are polynomial in the bit sizes of the a i , via the Hadamard determinant inequality. It then follows easily from recursive squaring that evaluating ∆ A (c 1 , . . . , c n+2 ) for real (c 1 , . . . , c n+2 ) lies in the complexity class 5 P = R . Theorem 9 of [Koi93] then tells us that the Boolean part of P = R is contained in BPP. For the problem over R we are examining, this means that ADISCVAN ∈ BPP and we are done. Assertion (3): Rearranging our formula for ∆ A from our proof of Assertion (2) and taking logs, it clearly suffices to decide the sign of an expression of the form
Via Baker's Lemma (cf. the Appendix), it clearly suffices to approximate the above expression to an absolute accuracy of E := 1 3 · (M C) −(32(n+2)) 400(n+2) C log C where M := max{4, m 1 , . . . , m n+2 } and C := log 2n+4 max{4, c 1 , . . . , c n+2 }. The latter can then be done by approximating log c i and log m i to accuracy 1 + α 1 + · · · + α n > 0, so there can be no roots for f in R n + . Taking the inverse implication, suppose k < n. Then we can set α :=
to obtain 1 + α 1 + · · · + α k − α k+1 − · · · − α n = 0. So if we can solve x A = α over R n + , we will have found a root in R n + for f . Proposition 1 tells us that we can indeed, so we are done.
We now focus on Assertion (2). Letting y := x U , note that
thanks to Proposition 1. So we'll be able to find a root in (R * ) n for f iff (♥) There are α, y ∈ (R * ) n with y S = α V and 1+α 1 +· · ·+α k −α k+1 −· · ·−α n = 0.
Let us now separately prove the two directions of the equivalence in Assertion (2): (⇐=): If k < n then Assertion (1) tells us that f in fact has a root in R n + . So assume k = n. Note that the mod 2 reduction of A having positive (Z/2Z)-rank implies that s 1,1 is odd, since left and right multiplication by matrices in GL n (Z) preserves (Z/2Z)-rank, and s 1,1 |s 2,2 | · · · |s n,n . (Indeed, the mod 2 reduction of a matrix in GL n (Z) is invertible mod 2.) Now take α to be a permutation of the vector
such that sign(α V ) = (−1, 1, . . . , 1), j < n is the number of positive α i , and α i > 0 ⇐⇒ α i = 1. (Proposition 1 guarantees that this can be done since V ∈ GL n (Z).) Clearly then, y S = α V has a solution in (R * ) n and thus, by (♥) and our choice of α, f indeed has a root in (R * ) n .
(=⇒): Taking the contrapositive, suppose that k = n and that the mod 2 reduction of A has (Z/2Z)-rank 0. Then, since left and right multiplication by matrices in GL n (Z) preserves (Z/2Z)-rank, s 1 , . . . , s n must be even. We then obtain, via Proposition 1, that y S = α V has no roots in (R * ) n unless α ∈ R n + . But then α ∈ R n + implies that 1 + α 1 + · · · + α n > 0, so there can be no roots for f in (R * ) n .
The Use of Shor Normal Form in the Proof of Assertion (1) of Theorem 1:
Recalling the notation of our proof of Theorem 1 from Section 2, note that z a can be expressed as an SLP of length O(log a), via the standard trick of recursive squaring. Clearly then, z a = Z N where
(1) . . .
, and the intermediate equations are of the form Z j = Z 2 j−1 or Z k = Z j Z i for some i, j < k. Moreover, note that g(z) = 0 iff the following trinomial system has a root:
. . .
So, combining m systems of the form (1), and then substituting them into (2), we clearly obtain that g(z) = 0 iff a system of linear trinomials and quadratic binomials -which we'll call G -has a root (Z 1 , . . . , Z N , W 1 , . . . , W m−1 ) with Z 1 = z. In particular, the number of variables and the number of equations are both exactly N ′ := N + m − 1.
To complete our proof of Theorem 2, we will need some results dealing with the behavior of real zero sets at infinity. In what follows we are allowing real exponents.
Definition 5 The Newton polytope of f , Newt(f ), is the convex hull of the support of f . Also, for any w = (w 1 , . . . , w n ) ∈ R n , the initial term polynomial of f (x) = a∈A c a x a with respect to the weight w is In w (f ) := 
where N w denotes the number of connected components of Z + (In w (f )).
The initial term polynomials above are also known as face polynomials, or face functions when the exponents are non-integral.
Proof of the Circuit Case of Theorem 2: To handle this case, let us first count the non-compact components. By Theorem 4, it is enough to count the number of connected components of the Z + (In w (f )). Since A is a circuit, Newt(f ) = Conv(A) clearly has no more than 2n facets, and every proper face of Conv(A) has affinely independent vertex set. Thus, by the case m ≤ n + 1 that we already proved, the facet functions each automatically have smooth zero sets which are either empty or consist of a single connected component. So Theorem 4 directly implies that Z + (f ) has no more than 2n non-compact connected components.
To conclude, let us now count the number of compact connected components of Z + (f ) in the circuit case. Toward this end, observe that we can clearly assume via Proposition 1 and Lemma 2 that f (x) = 1 + x 1 + x a2 + · · · + x a k − x a k+1 − · · · − x an + cx b , for some c ∈ R and b ∈ Z n . Then by [LRW03, Lemma 12], we can assume further (possibly by employing another monomial change of variables and a permutation of coordinates) that (a) the critical points of x 1 : Z + (f ) −→ R are non-degenerate, (b) the level sets of x 1 in R n + contain no connected components of Z + (f ) other than isolated points, and (c) the matrix whose columns are the last n − 1 coordinates of a 2 , . . . , a n is nonsingular.
Our concern with critical points has an important motivation: on any compact connected component of Z + (f ) that is not an isolated point, x 1 will have at least two extrema, thanks to condition (b). (This accounts for the improvement of our bound by a factor of 2 when Z + (f ) is smooth, for then there are no isolated points.) Moreover, distinct components contribute distinct critical values for h, thanks to condition (a). So the bound on the number of compact connected components we seek reduces to bounding the number of critical points of x 1 on Z + (f ). These points are then nothing more than the roots in R n + of the following n × n polynomial system:
1 + x 1 + x a2 + · · · + x a k − x a k−1 − · · · − x an + cx b a 2,2 x a2 + · · · + a 2,k x a k − a 2,k−1 x a k−1 − · · · − a 2,n x an + b 1 cx b . . . a n,2 x a2 + · · · + a n,k x a k − a n,k−1 x a k−1 − · · · − a n,n x an + b n cx b , where (a 1,i , . . . , a n,i ) = a i for all i. By our earlier assumptions, we can then use Gaussian elimination to get the equivalent system (x b , x a2 , . . . , x an ) = (γ + γ ′ x 1 , γ 2 + γ ′ 2 x 1 , . . . , γ n + γ ′ n x 1 ) for some real constants γ i , γ ′ i . Now, since A (which contains O by assumption) is a circuit, there must be m 1 , . . . , m n+1 ∈ R * with m 1 a 1 + · · · + m n a n + m n+1 b = 0. Putting all our equations together, this implies that any critical value t of x 1 on Z + (f ) must satisfy t m1 (γ 2 + γ ′ 2 t) m2 · · · (γ n + γ ′ n t) mn (γ n+1 + γ ′ n+1 t) mn+1 = 1. Taking logs and rearranging, it is then clear that t must satisfy an equation of the form
(for some c i , d i > 0 and α i , α ′ i , β i , β ′ i ∈ R), along with the constraints that all the arguments to the logs be positive. Such an equation is a special case of a more general class of equations studied in Lemma 2 of Section 3 of [LRW03] . In particular, the special case m = 2 of the aforementioned result gives exactly an upper bound of n for the number of t in (♠), so we are done.
Remark 1 The eliminant (♠) above was also derived and used in a related context in [BBS05] . Of course, it should be observed that the existence of such a simple eliminant is equivalent to the fact that the A-discriminant is a binomial (as detailed in our proof of Theorem 3 and observed earlier in [GKZ94, Prop. 1.8, Pg. 274] ) when A is a circuit. ⋄
