Abstract. This paper deals with typical problems that arise when using wavelets in numerical analysis applications. The rst part involves the construction of quadrature formulae for the calculation of inner products of smooth functions and scaling functions. Several types of quadratures are discussed and compared for di erent classes of wavelets. Since their construction using monomials is ill-conditioned, also a modi ed, well-conditioned construction using Chebyshev polynomials is presented. The second part of the paper deals with pointwise asymptotic error expansions of wavelet approximations of smooth functions. They are used to to derive asymptotic interpolating properties of the wavelet approximation and to construct a convergence acceleration algorithm. This is illustrated with numerical examples.
1. Introduction. 1.1. Multiresolution analysis. We will brie y review wavelets and multiresolution analysis. For detailed treatments, one can consult 4, 8, 16, 18] . A multiresolution analysis of L 2 (R) is de ned as a set of closed subspaces V j with j 2 Z that exhibit the following properties:
1. V j V j+1 , The set of functions f' j;l (x) j l 2 Zg with ' j;l (x) = 2 j=2 '(2 j x ? l), is a Riesz basis of V j . A complement space of V j in V j+1 is denoted by W j , so V j+1 = V j W j , and consequently The set of wavelet functions f j;l (x) j l; j 2 Zg, with j;l (x) = 2 j=2 (2 j x ? l), is now a Riesz basis of L 2 (R).
In the case of an orthogonal multiresolution analysis, the set of functions f' j;l (x) j l 2 Zg is an orthonormal basis of V j and the set f j;l (x) j j; l 2 Zg is an orthonormal basis of L 2 (R). The orthogonal projection operators onto V j and W j , denoted as P j and Q j respectively, can then be written as P j f(x) = X l h f; ' j;l i ' j;l (x) and Q j f(x) = X l h f; j;l i j;l (x):
In the biorthogonal case, dual functions' j;l (x) = 2 j=2' (2 j x ? l) and~ j;l (x) = 2 j=2~ (2 j x ? l) exist such that h ' j;l ;' j;l 0 i = l?l 0 and h j;l ;~ j 0 ;l 0 i = j?j 0 l?l 0 for j; j 0 ; l; l 0 2 Z:
The projection operators now can be written as When applied recursively, these formulae de ne a transformation, the fast wavelet transform 16, 17] . Examples:. Several families of orthogonal wavelets exist and are described in 2, 15, 18] . A well known example of orthogonal wavelets with compact support was constructed by Ingrid Daubechies in 7] . Compactly supported biorthogonal wavelets are described in 5]. The wavelets constructed in 4, 22] are semi-orthogonal wavelets, which means that the wavelets that belong to one subspace W j are not orthogonal but the subspaces W j are still mutually orthogonal. The scaling functions and wavelets are compactly supported splines, but the dual functions do not have compact support. kf(x) ? P n f(x)k = O(h N ) with h = 2 ?n :
(1.11)
The conditions (1.8) are usually referred to as the Strang{Fix conditions.
1.3. Contents of the paper. This paper deals with typical problems that arise when using wavelets in numerical analysis applications. Section 2 adresses constructions of quadrature formulae to approximate the inner products h f(x);'(2 j x ? l)i .
We discuss and compare the accuracy of di erent quadrature formulae for several types of wavelets.
In section 3 we develop pointwise asymptotic expansions for the error f(x) ? P n f(x) in powers of h, with h = 2 ?n . We show how the expansion can be used to derive asymptotic interpolation properties and to accelerate the convergence. Also we point out a simple trick to improve the accuracy of the rst term of the expansion.
2. Quadrature formulae. 2.1. General idea. The idea of a quadrature formula is to nd weights w k and abscissae x k such that
Definition 2.1. The degree of accuracy of a quadrature formula is q if it yields the exact result for every polynomial of degree less than or equal to q.
The degree of accuracy determines the convergence order as follows: if f(x) belongs to C q+1 , then n;l ? 2 ?n=2 Q f(2 ?n x)] n;l = O(h q+1 ) with h = 2 ?n :
This can easily be seen using the Taylor expansion. It also follows from Peano's theorem in 10]. Note that we do not impose any regularity conditions on '(x). The number of abscissae r determines the e ciency of a quadrature formula since the number of function evaluations and algebraic operations is proportional to r. The quadrature formula is usually constructed by demanding that
which leads to an algebraic system. In case the abscissae x k are xed, this system is linear in the unknowns w k . More e cient quadrature formula can be constructed by also treating the abscissae as unknowns, cf. Gauss quadrature formulae.
In connection with a multiresolution analysis, the quadrature formula will be used at a xed, nest level n to approximate the n;l . The coe cients on the coarser levels j;l and j;l with j < n, can then be calculated using the fast wavelet transform. Note that this implies that the error will be O(2 ?n(q+1) ) for all coe cients, independent of their level j. The abscissae should be chosen equidistant because in some applications the function f(x) is only known at equidistant abscissae and because then quadrature formulae for neighboring coe cients can share common points. Therefore we let the abscissae be of the form k2 ?s + , where is an unknown.
Comparing equations (1.11) and (2.2), we see that the degree of accuracy should be at least equal to N ?1, otherwise the quadrature formula will ruin the convergence order of the wavelet approximation.
Trapezoidal rule.
A simple quadrature formula is the trapezoidal rule, where
In general the application of this rule is limited because it only has a degree of accuracy equal to 1. Here however, the following preposition holds: This easily seen from equation (1.9) for x = 0. The trapezoidal rule can be used in a multiresolution analysis. However in general it is not very e cient. In case '(x) is not compactly supported, the sum in (2.3) has to be broken of which usually leads to a large number of abscissae. But also when ' is compactly supported, this formula is not really e cient: the Daubechies' orthogonal scaling functions have a support length of 2N ? 1, such that r = 2N ? 2 = 2q while even with xed abscissae we can achieve r = q + 1. Only in the case of cardinal B-splines, the trapezoidal rule is useful because here r = N ? 1 = q. We can see that the continuous function a(x) will in a way \follow" the discrete samples a l . The quadrature formula can help us to nd a relationship between the function a(x) and the discrete samples a i . Indeed, using the biorthogonal notation, p h a l = h a;' n;l i and h a;' n;
This means that a(x) satis es a quasi-interpolating property. Here t = 2 in general, t = 3 for orthogonal wavelets and t = N for coi ets. Secondly, one can consider the samples a l as function evaluations, a l = f(hl). This corresponds to the one point quadrature formula with x 1 = 0. Then the following theorem is important:
This theorem states that taking function evaluations as coe cients results in approximating a di erent functionf n (x) = P l '(l) f(x? hl) with an error of O(h N ).
This function can be seen as a \blurred" version of f(x) as '(l) is a low pass lter. Now,f n (x) will converge to f(x) for n ! 1 since P k '(k) = 1. However, in general this convergence is only O(h). In the case of the coi ets we see from (2.5) that f n (x) = f(x) + O(h N ). The range of the shift is determined by the requirement that no abscissae should fall outside the integration interval. In order to have a non-zero range for the shift , the parameters r and s should be chosen such that (r ? 1)2 s < L. This technique to construct quadrature formulae is also used in 3] but there the shift is given a xed value.
Since there are r + 1 unknowns f ; w 1 ; : : : ; w r g, one can try to achieve a degree of accuracy r. This results in the following system which is nonlinear in the unknown , The value of the shift can be determined using the product polynomial (x). This polynomial is de ned as
where p i ( ) is a polynomial of degree r ? i. Since the degree of accuracy is r, the quadrature formula gives the exact result for the product polynomial (x) so
The latter expression is a polynomial of degree r in . For the quadrature formula to exist, ?( ) must have a root in the interval (r ? 1)2 s ? L; 0]. However, the existence of such a root is not theoretically guaranteed. If there is no root in this interval, an arbitrary value for must be chosen and one degree of accuracy is lost. Once is determined, the weights are the solution of the linear system formed by r equations of (2.6). In order to construct ?( ) we write The coe cients p i;j are symmetric (p i;j = p j;i ) since the product polynomial is symmetric in and x and can be found as p (r) i;j where 
The new system can be written as
The solution procedure is similar to the one in the previous section. We construct a polynomial ? ( ), written as a linear combination of Chebyshev polynomials, and try to nd a root in the appropriate interval. In order to construct ? ( ) we write An algorithm for the calculation of the q i;j = q (r) i;j can be found by identifying the coe cients of the Chebyshev polynomials of equal degree in x and in in (2.8) and (2.9). It is given in appendix A.
The condition number of the system for the construction of the same Q 13 formula as in the previous section is now 1:10 3 ! The roots of the polynomial ?( ) can be found as the eigenvalues of its Chebyshev companion matrix. The e ects of an orthogonal basis on the condition of the roots of a polynomial is discussed in 13]. It is stated there that the interval of orthogonality should contain the roots of interest. This condition is satis ed in most cases here.
2.5.3. Calculation of the modi ed moments.. It is possible to calculate the modi ed moment as a linear combination of the monomial moments using the coe cients of the Chebyshev polynomials. However, a considerable loss of signi cant digits will occur since these coe cients tend to be large and di erent in sign. The condition would essentially be as bad as in the construction of the previous section. We need a formula to calculate the modi ed moments directly. We know that
In order to nd a recursion formula, we write this last, shifted and dilated Chebyshev polynomial as a sum of Chebyshev polynomials of degree less than or equal to p, 
Numerical tests show this to be a stable recursion formula. The w (p) i (k) can be calculated recursively. We will use the notation w 
The algorithm can be found by identifying the coe cients of the Chebyshev polynomials of equal degree in (2.10) and (2.11). It is given in appendix A.
2.6. Numerical results. When calculating the coe cients at a level n with a quadrature formula, one usually wants to avoid evaluating (or \sampling") the function f(x) at abscissae with spacing smaller then 2 ?n . This means that s 0. For a certain r, one wants the maximal s so the abscissae spread out over the whole integration interval. The maximal s, within the requirement that (r ? 1)2 s < L, however corresponds to the smallest admittance interval for . As mentioned above, there is no theoretical certainty that a quadrature formula with degree of accuracy r exists. If for a formula with s > 0 no can be found, one can always try to nd a formula with spacing 2 s?1 .
We constructed quadrature formulae for the Daubechies' orthogonal scaling functions and veri ed that formulae Q r with 2 r 2N ? 1 exist for 2 N 10. For r = 2, one of the weights is always zero and we return to the one point formula. In 9 of these 90 formulae, no could be found for the maximal value of s and s was taken one smaller. This was in most cases for r = N. The weights of these formulae can vary in sign, but their absolute value does not grow too large when the number of points increases.
We compare now di erent quadrature formulae in a practical example. We construct several multiresolution trees, each with coarsest level 0 and nest level n, and this for several n. We compare each time 0;0 . Notice however that the error is of the same order in the whole multiresolution tree.
As an example we take for '(x) the Daubechies orthogonal scaling function with N = 3, f(x) = sin(x) and
We compare the one point formula, Q 5 , Q 10 (with s = ?1 applied at level n?1), and the trapezoidal rule. The total number of evaluations is then respectively 5:2 n ? 4, 5:2 n , 5:2 n and 5:2 n ? 1. We also use a formula Q 5 were was given a xed value equal to ?1=2. The results are given in table 2.1. They show that for su ciently di erentiable functions f(x), it is useful to search for the optimal value of the shift .
3. Asymptotic error expansions. 3.1. General idea. In the second part of the paper we study pointwise asymptotic error expansions. De ne therefore the error of the wavelet approximation as E n f(x) = f(x) ? P n f(x); and note that
The general idea is to rst construct an expansion for Q n and then apply this formula to nd the expansion for E n . For simplicity we assume that the wavelets are orthogonal and compactly supported.
3.2. Construction of error expansions. We know Q n f(x) = X l n;l (2 n x ? l); with n;l = 2 n h f(y); (2 n y ? l) i (3.2) We suppose that f(x) 2 C N+1 with f (l) (x) bounded for l N + 1. In the sequel we will always have h = 2 ?n . We also suppose that the support of (x) is A; B] with A; B 2 Z. In formula (3.2) both x and y belong to I n;l = h(A + l); h(B + l)] and consequently jx ? yj Lh with L = B ? A. We also suppose that AB 0 such that hl 2 I n;l . For n xed, at most L + 1 functions n;l (x) are non-zero at x, namely the ones with 2 n x ? B l 2 n x ? A. We can follow two strategies. First, using the Taylor formula around hl, we can write
with between hl and hl + hz
with j n;l j max 2I n;l jf (N+M+1) ( )j N+M+1 :
Here j is de ned as
with jK n j (L + 1) max j ?xj L=2 n jf (N+M+1) ( )j N+M+1 0 :
Since the upper bound (3.4) of jK n+i j cannot grow as i increases, we still have a O(h N+M+1 ) term if we sum the Q n+i f(x) and thus,
The advantage of this formula is that the contributions of each subspace W n+i can be distinguished. The disadvantage is that, because of the double summation, it is not very practical to work with. Therefore we now derive a second formula using the Taylor formula around y = x in (3.2), Thus:
This formula is more practical to work with but has the disadvantage that one cannot distinguish the contributions of the di erent wavelet subspaces any more. The projection Q n f(x) belongs by de nition to W n . However, in formula (3.7) the rst term doesn't belong completely to W n . We can understand that for su ciently smooth f(x) and large n it has a big component in this space. As we will see, also the O(h N+1 ) term of (3.7) has a component in W n which can make the rst term a bad estimate of Q n f(x) and consequently the rst term of (3.9) a bad rst estimate of E n f(x). We will come back to this later.
3.3. Interpolation. It is easy to see from their de nition that p (x), p (x), and (x) are one periodic functions. So the general term consists of a power of h, the same order of derivative of f(x) and a highly oscillating factor. In this section we take a closer look at the rst term of the expansion. Therefore we rst derive some properties of 0 (x) and 0 (x). We use the notation (x) = 0 (x) and (x) = 0 (x) N!=N N . Using equation (1.2) we can obtain the following relations: In the cases we considered, it turns out that (x) and (x) have exactly two zeros as can be seen in the gures. We will denote the zeros of (x) in 0; 1) by x 1 and x 2 with x 1 < x 2 . In the sequel we will suppose that the conditions of these theorems are satis ed. Note also that N N (x) = x N ? P 0 x N : Note that j max j 6 = j min j so the oscillation is not necessarily balanced around the axis. This di erence however becomes smaller for increasing N. Theorem 3.2 now implies that the rst term of formula (3.9) will have at least 2 n+1 zeros per unit length. For su ciently small h, the approximation P n f(x) will thus interpolate the function f(x) also in roughly 2 n+1 points per unit length. Note that this is about twice the number of basis functions. The interpolation points z k with P n f(z k ) = f(z k ) satisfy asymptotically z 2k = (x 1 + k) h + O(h 2 ) and z 2k+1 = (x 2 + k) h + O(h 2 ): 3.4. Numerical extrapolation. We can use the the error expansion to accelerate the accuracy of a wavelet series with extrapolation techniques. Indeed, the multiresolution scheme consists of a number of approximations at di erent levels which can be used to estimate the components of the error expansion and eliminate them. If m is the coarsest level of the multiresolution scheme and 2 m x 2 Z, the asymptotic error expansion at x, consists of powers of h whose coe cients are independent of h due to the periodicity of j (x). This means that classical extrapolation techniques such as Richardson extrapolation become applicable. Table 3 .1 shows the results of a numerical experiment where f(x) = exp(?20 (x? 0:5) 2 ) and the wavelet used is the Daubechies wavelet with N = 2 vanishing moments. The rst column shows the the relative error of the approximation at x = 1=4 at levels n from 2 to 9. The other columns are the relative errors of the values obtained with 6.6e-05 4.2e-07 1.5e-07 1.2e-08 1.3e-09 1.6e-09 9.9e-10 -9
1.6e-05 6.2e-08 9.9e-09 3.4e-10 3.6e-11 1.6e-11 3.6e-12 3.1e-13
the following Richardson extrapolation scheme: t n;1 = P n f(1=4) for 2 n 9; and t n;j = 2 N+j?2 t n;j?1 ? t n?1;j? 1 2 N+j?2 ? 1 for 3 n 9 and n j 9:
The rst column shows a convergence of h 2 , i.e. on each level the error is roughly divided by 4. Every next column corresponds to eliminating one term of the expansion. We see that in this case simple linear combinations result in an increase from 5 to almost 13 accurate digits. This however only works for the points with 2 m x 2 Z.
In a more general setting, it is also possible to consider f as a distribution. Note that a distribution f is characterized by inner products h f; i where belongs to the class of test functions. If f is a distribution we can approximate the inner products h f; i by h P n f; i . We can use the asymptotic error expansion of the wavelet approximation to get an asymptotic error expansion for these inner products. For a certain class of test functions this error expansion will consist of powers of h whose coe cients are independent of h. This again will make Richardson extrapolation applicable.
3.5. A more accurate rst term. In this section we try to slightly modify the rst term of the error expansion (3.9) so that it becomes a more accurate estimate of E n f(x). Therefore we rst consider the case of approximating f(x) = x N+1 at level 0. Equation ( As mentioned above, this formula has the disadvantage that the components of each subspace cannot be distinguished. Therefore we will try to rewrite this formula and isolate its component in W 0 . First we group the rst two terms, In appendix B an algorithm to calculate is described. In this formula the second term has no component in W 0 . We see that in order to isolate the component in W 0 , the modulating function (in this case x) has to be shifted over a distance . We now need the following theorem. Theorem 3.3. If (x) is a periodic function with period one and r is the number of vanishing moments of (x) (x) and g(x) 2 C r , then Q n g(x) (2 n x)] = O(h r )
where h = 2 ?n . Proof. We know that Q n g(x) (2 n x)] = X l n;l (2 n x ? l); with n;l = 2 n h g(y); (2 n y) (2 n y ? l)i = h g(h (y + l)); (y) (y) i :
The proof follows from the Taylor formula.
We assume that f(x) 2 C N+2 . Then from (3.7) Q n f(x) = q 0 (x) h N + q 1 (x) h N+1 + O(h N+2 );
where q 0 (x) = f (N) (x) 0 (2 n x), q 1 (x) = f (N+1) (x) 1 (2 n x), and, from (3. The problem here is that both q 0 (x) and q 1 (x) have a component in W n . Indeed, since (x) (x) has a non vanishing integral, theorem 3.3 says that Q n q 0 (x) = O(h 0 ) and Q n q 1 (x) = O(h 0 ). We can solve this problem by grouping the components in The shift for the \most symmetric" Daubechies wavelets. In table 3.2 and 3.3 we give numerical values for in function of the number of vanishing moments both for the original Daubechies wavelets and for the \most symmetric" ones. For the original Daubechies the absolute value of the shift seems to be increasing linearly with N. As could be expected, the shift is smaller for the \most symmetric" ones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . where we look at the error in the interval 0; 1]. Figure 3 .4 shows the error E 6 f(x) obtained with a computer program calculating P 6 f(x)?f(x). The wavelet used is the Daubechies wavelet with 3 vanishing moments. One can check that the interpolating properties are satis ed. On the same gure, the envelopes (3.12) of the rst term of the expansion (3.9) are drawn dashed and the envelopes of the rst term of (3.13) are drawn solid. Figure 3 .5 shows the error E 6 f(x) using the Daubechies wavelet with 9 vanishing moments and the same envelopes. We see that the rst term of the error expansion already gives a reasonable approximation of the actual error and secondly that shifting the modulating function indeed yields more accurate results. For both these examples the inner products h f(x); ' n;l (x) i were calculated using a quadrature formula with an error of O(h 2N ) so this in uence can be neglected. 
