Automatic text summarization is the process of reducing the text content and retaining the important points of the document. Generally, there are two approaches for automatic text summarization: Extractive and Abstractive. The process of extractive based text summarization can be divided into two phases: pre-processing and processing. In this paper, we discuss some of the extractive based text summarization approaches used by researchers. We also provide the features for extractive based text summarization process. We also present the available linguistic preprocessing tools with their features, which are used for automatic text summarization. The tools and parameters useful for evaluating the generated summary are also discussed in this paper. Moreover, we explain our proposed lexical chain analysis approach, with sample generated lexical chains, for extractive based automatic text summarization. We also provide the evaluation results of our system generated summary. The proposed lexical chain analysis approach can be used to solve different text mining problems like topic classification, sentiment analysis, and summarization.
Introduction
In today's era of computerized world, the information grows at an exponential rate and it is very difficult to find the representative summary of available information. Automatic text summarization technique finds the relevant information from document or text. It reduces the time required for reading the whole document and also reduces the space needed for storing large amount of data. The automatic text summarization problem can be divided into two sub-problems, Single Document and Multi-Document [1] . The input of the single document summarization process is a single document and output is summary for the given document [2] . The multi-document summarization process takes multiple documents related to a single topic and generates summary by considering important sentences from all documents [3] .
A summary can be generated by selecting some part of original text document or can be generated by including all relevant information of the text document [2] . However, both cases provide a summary which reduces the reading time. Automatic text summarization problem can be solved using two approaches: Extractive and Abstractive [1] . An extractive text summarization extracts important sentences from the original document. Extractive approach uses statistical or linguistic features for selecting informative sentences. An abstractive text summarization recognizes the original text and re-tells it in fewer words.
Linguistic preprocessing is an initial step for generating structural representation of the document. Fig. 1 shows the pipeline architecture of an information extraction process which is available in Natural Language Processing with python [11] .
Sentence segmentation
To manipulate text at the word level, the prerequisite is to divide the text into individual sentences. Sentence segmentation [11] converts raw text into sentences, as a list of strings. Brown corpus provides the accessibility at sentence level. Following example shows the input text in form of a string and output produced by segmentation step in terms of a list of strings (segments). The segments are extracted as a list of sentences from the given document or text.
Input Text: John owns a car. It is a Toyota. Output: Segm1: John owns a car. Segm2: It is a Toyota.
Tokenization
Tokenization [12] identifies the word tokens from given sentence. Tokenization takes a list of sentences as an input and provides a list of tokens as output. Following example shows the input and output of tokenization process. Here, the tokens are the words extracted from given sentence, separated by comma.
Input 
Part of speech tagging (POS Tagging)
A part of speech tagger or POS tagger [11] analyses output of Tokenization or sequence of words, and assigns appropriate part of speech tag to each word. POS is useful in extraction of nouns, adverbs, adjective, which provide some meaningful information about text. POS tagging takes a list of tokens as input and generates a list of tuples with POS annotation. Following example shows that the POS tagger takes an input in terms of tokens and provides the output with POS annotation. In the example, NP stands for noun phrase, NNP means noun (proper, singular), VP stands for verb phrase, VBZ indicates verb in present tense (3rd person singular), DT stands for determiner, and NN indicates noun (common, singular or mass).
Entity detection
Entity detection provides the identification of predefined categories such as person, location, quantities, percentage, organizations, expressions of times, monetary values, etc [13] . The system called Name Entity Recognition (NER) provides the entity detection linguistic processing. NER system uses linguistic grammar-based techniques and also statistical model to identify the entity. Entity detection takes POS annotation tuples and provides the output in form of a tree. Here, the input is the POS annotation tuples and provides the output with NER values such as person, organization, etc.
Input: (NP (NNP John)) (VP (VBZ owns) (NP (DT a) (NN car))) (. .) Output: John->Person
Relation detection
Relation detection identifies the possible relation between two or more chunked sentences. One of the features, co-reference words, provides the link between pronouns and its corresponding nouns [14] . Co-reference chain provides a relation between two or more sentences. Co-reference is useful in replacement of the pronouns with proper nouns. Relation detection step takes a list of tree of parsed string as input and provides the list of tuples as output. The following example takes the input of parse tree and gives the relation between both sentences.
Input Text: John owns a car. It is a Toyota. (In form of parse tree) Tokenization
POS tagging
Parsing
Name Entity Recognition
Co-Reference
Apache OpenNLP
Apache OpenNLP [16] is a machine learning based toolkit for the natural language processing. Apache OpenNLP supports all preprocessing steps listed in Table 1 . The source code of Apache OpenNLP is publicly available and is written in Java.
Natural language toolkit (NLTK)
NLTK [17] is python based toolkit for natural language processing. It provides easy to use interface for over 50 corpora/dictionary and lexical resources such as WordNet. NLTK is licensed under the Apache NLTK. NLTK provides almost all NLP tasks except Relation Detection and N-gram/Bi-gram models.
Rapid miner-text processing extension
Rapid Miner [18] provides text processing extension in which, it provides some basic preprocessing tasks such as tokenization, stemming, transformation, and filtering. Usage of Rapid Miner is preferred when a supervised learning technique is used to solve the text summarization problem.
Processing in Extractive Summarization
In this section we provide a survey of processing phase of extractive based text summarization. In this section, Section 3.1 presents a survey of different techniques used for extractive based approaches for automatic text summarization. Section 3.2 provides features used by these techniques for extractive based text summarization problem.
Technique used for Extractive Based Text Summarization
The main goal of extractive based text summarization is picking out most informative sentences from the given document. Next, we present different techniques used by researchers for extractive based text summarization.
Neural networks
There are three steps in neural network based text summarization process: 1) neural network training, 2) feature fusion, and 3) sentence selection [19] . The first step provides training to neural network for recognition of the type of sentences that should be considered as summary sentences [19] . The feature fusion step has two sub steps: 1) pruning the neural network and 2) collapsing the effects of common features. The feature fusion step generalizes the important features, which must remain in the summary sentences. The sentence selection uses the improved neural network to filter the text and also for selection of only highly ranked sentences. The sentence selection step also controls the extraction of the important summary sentences [19] .
Regression to estimate feature values
Mathematical regression [20] could be a good technique for estimation of the text feature weights. The mathematical function can relate the output with the input. Regression process takes many manually summarized documents with independent input variable and also with corresponding outputs as its training data. Then, it will generate the relation between input and output. The next step is to provide the testing data to the model for evaluation of its efficiency.
Conditional random fields (CRF)
Sometimes humans create the document summary by considering the summarization as a sequence labelling problem. CRF [21] provides the label sequence 1 for summary sentence and 0 for non-summary sentence. CRF provides the labels to the sentences such that the likelihood of the whole sentence sequence is maximized. CRF provides a probabilistic framework, which has two steps: parameter estimation and feature consideration. Parameter Estimation: set of weights in a CRF is usually estimated by a maximum likelihood procedure, by maximizing the conditional log-likelihood of the labelled sequences in the training data. Various methods can be used to optimize the likelihood, including Iterative Scaling algorithms. Feature Consideration: the basic features commonly used in CRF are sentence position, sentence length, log likelihood, uppercase words, and similarity to neighbouring sentence. There are several complex features such as LSA score and HITS score, which are also used in CRF [21] .
Query based extractive approach
In query based text summarization [22] , the sentences in a given document are ranked based on the number of occurrence of terms (words or phrases). The sentences containing the query words are given higher ranks than the one which contain a single query word. The sentences with highest rank are extracted into the resultant summary with their structural context. Important sentences may be extracted from different paragraph or subparagraphs. The summary is the collection of extracted sentences. The drawback of this approach is that it also extracts some of the headings with the sentences [2] .
In Query-specific Opinion Summarization (QOS) system [22] , input is an opinion question. The system gives the summary which is related with the opinion and target described by the question. The system has several steps [23] : a question analysis and query reformulation, a latent semantic indexing based sentence scoring, sentence polarity detection, and a redundancy removal.
Term Frequency-Inverse Document Frequency (TF-IDF)
Term Frequency-Inverse Document Frequency [2] is a numerical statistic approach in which it reflects the importance of a word for a document in a collection or corpus. It is often used for weighting factor in information retrieval and text mining. The TF-IDF value increases with respect to the number of times a word appears in the document. It helps in identification of some words, which are generally more common than others. TF computes the frequency of the term in the provided document and it can be computed by Equation (1) . IDF computes the importance of the term in a document, using Equation (2). The TF-IDF value can be calculated from TF and IDF values of the term using Equation (3) . TF-IDF is mostly used to solve multi-document summarization problem. 
Latent semantic analysis (LSA)
LSA is an automatic statistical and mathematical technique. It is used for extracting and concluding relations of expected contextual usage of words in passages of discourse. It is not a traditional NLP or AI program. It does not use humanly constructed dictionaries, knowledge bases, semantic networks, and syntactic parsers. It takes parsed words as input which are defined as unique character strings.
The first step in LSA is to generate the term-document matrix [24] , which contains the rows as the unique words of documents and the columns as the documents or the paragraphs of a given document. The next step is to generate the document-document or paragraph-paragraph matrix and term-term matrix using the first term-document matrix. The generated two matrices, doc-doc matrix and term-term matrix will help in computation of the Singular Value Decomposition (SVD) matrix. SVD identifies the patterns and relationship between the terms and the provided text. The comparison of words is computed by considering the cosine value of the two vectors generated by their respective two rows. Words are related if the value is close to 1, and 0 indicates unrelated words.
LSA gets its name because of SVD, which is applied to document-word matrices; document or text groups that are semantically related to each other, even if there are no common words. Words that have same style are also in the same singular space. LSA can be applied to extract the topic-words and sentences from documents.
Lexical chain analysis for summarization
A lexical chain is a sequence of related words in semantic manner. The chain is autonomous of all the grammatical structure of the text. It is a candidate set that acquires cohesive structure of the text. A lexical chain provides the meaning that the term represents, and also provides the understanding of an unclear term. There are several lexical chain algorithms developed and used by researchers, which are listed in Table 2 . The focus of these algorithms is on the selection of candidate set. Candidate set is nothing but a set of keywords which are extracted from document.
Lexical Chain is a most effective technique for identifying semantically related concepts in text [25] . The simplest form of cohesion, relatedness between elements, is lexical cohesion. Lexical chains represent the lexical cohesion among an arbitrary number of related words. Lexical chains can be found by recognizing groups of words that are semantically related to each other. Using lexical chains in text summarization is efficient because these relations are easily identifiable within the source text, and vast knowledge bases are not necessary for computation. We can statistically compute the most important information by looking at structure of the document rather than deep semantic meaning. Lexical chain can be calculated using knowledge databases or lexical corpus, which contains terms with their proper POS tags and their associations [26] - [30] .
Features for Extractive Summarization
For selecting appropriate sentences in to generate summary, some features have to be considered. Features useful for extractive based text summarization [25] are listed here. The provided features are surveyed on English language text documents.
Sentence location feature
Generally, the first and the last sentences of the first and the last paragraph of any text document have more information. Usually the first sentence provides the information about main topic and the last sentence provide the conclusion of that paragraph. Such sentences have higher chances of getting included
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Sentence length feature
Too small and too large sentences are usually not included in summary. This feature can be found by just finding the sentence length and putting threshold value for lower and upper bound. If the summary length is enough i.e. more than 50 percent, then this feature can be avoided.
Proper noun feature
Sentences which contain the proper nouns are having greater chances for including in summary. Proper noun can be a set of collections like a person, place, city, organization, etc. This feature can be extracted by using Name Entity Recognition (NER) of Natural Language Processing (NLP).
Pronouns
Pronouns such as "it, they, etc." should not be in summary or can be replaced by its corresponding nouns. If proper noun can be identified, the pronouns can be replaced by its corresponding proper noun.
Cue-phrase feature
Sentences which contain cue-phrase are most likely to be considered in the summary. Cue-phrase words are like develop, summary, conclude, results, etc. To provide this type of feature there is at least one corpus which contains the same cue-phrase for comparison.
Font based feature
Sentences which are in bold, italic, or underlined have higher chance for sentence extraction. However, in many documents the words with this format are headings or notations for additional information.
Occurrence of non-essential information
Some words such as additionally, furthermore, etc. provide non-essential information. These words are generally occurring at the beginning of the sentence, so it is easy not to consider that sentence in summary.
These features provide linguistic and statistical information of text. There are numbers of approaches, which use these important features for summarization. We have decided to use sentence length, sentence position, pronoun, and proper noun features for extractive based text summarization using lexical chain analysis.
Problems with Extractive Summarization
Gupta et al. in 2010 [2] presented some problems in extractive based text summarization. Usually extracted sentences have much higher length with respect to information it acquires. Due to this reason, segments which are unnecessary for summary also occupy space. Relevant information is normally spread across many sentences; which extractive summary do not carry in summary. The problem can be solved, if summary length is enough to hold all necessary sentences. Moreover, an extractive summary cannot present the conflicting information accurately.
Evaluation Measures and Tools for Automatic Summarization
In this section, we provide the evaluation measures for automatic text summarization. Section 4.1 provides the evaluation measures for automatic text summarization and Section 4.2 provides different evaluation tools available for automatic text summarization.
Evaluation Measures of Automatic Text Summarization
The evaluation of system generated summary has been performed by comparing the generated summary with the ideal summary, which is generally prepared by an expert person of the domain. There are two types of evaluation methods used by researchers: Intrinsic and Extrinsic. In Intrinsic (or normative) evaluation, the generated summary can be compared with standard summary (human effort). Extrinsic evaluation judges quality of generated summary according to how it will effect on the completion of some other task. For this research work, we have used intrinsic evaluation method. There are two important measures for evaluating system generated summary, which must be measured at the time of intrinsic evaluation [31] 
2) Retention Ratio: How much information is acquired in the summary? It can be computed using Equation (5).
Retention Ratio (RR) = information in Summary information in Full Text
The researchers use human generated summary as an ideal summary due to lack of availability of any standard ideal summary. Human generated summary is very useful technique as it allows use of multiple reference summaries rather than using a single ideal summary. There are many tools developed for this purpose [32] , which are discussed next. All tools required reference summary as the ideal summary. However, the best way to select reference summary is to use a human generated summary.
Tools Available for Evaluation of Automatic Text Summarization
After performing summary extraction of the given document, the next step is evaluation of the generated summary. In this section, we present some important evaluation techniques.
Summary evaluation environment (SEE)
SEE [32] provides interface in two separate panels, which provides the evaluation result in a separate file. SEE supports both extrinsic and intrinsic evaluation approaches.
MEADeval
MEADeval [32] is a Perl toolkit for multi-lingual summarization and evaluation and Document Understanding Conference (DUC)-style extracts evaluation. It supports many standard metrics (measures) such as precision, recall, kappa, and relative utility. MEADeval compares the system summary to a reference summary (or "ideal" summary).
Recall-oriented understudy for gisting evaluation (ROUGE)
ROUGE is a tool and set of metrics used for evaluation of automatic summarization in natural language processing. ROUGE [32] uses unigram co-occurrences between summary pairs. The evaluation procedure provides well results with human evaluation. ROUGE is recall oriented and separately provides an evaluation for 1, 2, 3 and 4 -grams. ROUGE has been tested for extraction based text summarization with content overlap [33] . ROUGE provides following different metrics. We have used ROUGE to evaluate system generated summary, we have considered a human generated summary as an ideal summary and taken it as a reference. We have used ROUGE-S, ROUGE-SU, and ROUGE-N metrics for evaluation purpose, which is listed in Table 3 . The ROUGE provides the ability to evaluate summary using multiple ideal references.
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Proposed Approach: Text Summarization Using Lexical Chain Analysis
In this section, we present our proposed approach which uses lexical chain analysis for generating text summarization. Section 5.1 provides a survey on lexical chain generation approaches. Section 5.2 provides the proposed lexical chain generation approach with sample result of generated lexical chains. It also provides the evaluation results of generated summary.
Survey on Lexical Chain Generation Approaches
For English language words, WordNet [26] is often used as the lexical resource for identifying term relatedness, which provides the relationship types such as synonymy, hypernym, and hyponymy. The first lexical chain for summarization is introduced by Morris and Hirst [27] in 1991. They described the steps, but did not implemented because of the lack of availability of the electronic corpus or any lexical resource. The lexical corpus provides the functionality to find the relation between terms, such as synonymy, siblings, hypernyms, and hyponyms. Moreover, Barzilay and Elhadad [28] showed that implementation of the theoretical work proposed by Morris and Hirst [27] could be possible for automatic document summarization. However, the algorithms take exponential time to generate lexical chains. Later on, a linear time algorithm was proposed and implemented in 2002 by Silber and Mccoy [25] . All of the mentioned work uses WordNet as a lexical database for English text summarization.
For English text summarization, Roget's Thesaurus was suggested by Mario et al. in 2003 [34] , which is used for lexical chain generation. Mario et al. [34] presented two relations to find word sense disambiguation. The first one is the repetition of same word and the second one is the inclusion of the same head-word using Roget's Thesaurus. The second step of lexical chain generation is to insert the word in the chain via thesaural relation. Hirst and St-Onge in 1995 [29] provided one more linguistic task with lexical chains, the detection and correction of malapropisms. A malapropism is an intended word, which can be replaced with another word of similar sound or similar spelling but has quite different meaning e.g., an ingenuous (original is ingenious) machine for peeling oranges. Table 2 provides the different lexical chain generation approaches used by researchers and the results obtained by them in the form of precision and recall with time complexity. Table 2 also provides the different word sense used by different researchers. The word sense can be computed by using different corpora or knowledge sources. The researchers used different candidate sets to generate lexical chain, which is listed in Table 2 . There are two governing criteria for evaluation of lexical chain: chain strength and chain quality, Morris at al. in 1991 [27] identified following three factors for evaluating chain strength: reiteration, density, and length of the chain. The higher the factor value, the stronger it is. There is no objective evaluation for the quality of the chain. Another way to evaluate lexical chain is evaluation of text summarization as suggested by Meru et al. in 2001 [30] . The ordering of the lexical chain can be done by three ways: by its length, by the number of terms it contains and by the density of the chain.
Proposed approach: Text summarization using lexical chain
In this section, we proposed lexical chain approach for text summarization. We have performed lexical chain analysis using linguistic pre-processing. The linguistic pre-processing includes sentence segmentation, tokenization, POS tagging, entity detection, relation detection respectively in order. We have extracted candidate set (nouns and nouns compounds) in linguistic pre-processing step from the given text document. The lexical chain has been generated using the extracted candidate set. We have used WordNet lexical corpus to check word sense. The sample output of generated lexical chain is given below. The chain is generated by taking sample text on Data Mining from [2] . The proposed algorithm of lexical chain generation is as follow:
For each word in the candidate set { For each chain in lexical chain { Find Word sense between two words } If (distance > Threshold)
Add word to that chain Else Generate new chain. } Table 3 provides the sample of generated lexical chains. The result of the generated lexical chain is not promising as it looks. Some chains, highlighted in Table 3 have single or double term which doesn't help in relative information extraction. To improve the strength of the lexical chain we are planning to extend it with co-reference words. We are also going to apply new methods to find word sense between two words. Table 4 provides the result of system generated summary and model summary created by a domain expert. Red text form system generated summary indicates matching content with Model Summary. Blue text from Model Summary indicates the additional text which was not considered by the System Generated Summary. Table 5 provides the evaluation results with two lexical chain scoring factors, chain length and chain unique terms. The Table 5 shows the result using three metrics, ROUGE_N, ROUGE_S and ROUGE_SU. For the evaluation purpose, we have selected a sample text from document [2] . The result is generated by comparing system generated summary with human (expert) generated summary. Model1 to Model6 provides the human generated summary. Fig. 2 presents developed system's GUI for the automatic text summarization using lexical chain analysis.
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Conclusion
In this paper, we have outlined various automatic text summarization techniques based on an extractive based approach. We presented linguistic pre-processing steps along with available tools and plugins. We also explained the extractive based text summarization process. We have outlined some of English text features, useful in extractive based text summarization. We proposed lexical chain approach for automatic text summarization and we generated lexical chains using WordNet lexical library. We also provided the evaluation results of our system generated summary with human generated summary. Our future plan is to improve the strength of lexical chain by improving the word sense measurement and to consider co-reference chains along with the lexical chain for automatic text summarization.
