Introduction
Bilevel optimization is concerned with two-level optimization problems, where there is a top level decision maker or leader , and there is one (or more) bottom level decision maker or follower . Each decision maker optimizes its own objective function and is affected by the actions of the other. The follower makes its decisions after, and in view of, the decisions of the leader. For an overview and references, see [1] .
There are only sporadic results for solving bilevel machine scheduling problems, see e.g., [2] , [3] . However, such models may occur naturally, as we demonstrate it next. Suppose there is a shop with parallel machines and two decision makers: a top level planner who decides about the assignment of jobs to machines, and a bottom level shop manager who decides about the processing order of jobs on each machine. The production planner is concerned with customers, and aims at minimising the total weighted completion time with job weights w 1 j . In contrast, the shop manager is concerned with production costs and technology, which means that there is a most economical processing order on each machine. To impose such an ordering, the shop manager sets appropriate job weights w 2 j and requires that the jobs assigned to each machine be processed in weighted-shortest-processing-time (WSPT) order. Since the WSPT order minimizes the weighted flow time, the shop manager can equivalently require that the schedule of each machine has to minimize the total weighted flow time with respect to jobweights w 2 j . Clearly, the planner aims to find an assignment of jobs to machines such that his objective function is minimized knowing the strategy of the shop manager. If he is optimistic, he may assume that the shop manager would cooperate, i.e., in case of ties with respect to weights w 2 j , the machines will process the jobs with larger w 1 j /p j ratio (WSPT order). However, if he was pessimistic, then he prepares for the worst case, i.e., in case of ties with respect to weights w 2 j , the machines will process the jobs with smaller w 1 j /p j ratio (anti WSPT order). Notice that such a solution cannot be modelled by imposing precedence constraints among the jobs, because the assignment of jobs to machines is not known in advance.
In the following we formalize bilevel optimization problems and discuss some results on two basic machine scheduling problems: (1) bilevel scheduling of parallel machines with resource allocation at the top level and sequencing at the bottom level, and weighted completion time minimization at both levels, and (2) bilevel single machine scheduling with accept/reject decisions at the top level for minimising the weighted number of rejected jobs, and sequencing at the bottom level for minimising the weighted completion time.
There are two basic scenarios. In the optimistic case the leader trusts the follower that it will help him to achieve the best objective function, i.e., in case of ties, the follower chooses an optimal solution which is the most advantageous for the leader. Mathematically, assuming that both the leader and the follower minimize its objective function, the optimistic bilevel optimization problem can be formalized as follows:
Here, the leader's objective function and set of feasible solutions are f and Ω, respectively, and g and Ψ are those of the follower. As can be seen, the follower decides only y (w), and x is a parameter, imposed by the leader. In contrast, in the pessimistic case, the leader aims at minimising the loss caused by the follower if he chooses the optimal solution which is the least advantageous for the leader:
For more details, see [1] .
The bilevel weighted flow time problem
In this problem, there are n jobs and m parallel identical machines. Each job has a processing time p j and two weights, w 1 j and w 2 j . The leader assigns jobs to machines, and the follower orders the jobs assigned to each machine. The follower's objective is to minimize m i=1 j∈J i w 2 j C j , where M i is the set of those jobs assigned to machine i. In the optimistic case, the leader's objective is to minimize the weighted completion time n j=1 w 1 j C j , whereas in the pessimistic case its objective is to minimize max n j=1 w 1 j C j . The leader aims to find the sets A i such that its decision is optimal in the optimistic or in the pessimistic sense.
We show that this problem is NP-hard in the strong sense in general. Moreover, both in the optimistic and in the pessimistic case there is a global ordering of jobs j 1 ≺ j 2 ≺ · · · j n , such that if the set of jobs assigned to machine i is J i = {π i 1 , . . . , π i n i }, then it is optimal for the follower to process the jobs on machine i in ≺ order, i.e., job π i k is processed before job π i on machine i, iff π i k ≺ π i . Moreover, this ordering gives the lowest objective function value for the follower with respect to any assignment of jobs to machines.
The above global order leads to a reformulation of the bilevel scheduling problem as a MAX m-CUT problem with special arc weights. We will also discuss a non-trivial polynomially solvable special case of the bilevel scheduling problem. As a by-product, the latter provides a new polynomially solvable case of the MAX m-CUT problem.
Suppose there is a production line and two decision makers: a planner (leader) who accepts or rejects the jobs, and a scheduler (follower) who decides about the processing sequence of accepted jobs. Each job has a processing time p j , a deadline d j , and two weights, w 1 j and w 2 j . Accepted jobs have to be completed before their deadlines. The leader's objective is to maximize the total weight of accepted jobs, or alternatively, minimize the total weight of rejected jobs. In contrast, the follower solves the scheduling problem 1|| j w 2 j C j . The leader has no influence on the sequence of selected jobs, and the follower does not take into consideration the deadlines. If the leader is optimistic, he has to select such a subset A of jobs that admits an optimal sequence with respect to the follower's objective min j∈A w 2 j C j such that C j ≤ d j for each job j ∈ A, and j∈A w 1 j is maximal. If the leader is pessimistic, then he chooses such a subset A of jobs such that every optimal solution of the scheduling problem 1|| j∈A w 2 j C j satisfies the condition C j ≤ d j for all j ∈ A . Note that the leader's objective depends only on his selection of jobs, but the feasibility of the selection depends on the follower's optimal sequence.
We show that the decision version of the order-acceptance problem is NP-hard and provide a dynamic program of pseudo-polynomial time complexity for solving it. For the special case with w 1 j ≡ 1, we adapt the Moore-Hodgson algorithm for 1|| j u j [4] .
