I. INTRODUCTION problem central to most high resolution array signal
A processing is the determination of the number of signals K from a finite number of observed data. One way to solve this problem is based on hypothesis testing using the eigenvalues of the covariance matrix of the observed vector [l] . The disadvantage of this method is that a threshold has to be set according to some subjective judgment. To avoid this, Wax and Kailath [2] proposed an approach based on the Akaike information criterion (AIC) [3] and the minimum descriptive length (MDL) criterion introduced by Schwarz [4] ,and Rissanen [ 5 ] . The number of signals is determined by the value for which the AIC or MDL criterion is minimized.
Information theoretic criterion of this kind consist of two parts: The first is the likelihood function which represents the information gained from the received data. The second is the penalty term which is a function of the number of snapshots and is proportional to the number of free parameters in the probabilistic model, representing the penalty for the uncertainty introduced by the unknown parameter. Thus, the information theoretic criteria for the determination of the number of signals have a general expression such that C = -logf(X(E(k)) + u ( N ) . Pf (1.1) where f(.) is a family of conditional probability density functions (pdf) which are dependent on the assumed num- ber of signals k , X is the given set of N observations, E ( k )
is the maximum likelihood estimate of E ( k ) , the parameters in the model, and Pf is the number of free parameters in E . a ( N ) is the coefficient of the penalty function dependent on the number of snapshots N . For the AIC, a ( N ) = 1; for the MDL criterion, a ( N ) = (1 /2) log N . A number of modified criteria have been proposed to improve the statistical performance of the AIC and MDL. Realizing that the parameter space used by [2] contains a huge amount of nuisance parameters which considerably reduce the estimation accuracy of the unknown relevant parameters, the use of the marginal distribution of sample eigenvalues has been proposed [6] to construct a new criterion. An alternative way to modify the likelihood function is to consider the signal sources as deterministic [7] . Modifications on the penalty term are also possible. It has been shown [8], [9] that the penalty term can be replaced by a much broader class of functions without affecting the strong convergence of the criterion. All the information theoretic described above have been derived based on the assumption that the population sensor covariance matrix has K distinct eigenvalues, where K is the number of signals, while the remainder are multiple and identical eigenvalues. This assumption implies that the output noise of the sensors are independent of each other and have equal power.
In practical applications of these criteria for the determination of the number of signals, the above assumption may not be valid. The underwater noise components of a sonar system, for example, are in general, spatially cor-
The ambient noise in an ocean environment, generated by various mechanisms such as oceanic turbulence, distant ship traffic, surface waves, as well as biological sources is, in general, directional, depending on factors such as location, weather, time of day, depth of water, etc. The correlation of these noise sources can generally be described by functions decaying with the distance between two points for which the correlation is measured. Thus, if the above information theoretic criteria are applied under such noise environments, severe degradation in detection performance may occur.
In this paper, a new approach is proposed to establish an information theoretic criterion for the determination of the number of signals in unknown correlated noise. The development of this approach is based on the availability of measurements of two sensor arrays sufficiently separated so that the correlation of the noise vectors at the two arrays can be considered negligible. Thus the cross correlation between the outputs of these two arrays depends only on the correlation properties of the signal components. This statistical structure is exploited to construct a log likelihood function from which a new information theoretic criterion will be established. Although this criterion is developed by assuming that two sensor arrays are available, it is demonstrated here that the technique can even be applied to the case when only one array is employed.
11. SIGNAL MODEL Suppose that two linear arrays, with MI and M2 equally spaced sensors, respectively, are placed in a spatially correlated noise field to receive planar wavefronts from K
ii) The signals sI ( t ) , * . . , s K ( t ) are ergodic Gaussian processes with zero mean and covariance matrix R, .
iii) The noise vectors v,(t), i = 1, 2, are ergodic circular Gaussian processes with zero mean and covariance matrices T i , and are independent of the signals.
iv) Both matrices A , and A2 are of full rank.
v) The correlated noise field has a finite correlation distance and the two arrays are sufficiently separated so that v I ( t ) and v2 ( t ) are uncorrelated.
Define the (MI + M 2 ) X 1 vector
With the above assumptions together with (11.1) and (11.3), the covariance matrix of y ( t ) is given by
The situation is illustrated in Fig.   1 . Let xI ( t ) and x2 (tj be the MI and M2 dimensional complex vectors, respectively, observed at the outputs of the two sensor arrays. Then we can write If we let WO be the frequency of the signal arriving at the arrays and c be the velocity of propagation, then the matrices AI and A2 in (11.5) can be determined from the geometry of the sensor arrays in Fig. 1 . . .
. . .
where, referring to Fig. 1 , ek is the angle of arrival with reference to array 1, Do is the distance between the first sensors of the two arrays, 0 is the angle between the axes of the two arrays, Dk is the differential distance of the kth The assumptions made here are i) K < min {MI, M 2 } ; without loss of generality, we assume MI I M2 in the ensuing development. with CY being the angle made between the axis of array 1 and the line joining the two first sensors.
111. MAXIMIZATION OF THE LOG LIKELIHOOD FUNCTION Here in this section, we derive the likelihood function based on the above signal model and obtain an explicit expression of its maximum. To obtain the likelihood function, we start with the conditional joint probability density function (pdf) of the received data. * , y ( N ) denote N independent samples of y ( t ) . Then, the joint pdf o f y ( l ) , * . , y ( N ) is given by Let y ( I), * = { dM1 i-M2' det (R)} -N exp 1 y t (n)R-ly (n) 1.
The form of the joint pdf in (111.1) is not appropriate for application since the log-likelihood function in an information theoretic criterion needs to be optimized. To this end, we express f ( y ( l ) , * 1 , y ( N ) I R ) as a product of N From the assumptions on the signal model, we have
To determine the conditional pdf of x l ( n ) in (111.2), we utilize a linear prediction relationship given by
where B is an M I x M2 matrix. An optimal Bop, according to the principle of orthogonality [21] , should be chosen so that
To solve this minimization problem, we can rewrite the objective function in (111.5) as
where tr (.) denotes the trace of a matrix.
The first term in (111.6) is independent of B . The second term is the trace of a nonnegative definite matrix and can be minimized by choosing
It follows from (111.4) and (111.7) that
and hence the conditioned pdf of xI ( n ) is given by
(111.9) Substituting (111.3) and (111.9) into (111.2), the condition pdf of the received data can be expressed as
(111.10)
From (11.6), we see that the rank of R21 is equal to the number of signals. Now, let Hk denote the hypothesis: Rank ( R 2 1 ) = k . Then the maximization of the likelihood function in (111. IO) can be written as
with R, defined as
The last step in (111.11) is obtained by a procedure in maximizing Gaussian distributions as outlined in Appendix A. Equation (111.11) can be further reduced, after straight forward simplifications, to
H21;Hk
(1 + p , ) -" j (111.13) where co = ( r e )
, MI are the eigenvalues of W. Thus, the maximization of the likelihood function is reduced to the maximization of {det ( I + W)}-" with respect to R21 subject to the constraint Hk . This is equivalent to the minimization of det ( I + W), which can be carried out by choosing R21 such that the eigenvalues of Ware simultaneously maximized. To achieve this, we denote the mth largest eigenvalue of a positive definite matrix by ch, ( 0 ) and use the following lemma: Lemma I: Let &k denote a set of M x M matrices of rank k such that A similar lemma for real matrices was originally presented by Fujikoshi [13] . The proof of Lemma 1 which extends the result to complex cases is shown in Appendix B. 
IV. INFORMATION THEORETIC CRITERIA FOR CORRELATED NOISE
As discussed in Section I, there are two parts in an information theoretic criterion: The maximization of the likelihood function for the signal model in this case has been derived in Section 111. It remains to obtain a penalty term which depends on the number of free parameters in the probabilistic model. Since the submatrix R I 2 supplies all information needed for the determination of the number of signals, we can obtain the number of free parameters by examining the number of free parameters in R I , . To facilitate this, we apply the singular value decomposition to R I 2 . This yields k nonzero singular values together with two unitary ma-
eters. The factor 2 in the number of parameters is due to the fact that the elements in the unitary matrices are complex. However, not all these parameters are freely adjustable. The normality of each of the k-dimensional vectors in the unitary matrices imposes 2 k constraints. As well, the mutual orthogonality of the k vectors in each unitary matrix demands an extra (1 + 2 + * -, + (k -1)) = k(k -1)/2 constraints on the complex elements of the vectors in each matrix, i.e., altogether 2 X 2 X {k(k -1)/2} constraints due to mutual orthogonality. Thus, the number of freely adjustable elements R I 2 is given by
If we employ the same penalty functions as those used by the AIC and the MDL criterion, then, referring to (I.l), the penalty terms for the new criteria for unknown correlated noise should, respectively, be (IV.2a)
(IV.2b)
These penalty terms are obtained based on the various criteria of optimization. P I is a result of maximizing the Boltzmann's entropy whereas P, is obtained by minimizing the descriptive length of the codeword associated with modeling the data. However, it is known [18]-[20] that the AIC tends to underpenalize whereas the MDL criterion tends to overpenalize. As a result, the AIC yields a relatively large probability of overestimation (false alarm) of the number of signals even when SNR is high, while the MDL criterion underestimates (misses) the number of signals when the SNR is low. As a moderation of the overestimation and the underestimation, it has been sug- Utilizing the logarithm of the likelihood function in (111.24) together with these penalty functions, we can establish four different information theoretic criteria for the determination of the number of signals in unknown spatially correlated noise. These criteria are, respectively,
The estimated number of signals K is determined as the v a l u e o f k E (0, 1, . . . , MI -1) which minimizes any one of the criteria in (IV.4).
We now examine the performance of these new information theoretic criteria using computer simulations. In our simulations, we assume two linear arrays each having eight equally spaced sensors with spacing equal to half the wavelength, i.e., (IV.5)
Also assumed in the simulations are two zero-mean Gaussian signals ( K = 2) impinging on array 1 at angles d1 = 4" and 0, = 12" measured in a counterclockwise direction from the normal to the axis of the array (Fig.  1) . The signals are partially correlated, having a covariance matrix given by
We define the signal-to-noise (SNR) ratio as (IV.9) (IV. 10) (IV. 11)
where cr: is the power of the kth signal and is the noise power at each sensor. In all the simulations, the number of snapshots is N = 100. For different SNR, all the criteria, viz., CI, C,, C,nl, and Cl,12, are applied to various situations of noise correlations such that p = 0.4 and 0.75, where p is given in (IV.8b). The integer value of k which yields the minimum value of each criterion is taken to be the estimated number of signals K for that criterion. The same experiment is repeated 300 times for the same SNR and the number of errors for each criterion recorded. The probability of error (approximated by the frequency of error) for various SNR is then plotted for each criterion. The results are shown in Figs. 2 and 3.
As a comparison, on the same graphs, we also plot the performance of the AIC and MDL criterion (1.1) as suggested in [2] . Here, the two criteria, denoted by CAI, and CMDL, are established using the covariance matrix of the outputs of the two arrays, i.e., R in (11.4). Since both CAIC and CMDL assume a spatially white noise model, they are not expected to work as well as the four criteria in (IV.4). The performance curves in Figs. 2 and 3 confirm this because both CAI, and C M D L fail completely in all cases. In contrast to the performance of CA,, and C M D L , all the criteria in (IV.4) yield good performance. In all cases, C1 shows the lowest SNR threshold and has the best performance under very low SNR (around -10 dB). However, CI exhibits a characteristic such that there is an irreducible probability of error however high the SNR is. This irreducible error is due to the false alarm rate associated with the chosen penalty function [20] . On the other hand, C2 shows the highest SNR threshold and has the worst performance among the four new criteria under low SNR. However, it does not show the characteristic of having irreducible error at high SNR. This is because a higher penalty function is used in C, to reduce the probability of false alarm while sacrificing the performance at lower SNR [20] . The other two criteria, C m l , and C,n2, which utilize moderating penalty functions, have very similar performance in all cases with Cml performing marginally
The noise vectors at the two array outputs are assumed to be zero-mean Gaussian, mutually uncorrelated, but each having the same covariance structure such that r , = r, = iy,,17~ + 0 . to CI but superior to C, under very low SNR and yet maintain the consistency in performance such that the probability of error is reduced to zero when SNR is raised. Both Cml, and C,,, show approximately a 2.5 dB improvement in threshold from C,. Thus by modifying the penalty functions, the two criteria Cml, and C,, moderate the overestimation (false alarm) suffered by Cl and the underestimation (missing) suffered by C,. From Figs. 2 and 3, it is interesting to note that the thresholds of all the criteria C I , C,, C,, and Cm2 improve as the noise correlation p increases. This seems surprising at the first glance but is reasonable after close examination:
For our signal model, under the assumption that the noise components from the two arrays are independent, the rank of the matrix (RL' RI2 R&' R2') is exactly equal to the number of signals K , therefore only the K largest CCC are nonzero. In practice we can only estimate these CCC by using the sample covariance matrix. To examine the nonlinear effect of the noise correlation coefficient p on the C C C , we evaluate the values of r, and F , for various values of p . The signal and noise conditions are the same as described in (IV.5) through (IV.12). Table I shows the true and sample CCC under various p . The SNR is taken to be -7 dB and the sample CCC are obtained by averaging over 50 trials. From Table I , it can be observed that the greater the noise correlation, the greater are the Klargest CCC (rl, * -, r K ) . In practice, the CCC must be estimated from a finite number of samples resulting in F,, . , FMl. Indeed, the rank of the sample matrix RG' R I , f i ; ' R,, is no longer K and all F , , m = 1, , MI are nonzero. The effect of the estimation on the CCC is that it narrows the difference between the K largest CCC and the remaining C C C . However, from Table  I it can be observed that the two signal CCC increase quickly with the increase of noise correlation. In contrast, the remaining six noise CCC increase very slowly. Now, an information theoretic criterion imposes a measure on a . . . set of sample values and partitions it into two disjoint subset representing the signals and noise, respectively. The greater the difference between the signal and noise samples, the more accurately can the partition be carried out. Thus, with the increase in the difference between the signal and noise CCC due to the increase of noise correlation, it is not difficult to see why the criteria improve in performance. Nevertheless, this does not mean that the noise correlation can be increased arbitrarily close to one and the criteria can still perform well. This is becyse if tFe white noise component is small, both matrices R I and R22 may tend to be singular for p too close to unity.
Many other simulations have been carried out such that other signal conditions, such as different angles of arrival, having more than two signals. as well as sensors having different gains, have been tested. Under more extreme conditions when signals have highly different power and/ or signals are very closely spaced or large discrepancies in sensor gains, all the new criteria C,, C2, C,,,,, and Cm2 degrade in performance in the sense that the thresholds of all criteria occur at higher SNR. However, the performance of the criteria relative to each other remain essentially the same.
V. EMPLOYMENT OF A SINGLE ARRAY
In the previous sections, the development of the criteria for the determination of the number of signals in correlated noise was based on the signal model in which two well-separated sensor arrays were employed. In many practical situations, for example, in the case of the towed array in sonar, the use of two arrays imposes major inconvenience. In this section, through computer simulations, we demonstrate that the criteria developed in the last section are applicable even when only one array is employed. The composite array used is shown in Fig. 4 in which there are two subarrays each having MI = M2 = The new information theoretic criteria employ the assumption that rank ( R I 2 ) = rank (Rs). For a single array the noise components at the two subarrays are no longer mutually independent and hence the inclusion of E ( v I v : ) in RI2 as shown in (V.l) can be regarded as a deviation from the assumption. The deviation of this matrix from a rank-K matrix strongly depends on p . The variation of the true and sample CCC with the noise correlation is shown in Table 11 . Again, the SNR is taken to be -7 dB and the sample CCC are obtained by averaging over 50 trials.
As can be seen from Table 11 , not only the two signal CCC rl and r2 are nonzero, but because of the noise correlation, r3, the largest noise CCC is also nonzero. The sample values ?, , , show the narrowing of the difference between the signal CCC and the noise CCC. As the noise correlation increases, not only the K largest CCC, but also the ( K + 1)st CCC increase rapidly, while the remaining (MI -K + 1) noise CCC increase at a much slower rate.
As p further increases, rK+ I may exceed the threshold set by a particular criterion, thereby causing errors in detection.
To correct the error caused by the partial correlation of the noise between the two subarrays, we can place a greater separation between the two subarrays by removing more sensors from the central portion of the composite array. However, this causes the performance of the criteria to deteriorate in the sense that the thresholds would occur at slightly higher SNR because fewer sensors are being used [20] .
VI. CONCLUSIONS
In this paper, we have considered the problem of detecting the number of signals in high resolution array processing applied to environments in which noise is spatially correlated with an unknown covariance matrix. By considering a model having two well-separated sensor arrays such that their noise outputs are uncorrelated, we have developed a likelihood function the maximum of which can be expressed in a very simple form. The resultant maximum likelihood function, although based on the assumption that the rank of R,2 is K , is not only a function of the M-K smallest sample singular values of R I 2 , rather, it is a function of the M-K smallest sample eigenvalues of the matrix (R,' RI, R;' R21), known as the canonical correlation coefficients. In contrast to the use of only the sample singular values of R I , , this likelihood function utilizes all information in the complete correlation information matrix and is therefore expected to have better performance. The simplicity of the criteria renders their application attractive. This likelihood function together with a choice of penalty functions constitute a number of new information theoretic criteria suitable for the detection of the number of signals in a correlated noise environment. Computer simulation results show that all the new criteria can be applied to correlated noise environments in which the conventional AIC and MDL criteria fail completely. The performance of the two new criteria e,,,, and e,,,, which use moderating penalty functions are particularly appealing in that they perform well under low SNR and that they do not exhibit the characteristic of having irreducible probability of error under high SNR. In all simulations, C,,, performs marginally better than CJn2.
Furthermore, it has been demonstrated that the new criteria are applicable in the case when only one sensor array is available. This is done by simply partitioning the array into two subarrays. Due to the proximity of the two subarrays used in a single composite array, the noise between the two are not totally uncorrelated. When the noise correlation is relatively small, the performance of the new criteria is virtually the same as when two well-separated arrays are used. However, when the noise correlation increases, the performance of some of the new criteria may be affected. A further increase in separation between the subarrays by removing the sensors at the central portion of the composite array can correct the performance of the affected criteria at the expense of raising the threshold levels. Nevertheless, the applicability of the criteria to a single array increases the versatility of the new criteria and renders their employment in an unknown correlated noise environment attractive. This is more especially true in the case of e,,,, and 
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A necessary and sufficient condition for the equality to hold is that B = 0. Thus, the equality is satisfied in (B.3a)
The second inequality in (B.3b) follows from a wellknown result in mathematical statistics (see e.g. 
