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This thesis focuses on the analysis and optimization of wire antennas for UWB radio systems by 
using the time-domain integral equation (TDIE) method. The UWB radio system features the 
broadband signals and devices. To ensure good system performance, the antennas in UWB radio 
systems should be broadband in terms of impedance, gain, and reception capability. The UWB 
technology and antennas are introduced in Chapter 1. 
The time-domain integral equation (TDIE) method is chosen as a full wave analysis tool to 
characterize the wire antennas in UWB radio systems. Chapter 2 focuses on the TDIE method for 
wire structures. The Green’s function for the wave equation in time domain is derived by using a 
Fourier transform method. The moment method solution of the TDIE for thin wire structures is 
presented based on the time domain Green’s function. The final solution is written in a compact 
matrix form, which has taken into account the load and junction effects. 
By using TDIE method, the characteristics of the transient response of wire antennas are studied. It 
can be shown that the transient response is determined by both the antenna and the incident pulse. 
Next, the dipole and loop antennas with load and without load are investigated for UWB radio 
systems. The dipole under the Wu-King loading scheme is studied and it has shown broadband 
characteristics for UWB applications at the expense of energy efficiency. A lumped absorbing load 
is introduced for pulse position modulation (PPM) based UWB impulse radio systems, with the 
advantage that the ringing in the transient response at the late time can be avoided. By an 
 vi
appropriate loading scheme, the bandwidth of wire antennas in terms of impedance matching, gain, 
and reception capability can be broadened. 
Lastly, the Genetic Algorithm (GA) is introduced to optimize the wire antennas for avoiding the 
ringings. Two examples of the loaded dipoles illustrate the capability of GA for the wire antenna 
design. The designs optimized based on the GA show better impedance match, gain and systems 
response for UWB radio systems than the Wu-King design and the perfectly electrically conducting 
dipole. 
In short, this thesis studies the time-domain characteristics of thin wire antennas by using TDIE 
method, and optimizes the performance of thin wire antennas for UWB communication systems by 
using GA method. The investigation has shown that the optimized thin wire antennas with load can 
also be used in UWB communication systems although the thin wire antennas are usually narrow 





LIST OF FIGURES 
Fig. 1.1  Equivalent circuit for a transmit antenna        3 
Fig. 2.1  Arbitrary wire with segmentation scheme        20 
Fig. 2.2   Approximating delta function by pulse functions       26 
Fig. 2.3   Wire junction problem            30 
Fig. 3.1(a)  Transfer function )(ωθegH            39 
Fig. 3.1(b)  Transfer function )(ωθLeH            40 
Fig. 3.1(c)  Transfer function H(ω)            40 
Fig. 3.1(d)  Received pulse              40 
Fig. 3.2  A dipole perpendicularly illuminated by a pulse plane wave     42 
Fig. 3.3  Differential effect for an electrically small dipole       43 
Fig. 3.4  Received pulse due to an incident plane wave with different time durations 43 
Fig. 3.5  Integral effect for an electrically large dipole        44 
Fig. 3.6  A dipole antenna in a spherical coordinate system       46 
Fig. 3.7(a)  Radiation pattern for a simple dipole         46 
Fig. 3.7(b)  Radiated field from a dipole           47 
Fig. 3.8  The V-dipole              47 
Fig. 3.9(a)  Gain for different bend angles          48 
Fig. 3.9(b)  Radiated field with different bend angles        48 
Fig. 3.10(a)  Gain for a V-dipole with α = 45°          49 
Fig. 3.10(b)  Radiated field for a V-dipole with α = 45°        49 
 viii
Fig. 3.11  An antenna system constructed by two V-dipole       50 
Fig. 3.12  Received pulses             51 
Fig. 3.13  System transfer functions and the spectrum of the excitation source   51 
Fig. 3.14 Geometry of the dipole antenna under the Wu-King loading scheme   53 
Fig. 3.15  The current at the feed of the antenna         54 
Fig. 3.16  Magnitude of the reflection coefficient at the transmit antenna    54 
Fig. 3.17  Broadside gain             55 
Fig. 3.18  Radiated electric field            55 
Fig. 3.19  Transfer function )(ωθLeH            56 
Fig. 3.20   Voltage at the receive antenna due to plane wave incidence     56 
Fig. 3.21  System transfer function )(ωH           57 
Fig. 3.22  Voltage at the receive antenna due to monocycle excitation at the 
transmit antenna              
                 
 57 
Fig. 3.23  Geometry of the loop antenna          60 
Fig. 3.24  Experimental setup for the loop antennas        61 
Fig. 3.25  Current at the feed point for each scheme        62 
Fig. 3.26(a)  Snapshots of the current distribution on the loop antenna, t/τ0 = 2.5   63 
Fig. 3.26(b)  Snapshots of the current distribution on the loop antenna, t/τ0 = 4   63 
Fig. 3.26(c)  Snapshots of the current distribution on the loop antenna, t/τ0 = 5   64 
Fig. 3.26(d)  Snapshots of the current distribution on the loop antenna, t/τ0 = 6   64 
Fig. 3.27  Simulated and measured reflection coefficients       65 
Fig. 3.28(a)  Gain in the direction of (θ = 0°, φ = 0°)         67 
 ix
Fig. 3.28(b)  Radiated electric fields in the direction of (θ = 0°, φ = 0°)     68 
Fig. 3.28(c)  Gain in the direction of (θ = 90°, φ = 0°)        68 
Fig. 3.28(d)  Radiated electric fields in the direction of (θ = 90°, φ = 0°)     68 
Fig. 3.28(e)  Gain for the loop with a lumped absorbing load       69 
Fig. 3.28(f)  Radiated electric fields by the loop with a lumped absorbing load   69 
Fig. 3.29  Normalized sensitivity for each scheme         70 
Fig. 3.30  The antenna system constructed by two loop antennas      71 
Fig. 3.31(a)  Received pulses when the receive antenna is located at (θ = 0°, φ = 0°)  72 
Fig. 3.31(b)  Received pulses when the receiving antenna is located at (θ = 90°, φ = 0°)  72 
Fig. 3.31(c)  Received pulses for the antenna system under the lumped absorbing 
load scheme              
 73 
 
Fig. 3.32(a) Transfer function |H(ω)| for the antenna system comprising two 
perfectly conducting loops when the receive antenna is located at (θ = 0°, φ = 0°) 
                
 73
Fig. 3.32(b) Transfer function |H(ω)| for the antenna system under the lumped 
absorbing load scheme when the receive antenna is located at (θ = 0°, φ = 0°)  
                
 74 
Fig. 4.1  Loaded dipole antenna            81 
Fig. 4.2   Magnitude of the reflection coefficient         84 
Fig. 4.3   Broadside gain             85 
Fig. 4.4  An antenna system constructed by two identical dipoles set side by side   86 
Fig. 4.5   System transfer function            86 
Fig. 4.6   Voltage at the receive antenna due to monocycle excitation at the 
transmit antenna             
 87 
Fig. 4.7   Input impedance of the GA optimized design (loading scheme 1)    87 
Fig. 4.8   Realized gain of the GA optimized design (loading scheme 1)    88 
 x
LIST OF TABLES 
 
3.1 Percentages of the energy of the input pulse to be reflected, dissipated and 
radiated for different load schemes         
 66 
4.1 Component values for the GA-optimized dipole loaded with resistance    83 







1.1 Introduction to UWB Technology 
Ultra-wideband (UWB) is not a new technology. It has been known as “carrier-free”, “baseband”, 
or “impulse” technology since the early 1960’s. It has gained increasing interest from both industry 
and academia since the release of the commercial use by the Federal Communications Commission 
(FCC) in February 2002 [1, 2]. Therefore the antennas for UWB communication and measurement 
systems are hot research topics recently. 
UWB technology enables wireless communication systems or remote sensing to use nonsinusoidal 
carriers, or sinusoidal carriers of only a few cycle durations. It relates the generation, transmission, 
and reception of a radio pulse with extremely short duration. The time duration of the pulse extend 
from a few tens of picoseconds to a few nanoseconds. Due to the short duration of the pulse, the 
energy is located within a broad bandwidth. 
UWB technology can be dated back to the birth of the radio, where the antenna was excited by 
impulse generated by a spark gap transmitter. In the developments of UWB technology during the 
past a few decades, the main contributors include Gerald Ross, H. F. Harmuth, E. K. Miller, and J. 
D. Taylor, etc[3, 4]. With the developments of UWB technology, its definition changes as well. 
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According to FCC [2], any devices or signals whose fractional bandwidth is greater than 0.2 or 
bandwidth more than 1.5 GHz, is called UWB. 
The extreme short time duration of UWB waveforms enables a UWB system to have unique 
properties [5]: 
z In wireless communication systems, the short duration waveforms are free of the 
multi-path cancellation effects, which is a very important issue for traditional mobile 
communication in urban environments. In the urban environment, the strongly reflected wave 
due to wall, ceiling, building, etc, becomes partially or totally out of phase with the direct path 
signal and causes reduction in the amplitude of the response at the receiver. The short duration 
of UWB signal makes the direct signal comes and leaves before the reflected signal arrives, so 
that no signal cancellation occurs. Therefore, UWB systems are suitable for high speed 
wireless applications. The short duration of UWB signals also makes the implementation of 
packet burst and time division multiple access (TDMA) protocols easy for multi-user 
communications. 
z UWB signals have large bandwidths and their spectrum density can be quite low. This 
feature produces minimal interference to existing systems and increasing difficulty for 
detection. Proper designed UWB systems can be highly adaptive and operate anywhere within 
the licensed spectrum. Therefore, they can co-operate with existing systems, causing no 
interference, and fully utilizing the available spectrum. 
z Other advantages of UWB technology may include low system complexity and low cost. 
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UWB systems can be implemented by using minimal RF or microwave electronic components, 
for its base band properties. 
1.2 Requirements for Antennas in UWB Radio Systems 
In order to transmit and receive UWB signals efficiently, antennas used in UWB systems have 
special requirements. The broadband characteristics of UWB signals and systems require antennas 
to maintain good radiation and reception capability over a very broad bandwidth. These include 
good impedance matching, relatively flat gain over the frequency range, high radiation efficiency, 
and high fidelity. The parameters which describe the performance of an antenna are explained 
below. 
The equivalent circuit model for a transmit antenna, as shown in Fig. 1.1, is used to facilitate the 
explanation of the antenna parameters. The excitation voltage at the input of the transmit antenna is 
V. Both the internal impedance of the generator and the characteristic impedance of the feed line 
are Z0. 
 
Fig. 1.1 Equivalent circuit for a transmit antenna 





(a) Input impedance and S-parameters 
Good impedance matching over the operating bandwidth is essential for a UWB antenna to 





VZ = ,          (1.1.1) 
where Vin and Iin are the input voltage and current of the antenna, respectively. 
The input current Iin can be obtained directly through a full wave electromagnetic analysis. From 
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where Vin+  and Vin−  are the positive and negative voltage traveling wave, respectively. The basic 
relationship between these voltages is 
+++−+ +=+=+= inininininin VSVSVVVV )1( 1111 .    (1.1.4) 
If an antenna system comprising a transmit antenna and a receive antenna is considered as a 
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where Vr is the voltage at the receive antenna. 
In UWB systems, good matching at the input port as well as high and constant S21 across the 
operating bandwidth are desirable. 
(b) Gain 
Gain is a parameter to measure the efficiency of the antenna as well as its directional capabilities. 
Antennas in UWB systems require the gain to be relatively constant across the operating bandwidth. 






24π= ,         (1.1.6) 
where Pin is the input power and Up is the power flow density at a distance r from the radiating 
antenna.  
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where the asterisk represents the conjugate of the complex parameter. 







EU = ,          (1.1.8) 
where Erad is the radiated electric field and η0 is the characteristic impedance in free space, which 
equals 120π or 377. 
















rErEZrG ,    (1.1.9) 
where Eθ and Eφ are the far-zone radiated electric fields, Vin+ is the forward voltage, and Vin− is the 
reflected voltage at the input of the antenna. This gain is called absolute gain and it does not 
consider the reflection loss at the input of the antenna. 
The gain which takes into account the effect of the reflection at the input of an antenna is called 

















rErEZrG .    (1.1.10) 
The relationship between absolute gain and realized gain is 
( )2111),,(),,( SGGr −= φθωφθω .       (1.1.11) 
The realized gain is a more practical definition, since it considers the matching between the feed 
and the antenna. 
 7
(c) Transfer function 
The most direct way to describe a fixed antenna system is to obtain its voltage transfer function 
over a wide frequency range. The voltage transfer function can be defined to be the ratio of the load 







VH = .         (1.1.12) 
From (1.1.5), there is 
)(221 ωHS = .         (1.1.13) 
For an antenna system, the transient response can be calculated by inverse discrete Fourier 
transform (IDFT) once the transfer function is obtained at each frequency in the frequency domain. 
(d) Fidelity 
Fidelity is defined as the maximum cross-correlation of two signals: 
⎥⎦
⎤⎢⎣

























tTtT .       (1.1.16) 
Due to the normalization of the two signals, fidelity is always between 0 and 1. For UWB systems, 
the fidelity of the radiated field describes the similarity between the source signal and the radiated 
signal. To calculate the fidelity of the received voltage, the received signal is correlated with the 
template signal. The template signal can be the source, n-th order Gaussian derivative or a 
sinusoidal signal. 
Till now, the most important parameters for an antenna used in UWB systems are defined. In the 
Thesis, the S-parameters, gain, transfer function, and time domain waveforms will be frequently 
used to analyze several kinds of antennas used in UWB systems. 
1.3 Overview of the Thesis 
The organization of the Thesis will be as follows:  
Chapter 1 briefly introduces the UWB technology and UWB radio systems. The requirements for 
the antennas in UWB radio systems are described.  
In Chapter 2, the TDIE method is presented. The Green’s function for wave equation in time 
domain is presented by using a Fourier transform method. The TDIE for thin wire structure is 
solved by using moment method. The analysis is applicable for the thin wire structures with 
junctions and loadings. The stability and fast algorithms in the TDIE method are also briefly 
discussed.  
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Chapter 3 investigates the time-domain characteristics of thin wire antennas. The performance of 
thin wire dipoles and loop antennas with and without load are evaluated. An absorbing load is 
introduced for loop antennas to minimize the ringing of the transient response in the late time.  
Chapter 4 focuses on the application of GA to the optimization of antenna design based on the 
TDIE method. Modeling methods and numerical examples are given.  




CHAPTER 2  
TIME DOMAIN INTEGRAL EQUATION METHOD 
 
2.1 Introduction 
To characterize the antenna for UWB applications, a full wave electromagnetic analysis is required. 
The numerical methods for computational electromagnetics can be classified as either differential 
equations (DE) or integral equations (IE) and can be solved either in time domain or in frequency 
domain. 
Due to the broadband property of UWB signals, time domain techniques have been used in many 
UWB applications. This is because time domain techniques have advantages over frequency 
domain methods. They can provide the transient response and broadband information with a single 
analysis. For transient analysis, the early time response is often of interest. Time domain methods 
can be effective truncated and provide the necessary solutions. The other advantages of time 
domain methods include it can deal with time-varying and non-linear systems. 
Differential equation and integral equation methods illustrate the local and global characteristics of 
the operator, respectively. IE methods gain increasing attention because they have at least two 
advantages over DE methods. One is that IE methods automatically impose the radiation condition 
on the integral equations, and do not need any complicated truncation scheme for the computation 
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region. The other one is that IE methods discretize the problems over its surface only rather than 
whole volume. Both the two advantages lead to the significant reduction in the number of 
unknowns and save the computation cost both in time and storage. Therefore, in this Thesis, the 
time-domain integral equation (TDIE) method has been chosen as the tool for antenna analysis. 
Research on the method of moments (MoM) solution for time-domain integral equation has been 
carried out for many years. Marching-on-in-time (MOT) and explicit scheme is used throughout the 
thesis work. Under such a scheme, the integral equation is discretized both in space and time. The 
unknowns at a given time step are computed from the known excitation as well as the results 
obtained at previous time step. In this chapter, the method of moment solutions to TDIE are 
described based on Rao’s book [8], and then the formulation is generalized to handle loaded wires 
and wired junctions.  
This Chapter is organized as follows: In Section 2.2, the basic vector and scalar wave equations in 
time domain are derived from the time domain Maxwell equations. Section 2.3 presents the 
formulation of the Green’s function for the scalar wave equation in free space using a Fourier 
transform method. In Section 2.4, the moment method solution is presented in detail. The important 
issues in TDIE method, such as dealing with the loaded wires and wire junctions are considered in 
the formulation. The final solution is written in a compact matrix form. Section 2.5 briefly reviews 
the progress in the stability and fast algorithms for TDIE method. 
2.2 Vector and Scalar Wave Equations 








∂=×∇ ε ,     (2.2.2) 
ε
),(),( trqtrE =⋅∇ ,        (2.2.3) 
0),( =⋅∇ trH ,         (2.2.4) 
where J  and q represent the impressed source current density and source charge density, 
respectively, and related by the continuity equation given by 
t
trqtrJ ∂
∂−=⋅∇ ),(),( .       (2.2.5) 
To facilitate the representation of the electric field and magnetic field, vector potential A    and 
scalar potential Φ are defined. A  is defined by 
AH ×∇= µ
1
.         (2.2.6) 
By substituting (2.2.6) to (2.2.1), we have 
t
trAtrE ∂








trAtrE .       (2.2.8) 
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Since a vector whose curl is zero can be the gradient of a scalar function, the scalar potential Φ can 
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(2.2.11) 
By using the identity of AAA 2)( ∇−⋅∇∇=×∇×∇  and defining the wave velocity as 
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Using Lorentz gauge condition, 
tc
A ∂











2 1 .        (2.2.15) 




AE .      (2.2.16) 








2 1 .       (2.2.17) 
It is apparent that A    and Φ are the solution to the vector wave equation (2.2.15) and scalar wave 
equation (2.2.17). 
2.3 Green’s Function for the Time Domain Wave Equation 
The solution of the wave equations (2.2.15) and (2.2.17) can be directly constructed from the 
following scalar wave equation in the time domain, 










2 ,    (2.3.1) 
where ( )ttrrg ′′ ,,,  is the Green’s function in free space in time domain. r and r ′ represent the 
field and source point, respectively. 
To reduce the complexity of the representations, the primed parameters are not written out in the 
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following formulations. Therefore, (2.3.1) can be rewritten as  










2 .      (2.3.2) 
Here the three-dimensional Dirac delta function is a compact representation of the products of delta 
functions in each coordinates. In the rectangular coordinate system, there is 
( ) ( ) ( ) ( )zyxr δδδδ = .         (2.3.3) 
To obtain the free space Green's function in time domain for the wave equation, a Fourier transform 
method is used. The free space Green's function for the scalar wave equation will only depend on 
the relative distance between the source and field points and not their absolute positions. The 
one-dimensional Fourier transform is given by, 
( ) ( )∫+∞∞− −= dtetgg tiωπω 21~ ,        (2.3.4a) 
( ) ( )∫+∞∞−= ωω ω degtg ti~ .        (2.3.4b) 
The three-dimensional Fourier transform is given by 





π ,       (2.3.5a) 
( ) ( )∫+∞∞− ⋅= sdesgrg rsi~ .         (2.3.5b) 
Applying the one-dimensional Fourier transform to the equation (2.3.2), we have 







ωω −=+∇ .      (2.3.6) 
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This is the wave equation in frequency domain, where 
c
k ω=  is the wave number. 
Applying the three-dimensional Fourier transform to (2.3.6), there is 











sgsss ,   (2.3.7) 







2 ssss ++= , and there is 
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ω .       (2.3.9) 
In physical spatial space the Green's function is then given through the inversion integral, 

















1, ωπω .      (2.3.10) 
The integral is an isotropic Fourier integral since it depends only on the magnitude of s , but does 
depend on the direction of s . Barton [9] gives the general result for isotropic Fourier integrals in 








sdesf rsi π ,     (2.3.11) 
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where R is the magnitude of r  Utilizing this result, the inversion integral is then 





















πω .     (2.3.12) 
Since the integrand is even, there is 
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−−= ,        (2.3.14) 
and the integral is written as, 
( ) ( )

















































.  (2.3.15) 
The first integral in (2.3.15) will be evaluated by considering a contour in the complex s plane. 
Since the denominator for the integrand has poles on the real axis, we introduce a small imaginary 




















1 lim .     (2.3.16) 
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We next take a contour in the upper half-plane due to the behavior of the numerator of the 





























= ∑ .  (2.3.17) 
Taking the limit as ε tend to zero, we have 
cRieiI /1
ωπ= .         (2.3.18) 
Similarly, for I2, we take a contour in the lower half plane and obtain 
cRieiI /2
ωπ−= .        (2.3.19) 
The Green’s function is then, 
( ) ( ) { } cRicRicRi eReieiiRrg ///4 412121, ωωω ππππππω ⋅=+⋅= .  (2.3.20a) 








−⋅= .      (2.3.20b) 
(2.3.20) is the well-known frequency domain Green’s function in free space. The physical meaning 
of (2.3.20a) and (2.3.20b) is the incoming and outgoing wave, respectively. To obtain the time 
domain Green’s function under the radiation condition (outgoing wave condition), we need to apply 
the inverse Fourier transform to (2.3.20b), 
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With the well known result of 
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δπ .     (2.3.25) 
(2.3.25) is called the time domain Green’s function for the wave equation in free space.  
With the knowledge of the Green’s function, the two wave equations (2.2.15) and (2.2.17) have the 











′−′=Φ ∫ πε 4 )/,(1),( ,     (2.3.27) 
where rrR ′−= . 
In this section, the formulation of the time domain Green’s function in free space is presented by a 
Fourier transform method. The relationship between the frequency domain Green’s function and 
time domain Green’s function is reflected clearly in the formulation. Using the results of this 
section, it is not difficult to formulate the final Moment Method solution for the time domain 
integral equations. 
2.4 Moment Method Solution to TDIE 
2.4.1 Basic Formulation 
 











Let S denote a perfect electrically conducting (PEC) surface of a wire arbitrarily oriented in free 
space, which is modeled by a series of wire segments, as shown in Fig. 2.1. saˆ  denotes the 
tangential unit vector along the wire. The wire radius is a. Impressed electric field iE  is incident 
and produces a current IaI sˆ=  on S. Interaction of Ei with S produces the scattered field, sE . 
On the surface of the conductor S, the boundary condition should be satisfied 
0)( tan =+ si EE .       (2.4.1) 
For the wire structures, the current continuity is satisfied by the relation of linear charge density lq  
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.      (2.4.3) 




AE s .        (2.4.4) 










.        (2.4.5) 
By differentiating the above equation to eliminate the charge density, which appears in the scalar 
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.      (2.4.6) 
For numerical analysis, the wire is divided into N segments. nr , n = 0, 1, 2,…, N+1, denotes the 
end point of each wire segments along the wire axis. The basis wire segment is defined as the wire 
between 2/1−nr  and 2/1+nr . smaˆ denotes the tangential unit vector along the m-th basis wire 





















2,ˆ ,        (2.4.8) 
2/11, −−=∆ mmm rrl ,        (2.4.9) 
mmm rrl −=∆ + 2/12, ,        (2.4.10) 
where 1,ˆsma  and 2,ˆsma  are the tangential unit vectors at the first half and second half of the m-th 
basis wire segment; 1,ml∆  and 1,ml∆  are the lengths of the first half and second half of the m-th 
basis wire segment. 1,ˆsma  and 2,ˆsma  are not necessarily the same, that is the basis wire segment 
can have one bend. This will greatly facilitate the dealing with wire junctions. 
With the former preparation, the MoM solution can be presented. To apply the MoM method, the 
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where Ik are the expansion coefficients to be determined. 
The inner product is defined as  
∫ ′⋅= l ldbaba , .        (2.4.13) 












.    (2.4.14) 
The terms in (2.4.14) are evaluated below. 
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Similarly, we have 










.  (2.4.16) 
 24
Using the fact that the linear integral of the gradient of a potential function is the function evaluated 








Ψ−Ψ=′⋅Ψ∇=Ψ∇ ∫ . (2.4.17) 


































































































21 mkmkmk κκκ += ,          (2.4.19) 









µκ ,        (2.4.20) 







µκ ,        (2.4.21) 
22 arrR mm +′−= ,          (2.4.22) 
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kmmk rrR −= .           (2.4.23) 
mkκ  reflects the contribution of the current at the k-th basis wire segment to the vector potential  
A  at the m-th basis wire segment. 































πε .     (2.4.24) 
According to the definition of the basis function kf , the derivative on it results in two delta 
functions at 2/1−kr  and 2/1+kr . The effect of these delta functions can be spread across the contour 
from  1−kr  to 1+kr  as shown in Fig. 2.2. This is essentially equivalent to approximating the 
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where 












1)/,(),( πε ,     (2.4.26) 











cRtrItr πε ,     (2.4.27) 
with 
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∫∫∫ −−−− ′+′=′ kkkkkk rrrrrr RldRldRld 2/12/111 ,        (2.4.28) 
∫∫∫ ++++ ′+′=′ 1 2/12/11 kkkkkk rrrrrr RldRldRld ,        (2.4.29) 
22 arrR +′−= .          (2.4.30) 
 
Fig. 2.2 Approximating delta function by pulse functions 
The quadrature of (2.4.20), (2.4.21), (2.4.28) and (2.4.29) is trivial to be evaluated [9]. 
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Using (2.4.32), it is not difficult to write out the iteration equations to obtain all the current 
coefficients in each step. This will be presented in the Section 2.4.3 after the discussion of the 
special dealing with loaded wires and wire junctions, so that a unified and compact matrix form can 
be written out for the TDIE method. 
2.4.2 Analysis of Loaded Wire Structures 
One of the advantages of TDIE method is that it is easy to deal with linear and non-linear loads. 
This is helpful since many wire antennas achieve broad bandwidth characteristics by using a certain 









1),()()(),(),( ,   (2.4.33) 
where Rl, Ll, Cl are the values of the resistance, inductance, and capacitance per unit length, and s 
denotes the position on the wire. 
The effect of the load is equivalent to the negative incident or source electric field. Therefore, to 
deal with the load on the wire structure, a negative Eload is added to Ei , 
),(),(),( 111 −−− −→ nmloadnminmi trEtrEtrE ,     (2.4.34) 
where  
smnmloadnmload atrEtrE ˆ),(),( 11 −− = .       (2.4.35) 
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− .  (2.4.37) 
(2.4.32) is then modified to take into account the loading effect, 
( )
( ) ( )


























































When the segment length becomes much smaller than the operating wavelength, the distributed 
load is essentially equivalent to a lumped load. Therefore, the above formulation can be applied to 
both distributed and lumped loads. 
2.4.3 Analysis of Wire Junctions 
When dealing with complex wire structures, special attention should be paid to the wire junctions. 
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There are several techniques for this problem [10]. The difference lies in the ways of discretizing 
the wire and how the basis function is handled at the junction. A good choice is to replace the actual 
configuration of wire junctions by a set of electrically un-jointed overlapping wires. [11]  
To deal with wire junctions, two conditions must be satisfied at the junction. One is the Kirchoff’s 
law, which states that the sum of the current entering a junction equals the sum of current flow out 
of the junction. The other condition is that the total tangential components of the electric fields 
must be continuous across the wire surface at the junction [12]. 
Specifically, the wire junction problem can be handled as follows: First, define the wire junction as 
a point at which more than two wires join. As an example, three wires join at a point as shown in 
Fig. 2.3. The wires can have different radii but are simply shown as thick lines. One wire is 
selected arbitrarily as a lead wire and the rest of the wires are referred as junction wires. We define 
the multiplicity of a junction as the number of basis functions associated with the junction, which 
in this example is two. The current flows from the lead wire to the junction wires. For a general 
case, a junction with M+1 wire segments, has M basis functions associated with it. When wire 
junctions are dealt in this way, the Kirchoff’s current law is automatically satisfied. 
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Fig. 2.3 Wire junction problem 
Now, N, which previously denotes the number of wire segments, only denotes the number of the 
basis functions. The vector potential ),( nm trA  in (2.4.19) must be reconsidered, while the 
treatment of other terms in (2.4.14) remains unchanged. 
To determine the coefficients of the basis functions associated with a wire junction, (2.4.18) is 








)/(),( .      (2.4.39) 
Now, we use a local label system to denote the parameters, which is some what like the method 
finite element analysis used to describe the local element. To distinguish from the local label 















j trAtItItItrA ++++= κκκ ,  (2.4.40) 
where the superscript e denotes the junction number; and j means the j-th junction wire or the j-th 
+
Lead wire Junction wire 
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base function at the junction. e ij ,κ  reflects the contribution of the current on i-th junction wire to 
the vector potential A  at j-th junction. Actually, a simple wire segment without junction can still 
be considered as a special wire junction, which has only one lead wire and one junction wire. 
In (2.4.40), ),( ncj trA  is the vector potential omitting the contribution of those currents on the 
junction wires. The number of basis function at the junction is assumed to be M. The coefficients of 
the M basis functions need to be determined simultaneously at the time tn. How to determine these 
coefficients are shown below. 
We can find the relationship between local label system and the global label system from above 
description. For the j-th junction wire at the e-th wire junction, its global label should be p(e,j), 
where p is determined by e and j for a certain geometry and discretization. 










j alalv 2,2,1,1, ˆˆ ∆+∆= ,      (2.4.41) 





































































































































































































































































The compact matrix form is 
( ) ( ) ( )
( ) ( ) ( )

































































































































































































For an explicit scheme, the time step minRt ≤∆  is chosen, where minR  is the minimum of mkR  
for m ≠ k, so that all the terms in ejT  can be determined by the geometry of the wire structure, the 
known incident source or field, and the previously determined current at 1−< ntt  on the wire 
structure. The numerical procedure starts at n = 2, assuming the current to be zero at n = 0 and n =1, 
and then marches in time for n = 3, 4, 5, …. 
Now, the formulation for the TDIE method has been presented. It is not difficult any more to write 
a general purpose program for the analysis of the wire structures both for radiation and scattering 
problem. 
2.5 Progress of the TDIE Method 
In the past decades, there are lots of progress in the TDIE method. After the Bennett’s work [13], a 
more stable implicit scheme was proposed [14, 15]. Unlike the explicit scheme, in an implicit 
scheme, the time step is not constrained by the mesh spacing, and the neighboring new fields 
interact on each other. Later on, combined-field integral equations are used to overcome the 
internal resonance of the geometry [16]. Recently, a novel scheme was proposed by introducing a 
new time basis function, so that the marching-on-in-time scheme can be avoided [17]. It is claimed 
the scheme is free of instability. 
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The most valuable progress in TDIE method is the emergence of faster algorithms, which have 
made it possible to be a practical analysis tool for complex and large scale electromagnetic 
problems. The classical marching-on-in-time methods of TDIE have a computational complex of 
)( 2st NNO , where tN  and sN  are the numbers of temporal and spatial basic functions. Based 
on observation, Walker’s group proposed an approach to reduce the computational cost by 
discounting weakly interacting portion of a scatterer [18]. However, Walker’s approach is lack of 
rigorous mathematical analysis and can only apply to relatively simple geometries. A rigorous 
scheme, the plane wave time domain (PWTD) algorithm, was then proposed based on the idea of 
fast multi-pole method (FMM) [19]. The algorithm enables the fast evaluation of the transient 
scalar wave fields by decomposing radiated fields to transient plane waves, so that both the 
memory requirement and the computational complexity can be reduced significantly. 
Although there are fast algorithms for the TDIE method, they are usually complicated and suitable 
for the structures with large surfaces and penetrable objects. For modeling the wire antennas in 
UWB applications, the number of unknowns is generally small so that the conventional MoM 
solutions to TDIE are efficient enough. The method described in Section 2.4 is adopted throughout 
the thesis work. 
2.6 Conclusions 
In this chapter, the TDIE method for electromagnetic analysis of wire structures has been 
introduced. The derivation of Green’s function for the time domain wave equation is given by using 
a Fourier transform method. The method of moment solution to the TDIE has been described. The 
details of how to deal with loaded wires and wire junctions are given. The final solution is given in 
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a compact matrix form. The progress for TDIE method is briefly discussed in the aspects of 
stability and fast algorithm.  
In the formulation, the pulses are selected as the basis and test functions. This may cause the 
numerical instability due to the non-continuous current flowing along the wire direction [20]. The 
derivation of the current-related basis function with respect to the wire length at the ends of each 
segments results in two singular delta functions, as indicated in (2.4.3). However, by approximating 
the delta functions by two pulse functions, the instability is avoided in the simulation throughout 




ANALYSIS OF THIN WIRE STRUCTURES 
 
3.1 Introduction 
UWB systems usually require antennas to be broadband, small size and omni-directional. There are 
many proposed antennas for UWB systems, such as thin wire monopoles, planar monopoles, loop 
antennas, etc. Wire antennas are widely used in wireless communication systems due to their 
simple structure, easiness of design, and low cost. Additionally, the operating bandwidth of the wire 
antennas can be broadened if a proper loading scheme is applied to it. Therefore, wire antennas 
have attracted a lot of research interest for the potential application in the UWB radio systems. 
Recently, interest has been focused on using time domain information to understand the mechanism 
and characteristics of radiation and reception of thin wire structures [21-23]. Furthermore, it is 
important to understand the time domain characteristics of transmit and receive antennas, when 
dealing with UWB systems. 
This Chapter aims to give some useful concepts and results in both time and frequency domain for 
the transient response of dipoles and loop antennas. 
Firstly, the separation method is proposed for the analysis of UWB antenna systems to reduce the 
computational cost and separate the analysis of transmit antenna and receive antenna. The results 
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are compared with the direct method and measurement data. 
Secondly, the thin wire dipole antennas are analyzed due to its simplicity and concise concept. The 
investigation will reveal interesting results for the transient response of wire dipoles. The integral 
and differential effects for very long and very short dipoles are shown by numerical results. The 
directional characteristics are demonstrated by the antenna gain for dipoles and V-dipoles. The 
received pulses of the antenna systems are also discussed. After that, the dipole under the Wu-King 
loading scheme is analyzed and compared with a simple dipole. The advantages and advantages of 
the loaded dipole in terms of impedance bandwidth, gain and efficiency are studied. 
Lastly, the suitability of loop antennas for UWB applications is investigated. Among the wire 
structures, the loop antenna in a simple form has the advantages of small size and omni-directional 
features, but its impedance bandwidth is narrow. Loading techniques can be used to broaden the 
bandwidth of a loop antenna. The effects of the loading are investigated on the performance of the 
loop antenna for UWB impulse radio systems. 
All the numerical analyses are based on the time-domain integral equation (TDIE) method, which 
has been introduced in Chapter 2.  
3.2 Transfer Function and Separation Method 
As stated in Chapter 1, the voltage transfer function for a fixed antenna system is defined to be the 







VH = .         (3.2.1) 
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For an antenna system, the transient response can be calculated by inverse discrete Fourier 
transform (IDFT) once the transfer function is obtained at each frequency in frequency domain. 
Alternatively, time domain methods, such as time-domain integral equation (TDIE) and 
finite-difference time-domain (FDTD) methods, can be used to obtain the transfer function by 
discrete Fourier transform (DFT) based on the simulation results in time domain. However, these 
time domain methods suffer a large computation cost if an antenna system comprising two 
antennas set far apart is regarded as a single computation domain directly. The problem can be 
circumvented by separating the overall transfer function into four transfer functions: 
)()()()()( ωωωωω ϕϕθθ LeegLeeg HHHHH ⋅+⋅= ,     (3.2.2) 
where the transfer function )(ωθegH  is defined as the ratio of the θ-component of the radiated 
electric field to the generator voltage, and the transfer function )(ωθLeH  the ratio of the load 
voltage at the receive antenna to the electric field of an incident plane wave. The propagation 
direction of the incident plane wave is determined by the location and the orientation of the receive 
antenna, and the polarization direction is the same to the direction of the θ-component of the 
radiated electric field from the transmit antenna. )(ωϕegH   and )(ωϕLeH  have similar 
definitions. Thus, the overall voltage transfer function can be calculated separately. This method is 
named the separation method to distinguish from the conventional direct method, where an antenna 
system is considered as a single computational domain. The point to note is that the distance 
between the two antennas should be so large that the receive antenna is in the far field zone of the 
transmit antenna. This is because the transfer function relating the incident field and the load 
voltage is treated as a scattering problem in the computation where a plane wave incidence is 
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required. 
By using the separation method, the need for computation time and memory can be reduced. If the 
numbers of the unknowns for the transmit antenna and receive antenna are N1 and N2 respectively, 
the matrix of (N1+N2) by (N1+N2) is reduced to two small matrices. One is N1 by N1, and the other 
one N2 by N2. The numbers of the computational iteration is also reduced since it is no longer 
determined by the distance between the transmitting and receive antennas. 
As an example, the identical transmit and receive monopole antennas with the arm length h = 15 
mm and the radius 0.5 mm are set side by side at a distance of 196 mm. Figs. 3.1(a) and 3.1(b) 
show the calculated transfer functions, )(ωθegH  and )(ωθLeH . The overall system voltage 
transfer functions by the separation and direct methods are plotted and compared with the measured 
results in Fig. 3.1(c). Good agreement between the two numerical methods and the measured 
results is observed. The waveforms of the received pulses are shown in Fig. 3.1(d), where the 
transmit antenna is excited by a monocycle pulse ( )2)( σttetg −=  with σ = 45 ps. The time is 
normalized by, τ0 = h/c, where c is the light velocity in free space. 
















Fig. 3.1(a) Transfer function )(ωθegH  
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Fig. 3.1(b) Transfer function )(ωθLeH  



















Fig. 3.1(c) Transfer function H(ω) 
 





















Fig. 3.1(d) Received pulse  
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3.3 PEC Dipoles and Loaded Dipoles 
In this Section, the transient response of thin wire dipoles is investigated using a time-domain 
integral equation method. Firstly, the transient response of an antenna excited by pulses with 
different time duration is investigated. The response strongly depends on the time duration of the 
pulse. Next, the directional characteristics are demonstrated by the antenna gain for dipoles and 
V-dipoles. The received pulses of the antenna systems are discussed. Last, the loaded dipole under 
the Wu-King loading scheme is analyzed and compared with a simple dipole. The advantages of 
loaded dipole in impedance bandwidth, antenna gain and reception capability are studied. 
The dipoles with a source impedance of 100 Ω are considered. The dipole arm length h is 15 mm 
and the wire radius is 0.1 mm, unless specified. The time is normalized by the time, τ0 =h/c, where 
c is the light velocity in free space. Unless specified, the generator voltage at the transmit antenna 
and the incident pulse plane wave are monocycle pulses (the first order differential of the Gaussian 
pulse) ( )2)( σttetg −= , where σ determines the time duration of the pulse. 
3.3.1 Transient Response for Wire Dipoles 
Consider a dipole perpendicularly illuminated by a pulse plane wave, as shown in Fig. 3.2. For the 
pulse with different time durations, the dipole displays different effects on the transient response. 
The differential and integral effects due to very long and very short incident pulses are discussed 
and experimentally clarified by Andrews [24]. Here, these effects on the response of a thin wire 
dipole excited by pulses are further investigated using the TDIE method. More results are given for 
those pulses with intermediate time duration.  
 42
When a very short monopole acts as a receive antenna, the antenna has an equivalent circuit, which 
consists of a series capacitance and a voltage generator, 
 )()( tEhtV inceffr ⋅=         (3.3.1) 
where heff  is the effective length of the receive antenna. For an electrically short monopole, the 
antenna capacitance is so small that it acts as a differentiator to the transient incident electric field.  
 
Fig. 3.2 A dipole perpendicularly illuminated by a pulse plane wave 
Fig. 3.3 shows that the received pulse is almost identical to the differential of the incident electric 
field, where the incident electric field is a monocycle pulse with σ = 600 ps. For comparison, the 
differential of the incident electric field has been rescaled such that it has the same amplitude as the 

















































 Differential of Incident Electric Field
 
Fig. 3.3 Differential effect for an electrically small dipole 
As the time duration of the incident electric field pulse becomes shorter, the antenna does not 
exhibit the differential effect anymore. Fig. 3.4 shows the received pulse for a monocycle incident 
plane wave with intermediate time durations. The effects of the dipole on the incident plane wave 
are governed by the ratio of σ/τ0. Moreover, it does have a frequency selection effect on the 
incident wave, as demonstrated in Fig. 3.1(b), where the spectrum of the receiving pulse over the 
spectrum of the incident plane wave is plotted. 





















 σ =  10 ps
 σ =  50 ps
 σ = 200 ps
 
Fig. 3.4 Received pulse due to an incident plane wave with different time durations 
When the time duration becomes further smaller, the antenna displays an obvious integral effect on 
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the incident field, that is, its output voltage is the integral of the incident transient electric field. The 
integral effect can be explained conceptually [24]. When an impulsive electric field is incident 
upon a monopole perpendicular to its vertical axis, a current is induced simultaneously in each 
differential segment, dx, of the antenna. These current segments, di, flow towards the output 
connector of the antenna and arrive at the output in sequence, forming a step function, which is the 
integral of the incident impulse. The integral effects of the antenna can only last for t < h/c. When t 
> h/c, the analysis becomes complicated due to the reflections at the ends [22]. 
Fig. 3.5 shows that good agreement between the received pulse and the integral of the incident 
electric field can be achieved for t/τ0 < 1. The incident field is a second order differential of the 
Gaussian pulse. The reflection of the wave occurs at the ends of the receive antenna and is 
observed after t/τ0  = 1. The amplitude will eventually decrease to zero because of the radiation 
loss. The current direction changes periodically. 
 







































 Integral of Incident Electric Field
 
Fig. 3.5 Integral effect for an electrically large dipole 
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3.3.2 Directional Property of Dipole and V-dipole 
Radiation patterns at the resonant frequency or gain at the broadside direction for a straight dipole 
have been discussed in many papers and textbooks, but the gain is seldom given as a frequency 
response in directions other than the broadside direction. Therefore, the gain of a thin straight 
dipole in various directions is investigated. Also, the directional property of a V-dipole is 
demonstrated and discussed. 
The gain of an antenna has been defined in Chapter 1 by equation (1.1.9). The plots of the 
frequency gain will provide useful information on the ability of the dipoles to transmit signal with 
high fidelity at a specific direction. This is of interest for potential applications of dipoles in UWB 
communications. To achieve a high fidelity signal transmission, the gain should be relatively 
constant over a frequency range that contains most energy of the input source pulse [25]. 
The dipole antenna and the coordinate system are shown in Fig. 3.6. It is observed from Fig. 3.7(a) 
that the frequency domain gain in the φ = 0° plane for a simple dipole. At the broadside, where θ = 
90°, the gain reaches 10 dBi at about h/λ = 0.6, and goes down rapidly with the increasing 
frequency. This means that for a reasonable pulse radiation at the broadside, the most energy of the 
source pulse should be within the frequency range 0.1 < h/λ < 0.6. Considering the reflection, too 
much low frequency energy component should be avoided for they will be reflected at the feed 
point. Fig. 3.7(a) also shows the radiation patterns for a simple thin wire dipole. When θ is very 
small, such as 5°, the gain is small at all the frequencies, showing the unavailability for radiation in 
this direction. When h/λ is about 0.85, the broadside gain is lower than –60 dBi. While the gain at θ 
= 45° and 65° can reach a value more than 0 dBi at such frequency range. It is clear that the 
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maximum gain shifts from θ = 90° . 
Overall, the simple wire thin dipole will not be a very good choice for a pulse radiation or UWB 
communication systems, unless they are used in the frequency range 0.1 < h/λ < 0.6 and in the 
broadside direction. Practically, the reflection coefficient is also considered simultaneously in the 
antenna design for high efficiency. The time domain waveforms of the radiated electric fields are 
shown in Fig. 3.7(b), where the antenna is excited by a monocycle pulse with σ =12 ps.  
 
 
Fig. 3.6. A dipole antenna in a spherical coordinate system 
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Fig. 3.7(b) Radiated field from a dipole 
Furthermore, the directional characteristics of V-dipoles are investigated. The antenna and the 
coordinate system are shown in Fig. 3.8. In the illustration, the x-direction is called the main 
direction of the V-dipole, and the x-z plane is called the main plane of the V-dipole. 
 
Fig. 3.8 The V-dipole 
Fig. 3.9(a) shows the gain in the main direction for a V-dipole with different bend angles α. It is 
seen that the gain increases significantly with increasing bend angle. A V-dipole with a bend angle 








frequency range 0.6 < h/λ < 2.0. Fig. 3.9(b) shows the time domain waveforms of the radiated 
electric fields when the V-dipoles are excited by a monocycle pulse with σ =12 ps.  
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Fig. 3.9(b) Radiated field with different bend angles 
Fig. 3.10(a) shows the gain on the θ = 90° plane for a V-dipole with a bend angle α = 45°. The 
maximum gain in the x-direction reaches 15 dBi, while the gain in other directions is much lower. 
The waveforms of the radiated electric field are plotted in Fig. 3.10(b).  
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Fig. 3.10(a) Gain for a V-dipole with α = 45° 
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Fig. 3.10(b) Radiated field for a V-dipole with α = 45° 
To further demonstrate the directional characteristics of V-dipoles, an antenna system comprising 
two V-dipoles with α = 45° is studied. As shown in Fig. 3.11, the transmit antenna is set at the 
original point of the coordinate system with the main direction pointing along x-direction. The 
receive antenna is set 1.96 m away from the transmit antenna and rotated in the x-y plane with the 
z-axis in the main plane and the main direction always pointing to the original point, so that the 
location of the receive antenna can be denoted as (θ, ϕ). Fig. 3.12 shows the received pulses when 
the receive antenna locates at different position. For comparison, the received pulse of an antenna 
system consisting of two straight dipoles is also plotted. The generator voltage in the transmit 
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antenna is a monocycle pulse with σ =15 ps. It can be seen that a V-dipole has a higher efficiency to 
transmit the signal in the main direction than that does in other directions. A V-dipole antenna 
system can achieve higher efficiency in specific directions than an antenna system comprising only 
straight dipoles. Fig. 3.13 shows the corresponding system voltage transfer functions and the 
spectrum of the excitation source, which are helpful to understand the different transmitting 
capability for the antenna systems. A good transmitting capability requires the amplitude of the 
transfer function be as high as possible within the operating frequency range, where most energy of 
the excitation source locates. The spectrum of the excitation source is normalized in the figure. 
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V-dipole: θ = 90o, φ = 135o
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Fig. 3.12 Received pulses 
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3.3.3 Dipoles under the Wu-King Loading Scheme 
When an electromagnetic wave travels along a simple metallic wire dipole/monopole, reflection 
occurs at the open end. Thus, standing wave of the current along the monopoles comes into being. 
As a result, the frequency-dependent input impedance shows large variation. To broaden the 
bandwidth of the dipole/monopole antenna, continuous resistive and/or discrete capacitive loading 
along the antenna can be applied to reduce the effects of the reflection at the open end. 
The key idea in applying resistive or capacitive loading to broaden the bandwidth of an antenna is 
that the loading induces a traveling wave of the current so that the reflection at the open end 
vanishes or become negligible. This problem has been extensively investigated in both time domain 
and frequency domain from the analytical, numerical, and experimental perspectives [25-27]. 
This subsection investigates the broadband characteristics of the dipole antenna under the 
“Wu-King” design [26] in the aspects of radiation, reception and system performance, by the 
comparison with a simple PEC wire dipole. A dipole antenna under the Wu-King loading scheme is 
shown in Fig. 3.14. Its arm length is h = 15 mm and radius is 0.225 mm. the antenna has a 












Ψ= .           (3.3.3) 
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Here, z/h is the relative position along the antenna, 000 / εµη =  is the intrinsic impedance in 
free space, and 0Ψ  is the dimensionless parameter as defined in [26]. 0Ψ  is a function of 
frequency. Since only resistive loading is applied to the dipole antenna, it must have a pure real 
value. When the frequency is set to be zero, 0Ψ  has a pure real value of 7.79. The continuous 
resistive loading can be implemented by a thin, conductive tube surrounding a non-conductive 
dielectric rod. In the numerical analysis, the resistance is held constant within each wire segment. 
 
Fig. 3.14 Geometry of the dipole antenna under the Wu-King loading scheme 
Fig. 3.15 shows the currents at the feed point when the antenna is excited by a monocycle pulse 
with σ = 12 ps, both for the dipole under the Wu-King loading scheme and the simple dipole. It is 
seen that the current for the loaded dipole only occurs before t/τ0 < 2. However, the reflection for a 
simple dipole is strong for t/τ0 > 2. This supports the conclusion that the Wu-King load scheme 
eliminates the reflection at the open end of the antenna. The matching of the antenna is shown in 






simple dipole through a broad bandwidth. It decreases gradually with the increment of frequency. 
However, it is still larger than -10dB when h/λ < 2.5. 
 
















Fig. 3.15 The current at the feed of the antenna 












Fig. 3.16 Magnitude of the reflection coefficient at the transmit antenna 
Fig. 3.17 and 3.18 give the information on the radiation capability of the dipole under the Wu-King 
loading scheme. Compared with the simple dipole, a loaded Wu-King dipole has a flatter gain but 
with lower amplitude. The radiated electric field has no ringing and has similar amplitude with the 
field radiated by a simple dipole in the early time. It can be concluded that the dipole under the 
Wu-King loading scheme achieve a flat gain at the expense of the energy efficiency. 
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Fig. 3.17 Broadside gain 



















Fig. 3.18 Radiated electric field 
Fig. 3.19 and 3.20 show the reception capability of the dipole under the Wu-King loading scheme. 
The transfer function )(ωθLeH  of the dipole under Wu-King load scheme is flatter but lower 
compared with the simple dipole. The time domain response is shorter than the simple dipole with 
no ringing in the late time. 
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Fig. 3.19 Transfer function )(ωθLeH  
 
























Fig. 3.20 Voltage at the receive antenna due to plane wave incidence 
Fig. 3.21 and 3.22 illustrate the system performance for an antenna system constructed by two 
identical antennas set side by side at a distance of 196 mm. The waveforms of the system transfer 
function are similar to the antenna gain shown in Fig. 3.17. The flatter and lower amplitude of the 
frequency response and the short time duration of the transient response for the loaded dipole 
convince the conclusion that the dipole under the Wu-King loading scheme achieve a broad 
bandwidth at the expense of energy efficiency. 
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Fig. 3.21 System transfer function )(ωH  
 




















Fig. 3.22 Voltage at the receive antenna due to monocycle excitation at the transmit antenna 
3.3.4 Conclusions 
This Section has presented some numerical results for the transient response of thin wire dipole 
antennas and V-dipole antennas. The main conclusions can be drawn in three aspects. 
z An electrically small dipole has a differential effect on an incident signal, while an electrically 
large dipole has an integral effect on an incident signal. Basically, the transient response is 
determined by both the antenna size and the incident pulse widths. 
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z The V-dipole presents considerable directivity over a wide frequency range or in time domain, 
which may be used for UWB measurement. 
z The dipole under the Wu-King load scheme has a broad bandwidth for the impedance 
matching, gain, and reception capability, but its energy efficiency is low. 
3.4 Resistive-Loaded Wire Circular Loop Antenna 
Among the wire structures, the loop antenna in a simple form has the advantages of small size and 
omni-directional features, but its impedance bandwidth is narrow. Similar to straight dipoles, 
loading techniques can be used to broaden the bandwidth of a loop antenna. This Section 
investigates the effects of the loading on the performance of the loop antenna for UWB impulse 
radio systems. 
A lot of work has been done on the transient response of loop antennas [28-31]. For example, the 
singularity expansion method (SEM) has been successfully applied to the broadband equivalent 
circuit synthesis of circular loop antennas for the perfectly electrically conducting loop and 
uniformly loaded loop antennas. However, the SEM cannot easily analyze a loop with a 
non-uniform load. Therefore, the time-domain integral equation (TDIE) method, which is capable 
of modeling various load schemes, is selected for the analyses of loaded loop antennas. 
In this Section, circular loops loaded with lumped and distributed resistances are investigated. The 
effects of the load are discussed with the aid of the snapshots of the currents on the loops. The 
efficiency of the loop antennas with different load schemes is compared and discussed. The 
radiation patterns over a wide frequency range are examined. To evaluate the reception ability, the 
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normalized sensitivity is calculated. The voltage transfer functions and received pulses for antenna 
systems built with such loops are compared and validated by measurements. 
3.4.1 Antenna Geometry and Loading Schemes 
Fig. 3.23 shows the geometry of the circular loop antenna under study. The loop radius is b = 
13mm and the wire radius is a = 0.5mm. Therefore, the shape factor of the loop is Ω = 2ln(2πb/a) = 
10.2. The internal impedance at the feed point is 100Ω. The angle φ represents the position on the 
loop. To investigate the characteristics of the loaded loops, four load schemes are considered. 
z A. Perfectly conducting loop 
This is a closed and perfectly conducting wire loop antenna. 
z B. Lumped absorbing load 
The lumped resistive load at the position φ = π is 240Ω, which is called the absorbing load in 
Section 3.4. The optimized absorbing load results in very little or no ringing in the late time of the 
transient response. It is obtained by the TDIE-based simulation for the minimum ringing. 
z C. Lumped infinite load 
This antenna has a perfectly conducting surface, but there is a gap at the opposite side of the feed 
position. That is, the resistive load at the position φ = π approaches infinity. 
z D. Uniformly distributed load 
The resistive load is uniformly applied around the loop. The overall resistance of the loop is 240Ω. 
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In the simulations, the loop is excited by a differentiated Gaussian pulse, 
 ( )2)( σttetg −=          (3.4.1) 
where σ determines the time duration of the pulse. The amplitude is normalized to unity in the 
simulations. 
As shown in Fig. 3.24, the antenna system is constructed and measured by setting two equivalent 
half loops on a 755×310 mm ground plane. The distance between the half loops is 670 mm. For 
each half loop, one end is connected with a 50 Ω coaxial cable line, and the other end shorted to the 
ground. The S-parameters of antennas are measured by an Agilent E8364B network analyzer. 
 











Fig. 3.24 Experimental setup for the loop antennas 
3.4.2 Effects of the Load on the Impedance Matching and Efficiency 
Fig. 3.25 shows the currents at the feed point for the four load schemes. The waveforms are almost 
identical within the first cycle, which is defined as the time needed for light to travel a distance 
equal to the loop circumference. In this case, one cycle takes 0.272ns. In the second cycle, the 
current for the loop with the lumped absorbing load has the smallest amplitude, due to the 
absorption by the applied resistive load. The current for the perfectly conducting loop in the second 
cycle has the similar waveform to that in the first cycle but with smaller amplitude. Compared with 
the perfectly conducting loop, the loop with a uniformly distributed load has a current with a 
similar waveform but smaller amplitude in the second cycle. This is because part of the energy has 
been dissipated due to the resistive load on the loop. In the second cycle, the loop with an infinite 
load has a current with the direction opposite to that of the current on the perfectly conducting loop. 




Coaxial line Coaxial line
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   Lumped Absorbing Load
   Lumped Infinite Load
   Uniformly Distributed Load
 
Fig. 3.25 Current at the feed point for each scheme 
In order to investigate further the effect of the applied load on the current distribution on the loop, 
snapshots were recorded as shown in Fig. 3.26, at different t/τ0 = 2.5, 4, 5, and 6. Here, τ0 is 
defined as the loop radius over the light velocity. The snapshots illustrate the propagation process 
of the currents on the loops. 
For the perfectly conducting loop, the current propagates along the loop, with the magnitude 
decreasing gradually. Compared with the simple dipole [23], the current on the loop decreases 
faster, as the current on the circular structure always has non-zero acceleration due to the changing 
current direction. When the current propagates through the position φ = π, there is no sharp loss in 
amplitude. For the loop with a lumped absorbing load, the current distribution is exactly the same 
to that on the perfectly conducting loop before the current arrives at the lumped load as shown in 
Fig. 3.26(a). However, after the arrival, the current is almost entirely absorbed by the lumped load. 
As for the loop with a lumped infinite load, the current is entirely reflected at the position φ = π. 
The loop with a uniformly distributed load has a similar current distribution to the perfectly 
electrically conducting loop, but with lower amplitude. This is because the loss comes not only 
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from the radiation, but also from the dissipation by the distributed load along the current path. 
 






















Fig. 3.26(a) t/τ0 = 2.5 















Position (π)  
Fig. 3.26(b) t/τ0 = 4 
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Position (π)  
Fig. 3.26(c) t/τ0 = 5 















Position (π)  
Fig. 3.26(d) t/τ0 = 6 
 
Fig. 3.26 Snapshots of the current distribution on the loop antenna 
The effect of the load on the current distribution affects the reflection coefficient of the loop 
antenna at the feed point, as illustrated in Fig. 3.27. Good agreement between the simulation and 
measurement is observed from the figure. For the loop with a lumped absorbing load, the |S11| has 
the most stable frequency response. Furthermore, the different current distributions will eventually 
result in different radiation and reception characteristics, which will be investigated in the 
following part of this Section. 
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Fig. 3.27 Simulated and measured reflection coefficients 
Table 3.1 provides the information on the radiation efficiency of the investigated loops when the 
loop antennas are excited by a differentiated Gaussian pulse with σ = 45ps. It must be noted that the 
results in the table are dependent on the excitation pulses. The dissipated energy is calculated 
directly from the current on the loop. Among all the parameters, the percentage of the total energy 
that is radiated is the most meaningful for the UWB impulse radio. 
As stated in [25], the energy has two loss sources: one is the mismatch between the feeding line and 
the antenna, the other is the dissipation by the load on the antenna. The loop with a lumped 
absorbing load has the least reflection loss, because the reflected energy is only due to the initial 
reflection at the feed point. For the perfectly conducting loop, some energy returns from the 
antenna to the feeding line after flowing around the loop. For the loop with a lumped infinite load, 
the reflection from the gap also contributes to the reflected energy. 
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For the schemes A and C, there is no dissipated energy due to the perfectly conducting surface. For 
the schemes B and D, considerable energy is dissipated by the resistive loads. The loaded loops 
under scheme B and D radiate 41.8% and 39.5% of the incident energy respectively, while the 
perfectly electrically conducting loop (scheme A) radiates 63% of the incident energy. Although the 
loaded loops in scheme B and D have a lower reflection loss, less energy is radiated for the 
dissipation by the resistive load. 
Table 3.1 Percentages of the energy of the input pulse to be reflected, dissipated and radiated for 
different load schemes 
 
Scheme Reflected Energy Dissipated Energy Radiated Energy 
A 37 % 0  63 % 
B 28.6% 29.6% 41.8% 
C 44.3% 0 55.7% 
D 30.7% 29.8% 39.5% 
3.4.3 Radiation and Reception 
The antennas to be used for portable devices in UWB radio systems are expected to have good 
directional characteristics for pulse radiation and reception. In this subsection, the realized 
frequency gain, which is defined by the equation (1.1.10), is used to evaluate the radiation ability of 
the antenna in a certain direction. 
Fig. 3.28 shows the realized gain as a function of frequency. Fig. 3.28(a) plots the gain for each 
load scheme in the direction of (θ = 0°, φ = 0°). Fig. 3.28(b) is the corresponding time domain 
waveform for the radiated electric fields due to a source pulse of σ = 45ps. Although the amplitude 
of the gain varies a lot, the amplitudes of the time domain waveforms are similar in the time 
interval from 0 to 0.2ns. The difference lies in the time durations and the subsequent amplitudes for 
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the time domain waveforms. A similar observation is made from Fig. 3.28(c) and Fig. 3.28(d) for 
the direction (θ = 90°, φ = 0°). 
Figs. 3.28(e) and (f) show the gain and radiated electric fields for the loop with a lumped absorbing 
load. Although the gain in the directions other than (θ = 0°, φ = 0°) are lower, the amplitudes of the 
time domain waveforms are only slightly reduced. Another important observation is that the time 
durations of the waveforms are limited to about 0.4ns, which is equal to the duration of the source 
pulse plus the time required for the pulse to travel half round of the loop. This property is desired 
for UWB antennas used in a pulse-position modulation (PPM) based impulse radio system [32]. 


















Fig. 3.28(a) Gain in the direction of (θ = 0°, φ = 0°) 
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Fig. 3.28(b) Radiated electric fields in the direction of (θ = 0°, φ = 0°) 
 


















Fig. 3.28(c) Gain in the direction of (θ = 90°, φ = 0°) 




















Fig. 3.28(d) Radiated electric fields in the direction of (θ = 90°, φ = 0°) 
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Fig. 3.28(e) Gain for the loop with a lumped absorbing load 
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Fig. 3.28(f) Radiated electric fields by the loop with a lumped absorbing load 
The reception capability of the loop antenna can be described by the normalized sensitivity, which 






0η=          (3.4.2) 
where IL is the current on the receiving port, η0 is the intrinsic impedance for free space, and Ei is 
the incident plane wave. 
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Fig. 3.29 shows the sensitivity amplitude when the incident plane wave propagates along the 
x-direction with the polarization direction along the negative y-direction. It is observed that the 
uniformly loaded loop has a relatively stable response over the frequency range from 3GHz to 
15GHz. The loop with a lumped absorbing load has a flatter response but with a slightly smaller 
amplitude compared with the uniformly loaded loop. The variation of the sensitivity amplitude for 
the loop with a lumped infinite load is the greatest. 





















Fig. 3.29 Normalized sensitivity for each scheme 
3.4.4 System Performance 
To investigate the system performance, four antenna systems have been set up. Each system 
comprises two identical loop antennas under a certain load scheme, as shown in Fig. 3.30. The 
transmit antenna is positioned at the original point. The location of the receive antenna can be 
changed, while the orientation of the receive antenna is unchanged. The distance between the two 
antennas is 670mm, so that the location of the receive antenna can be denoted by (θ, φ). 
 71
 
Fig. 3.30 The antenna system constructed by two loop antennas 
Fig. 3.31 shows the received pulse by the receive antenna when the transmit antenna is excited by 
the differentiated Gaussian pulse with σ = 45ps. The applied load does not cause much decrease in 
the amplitude of the waveform in the time interval from 0.1ns to 0.3ns, which is indicated by Fig. 
3.31(a) and (b). However, the received pulses are much smaller when the receive antenna is placed 
in the θ = 90° plane of the loop. Fig. 3.31(c) shows the received pulses for the antenna system 
comprising two loops under the lumped absorbing load scheme. Although the amplitude of the 
received pulse varies greatly when the receive antenna is placed at different locations, the time 
duration of the received pulse is always limited to about 0.5ns. 
The study shows that the antenna system under the lumped absorbing load scheme can achieve the 
minimum ringing compared with the perfectly conducting scheme, although the amplitudes of the 
received pulses are similar in the early time. This characteristic is especially useful for systems 









in increasing difficulty of detection due to the overlaps between subsequent signals. Compared with 
the uniformly distributed load scheme, the lumped absorbing load scheme has the additional 
advantage of easier fabrication. 


























Fig. 3.31(a) Received pulses when the receive antenna is located at (θ = 0°, φ = 0°) 
 


























Fig. 3.31(b) Received pulses when the receive antenna is located at (θ = 90°, φ = 0°) 
 
 73



















 θ = 0° , φ = 0°
 θ = 90° , φ = 0°
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 θ = 90° , φ = 180°
 
Fig. 3.31(c) Received pulses for the antenna system under the lumped absorbing load scheme 
To validate the simulation results, the S21 for the antenna systems are measured and then 
transformed to system transfer function. Fig. 3.32 shows the good agreement between the 
simulation and measurement results, when the receive antenna is located at (θ = 0°, φ = 0°) for 
both the perfectly electrically conducting dipoles and the lumped absorbing loading schemes. As 
can be seen, the amplitude of the transfer function for the lumped absorbing load scheme is much 
lower but flatter than that for the perfectly conducting scheme. 















Fig. 3.32(a) Transfer function |H(ω)| for the antenna system comprising two perfectly conducting 
loops when the receive antenna is located at (θ = 0°, φ = 0°) 
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Fig. 3.32 (b) Transfer function |H(ω)| for the antenna system under the lumped absorbing load 
scheme when the receive antenna is located at (θ = 0°, φ = 0°) 
3.4.5 Conclusions 
This Section has examined the effects of different load schemes on the performance of circular loop 
antennas. It is seen that the presence of the load results in the changes of the current distribution, 
impedance matching, radiation gain, and sensitivity of the antenna. Compared with the perfectly 
electrically conducting scheme, the antenna under a lumped absorbing load scheme has a broader 
impedance bandwidth, but with a lower radiation efficiency. Most importantly, such a load scheme 
is conducive to PPM based UWB impulse radio systems since the ringing in the transient response 
at the late time can be avoided. 
3.5 Conclusions 
In this chapter, the dipole and loop antennas have been studied by the time-domain integral 
equation method. The separation method has been proposed to reduce the computational cost of the 
analysis and separate the analysis of the transmit antenna and receive antenna. The method has 
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been validated by the conventional direct method and measurement. The investigation of the dipole 
and loop antenna both in time domain and frequency domain leads to following conclusions: 
z The voltage transfer function of an antenna system is useful to relate the load voltage at 
the receive antenna to the generator voltage at the transmit antenna. It can be obtained with less 
computational cost by separation method compared with the conventional direct method.  
z An electrically small dipole has a differential effect on an incident signal, while an 
electrically large dipole has an integral effect on an incident signal. Basically, the transient 
response is determined by both the antenna and the incident pulse. 
z The antenna gain is both angle and frequency dependent. The V-dipole presents 
considerable directivity over a wide frequency range or in time domain. Loading scheme can 
change the antenna radiation pattern, as well as its impedance matching. 
z The dipole under Wu-King loading scheme has a broad bandwidth for the impedance 
matching, gain, and reception capability, but its energy efficiency is low. 
z For a loop antenna, the presence of the load results in changes of the current distribution, 
impedance matching, radiation gain, efficiency, and sensitivity. The lumped absorbing load 
scheme is conducive for PPM based UWB impulse radio systems since the ringing in the 




CHAPTER 4  
APPLICATION OF GENETIC ALGORITHM TO 
UWB ANTENNA OPTIMIZATION 
 
4.1 Introduction 
In the previous chapters, the TDIE method has been described and used to analyzed wire antennas 
for the UWB radio system. It has been demonstrated that a suitable loading scheme can broaden the 
impedance matching, gain, and reception capability of the wire antennas. The Wu-King loading 
scheme was chosen for the dipole antenna in Section 3.3.3. The absorbing load has been introduced 
to the loop antenna for minimizing the late ringing in the late time of the transient response. 
However, the broadband characteristics for both cases are achieved at the expense of energy 
efficiency. For example, the broadside gain of a dipole under the Wu-King loading scheme, may be 
10 dBi lower than that of the perfectly electrically conducting dipole. It has been shown that it is 
not easy to synthesize the wire antenna with desired characteristics [33]. Therefore, some 
optimization algorithms are needed. 
The possible optimization algorithm can be classified to deterministic and stochastic techniques. 
Various deterministic techniques typically use different methods to construct search direction 
vectors. The trial solution vector is updated iteratively based on the values of the objective function, 
the first and the second derivatives. Deterministic techniques are efficient for unimodal 
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optimization problems that involve smooth and convex optimization criteria. However, they often 
fail for ill-conditioned stiff-optimization problems due to the inaccuracies that arise in the 
computation of the direction vectors. This is often true when the problem itself has been subjected 
to discretization, as in the case of computational electromagnetics. Moreover, deterministic 
techniques have weak capabilities for multi-objective optimization problems. 
Stochastic algorithms have been proven to be useful for optimization involving nonlinear and/or 
non differentiable objective functions. Compared with deterministic optimization techniques, 
stochastic algorithms are less prone to convergence to a weak local minimum. In other words, it has 
a stronger capability of the global optimization. Genetic algorithm (GA) is a robust and stochastic 
search method based on the principles and concepts of natural selection and evolution. GA is 
effective for finding approximate global maximum in a multi-dimension, multi-modal function 
domain in a near-optimal manner. Compared with deterministic methods, GA is computationally 
expensive. However, its strong capability for global optimization and complex problem has made it 
a good choice as the computational resource permit. 
The application of GA has been proposed for the design of loaded wire antennas [34]. In this 
Chapter, the GA is applied to the optimization of loaded wire antennas for the UWB radio systems. 
The synthesis technique combines the GA optimizer with the TDIE solver, so that it can optimize 
the loading parameters independently. The GA considers a “population” of Npop strings. Each string 
is initialized to be a random sequence of N bits and represents a design with certain antenna 
geometry and loading configurations. It evaluates the gain and reflection coefficient for each 
individual in the “population”, and guides the “population” towards better solutions through a 
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repetitive application of genetic operators. The repetition ends either when the design requirements 
are satisfied or after a certain number of steps has been reached. 
This Chapter is organized as follows: Section 4.2 describes the GA optimization technique; Section 
4.3 presents the application of the technique to the loaded wire antenna design for UWB radio 
systems. Conclusions are presented in Section 4.4. 
4.2 Genetic Algorithm 
In this Section, the basic concepts of the GA and three genetic operators – selection, crossover, and 
mutation are described. For further details on GA, please refer to [35, 36]. 
The GA is applied in an optimization problem to find the extreme of an objective function with 
respect to a set of M parameters, {X1, X2,…, XM}. For each of the parameters Xi, the admissible 
maximum and minimum values Xmax and Xmin are assigned. Each of the parameter Xi should be 
represented by an NXi bits binary code, where NXi determines the degree of resolution of the solution. 
The binary coded parameter is called a gene, and the string constructed by all the genes is called a 








   (4.2.1) 













XXXX      (4.2.2) 
where 110 ,...,, −XNbbb , is the binary representation of the parameter X. 
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Another important concept in GA is the objective function, which the GA attempts to maximize or 
minimize. The objective function is a function of the design parameters, which reflects the 
characteristics of the design to be optimized. In practice, design constraints are enforced in more 




ii fF α           (4.2.3) 
where fi represents one kind of feature, and αi determine the weight of i-th kind of feature. The 
objective function reflects the fitness of the design. 
The GA starts with a population P0, containing Npop design candidates of N bits. The GA proceeds 
by iteration. In each iteration, a new population Pi+1 is generated from the previous population Pi, 
through the application of the selection, crossover, and mutation operators. 
The selection operator generates a new population, PS, of size Npop, from the existing population Pi. 
The highly fit strings have more chances to survive. In this Chapter, the well-known weighted 
roulette wheel selection is used, in which the roulette is divided into Npop slots with size 
proportional to the objective function values of the design candidates in the population Pi. Npop 
strings are selected from Pi through Npop spins of the roulette. Therefore, the probability of each 
string in Pi to be selected is proportional to the value of the objective function and highly fit 
individuals have a greater probability to survive. 
The crossover operator converts the population PS, generated by the selection operator, to a new 
population, PC . The crossover operator randomly selects two strings from the existing population 
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PS, as parents. A crossover point k is selected randomly with a uniform distribution between 1 and 
N−1.With a probability of pcross, two children strings are generated by swapping all the bits between 
1 and k. The pcross is typically chosen between 0.8 and 1. If no swapping is carried out, the children 
strings are simply a copy of the parent strings. 
The mutation operator generates a new population PM from PC by copying the strings from PC, and 
randomly changing one of the bits from 1 to 0, or from 0 to 1, with a probability pmut. The 
population PM is just the next generation Pi+1. The pmut is typically chosen from 0.0001 to 0.005. 
Compared with the selection and crossover operators, the mutation operator is less important in the 
GA. However, it ensures the diversity in the population by performing the search in a new direction, 
so that local convergence can be avoided in the optimization. 
The GA repeats the above operations and changes the initial population P0 to the new population 
Pi . The new population will contain increasingly better solutions of the optimization problem. The 
iteration ends when the solutions converge to the global optimum. It can also be ended either when 
the best solution in the population has satisfied all the design requirements or after a certain number 
of iterations. The best solution is then selected from the final population as the desired solution of 
the optimization problem. 
4.3 Design Examples 
A general-purpose program has been developed based on the GA and TDIE for the optimization of 
loaded wire antennas for UWB applications. Two examples are shown in this Section to illustrate 
the application of the GA to the optimization of the antenna design. The goals of the optimizations 
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are to achieve broadband characteristics in terms of the impedance matching and gain at the 
broadside, and maintain as high efficiency as possible, for the use in the UWB radio systems. 
Consider a straight dipole with the arm length h = 15 mm and radius 0.1 mm as shown in Figure 
4.1. To broaden its bandwidth, resistive and/or capacitive loads are applied onto the two arms 
symmetrically about x-y plane. The goal is to obtain a small amplitude of the reflection coefficient, 
as well as the constant and high gain over the normalized frequency range 0.2 < h/λ < 2. In this 
study, the number and location of the loads are unchanged for simplicity. The five loads above the 
x-y plane are uniformly positioned at z = 2, 5, 8, 11, and 14 mm. 
 
Fig. 4.1 Loaded dipole antenna 
Two loading schemes are employed in the optimization. In the first loading scheme, only resistive 
loads are used. In the second loading scheme, both resistive and capacitive loads are used. 










loads are within 10240 << iR Ω for the resistance and 2001 << iC pF for the capacitance. 
The component values are represented by 5 bits in the chromosome. Each bit is initialized 
randomly to be 1 or 0. For the TDIE analysis, each arm of the dipole is divided to 15 segments of 
equal length. 
The purpose of the loading is to broaden the impedance bandwidth and achieve a high and flat gain 
in the broadside of the dipole antenna over the bandwidth. Therefore, the objective function should 
contain both the information of the impedance matching and broadside gain.  
The objective function is defined as 
sg FFF +=           (4.3.1) 
where Fg reflects the characteristics of the realized gain in the broadside of the antenna. The 
realized gain contains the information of both the impedance matching and the directivity. Fs 
reflects the flatness of the realized gain over the bandwidth of interest. It ensures the flatness of the 
gain response versus frequency, as well as the flatness of the amplitude of the reflection coefficient. 

















1 )()(         (4.3.3) 
where fi, i = 1, … , Nf, is the selected frequency within the interested bandwidth [ 1f , fNf ]. 
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It can be seen that, a high realized gain will result in large positive Fg. The realized gain is typically 
larger than -20 dBi within the bandwidth of interest, thus 20 is added to the realized gain to ensure 
that Fg is positive. The negative sign in (4.3.3) indicates the purpose that a flat realized gain 
response is desired. 
Using the objective function, the optimization results are listed in the Table 4.1 and 4.2 for the two 
loading schemes. Both the population and iteration number are set to be 24 in the simulation. The 
optimization took about 30 minutes under the MATLAB 6.5 (Release 13) with a Pentium IV 
1.6GHz processor and Win XP. The optimized designs are compared with the perfectly electrically 
conducting dipole and the dipole loaded under the Wu-King profile. 
 
Table 4.1 Component values for the GA-optimized dipole loaded with resistance 
 (Loading scheme 1) 
 
Load # 1 2 3 4 5 
Resistance (Ω) 0 759 825 165 495 
 
 
Table 4.2 Component values for the GA-optimized dipole loaded by resistance and capacitance 
(Loading scheme 2) 
 
Load # 1 2 3 4 5 
Resistance (Ω) 0 1024 462 660 760 
Capacitance (pF) 33 116 187 7 78 
 
Fig. 4.2 shows the amplitude response of the reflection coefficients. The GA optimized designs 
have broader impedance bandwidth than the simple perfectly electrically conducting dipole. 
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Compared with the dipole under the Wu-King loading scheme, better impedance matching is 
achieved around h/λ = 0.7 and 2.3. 
 















GA (loading scheme 1)




Fig. 4.2 Magnitude of the reflection coefficient 
Fig. 4.3 shows the broadside gain response. The response of the GA optimized designs is relatively 
flat within the frequency range 0.5 < h/λ < 2. The dips in the gain for the simple dipole are 
removed by the applied loading schemes. The advantage of the GA optimized designs over the 
Wu-King design is the high gain within the bandwidth of interest. 
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GA (loading scheme 1)




Fig. 4.3 Broadside gain 
Consider an antenna system promising two identical dipole antennas set side by side and separated 
at a distance of 196 mm, as shown in Fig.4.4. The amplitudes of the transfer functions for the 
antenna system with different loading scheme are plotted in Fig. 4.5. It can be seen that the GA 
optimized designs achieve flat transfer function while maintaining high efficiency. It is validated by 
Fig. 4.6, which shows the voltage at the receive antenna due to monocycle excitation at the transmit 
antenna. In the figure, the voltage amplitude for the antenna system constructed by GA optimized 
designs is similar to the simple dipole, but its time duration is less than t/τ0 = 4, where τ0 = h/c, and 
c is the light velocity in free space. Although the time duration for the Wu-King design is shorter, 
the amplitude of the received voltage is much lower. 
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Fig. 4.4 An antenna system constructed by two identical dipoles set side by side 















GA (loading scheme 1)




Fig. 4.5 System transfer function 
d = 196mm 
Transmit antenna Receive antenna 
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GA (loading scheme 1)




Fig. 4.6 Voltage at the receive antenna due to monocycle excitation at the transmit antenna 
To verify the results obtained by the TDIE method, the GA optimized dipole loaded with only 
resistance have been analyzed by the commercial EM simulator IE3D. The comparisons are shown 
in Fig. 4.7 and 4.8 in term of the input impedance and realized gain. The results agree with each 
other well. 


























Fig. 4.7 Input impedance of the GA optimized design (loading scheme 1) 
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Fig. 4.8 Realized gain of the GA optimized design (loading scheme 1) 
4.4 Conclusions 
The GA optimization technique has been presented for the UWB wire antenna design. The 
application of the technique has been illustrated by two examples, which are involved in the 
designs of loaded wire antennas. It has been shown that, the GA optimized designs have better 
performance in terms of impedance matching, broadside gain, and system response within the 
bandwidth of interest 0.5 < h/λ < 2, compared with the Wu-King design and perfectly electrically 
conducting dipole. The optimized designs have a fractional bandwidth of 4 and can be easily 







UWB has been an attractive technology for promising wireless communication applications. The 
design and analysis of the UWB antenna are facing many challenges. This thesis focuses on the 
analysis of wire antennas for UWB radio systems by using the time-domain integral equation 
(TDIE) method. 
The broadband signals and devices feature the UWB radio system. Such a system requires antennas 
to be broadband in terms of impedance, gain, and reception capability to ensure good system 
performance and high efficiency. The important parameters and their requirements for the antennas 
in UWB radio systems were described in Chapter 1. For the antennas in UWB radio systems, to 
ensure good system performance, several requirements are desired in the bandwidth of interest. 
z Good impedance match; 
z High and flat gain response; 
z High and flat system transfer functions for the antenna system constructed by transmit 
and receive antennas; and 
z High fidelity for the received voltage in the receive antenna. 
To characterize the wire antennas for UWB applications, a full wave electromagnetic analysis is 
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required. Among the full wave numerical methods, the TDIE method is a good choice because of 
its efficiency in terms of computational memory and time, as well as its capability for transient 
analysis. In Chapter 2, the Green’s function for the wave equation in time domain was presented by 
using a Fourier transform method. Based on the time domain Green’s function, the method of 
moment (MoM) solution of the TDIE for thin wire structures was given. The method has been 
extended to model thin wire structures loaded with linear or non-linear resistors, capacitors or 
inductors. Furthermore, the details of how to deal with wire junctions are provided. A general form 
of the impedance matrix is given by introducing a local label system. Therefore, the formulation is 
applicable to complicated wire structures with loads and wire junctions. 
Wire antennas have extensive applications in communication systems. In order to evaluate a UWB 
antenna system efficiently and separate the analysis of transmit and receive antennas, a separation 
method was proposed. Discounting the weak coupling between two antennas set far apart, the 
method calculates the system transfer function for an antenna system by multiplying two transfer 
functions. One transfer function is only related to the excitation and the radiated field by the 
transmit antenna; the other transfer function is only related to the incident plane wave and the 
received voltage at the receive antenna. The method was validated by measurement data and 
demonstrated its capability for the analysis of UWB antenna system. 
By using TDIE and the separation method, the loaded and unloaded dipoles and loop antennas were 
analyzed and evaluated on their system performance. The main findings are listed below. 
z The transient response is determined by both the antenna size and the incident pulse 
widths. An electrically small dipole has a differential effect on an incident signal, while an 
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electrically large dipole has an integral effect on an incident signal. 
z The V-dipole has presented considerable directivity over a wide frequency range or in 
time domain, which makes it have potential applications in UWB systems. 
z The dipole under the Wu-King loading scheme has achieved a broad bandwidth in terms 
of the impedance matching, gain, and reception capability, but its energy efficiency is low. 
z For the loaded loop antenna, the presence of the load changes in the current distribution, 
impedance matching, radiation gain, and sensitivity of the antenna. The proposed lumped 
absorbing loading scheme is conducive for PPM based UWB impulse radio systems since the 
ringing in the transient response at the late time can be avoided. 
With an appropriate loading scheme, the bandwidth of wire antennas in terms of impedance 
matching, gain, and reception capability can be broadened. However, the applied loads often 
decrease the efficiency of antennas dramatically. Therefore, in Chapter 4, the Genetic Algorithm 
(GA) has been introduced for the optimization of wire antennas in UWB radio systems. As an 
illustration, the application of the GA on the loaded dipoles has been performed. The designs 
optimized by the GA have better performance in terms of impedance matching, broadside gain, 
system response, and efficiency within the bandwidth of interest, as compared to the Wu-King 
design and the perfectly electrically conducting dipole. It was shown that the combination of GA 
and TDIE methods was effective in the optimization of loaded wire antennas in UWB radio 
systems.  
In conclusion, in Thesis candidate has developed TDIE and GA algorithms to analyze, design, and 
optimize the wire antenna structures for UWB radio systems. The time-domain characteristics of 
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loaded wire antennas have been analyzed and optimized with the aid of the GA. The candidate has 
also presented the separate method for transmit and receive antenna systems to simplify the 
analysis of antenna systems with the significant reduction in computation time and memory. The 
information from his work is useful to antenna and systems designers for pulse selection and 
antenna optimization. 
The future work may include the development of TDIE method for surface structures and its fast 
algorithms. The use of the GA in conjunction with the TDIE can be further investigated for 






[1] FCC News Release, New Public Safely Application and Broadband Internet Access Among 
Uses Envisioned by FCC Authorization of Ultra-Wideband Technology, 14 Feb 2002. 
[2] FCC 02-48, Revision of Part 15 of Commission’s Rules Regarding Ultra-Wideband 
Transmission Systems, First Report & Order, Washington DC, Adopted 14 Feb 2002, Released 
22 April 2002. 
[3] E. K. Miller, Time-domain Measurement in Electromagnetics, Van Nostrand Reinhold, New 
York, 1986. 
[4] J. D. Taylor, Introduction to Ultra-wideband Radar Systems, CRC Press, Boca Raton, 1995. 
[5] http://www.multispectral.com/UWBFAQ.html 
[6] D. M. Pozar, Closed-form Approximations for Link Loss in a UWB Radio System Using 
Small Antennas, IEEE Trans. Antennas Propagat., vol. 51, pp. 2346-2352, 2003. 
[7] Z. N. Chen, X. H. Wu, H. F. Li, N. Yang, and M. Y. W. Chia, Consideration for Source Pulses 
and Antennas in UWB Radio Systems, IEEE Trans. Antenna Propagat., vol. 52, pp. 1739-1748, 
2004. 
[8] S. M. Rao, Time Domain Electromagnetics. Academic Press, San Diego, 1999. 
[9] G. Barton, Elements of Green’s Functions and Propagation. Oxford Science Press, 1989. 
[10] R. Gomez Martin, A. Salinas and A. Rubio Bretones, “Time-domain Integral Equation 
Methods for Transient Analysis”, IEEE Antenna Propagat. Magazine, vol.34, No. 3, June 
1992. 
 94
[11] A. Rubio Bretones , A. Salinas, R. Gomez Martin, and J. Fornieles, “About the Study of the 
Time Domain of Junctions Between Wires,” ACES Journal. 
[12] T. T. Wu and R. W. P. King, “The Tapered Antenna and Its Application to the Junction 
Problem for Thin-wires”., IEEE Trans. Antenna Propagat., vol.24, pp. 1, 1990. 
[13] C. L. Bennett and W. L. Weeks, Transient Scattering from Conducting Cylinders, IEEE Trans. 
Antenna Propagat., vol.18, pp.627. 1970. 
[14] S. J. Dodson, S. P. Walker, and M. J. Bluck, Implicitness and Stability of Time Domain 
Integral Equation Scattering Analysis, Applied Computational Electromagnetics Society 
Journal, 13, pp. 291-301, 1998. 
[15] S. M. Rao and T. K. Sarkar, Implicit Solution of Time-domain Integral Equations for 
Arbitrarily Shaped Dielectric Bodies”, Microwave Opt Technol Lett, vol. 21, pp. 201-205, 
1999. 
[16] B. Shanker, A. A. Ergin, K. Aygun, and E. Michielssen, Analysis of Transient Electromagnetic 
Scattering from Closed Surface Using a Combined Field Integral Equation, IEEE Trans. 
Antenna Propagat., vol. 48, pp. 1064-1074, 2000. 
[17] B. H. Jung, T. K. Sarkar, Z. Ji, ans Y. S. Chung, Time Domain Analysis of Conducting Wire 
Antennas and Scatterers, Microwave Opt Technol Lett, vol. 38, pp. 433-436, 2003. 
[18] S. P. Walker and B. H. Lee, Reduced-cost Methods for Large Time Domain Integral Equation 
Scattering Analysis,” Communications in Numerical Methods in Engineering, 14, pp. 751-756, 
1998. 
[19] A.A. Ergin, B. Shanker and E. Michielssen, The Plane-wave Time-domain Algorithm for the 
Fast Analysis of Transient Wave Phenomena, IEEE Antennas Propagat. Magazine, vol. 41, pp. 
 95
39-52, 1999. 
[20] P. D. Smith, Instabilities in time marching methods for scattering: Cause and rectification, 
Electromagn., vol. 10, pp. 439–451, 1990. 
[21] G. S. Smith, On the Interpretation for Radiation from Simple Current Distribution, IEEE 
Antennas Propagat Magazine, vol. 40, pp. 39-44, 1998. 
[22] R. G. Martin, A. R. Bretones, and S. G. Garcia, Some Thoughts about Transient Radiation by 
Straight Thin Wires, IEEE Antennas Propagat Magazine, vol. 41, pp. 24-33, 1999. 
[23] C. C. Bantin, Radiation from a Pulse-excited Thin Wire Monopole, IEEE Antennas Propagat 
Magazine, vol. 43, pp. 64-69, 2001. 
[24] James R. Andrews, UWB signal sources and antennas, AN-14, Picosecond Pulse Labs, 
Boulder, CO, Feb. 2003. 
[25] T. P. Montoya and G. S. Smith, A Study of Pulse Radiation from Several Broad-band Loaded 
Monopoles, IEEE Trans Antennas Propagat, vol. 44, pp. 1172-1182. 1996. 
[26] T. T. Wu and R. W. P. King, The Cylindrical Antenna with Nonreflecting Resistive Loading, 
IEEE. Trans. Antenna Propagat., vol. 13, pp. 369-373, May 1965. Correction, p.998, Nov. 
1965. 
[27] B. L. J. Rao, J. E. Harris, and W. E. Zimmerman, Broadband Characteristics of Cylindrical 
Antennas with Exponentially Tapered Capacitive Loading,” IEEE Trans. Antennas Propagat., 
vol. 17, pp. 145-151, Mar. 1969. 
[28] K. P. Esselle, and S. S. Stuchly, Resistively Loaded Loop as a Pulse-receive antenna, IEEE 
Trans Antennas Propagat, vol. 38, pp.1123-1126, 1990. 
[29] A. M. Abo-Zena, and R. E. Beam, Transient Radiation Field of a Circular Loop Antenna, 
 96
IEEE Trans Antennas Propagat, vol. 20, pp.380-383, 1972. 
[30] G. W. Streable, and L. W. Pearson, A Numerical Study on the Realizable Broad-band and 
Equivalent Admittances for Dipole and Loop Antennas, IEEE Trans Antennas Propagat, vol. 
29, pp. 707-717, 1981. 
[31] K. A. Michalski, Equivalent Circuit Synthesis for a Loop Antenna Based on the Singularity 
Expansion Method, IEEE Trans Antennas Propagat, vol. 32, pp. 433-441, 1984. 
[32] G. R. Aiello, and G. D. Rogerson, Ultra-wideband Wireless Systems, IEEE Microwave 
Magazine, pp. 36-47, 2003. 
[33] B. D. Popovic, CAD of Wire Antenna and Related Radiating Structures. Research Studies 
Press, Somerset, U.K., 1991. 
[34] Alona Boag, Amir Boag, E. Michielssen, and R. Mittra, Design of Electrically Loaded Wire 
Antenna Using Genetic Algorithms, IEEE Trans Antennas Propagat, Vol. 44, pp. 687-695, 
1996. 
[35] Y. Rahmat-Samii and E. Michielssen, Electromagnetic Optimization by Genetic Algorithms. 
Wiley-Interscience, 1999.  
[36] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning. 
Addison-Wesley, Reading, MA, 1989. 
 
 97
LIST OF PUBLICATIONS 
 
[1] Hui Feng Li, Zhi Ning Chen, and Le-Wei Li, "Analyses of Antennas in UWB Radio Systems 
by Using Time-domain Integral Equation", in Proc. of 2003 Asia Pacific Microwave 
Conference, Seoul, Korea, November 4-7, 2003. 
[2] Zhi Ning Chen, Xuan Hui Wu, Hui Feng Li, Ning Yang, and M. Y. W. Chia, "Consideration 
for Source Pulse and Antennas in UWB Radio Systems", IEEE Trans. on Antenna and 
Propagat., vol. 52, pp. 1739-1748, 2004. 
[3] Hui Feng Li, Zhi Ning Chen, and Le-Wei Li, "Characterization of Resistive-Loaded Wire 
Loop in UWB (Impulse) Radio", Microwave and Optical Technology Letters, vol. 43, no. 2, 
pp. 151-156, October 20, 2004. 
[4] Hui Feng Li, Zhi Ning Chen, and Le-Wei Li, "Investigation of Time-domain Characteristics 
of Thin Wire Antennas", Microwave and Optical Technology Letters, vol. 43, no. 3, pp. 
253-258, November 5, 2004. 
 
 
 
