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Abstract
The quickest change detection problem is considered in the context of monitoring
large-scale independent normal distributed data streams with possible changes in
some of the means. It is assumed that for each individual local data stream, either
there are no local changes, or there is a “big” local change that is larger than a pre-
specified lower bound. Two different kinds of scenarios are studied: one is the sparse
post-change case when the unknown number of affected data streams is much smaller
than the total number of data streams, and the other is when all local data streams are
affected simultaneously although not necessarily identically. We propose a systematic
approach to develop efficient global monitoring schemes for quickest change detection
by combining hard thresholding with linear shrinkage estimators to estimating all
post-change parameters simultaneously. Our theoretical analysis demonstrates that
the shrinkage estimation can balance the tradeoff between the first-order and second-
order terms of the asymptotic expression on the detection delays, and our numerical
simulation studies illustrate the usefulness of shrinkage estimation and the challenge
of Monte Carlo simulation of the average run length to false alarm in the context of
online monitoring large-scale data streams.
Index Terms— Asymptotic optimality, change-point, quickest detection, sequential
detection, shrinkage estimation, Shiryaev-Roberts
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1 Introduction
The problem of online monitoring large-scale data streams has many important applications
from biosurveillance and quality control to finance and security in modern information age
when the rapid development of sensing technology allows one to generate large-scale real-
time streaming data. In many scenarios, one is often interested in the early detection
of a “trigger” event when “sensors” are deployed to monitor the changing environments
over time and space, see Lawson and Kleinman [7]. From the theoretical or methodological
viewpoint, this is a quickest change detection or sequential change-point detection problem,
where the case of monitoring K = 1 data stream has been extensively studied in the past
several decades, see the books by Basseville and Nikiforov [1] and Poor and Hadjiliadis [14]
for the review. Also see Page [12], Shiryaev [18], Lorden [8], Pollak [13], Moustakides [11],
Lai [6] for some early classical contributions. In addition, the case of online monitoring a
not so large number K (e.g., tens) of data streams has also been studied in the literature,
see Lorden and Pollak [9], Tartakovsky et al. [20], Zamba and Hawkins [24], Veeravalli and
Bangerjee [21].
Unfortunately research on the problem of online monitoring a large number K (e.g.,
hundreds or more) of data streams is rather limited, see Siegmund [19] and the discussions
therein. While many classical quickest change detection methods are based on likelihood
ratio statistics, and can be extended from one-dimensional to K-dimensional, their per-
formances are rather poor when monitoring a large number K of data streams, despite
holding the so-called first-order asymptotic optimality properties for any fixed dimensional
K in the sense of asymptotically minimizing the detection delay for each and every possible
post-change hypothesis as the average run length (ARL) to false alarm constraint goes to
∞. The main reason is that these classical quickest change detection methods often over-
emphasize the first-order performance for each and every possible post-change hypothesis
in the K-dimensional space, and thus the price they paid is on the second-order terms of
the detection delays which are often linearly increasing as a function of K. This is not an
issue when the number K of data streams is small, but it has a severe effect when K is
large (e.g., hundreds): under a reasonable practical setting, the second-order term of the
detection delay will likely be comparable to the first-order term, which implies that the
nice first-order asymptotic optimality properties have little practical meaning for large K!
This led Mei [10] to raise an open problem whether one can develop new methods that can
reduce the coefficient in the second-order term of the detection delay from K to a smaller
number to yield quicker detection.
The primary objective of this paper is to tackle this open problem, and propose a
systematic approach to develop efficient methodologies for online monitoring a large number
K of independent data streams. Our proposed methods do not aim for each and every
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possible post-change hypothesis in the K-dimensional space, and the main assumption
we make is that for each individual local data stream, either there are no local changes,
or there is a local change that is larger than some pre-specified lower bounds. The key
novelty of our proposed methodologies is to apply shrinkage estimators to incorporate
such prior knowledge of the post-change hypothesis to develop efficient quickest change
detection methodologies. To illustrate our main ideas, we will focus on the problem of
monitoring K independent normal data streams with possible changes in the means of
some data streams, and two different scenarios will be investigated: one is the sparse post-
change case when the unknown number of affected data streams is much smaller than the
total number of data streams, and the other is when all local data streams are affected
simultaneously although not necessarily identically, i.e., different local data streams may
have different unknown post-change mean parameters. It is useful to think that for a
given total information for changing event, the former scenario corresponds to the case
of a few “large” local changes, whereas the latter scenario corresponds to the case of
“relatively small” local changes in all data streams. Given the same total information of
changing event, the classical quickest change detection methods will have similar (first-
order) performance under these two scenarios, although intuitively one may feel that these
two scenarios should be different. Our proposed methods combine the hard thresholding
estimators with the linear shrinkage estimators to simultaneously estimate unknown post-
change mean parameters, and will indeed show that these two scenarios should be treated
differently. In the process of investigating the properties of the proposed methods, we
also demonstrate the challenge of Monte Carlo simulation of the average run length to
false alarm for large dimensional K due to the curse of dimensionality, which seems to be
overlooked in the quickest change detection literature.
Note that the usefulness of shrinkage or thresholding in high-dimensional data is well-
known in the modern off-line statistical research since the pioneering work of James and
Stein [5], also see Cande´s [2] and references therein. However, the application of shrinkage
or thresholding to quickest change detection is rather limited. Unlike other off-line works
that deal with high-dimensional statistics, the asymptotic analysis in this paper fixes the
dimension K (or the number of data streams) as the ARL to false alarm is taken to infinity.
Our aim is on the development of asymptotic results that are useful for the practical setting,
and thus our focuses are on the effects of the dimension K on the second-order term of the
detection delays, and on how shrinkage or thresholding can lessen such effects. As far as
we know, it remains an open problem in quickest change detection when the dimension K
is taken to infinity.
In the present paper, we will demonstrate how to combine shrinkage estimators with the
classical Shiryaev-Roberts procedure to yield an efficient global monitoring scheme. Note
that the Shiryaev-Roberts procedure is chosen as a demonstration here, since it allows us
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to simplify our mathematical arguments by borrowing the results in Lorden and Pollak
[9] that develops the Shiryaev-Roberts-Robbins-Siegmund (SRRS) scheme based on the
method of moments (MOM) estimators or the maximum likelihood estimators (MLE) of
unknown post-change parameters. Besides the different estimators of unknown post-change
parameters, another main difference between our research and Lorden and Pollak [9] is that
we explicitly investigate the effect of the number of data streams on the detection delay
performance of the schemes. We want to emphasize that our use of shrinkage estimators
can easily be combined to other popular quickest change methods such as the CUSUM
procedure proposed by Page [12] from the methodology or algorithm point of view, although
the corresponding theoretical asymptotic analysis seems to be nontrivial. Hopefully our
useful of shrinkage estimation opens new directions to develop more efficient methodologies
for online monitoring of large-scale or high-dimensional data streams.
From the information theory viewpoint, the asymptotic performance of our proposed
shrinkage-based schemes is characterized by the new information number defined in (17)
below. In a simple setting for normal distributions when the ωk’s are the smallest meaning-
ful bounds on the post-change mean parameters µk’s, the new information number has the
form of 1
2
∑
k:|µk|>ωk(µk)
2, whereas the classical Kullback-Leibler divergence is 1
2
∑K
k=1(µk)
2.
Thus our proposed new information number can be thought of as the shrinkage approx-
imation of the classical Kullback-Leibler divergence between pre-change and post-change
distributions. In the context of monitoring large-scale data streams, we feel that our pro-
posed new information number in (17) provides more meaningful bounds than the classical
Kullback-Leibler divergence, since it takes into account of the second-order term of the
detection delay performance and the spatial uncertainty associated with which local data
streams are affected.
We should acknowledge that Xie and Siegmund [23] studies a similar problem by taking
a semi-Bayesian approach under the assumption that the fraction of affected data streams
is known. Here we did not make such an assumption, and our formulation assumes that the
lower bound of the post-change parameters are given, i.e., we are only interested in detecting
certain large local changes for individual local data streams. In addition, Tartakovsky et
al. [20] and Mei [10] consider the special case when all post-change parameters for affected
data streams were identical or completely specified. Here our underlying assumption is
that the post-change parameters are unknown and not necessarily identical. In addition,
the problem of monitoring K > 1 data streams is also studied in the offline setting when
the full information is available during decision-making, e.g. Zhang, Siegmund, Ji and Li
[25], and Cho and Fryzlewicz [3]. Our setting here is online where we observe the data
sequentially over time, and we cannot use future observations to make current decision.
The remainder of this paper is organized as follows. In Section II, we state the mathe-
matical formulation of monitoring K > 1 data streams and review shrinkage estimators in
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offline point estimation that will be used later. In Section III, we propose our shrinkage-
based monitoring scheme for the problem of online monitoring of independent normal data
streams with possible changes in some of the means. Section IV develops asymptotic prop-
erties of our proposed monitoring schemes. In Section V, we report numerical simulation
results to illustrate the usefulness of our proposed shrinkage-based schemes and the chal-
lenge of Monte Carlo simulation of the average run length to false alarm in the context of
online monitoring large-scale data streams. Section VI contains some concluding remarks.
The proof of Theorem 2 is included in the Appendix.
2 Problem formulation and Background
2.1 Problem formulation
Assume we are monitoring K independent normal data streams in a system. Denote by
Xk,n the observation of the k-th data stream at time n for k = 1, ..., K and n = 1, 2, ....
The Xk,n’s are assumed to be independent not only over time within each data stream,
but also among different data streams. Initially, all Xk,n’s are independent and identically
distributed (iid) N(µ0, 1) random variables. At some unknown time ν ∈ {1, 2, 3, . . .},
an event may occur to the system, and affect some data streams in the sense that the
distribution of the Xk,n’s may change to N(µk, 1) for n = ν, ν+1, ..., if the k-th data stream
is affected for k = 1, . . . , K. To simplify our notation, here the post-change mean µk = µ0
implies that the corresponding data stream is not affected, whereas µk 6= µ0 corresponds to
an affected data stream. Following the literature of quickest change detection, we assume
that the pre-change mean µ0 is completely specified, and without loss of generality, we
assume µ0 = 0, as otherwise we can monitor Xk,n − µ0 instead of Xk,n’s themselves. Thus
µ0 and 0 are interchangeable below for normal distributions.
In this article, we tackle the case when the post-change means µk’s are only partially
specified, e.g., we do not know which data streams are affected and do not know the exact
values of the post-change means µk’s for affected data streams. In practical situations when
monitoring large-scale data streams, one is often interested in only detecting “big” local
changes in individual data streams. This motivates us to assume that the post-change
hypothesis set for the post-change mean vector µ = (µ1, . . . , µK)
T is given by
Ω = {µ 6= 0 ∈ RK :
K∑
k=1
|µk|1{|µk| ≤ ωk} = 0}, (1)
where the lower bounds ωk’s are pre-specified positive constants that are the smallest
difference meaningful for detection. The post-change hypothesis set Ω in (1) implies that
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for any local data stream, either there are no local changes (i.e., µk = 0), or there is a big
local change (i.e., |µk| > ωk). In addition, µ 6= 0 implies that at least one µk 6= 0, i.e., at
least one data stream should be affected under the post-change hypothesis. Also note that
the post-change hypothesis set Ω in (1) assumes the true post-change mean µk 6= ±ωk for
any k. This is a technical assumption to simplify our theoretical analysis, since otherwise
careful arguments are needed to take care of those data streams with |µk| = ωk > 0 which
could be thought of as affected data streams only with probability 1/2. For any given
post-change mean vector µ, it is natural to define the number of affected data streams as
r =
∑K
k=1 1{µk 6= 0} where 1{A} is the indicator function of event A. Clearly, when µ ∈ Ω
in (1), this becomes
r =
K∑
k=1
1{|µk| > ωk}, (2)
which will play an important role on the detection delay performance of quickest change
detection schemes in our context. Note that the main scheme in Xie and Siegmund [23]
assumes that the number of affected data streams, or the r value in (2), is known and the
lower bound ωk = 0 for all k. In this article, we assume that the lower bounds ωk’s in (1)
are known positive constants for all k = 1, . . . , K. Two scenarios will be studied: one is
the sparse post-change hypothesis case when the value r in (2) is an unknown constant
that is much smaller than K, and the other is when r = K, i.e., when all data streams are
affected simultaneously.
To provide a more rigorous mathematical formulation, denote by Pµ,ν and Eµ,ν the
probability measure and expectation of {(Xk,1, Xk,2,...)}pk=1 when the change occurs at
time ν and the true post-change mean vector µ = (µ1, . . . , µp)
T . Denote by P∞ and E∞
the same when no change occurs, i.e., the change-time ν =∞. Loosely speaking, we want to
develop an online global monitoring scheme that can raise a true alarm as soon as possible
when the event occurs while controlling the global false alarm rate. Mathematically, an
online global monitoring scheme is defined as a stopping time T, which is an integer-valued
random variable. The event {T = n} represents that we will raise an alarm at time n at
the global level and declare that a change occurs somewhere in the first n time steps. Note
that the decision {T = n} is only based on the observations Xk,i’s up to time n.
The standard minimax formulation of quickest change detection problem can then be
formally stated as follows: Find a stopping time T that asymptotically minimizes the
“worst-case” detection delay proposed in Lorden [8]
Dµ(T ) = sup
1≤ν<∞
ess sup Eµ,ν(T − ν + 1|T ≥ ν,Fν−1)
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for all possible post-change mean vectors µ ∈ Ω in (1) subject to the constraint on the
average run length (ARL) to false alarm
E∞(T ) ≥ A. (3)
Here Fν−1 denotes all information up to time ν − 1, and the constraint A > 0 in (3) is
pre-specified.
2.2 Review of Shrinkage Estimation
Let us now review some well-known fact regarding offline shrinkage estimation procedures,
which will be used in our proposed methodologies for online monitoring K > 1 data streams
in the next section. Suppose that there are K ≥ 3 independent normal random variables,
say, {Y1, . . . , YK}, where Yk ∼ N(µk, σ2) with unknown mean µk and known variance σ2
for k = 1, . . . , K. Suppose we are interested in estimating the K-dimensional mean vector
µ = (µ1, . . . , µK)
T and want to find a good estimator µˆ = (µˆ1, · · · , µˆK)T under the mean
squared error (MSE) criterion MSE(µˆ) = E||µˆ− µ||2 = E
(∑K
k=1(µˆk − µk)2
)
.
It is trivial to see that the method of moment estimator (MOM) or maximum likelihood
estimator (MLE) of µk is µˆ
MLE
k = Yk for k = 1, . . . , K, since each µk corresponds to only
one normal variable Yk. A surprising result in a remarkable paper by James and Stein [5]
is that there are uniformly better estimators than MOM or MLE in the sense of smaller
MSE when simultaneously estimating K ≥ 3 unknown parameters! Since then shrinkage
estimation has become a basic tool in the analysis of high-dimensional data, especially
when the object to estimate holds sparsity properties.
Many kinds of shrinkage estimators have been developed in the literature, see Cande´s [2]
for the review and more references. Below we will review two kinds of shrinkage estimators
that will be used in our proposed quickest change detection schemes. The first one is the
linear shrinkage estimator of µk’s defined by
µˆk = aYk + (1− a)ζ
= aYk + b, (4)
where 0 ≤ a ≤ 1 is the shrinkage factor, ζ is a pre-specified real-valued constant (e.g.,
ζ = 0), and b = (1− a)ζ. This corresponds to shrinking the observed vector (Y1, · · · , YK)T
to the pre-specified vector (ζ, · · · , ζ)T as the shrinkage factor a goes to 0 (note that in a
more general setting, ζ can be different for different k). Observe that the linear shrinkage
estimator µˆk in (4) has the common shrinkage factor a for all k, and intuitively this works
well when all true µk’s are nonzero, or better yet, have similar values. The second kind of
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shrinkage estimator is the hard-thresholding estimator defined by
µˆk =
{
Yk if |Yk| ≥ ωk
µ0 = 0 if |Yk| < ωk . (5)
Intuitively, the hard-thresholding estimator in (5) works when only a (small) subset of µk’s
are different from µ0 = 0. In such scenario, it makes more sense to shrinking non-significant
MOM or MLE estimators of µk’s directly to 0. Indeed, the optimality properties of hard-
thresholding estimators in (5) were established in the context of offline point estimation,
see, for example, Donoho and Johnstone [4].
3 Our proposed monitoring schemes
In the problem of online monitoring of K independent normally distributed data streams
with possible mean changes, if we completely knew each and every post-change param-
eter µk, then many classical quickest change detection procedures for monitoring one-
dimensional data stream can be easily adapted to develop global monitoring schemes, and
one of them is the well-known Shiryaev-Roberts procedure (Shiryaev [18] and Roberts [16])
that can be defined as follows in our context. Let ΛSRn,m be the likelihood ratio statistic
of all observations up to time n in the problem of testing H0 : no change against H1 : a
change occurs at time m(≤ n), i.e.,
ΛSRn,m =
n∏
`=m
K∏
k=1
fµk(Xk,`)
fµ0(Xk,`)
, (6)
where fµ(·) is the probability density function of N(µ, 1). At time n, the Shiryaev-Roberts
procedure computes the global monitoring statistics
RSRn =
n∑
m=1
ΛSRn,m, (7)
which can be thought of as assigning a uniform prior on the potential change-point values
ν = m ∈ {1, 2, · · · , n}. Then the Shiryaev-Roberts procedure raises a global alarm at time
NSRB = inf{n ≥ 1 : RSRn ≥ B}, (8)
where the threshold B > 0 is chosen to satisfy the ARL to false alarm constraint in (3).
When the post-change parameters µk’s are unknown, one natural possibility is to replace
them by their corresponding estimators from the observed data. In the quickest change
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detection literature, it is standard to use MLE or MOM to estimate the unknown post-
change parameters, though there are generally two different approaches, depending on
whether or not to use the same estimate for all n−m+ 1 post-change parameters µk’s for
` = m,m + 1, . . . , n in the likelihood ratio ΛSRn,m in (6) at time n(≥ m). The first one is to
replace all n−m+1 µk’s by the same estimator based on all observations from the putative
change-point time m to the current time step n, and thus it often leads to the generalized
likelihood ratio type statistic, see Xie and Siegmund [23].
The second approach, adopted by Lorden and Pollak [9], is to use different estimates
to the n−m + 1 µk’s. To be more concrete, for each k = 1, . . . , K, Lorden and Pollak [9]
considers n−m+ 1 MLE/MOM estimates of µk :
µˆk,m,` = X¯k,m,` (9)
=
{ Xk,m+...+Xk,`−1
`−m , if ` = m+ 1, . . . , n
µ0 = 0, if ` = m
and then proposes to plug these µˆk,m,`’s into (6)-(8) to yield the quickest change detection
scheme. It is important to note that at time `, the estimate µˆk,m,` = X¯k,m,` in (9) only uses
the observations, Xk,m, . . . , Xk,`−1, to estimate µk at time `, which allows one to reserve
the observation Xk,` only for detection of a change. By doing so, we keep two important
properties of ΛSRn,m in (6): (i) the recursive form Λ
SR
n,m = Λ
SR
n−1,m
∏K
k=1[fµk(Xk,n)/fµ0(Xk,n)],
and (ii) the nice property of E∞(ΛSRn,m) = 1 which leads to a useful fact that R
SR
n − n is a
martingale under the pre-change hypothesis. Lorden and Pollak [9] termed their scheme as
Shiryaev-Roberts-Robbins-Siegmund (SRRS) scheme, as similar idea has been used earlier
in Robbins and Siegmund [15] for sequential hypothesis testing problems. Below the scheme
of Lorden and Pollak [9] will be called as the original SRRS scheme, and will be denoted
by N origB . It was shown in Lorden and Pollak [9] that the original SRRS scheme N
orig
B is
first-order asymptotically optimal when monitoring K = 1 data stream as the ARL to
false alarm constraint A in (3) goes to ∞. After a careful analysis, it can also be shown
that the first-order asymptotic optimality properties of N origB can be extended for any
fixed dimension K, but unfortunately the second-order term of the detection delay of the
original SRRS scheme N origB is a linear function of K. In other words, the original SRRS
scheme N origB of Lorden and Pollak [9] suffers the same problem of many classical schemes
mentioned in Mei [10] that the coefficient of the second-order term of detection delay is of
order K, and thus its first-order asymptotic optimality properties can be meaningless in
the practical setting of monitoring large-scale data streams.
In this paper, we propose to develop a global monitoring scheme by combining the
shrinkage estimators with the SRRS scheme of Lorden and Pollak [9]. Our motivation
is fueled by the fact that we need to estimate K post-change means µk’s simultaneously:
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if we let Yk = µˆk,m,` in (9) for all k = 1, . . . , K, then existing research in the offline
point estimation suggests that the shrinkage estimators in (4) or (5) should lead a better
estimation of the true unknown post-change means µk’s, which might lead to a better
quickest change detection scheme.
Inspired by the linear shrinkage estimator in (4) and the hard thresholding estimator
in (5), we propose a systematic approach that performs the linear shrinkage for values of
MLE/MOM X¯k,m,`’s in (9) that are not thresholded. Specifically, we propose to consider
the shrinkage estimators of the form
µˆk,m,` =

aX¯k,m,` + b if ` = m+ 1, · · · , n, and
|X¯k,m,`| ≥ ωk
c otherwise.
, (10)
where a, b, c are three constants to be specified later. Note that a = 1, b = 0 and c = 0
correspond to the hard-thresholding estimators in (5), which will be shown later to be one
of reasonable good choices under the post-change hypothesis Ω in (1).
Our proposed shrinkage-based SRRS schemes are defined by plugging the shrinkage/thresh-
olding estimators µˆk,m,` in (10) into (6)-(8). To be more concrete, define
Λn,m =
n∏
`=m
p∏
k=1
fµˆk,m,`(Xk,`)
fµ0(Xk,`)
(11)
= Λn−1,m
p∏
k=1
fµˆk,m,n(Xk,n)
fµ0(Xk,n)
for n > m,
where Λn,n = 1 for all n = 1, 2, . . . , and
Rn =
n∑
m=1
Λn,m, (12)
with R1 = 1. Then our proposed shrinkage-based SRRS scheme raises an alarm at the first
time
NB = inf{n ≥ 1 : Rn ≥ B}, (13)
where B > 0 is a pre-specified threshold.
Note that the original SRRS scheme in Lorden and Pollak [9] can be thought of as a
limiting case of our proposed shrinkage-based scheme NB in (13) when a = 1, b = 0 and
ωk → 0 in (10). In addition, many arguments in the asymptotic analysis of the original
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SRRS scheme in Lorden and Pollak [9] for K = 1 dimension such as martingale proper-
ties and non-linear renewal theory for overshoot analysis can be applied to the proposed
shrinkage-based scheme NB, subject to a careful analysis of the shrinkage estimators in
(10). Our major contribution is to introduce the shrinkage estimators to the quickest
change detection problem and demonstrate its usefulness to lessen the dimension effects
when the number K of data streams is large.
4 Asymptotic properties
In this section, we investigate the asymptotic properties of the proposed shrinkage-based
SRRS scheme NB in (12) and (13) when the estimators µˆk,m,`’s of the post-change means
µk’s are the shrinkage estimators in (10). The following discussion is divided into three
subsections. The first two subsections address two properties of the proposed shrinkage-
based SRRS scheme under the general setting: the ARL to false alarm and detection delay,
respectively. The third subsection focuses on the suitable choice of tuning parameters in
our proposed shrinkage-based SRRS scheme.
4.1 The ARL to false alarm
To derive the ARL to false alarm of the proposed shrinkage-based SRRS scheme NB in (12)
and (13), it is crucial to observe that its global monitoring statistic Rn is the Shiryaev-
Roberts-type statistics and thus Rn − n is a martingale under the pre-change hypothesis.
By the well-known Doob’s optional stopping time theorem (see Theorem 10.10 of Williams
[22]), for the stopping time N = NB defined in (13), we have E∞(N) = E∞(RN) ≥ B, as
RNB ≥ B by the definition of NB. Also see the proof of Theorem 4 of Lorden and Pollak
[9] for more detailed arguments. The following theorem summarizes this result.
Theorem 1. Consider the proposed shrinkage-based SRRS scheme NB in (12) and (13)
with µˆk,m,` being the shrinkage estimators in (10). For any B > 0,
E∞(NB) ≥ B.
While Theorem 1 is applicable regardless of the value of the dimension K (the number
of data streams), it is important to point out that the Monte Carlo simulation of E∞(NB)
is a different story due to the curse of dimensionality. If the dimension K is small, say
K = 1 or 5, then a Monte Carlo simulation with runs of thousands will provide a reasonable
estimate of E∞(NB) for a moderately large threshold B, say B = 104. However, the number
of necessary runs is exponentially increasing as the dimension K increases, as the scheme
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NB is highly skewed for large K, and the sample mean or median based on 10
5 or 106 of
realizations of NB can be a very poor estimate of E∞(NB).
The reason is that the likelihood ratio Λn,m(m < n) in (11) and the global monitor-
ing statistic Rn in (12) are typically highly skewed to 0 and 1 for large dimensional K,
respectively. To see this, consider the likelihood ratio Λn,m when µˆk,m,` is the MLE/MOM
estimates in (9). On the one hand, for a fixed n and any given 1 ≤ m ≤ n − 1, we have
E∞(Λn,m) = 1 and E∞(Rn) = n. On the other hand, for normal distributions,
E∞ log(Λn,m)
=
n∑
`=m
K∑
k=1
E∞
(
E∞(µˆk,m,`Xk,` − 1
2
(µˆk,m,`)
2
∣∣∣µˆk,m,`)
= −1
2
n∑
`=m
K∑
k=1
E∞(µˆk,m,`)2 (as E∞(Xk,`) = 0)
= −1
2
K∑
k=1
n∑
`=m+1
1
`−m (as µˆk,m,m = 0)
= −1
2
K(1 +
1
2
+ · · ·+ 1
n−m).
Here the third equation uses the fact that when µˆk,m,` is the MLE/MOM estimates in (9),
it has a N(0, 1/(`−m)) distribution. Now when K = 100, we have E∞ log(Λn,n−1) = −50,
implying that Λn,n−1 is concentrated around e−50 = 1.9×10−22, even though E∞(Λn,n−1) =
1. For all other m < n, the likelihood ratios Λn,m’s will be concentrated around an even
smaller value. Hence, for a fixed time n, when we simulate the global monitoring statistic
Rn of the original SRRS scheme, we will mostly likely observe Rn ≈ 1 (recall that Λn,n is
defined as a constant 1), although E∞(Rn) = n.
The above argument can also be extended to the proposed SRRS scheme with the
shrinkage estimators in (10), and our numerical experiences seem to suggest that the Monte
Carlo estimate of E∞(NB) works poorly and is highly biased unless the linear shrinkage
factor a is of order O(1/
√
K). As mentioned in Rubinstein and Glynn [17], the curse of
dimensionality is one of the central topics in Monte Carlo simulation due to the degeneracy
properties of likelihood ratios, and the importance sampling technique does not help in the
high dimensional problem unless we can reduce it to an equivalent low-dimension prob-
lem. It remains an open problem how to overcome the curse of dimensionality to simulate
E∞(NB) effectively for our proposed SRRS scheme NB in the general context of monitoring
a large number K of data streams.
A challenging practical question is how to find the thresholdB of the proposed shrinkage-
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based SRRS scheme NB in (12) and (13), so that it satisfies the pre-specified ARL to false
alarm constraint A in (3). The good news is that Theorem 1 provides a theoretical bound:
a choice of B = A will guarantee that the proposed shrinkage-based SRRS scheme NB
satisfies the ARL to false alarm constraint in (3). For that reason, in our numerical sim-
ulations below, we will set B = A and report the impact of shrinkage estimation on the
detection delays of the proposed shrinkage-based SRRS scheme NB.
4.2 Detection delay
In this subsection, we derive the asymptotic expression of the detection delay of the pro-
posed shrinkage-based SRRS scheme NB in (12) and (13) under the setting when the
dimension K is fixed and the threshold B goes to ∞. In this subsection and only in this
subsection, we assume that a change occurs to the k-th data stream at time ν and the
true post-change mean of the k-th data stream is µk for all k = 1, . . . , K. That is, the true
post-change mean vector µ = (µ1, . . . , µK)
T . Recall that if µk = µ0 then no changes occur
to the k-th data streams.
To present the results on the detection delays, we need to first introduce some new
notation. For each k = 1, . . . , K, denote by µ∗k the limit of the shrinkage estimators µˆk,m,`
in (10) as ` → ∞, i.e., µ∗k = lim`→∞ µˆk,m,` under the post-change hypothesis. Note that
the limit µ∗k does not depend on the initial time m of the estimators, and for the shrinkage
estimator µˆk,m,` in (10), it is easy to see that
µ∗k =
{
aµk + b if |µk| > ωk
c if |µk| < ωk , (14)
for each k = 1, . . . , K. Here we purposely do not consider the cases of µk = ±ωk, as the
corresponding analysis is complicated since the corresponding limit µ∗k can be either aµk+b
or c, either with probability 1/2. This is also the reason why the post-change hypothesis
set Ω in (1) makes a technical assumption that the post-change mean µk 6= ±ωk so as to
simplify our theoretical analysis.
Denote the vector of the limits µ∗k’s in (14) by µ
∗ = (µ∗1, . . . , µ
∗
K)
T . It is important to
note that in Lorden and Pollak [9], or more generally in the quickest change detection
literature, the limit vector µ∗ is always the same as the true post-change mean vector µ.
Hence, the asymptotic analysis on the detection delay of the scheme NB in (12) and (13) is
closely related to the classical Shiryaev-Roberts procedure NSRB that detects a change from
µ0 to the known post-change µ. However, for our proposed shrinkage estimators in (10), it
is no longer true that µ∗ = µ. Hence, we need to compare NB with the Shiryaev-Roberts
procedure that mis-specifies the post-change means, i.e., the one that is designed to detect
a change from µ0 to µ
∗ but the true post-change mean vector is actually µ.
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For that reason, we define a new information number
I(µ∗, µ0;µ) = Eµ
p∑
k=1
(
log
fµ∗k(Xk,`)
fµ0(Xk,`)
)
. (15)
When fµ0 and fµk are normal distributions with common variance 1, it becomes
I(µ∗, µ0;µ) = −1
2
p∑
k=1
µ∗k(µ
∗
k − 2µk). (16)
Plugging the limits µ∗k’s in (14) directly into (16) yields that
I(µ∗, µ0;µ) = −1
2
∑
k:|µk|>ωk
(
aµk + b
)(
(a− 2)µk + b
)
−1
2
∑
k:|µk|<ωk
c(c− 2µk). (17)
In the special case when (a, b, c) = (1, 0, 0), the new information number I(µ∗, µ0;µ) in (17)
has a simpler form:
I(µ∗, µ0;µ) =
1
2
∑
k:|µk|>ωk
(µk)
2. (18)
If we further let ωk go to 0, this becomes a more familiar form
Itot =
1
2
K∑
k=1
(µk)
2, (19)
where we change the notation to Itot to emphasize its special meaning as the Kullback-
Leibler divergence between the pre-change and post-change hypotheses. In Information
Theory and Statistics, the Kullback-Leibler divergence Itot in (19) has been regarded as
a measure to characterize the distance between pre-change and post-change distributions,
or equivalently, as a measure how difficulty it is to detect the change. However, in the
context of monitoring a large K number of data streams, Itot in (19) might no longer be as
informative as one thought, since it ignores the spatial uncertainty associated with which
subset of data streams are affected. A more meaningful measure that takes into account
such a spatial uncertainty will be I(µ∗, µ0;µ) in (18), or more generally those in (17) or
(15), which can be thought of as the shrinkage version of the Kullback-Leibler divergence
Itot in (19).
With the notation in (17)-(19), we are ready to present our main result on the detection
delays of the proposed shrinkage-based SRRS scheme NB in (12) and (13).
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Theorem 2. Consider the proposed shrinkage-based SRRS scheme NB in (12) and (13)
with the estimators µˆk,m,`’s defined in (10). Assume that the information number I(µ
∗, µ0;µ)
in (17) is positive. Then, as B →∞, the detection delay of NB satisfies
Dµ(NB) ≤ logB
I(µ∗, µ0;µ)
+
ra2
2I(µ∗, µ0;µ)
×
× log
( logB
I(µ∗, µ0;µ)
)
+ o(r log logB), (20)
where r is defined in (2) and represents the true number of affected data streams with “big”
local changes.
The detailed proof of this theorem will be presented in the Appendix. Note that the
original SRRS scheme N origB proposed in Lorden and Pollak [9] can be thought of as the
special case of our proposed scheme NB in (12) and (13). By Theorems 1 and 2, or by
extending the proof of Theorem 4 in Lorden and Pollak [9] from one-dimensional to K-
dimensional, we can establish the first-order asymptotic optimality of the original SRRS
scheme N origB in Lorden and Pollak [9] as follows:
Corollary 1. As B →∞, the original SRRS scheme N origB satisfies
Dµ(N
orig
B ) ≤
logB
Itot
+
K
2Itot
log
( logB
Itot
)
+o(K log logB), (21)
where Itot is defined in (19). Moreover, if we let B = A, then the original SRRS scheme
N origB is first-order asymptotically optimal in the sense of asymptotically minimizing the
detection delay Dµ(N
orig
B ) for each and every post-change mean vector µ subject to the false
alarm constraint in (3) when K is fixed and the constraint A in (3) goes to ∞.
Proof. For the original SRRS scheme N origB , the limit µ
∗
k in (14) becomes the true post-
change mean µk itself, and thus it is clear that the original SRRS scheme N
orig
B can be
thought of as the special case of our proposed scheme NB in (12) and (13) with a = 1, r = K
and I(µ∗, µ0;µ) = Itot. Relation (21) then follows directly from Theorem 2. By Theorem
1, the choice of B = A makes sure that the original SRRS scheme N origB satisfies the false
alarm constraint in (3). Then the asymptotic optimality properties of N origB follows at once
from a well-known lower bound on the detection delay of any scheme N satisfying the false
alarm constraint in (3): Dµ(N) ≥ (1 + o(1))(logA)/Itot, see Lorden [8].
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While Corollary 1 establishes the first-order asymptotic optimality property of the orig-
inal SRRS scheme N origB , it can be meaningless in practical setting when the dimension K
is large and B is only moderately large. This is because the second-order term (log log(B))
in the right-hand side of (21) has coefficient K and can be significant as compared to the
first-order term log(B). A comparison of (20) and (21) shows that shrinkage estimators im-
pact the detection delays in two different places: one is the information number I(µ∗, µ0;µ)
in (17) on the first-order term, and the other is the factor ra2 in the second-order term.
These will allow us to illustrate in the next subsection how a suitable choice of shrinkage
estimators in (10) can reduce the overall detection delay.
4.3 How to choose suitable shrinkage estimators?
In our proposed shrinkage-based SRRS scheme NB in (12) and (13) with the estimators
µˆk,m,`’s defined in (10), there are two sets of tuning parameters: one is the lower bounds
ωk’s and the other is the constant (a, b, c). The choices of the lower bounds ωk’s are
straightforward, as they are pre-specified in the post-change hypothesis set Ω in (1). Below
we will focus on the suitable choice of tuning parameter (a, b, c).
By Theorem 2, if we want to minimize the first-order term of the detection delay of the
proposed shrinkage-based scheme NB, then it suffices to maximize the information number
I(µ∗, µ0;µ) in (17). Hence, it is natural to define the “first-order” optimal choice of (a, b, c)
as the one that maximizes I(µ∗, µ0;µ) in (17). The following theorem provides the cor-
responding “first-order” optimal choice of (a, b, c) among all possible shrinkage estimators
µˆk,m,`’s in (10):
Theorem 3. Under the post-change hypothesis set Ω in (1), the choice of a = 1, b =
0, c = 0 is “first-order” optimal for the proposed SRRS scheme among all possible shrinkage
estimators µˆk,m,`’s in (10).
Proof. It suffices to show that a = 1, b = 0, c = 0 maximizes I(µ∗, µ0;µ) in (17). Note that
the right-hand side of (17) is a quadratic function of a, b, c and thus the optimal values
can be found by taking derivatives of the right-hand side of (17) with respect to a, b, c.
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Following the definition of r in (2), define
D1 =
K∑
k=1
µk1{|µk| > ωk}
D2 =
K∑
k=1
µ2k1{|µk| > ωk}
D3 =
K∑
k=1
µk1{|µk| < ωk}.
Then the derivatives of the right-hand side of (17) with respect to a, b, c can be rewritten
as
D1(a− 1) + rb = 0;
D2(a− 1) +D1b = 0;
(K − r)c−D3 = 0.
Clearly, under the post-change hypothesis Ω in (1), the post-change mean µk = 0 whenever
|µk| ≤ ωk, implying that D3 = 0. Hence, (a∗, b∗, c∗) = (1, 0, 0) is the unique optimal choice
of (a, b, c) when (D1)
2 6= rD2 and r 6= K, and is one of infinitely many optimal solutions
otherwise. Thus the theorem holds.
When a = 1, b = 0, c = 0, the shrinkage estimators µˆk,m,`’s in (10) become the hard-
thresholding estimators
µˆk,m,` =

X¯k,m,` if ` = m+ 1, . . . , n, and
|X¯k,m,`| ≥ ωk
µ0 = 0 otherwise
, (22)
where X¯k,m,`’s are the MLE/MOM estimates of µk in (9). Denote by N
hard
B the corre-
sponding SRRS scheme NB in (12) and (13) when the estimators µˆk,m,`’s being the hard-
thresholding estimators (22). The following corollary summarizes its first-order asymptotic
optimality properties:
Corollary 2. For any fixed dimension K, the hard-thresholding scheme NhardB with B = A
asymptotically minimizes the detection delay Dµ(N
hard
B ) (up to first-order) for each and
every post-change mean vector µ ∈ Ω in (1) subject to the false alarm constraint A in (3)
as the constraint A goes to ∞.
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Proof. By Theorem 2 and Corollary 1, it suffices to show that for the hard-thresholding
estimators in (22), I(µ∗, µ0;µ) in (18) is the same as Itot in (19) when µ ∈ Ω in (1). From
the definition of Ω in (1), we have µk = 0 if |µk| < ωk. Thus
∑
k:|µk|>ωk(µk)
2 =
∑K
k=1(µk)
2
and it is clear from (18) and (19) that I(µ∗, µ0;µ) = Itot for any µ ∈ Ω. Hence the corollary
holds.
It is useful to compare the original SRRS scheme N origB in Corollary 1 with the hard-
thresholding scheme NhardB in Corollary 2. On the one hand, the first-order asymptotic
optimality property of N origB is applicable to all possible post-change mean vectors µ no
matter whether µ ∈ Ω or not, whereas NhardB is first-order asymptotically optimal only
for those µ ∈ Ω in (1). On the other hand, for these two schemes, the coefficients in the
second-order terms of the detection delays are different: K for N origB , and r in (2) for N
hard
B .
This is exactly the reason why the hard-thresholding estimators can reduce the detection
delay in the sparse post-change case of Ω in (1) when the number of affected data streams
is much smaller than the total number of data streams, e.g., when r = 20 out of K = 100
data streams are affected.
Corollary 2 also provides a partial answer to an open problem raised on page #426
of Mei [10] whether we can develop new methods to reduce the coefficient in the second-
order term of the detection delay from K to a smaller number while keeping the first-order
asymptotic optimality properties. Our results show that such coefficient can be reduced to
the number r of affected data streams in the sparse post-change case. We conjecture that r
in (2) is the smallest possible coefficient for the second-order term in the Gaussian model,
but we do not have a rigorous proof.
Besides the sparse post-change case, another interesting case of Ω in (1) is when all
data streams are affected simultaneously. In this case, we have r = K, and thus the hard-
thresholding scheme NhardB does not necessarily work efficiently, and to the best of our
knowledge, no methodologies have been developed to improve the original SRRS scheme
N origB or other classical quickest change detection schemes when the unknown local post-
change means might be different for different local data streams. Below we will demonstrate
how to use Theorem 2 to derive a good choice of the linear shrinkage factor a that can
balance the tradeoff between the first-order and second-order of the detection delay.
To highlight our main ideas, let us focus on a by setting b = c = 0. Then the estimators
µˆk,m,`’s in (10) becomes
µˆk,m,` =

aX¯k,m,` if ` = m+ 1, . . . , n, and
|X¯k,m,`| ≥ ωk
µ0 = 0 otherwise
(23)
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for some 0 ≤ a ≤ 1, where X¯k,m,`’s are the MLE/MOM estimates of µk in (9). Then
I(µ∗, µ0;µ) in (17) becomes I(µ∗, µ0;µ) = a(2 − a)Itot. By Theorem 2, when r = K,
minimizing the detection delay of NB is asymptotically equivalent to minimizing
logB
a(2− a)Itot +
Ka
2(2− a)Itot log
( logB
Itot
)
(24)
if we only keep the key terms containing the factor a and ignore the 1/(a(2 − a)) factor
inside the logarithm of the second term. Clearly, a = 1 maximizes a(2 − a), and this is
equivalent to the first-order asymptotic optimality properties of N origB or N
hard
B . However,
a better choice of a is to find 0 < a ≤ 1 that minimize the summation in (24), not just the
first term in (24). Note that a choice of 0 < a ≤ 1 will make sure that the factor a/(2− a)
in the second term of (24) is less than 1. The corresponding optimal value of a will depend
on Itot, logB, and K. For instance, when B = 5000, K = 100 and Itot = 2.5, the summation
in (24) becomes
3.407
a(2− a) +
24.516a
2− a .
This summation has the value 46.2 when a = 1, and is minimized at a = 0.25 with the
smallest value 13.9. This suggests that a suitable choice of linear shrinkage estimators in (23)
can greatly reduce the overall detection delay as compared to the original SRRS scheme,
although the price we pay is to sacrifice the first-order asymptotic optimality properties.
5 Numerical Simulations
In this section, we report numerical simulations to illustrate the usefulness of shrinkage or
thresholding in the context of quickest change detection in Section V.A, and demonstrate
the challenge of Monte Carlo simulations of the ARL to false alarms when monitoring
large-scale data streams in Section V.B.
5.1 Shrinkage Effects
Assume we are monitoring K = 100 independent normal data streams whose initial distri-
butions are N(0, 1) with possible changes in the means of some data streams. The ARL
to false alarm constraint in (3) is assumed to be E∞(N) ≥ A = 5000. As mentioned in
subsection 4.1, we set all thresholds B = 5000 for all schemes NB’s to avoid poor Monte
Carlo estimates of E∞(NB).
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Figure 1: The sparse post-change case with the hard-thresholding scheme NhardB (ω) that
sets the common lower bound ωk ≡ ω for all k = 1, . . . , K. The x-axis is the common lower
bound ω, and the y-axis is the simulated detection delay of NhardB (ω) when B = 5000. Here
ω = 0 corresponds to the baseline scheme N origB without hard-thresholding.
We have conducted extensive simulations for different schemes under different kinds
of post-change hypothesis Ω in (1), but will only report the results of two specific post-
change hypotheses so as to highlight our findings. The first one is the sparse post-change
hypothesis case when r = 20 out of K = 100 data streams are affected, and the other is
when all K = 100 data streams are affected. In both cases, we fix the overall information,
Itot =
1
2
∑K
k=1 µ
2
k, to be 2.5. To be more specific, we consider two cases: (1) when r = 20
out of K = 100 data streams are changed with the post-change mean µk = 0.5 whereas
there are no changes to the other remaining K − r = 80 data streams; and (2) when all
µk =
√
5/100 = 0.2236 for all k = 1, . . . , K. In both two cases, Itot =
1
2
∑K
k=1 µ
2
k = 2.5.
However, when we design the monitoring scheme, we will only know that the post-change
mean vector µ is in (1), and will not use any other information of the true post-change
parameters. As shown in the second remark on Page 1435 in Lorden and Pollak [9], the
worst-case detection delays of the SRRS scheme NB occurs at time ν = 1, and thus we will
report the detection delay performance of NB=5000 under the post-change hypothesis when
the change occurs at time ν = 1. All simulation results are based on 2500 replications.
For the purpose of comparison, the baseline scheme is the original SRRS scheme N origB
proposed by Lorden and Pollak [9]. In the sparse post-change case when r = 20 out of
K = 100 data streams are affected, we consider several different kinds of hard-thresholding
schemes NhardB ’s in Corollary 2. For the convenience of comparison, we set ωk ≡ ω for all
k, and then vary ω from 0 (baseline) to 0.5 with step size 0.01. For each hard-thresholding
scheme with a given threshold ω, we then plot the detection delay of NhardB = N
hard
B (ω)
as a function of ω in Figure 1. It is evident from Figure 1 that the detection delay of the
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Figure 2: The case when all data streams are affected, and we consider the SRRS scheme
NB(a) with varied linear shrinkage factor a while fixing b = c = 0 with two different choices
of fixed lower bounds ωk’s: the upper plot is when ωk = 0 for all k, and the bottom plot
is when ωk = 0.01 for all k. The x-axis is the value of linear shrinkage factor a, and the
y-axis is the simulated detection delay of NB(a) when B = 5000. Here a = 1 corresponds
to the scheme without linear shrinkage.
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scheme NhardB (ω) is reduced from 104.9 at ω = 0 (baseline N
orig
B ) to 83.8 at ω = 0.35. This
illustrates the usefulness of hard-thresholding estimators in the sparse post-change case.
In the case when all K = 100 data streams are affected with the post-change mean
µk = 0.2236 for all k, we consider two choices of the lower bound ωk’s: one is ωk = 0 for
all k and the other is ωk = 0.01 for all k. The former choice of ωk = 0’s allows us to see
the performance of the original SRRS scheme N origB . For each of these two choices of ωk’s,
we vary the linear shrinkage factor a from 0.01 to 1, and then plot the detection delay
of NB as a function of a in Figure 2. It is clear from Figure 2 that the linear shrinkage
can reduce detection delay from 104.8 at a = 1 (baseline N origB ) to 14.0 at a = 0.17 when
the lower bound ωk ≡ 0 for all k, and can reduce detection delay from 56.6 at a = 1 to
11.1 at a = 0.22 when the lower bound ωk ≡ 0.01 for all k. Thus both hard-threshold ωk’s
and linear shrinkage factor a can reduce the detection delay in this case, though the linear
shrinkage factor a seems to be able to play more significant role. This is consistent with
our asymptotic results in Section IV.C.
It is interesting to compare the sparse post-change case in Figure 1 with the simultaneous
local changes case in Figure 2. In both cases, the overall Kullback-Leibler divergence
Itot = 2.5 are the same, and thus it is not surprising that the original SRRS scheme N
orig
B
of Lorden and Pollak [9] has similar detection delays in these two cases (i.e., 104.9 versus
104.8). However, the smallest detection delay (i.e., 83.8) in Figure 1 in the sparse post-
change case is much larger than the smallest detection delay (i.e., 11.1) in Figure 2 when
all data streams are affected. In other words, given the same amount of Kullback-Leibler
divergence information, it is much easier to detect simultaneous “small” local changes in all
data streams than to detect “big” changes in a few unknown data streams if we incorporate
relevant prior knowledge appropriately. This is consistent with our intuition since the latter
has to deal with the uncertainty of the subset of affected data streams, which can be very
challenging when the dimension K is large.
5.2 More Simulation About ”Curse of Dimensionality”
In this section, we conduct Monte Carlo simulations to compare the empirical pre-change
distributions of the global monitoring statistics Rn in (12) under two different dimensions:
K = 1 and K = 100, thereby illustrating the challenge of Monte Carlo simulation of the
ARL to false alarm when monitoring large K > 1 number of data streams.
We again assume to monitor K independent normal data streams, and each data stream
follows distribution N(0, 1). We focus on the performance of the original SRRS scheme
N origB of Lorden and Pollak [9] and the corresponding Rn in (12) under the pre-change
hypothesis (i.e. ν =∞). For each scenario of K = 1 and K = 100, and for each time step
n = 1, ..., 1000, we ran Monte Carlo to simulate Rn with 2500 replications.
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Figure 3: Histogram of 2500 simulated Rn with n=500 under two scenarios. Upper Panel:
K = 1, and Lower Panel: K = 100.
Figure 3 shows the histogram of Rn at a fixed time n = 500 for both K = 1 and K = 100
cases based on 2500 replications. As we can see, the empirical distribution of Rn is highly
skewed for K = 1 with values in the range of [0, 4000], but Rn seems to be empirically
normally distributed for K = 100 with values in the range of [0.998, 1.003]. Theoretically
the empirical mean of Rn with n = 500 should be 500 no matter whether the dimension
K = 1 or K = 100. This suggests that 2500 replications might be sufficient for K = 1
dimension, but definitely not large enough for K = 100.
To further explain this issue, we also investigate the dynamic evolution of Rn over time
n. To better illustrate, Figure 4 plots 2500 simulated log(Rn) versus log(n) for both K = 1
and K = 100 cases. From Figure 4, there is a clear linear trend of log(Rn) versus log(n)
when the dimension K = 1, which matches the martingale property E∞(Rn) = n. On the
other hand, when the dimension K = 100, most of log(Rn) are 0, which implies that 2500
replications are not large enough to represent the property of Rn. The situation is similar
even if we increase the number of Monte Carlo runs from 2500 to a larger number such as
104. All these simulations results are consistent with our theoretical results.
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Figure 4: Plot of (log n, logRn) for n = 1, .., 1000 with 2500 replications under two scenar-
ios. Upper Panel: K = 1, Lower Panel: K = 100.
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6 Conclusions
In this article, we investigated the quickest change detection problem in the context of mon-
itoring independent large-scale normally distributed data streams when the post-change
means are unknown. The key assumption we make is that for each individual local data
stream, either there are no local changes, or there is a “big” local change. Our main contri-
bution is to introduce the shrinkage estimators to quickest change detection, and show that
the shrinkage estimators of the unknown post-change parameters can reduce the overall de-
tection delays by balancing the tradeoff between the first-order and second-order terms of
the asymptotic expression on the detection delays. Specifically, hard-thresholding is at-
tractive in the sparse post-change case when the unknown number of affected data streams
is much smaller than the total number of data streams, whereas the linear shrinkage can
be useful when all local data streams are affected simultaneously though not necessarily
identically. Moreover, we illustrate the challenge of Monte Carlo simulation of of the ARL
to false alarm when monitoring a large K number of data streams.
While the classical quickest change detection problems have been studied for several
decades, further research on the quickest change detection for monitoring large-scale data
streams is needed. For instance, in this paper we focus on the Gaussian model with
known variances, and it will be interesting to extend the shrinkage estimators to a more
general Gaussian model when the variances in the different data streams are different and
unknown under the post-change hypothesis, or to other distributions such as Poisson. The
corresponding theoretical analysis will likely be more challenging, e.g., the definition of r in
(2) will need to be modified for other distributions such as Poisson. Moreover, it remains
an open problem how to overcome the curse of dimensionality to conduct Monte Carlo
simulations of the ARL to false alarm efficiently in the context of large-scale data streams.
Hopefully this article can stimulate further research on quickest change detection problems
in high-dimensional data streams.
Appendix: Proof of Theorem 2.
To prove Theorem 2, the crucial technical tools are from those of Theorem 3 and part
(iii) of Theorem 4 in Lorden and Pollak [9], which deals with K = 1 data stream without
shrinkage. Below we will highlight the main difference with the dimension K ≥ 1 and
shrinkage.
To simplify the arguments, let us consider the hypothesis testing version of the quickest
change detection problem, and assume that we want to test the null hypothesis H0 : no
change against the alternative hypothesis H1 : a change occurs exactly at time ν = 1. In
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such a problem, the corresponding sequential hypothesis testing version of the proposed
scheme NB in (12) and (13) is defined by
τB = inf{n ≥ 1 : Λn ≥ B}, (25)
where the likelihood ratio
Λn =
n∏
`=1
K∏
k=1
fµˆk,`(Xk,`)
f0(Xk,`)
, (26)
and the estimate µˆk,` is a short-handed notation for µˆk,m=1,` in (10).
It is useful to mention that the quickest change detection scheme NB in (12) and (13) is
closely related to the sequential hypothesis testing procedure τB in (25) and (26), and such
a close relation was first discovered in Lorden [8]. More specifically, for t = 1, 2, . . . , denote
by τ
(t)
B the new stopping time that applies the sequential hypothesis testing procedure τB to
the data starting from time t, i.e., {(X1,i, . . . , XK,i)} for i = t, t+ 1, . . . . Then the quickest
change detection scheme NB = mint≥1{τ (t)B + t− 1}. This relation allows one to show that
the detection delay D(NB) is asymptotically equivalent to Eµ(τB) under the alternative
hypothesis H1 when µ = (µ1, · · · , µK)T is the true post-change mean vector. To emphasize
the dependence on the true µ, denote by Pµ and Eµ the corresponding probability mean
and expectation under the alternative hypothesis H1. Then it suffices to show that Eµ(τB)
satisfies the right-hand side of (20).
Recall that in Section IV.B, we denote by µ∗k the limit of µˆk,` under Pµ for each k =
1, . . . , K as `→∞, and define µ∗ = (µ∗1, . . . , µ∗K)T . A key step of the proof is to relate Λn
in (26) to the likelihood ratio Λ∗n which mis-specify the true post change parameter µk of
the k-th data stream as µ∗k for all k = 1, . . . , K. Since log Λn = 0 when n = 1, we can define
the mis-specified log-likelihood ratio by
log Λ∗n =
n∑
`=2
K∑
k=1
log
fµ∗k(Xk,`)
f0(Xk,`)
.
for n ≥ 2 and log Λ∗1 = 0. Then under Pµ, log Λ∗n is a random walk with iid increments that
have finite variance and mean I(µ∗, µ0;µ) in (16).
For the stopping time N = τB in (25), applying Wald’s equation to the random walk
log Λ∗n yields
I(µ∗, µ0;µ)Eµ(N) = Eµ(log Λ∗N)
= Eµ(log ΛN) + Eµ(log Λ
∗
N − log ΛN).
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For the notational convenience, let b = logB. Then the standard renewal theorem for over-
shoot analysis shows that Eµ(log ΛN) = b+O(1) for N = τB in (25), where the O(1) term
is the over-shoot effect and may depend on the dimension K, see Theorem 3 of Lorden and
Pollak [9]. Thus
I(µ∗, µ0;µ)Eµ(N) = b+O(1) + Eµ(log Λ∗N − log ΛN). (27)
Hence it suffices to investigate the property of
log Λ∗N − log ΛN =
N∑
`=2
K∑
k=1
log
fµ∗k(Xk,`)
fµˆk,`(Xk,`)
when N = τB in (25) and Xk,` ∼ N(µk, 1) under Pµ.
To do so, note that this involves the likelihood ratio of the form fµ∗k(Xk,`)/fφk(Xk,`)
when Xk,`’s are iid N(µk, 1) for each k, and the φk’s may vary and converge to µ
∗
k. Thus
for any given φ = (φ1, . . . , φK), we need to define another information number:
I(µ∗, φ;µ) = Eµ
K∑
k=1
(
log
fµ∗k(Xk,`)
fφk(Xk,`)
)
=
K∑
k=1
(
(µ∗k − φk)µk −
1
2
(µ∗k)
2 +
1
2
(φk)
2
)
=
K∑
k=1
(
(µ∗k − µk)∆k +
1
2
(∆k)
2
)
(28)
where ∆k = φk − µ∗k for k = 1, . . . , K. It is useful to compare this new information number
with I(µ∗, µ0;µ) in (15). On the one hand, they are defined similarly except that φk ≡
µ0 = 0 for all k. On the other hand, I(µ
∗, µ0;µ) in (15) is related to the first-order term of
the detection delay of τB, whereas I(µ
∗, φ;µ) in (28) contributes to the second-order term
of the detection delay when we let ∆k = φk − µ∗k go to 0 for all k.
For any given ` = 2, 3, . . . , let µˆ` = (µˆ1,`, . . . , µˆK,`)
T , and let I(µ∗, µˆ`;µ) be the infor-
mation number defined in (28) when φ = µˆ`. As in Lorden and Pollak [9], the application
of the martingale optional sampling theorem to log Λ∗n − log Λn −
∑n
`=2 I(µ
∗, µˆ`;µ) yields
that
Eµ
(
log Λ∗N − log ΛN
)
= Eµ
N∑
`=2
I(µ∗, µˆ`;µ). (29)
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By (28), if we suppress the notation ` for the sake of convenience and let ∆k = µˆk,` − µ∗k,
then
Eµ
(
I(µ∗, µˆ`;µ)
)
=
K∑
k=1
(µ∗k − µk)Eµ(∆k)+
+
1
2
K∑
k=1
Eµ(∆
2
k), (30)
and thus the proof of Theorem 2 relies on the analysis of Eµ(∆k) and Eµ(∆
2
k).
In a high-level description, we may expect that ∆k = µˆk,`−µ∗k converges to 0 as `→∞.
Hence, for large `, we should expect that Eµ(∆k) ≈ 0 becomes negligible, and the term
Eµ(∆
2
k) ≈ V ar(∆k) may or may not be significant. Indeed, for a given `, we will show
below that as `→∞,
Eµ(∆k) = o(
1
(`− 1)2 ) (31)
and
Eµ(∆
2
k) ∼
{
a2/(`− 1), if |µk| > ωk;
o( 1
(`−1)2 ), if |µk| < ωk. (32)
Let us postpone the proof of (31) and (32) in a little bit, and apply them directly to (30),
we have
Eµ
(
I(µ∗, µˆ`;µ)
)
=
K∑
k=1
o
( 1
(`− 1)2
)
+
1
2
∑
k:|µk|>ωk
a2
`− 1+
+
1
2
∑
k:|µk|<ωk
o
( 1
(`− 1)2
))
=
r
2
a2
`− 1 + o(
1
(`− 1)2 )
as ` goes to ∞, where r is defined in (2). Plugging this into (29), we have
Eµ
(
log Λ∗N − log ΛN
)
=
ra2
2
(1 + o(1))Eµ
N∑
`=2
1
(`− 1) .
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The summation of the above relation can then be estimated as in Theorem 3 of Lorden
and Pollak [9] by
(1 + o(1))
n0∑
`=2
1
(`− 1) ≈ (1 + o(1)) log(n0)
where n0 = the largest integer ≤ Eµ(N). Combining this with (27) yields
I(µ∗, µ0;µ)Eµ(N)
= b+O(1) + Eµ(log Λ
∗
N − log ΛN)
= b+O(1) + (1 + o(1))
ra2
2
log(Eµ(N)).
This gives an equation for Eµ(N), and thus Eµ(N) can be found by solving the equation
of the form x = α + β log(x) for large α > 0 and possibly large β > 0. Taking logarithms
of both sides yields
log(x) = log(α + β log(x)) = log max{α, β log(x)}+O(1)
= max{logα, log β}+ o(log x),
where we use the fact that max(x, y) ≤ x + y ≤ 2 max(x, y) for x > 0, y > 0 and O(1) =
O(log log x) = o(log x) for large x. Plugging this relation back to x = α + β log(x) yields
that
x = α + (1 + o(1))βmax{logα, log β}.
Using the above arguments to derive Eµ(N) and absorbing all insignificant terms to the
o(1) term, we have
Eµ(N)
=
(
b+ (1 + o(1))
ra2
2
log
max{b, ra2/2}
I(µ∗, µ0;µ)
)
/I(µ∗, µ0;µ)
which becomes the right-hand side of (20) as b = log(B) goes to ∞. Thus the theorem
holds.
It remains to prove (31) and (32). The details can be simplified to the following ele-
mentary probability question. Given two real numbers µ and ω > 0, and |µ| 6= ω. Assume
Y = (Xk,1 + . . .+Xk,`−1)/(`−1) ∼ N(µ, σ2 = 1/(`−1)), and define a new random variable
Y ∗ =
{
aY + b, if |Y | ≥ ω;
c, if |Y | < ω.
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and a new constant
µ∗ =
{
aµ+ b, if |µ| > ω;
c, if |µ| < ω.
Let ∆ = Y ∗ − µ∗, and we want to show the asymptotic properties of E(∆) and E(∆2)
satisfy (31) and (32) as σ2 = 1
`−1 → 0.
We need to consider three cases, depending on the relationship between µ and ±ω.
Following the traditional notation, let Z = (Y − µ)/σ ∼ N(0, 1), and denote by φ(z)
and Φ(z) for the probability density function (pdf) and cumulative distribution function
(cdf) of N(0, 1), respectively. Also define λ1 = (−ω − µ)/σ and λ2 = (ω − µ)/σ. Then
Y ∗ = (a(µ+ σZ) + b)(1{Z ≤ λ1}+ 1{Z ≥ λ2}) + c(1{λ1 ≤ Z ≤ λ2}).
Let us focus on the case when µ > ω. In this case, we have µ∗ = aµ+ b and λ1 < λ2 →
−∞ as σ → 0. Hence,
∆ = Y ∗ − µ∗ = aσZ(1{Z ≤ λ1}+ 1{Z ≥ λ2})
+(c− aµ− b)1{λ1 < Z < λ2}.
Since λ1 < λ2 → −∞ as σ → 0, the event 1{Z ≥ λ2} is dominant whereas the other two
events are rare events. Thus we should expect that ∆ ≈ aσZ, and thus E(∆) ≈ o(σ4) and
E(∆2) ≈ V ar(aσZ) = a2σ2. To be more rigorous,
E(∆) =
∫ λ1
−∞
aσzφ(z)dz +
+
∫ ∞
λ2
aσzφ(z)dz +
∫ λ2
λ1
(c− aµ− b)φ(z)dz
= −aσφ(|λ1|) + aσφ(|λ2|) +
+(c− aµ− b)P(|λ2| ≤ Z ≤ |λ1|)
where we use the fact
∫ λ
−∞ zφ(z)dz = −φ(|λ|) = −
∫∞
λ
zφ(z)dz when λ < 0. By the well-
known fact that x
1+x2
φ(x) ≤ P(Z > x) ≤ φ(x)
x
for all x ≥ 0, it is clear that E(∆) =
O(σφ(|λ1|))+O(σφ(|λ2|)) = o(σ4) as σ goes to 0, since O(φ(x/σ)) = O(exp(− x22σ2 )) = o(σ4)
for any x 6= 0.
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In addition,
E(∆2) =
∫ λ1
−∞
(aσz)2φ(z)dz +
+
∫ ∞
λ2
(aσz)2φ(z)dz +
∫ λ2
λ1
(c− aµ− b)2φ(z)dz
= a2σ2[P(Z > |λ1|) + |λ1|φ(|λ1|)]
+a2σ2[1−P(Z > |λ2|) + |λ2|φ(|λ2|)]
+(c− aµ− b)2P(|λ2| ≤ Z ≤ |λ1|)
= a2σ2 + o(σ4).
Here in the second equation, we use the fact that
∫ λ
−∞ z
2φ(z)dz = P(Z > |λ|) + |λ|φ(|λ|) =
1 − ∫∞
λ
z2φ(z)dz for λ < 0, which follows from the integration by parts for z2φ(z) =
−z(φ(z))′ . Thus (31) and (32) hold for the case when µ > ω.
The above arguments can be easily extend to the other cases when µ < −ω or −ω <
µ < ω. For instance, when −ω < µ < ω, we have µ∗ = c and λ1 → −∞, λ2 →∞ as σ → 0.
Thus ∆ = Y ∗ − c = (a(µ + σZ) + b− c)(1{Z ≤ λ1) + 1{Z ≥ λ2}). Since the probabilities
of both events 1{Z ≤ −λ1} and 1{Z ≥ λ2} go to 0 exponentially as σ goes to 0, the above
arguments can show that both E(∆) and E(∆2) are negligible (order o(σ4)), completing
the proof of the theorem.
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