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Abstract—We present a framework for analyzing the exact
dynamics of a class of online learning algorithms in the high-
dimensional scaling limit. Our results are applied to two concrete
examples: online regularized linear regression and principal
component analysis. As the ambient dimension tends to infinity,
and with proper time scaling, we show that the time-varying
joint empirical measures of the target feature vector and its
estimates provided by the algorithms will converge weakly to a
deterministic measured-valued process that can be characterized
as the unique solution of a nonlinear PDE. Numerical solutions
of this PDE can be efficiently obtained. These solutions lead
to precise predictions of the performance of the algorithms,
as many practical performance metrics are linear functionals
of the joint empirical measures. In addition to characterizing
the dynamic performance of online learning algorithms, our
asymptotic analysis also provides useful insights. In particular,
in the high-dimensional limit, and due to exchangeability, the
original coupled dynamics associated with the algorithms will be
asymptotically “decoupled”, with each coordinate independently
solving a 1-D effective minimization problem via stochastic gra-
dient descent. Exploiting this insight for nonconvex optimization
problems may prove an interesting line of future research.
Index Terms—Online algorithms, streaming PCA, scaling lim-
its, mean-field limits, propagation of chaos, exchangeability
I. INTRODUCTION
A. Motivations
Many tasks in statistical learning and signal processing
are naturally formulated as optimization problems. Examples
include sparse signal recovery [3]–[5], principal component
analysis (PCA) [6], [7], low-rank matrix completion [8], [9],
photon-limited imaging [10], [11], and phase retrieval [12]–
[14]. One distinctive feature of the optimization problems
arising within such context is that we can often make addi-
tional statistical assumptions on their input and the underlying
generative processes. These extra assumptions make it possible
to study average performance over large random ensembles of
such optimization problems, rather than focusing on individual
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realizations. Indeed, a long line of work [15]–[24] analyzed
the properties of various optimization problems for learning
and signal processing, predicting their exact asymptotic per-
formances in the high-dimensional limit and revealing sharp
phase transition phenomena. We shall refer to such studies as
static analysis, as they assume the underlying (usually convex)
optimization problems have been solved and they characterize
the properties of the optimizing solutions.
In this paper, we focus on the transient performance—which
we refer to as the dynamics—of optimization algorithms. In
particular, we present a tractable and asymptotically exact
framework for analyzing the dynamics of a family of online
algorithms for solving large-scale convex and nonconvex opti-
mization problems that arise in learning and signal processing.
In the modern data-rich regime, there are often more data
than we have the computational resources to process. So,
instead of iterating an algorithm on a limited dataset till
convergence, we might be only able to run our algorithm for
a finite number of iterations. Important questions to address
now include the following: Given a fixed budget on iteration
numbers, what is the performance of our algorithm? More
generally, what are the exact trade-offs between estimation
accuracy, sample complexity, and computational complexity
[25]–[28]? When the underlying problem is non-stationary (as
in adaptive learning and filtering), how well can the algorithms
track the changing models? All these questions call for a clear
understanding of the dynamics of optimization algorithms.
B. Examples of Online Learning Algorithms
In this paper, we focus on two widely used algorithms,
namely, regularized linear regression and PCA, and use them
as prototypical examples to illustrate our analysis framework.
Example 1 (Regularized linear regression): Consider the
problem of estimating a vector ξ ∈ Rn from streaming linear
measurements of the form
yk =
1√
n
aTk ξ + wk, for k = 1, 2, . . . . (1)
Here, we assume that the sensing vectors (or linear regressors)
ak
def
= [a1k, a
2
k, . . . , a
n
k ]
T consist of random elements
{
aik
}
that
are i.i.d. over both i and k. The noise terms {wk} in (1) are
also i.i.d. random variables, independent of
{
aik
}
. We further
assume that Eaik = Ewk = 0, E(a
i
k)
2 = 1, E(wk)2 = σ2, and
that all higher-order moments of aik and wk are finite. Beyond
those moment conditions, we do not make further assumptions
on the probability distributions of these random variables.
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2We analyze a simple algorithm for estimating ξ from
the stream of observations {yk}. Starting from some initial
estimate x0, the algorithm, upon receiving a new yk, updates
its estimate as follows:
xk+1 = η
[
xk + τ(yk − 1√naTk xk) 1√nak
]
, (2)
for k ≥ 0. Here, τ > 0 is the learning rate, and η(·) is an
element-wise (nonlinear) mapping taking the form
η(x) = x− 1nϕ(x), (3)
for some function ϕ : R → R. Note that this is a streaming
algorithm: it processes one sample at a time. Once a sample
has been processed, it will be discarded and never used again.
To see where the update steps (2) and the expression (3)
come from, it will be helpful to first consider the following
optimization formulation for regularized linear regression in
the offline setting:
x̂ = argmin
x
1
2m
m∑
k=1
(yk − 1√naTk x)2 +
1
n
n∑
i=1
Φ(xi), (4)
where m is the total number of data points used in the
regression, xi denotes the ith element of x, and Φ(x) is a
1-D function providing a separable regularization term. For
example, Φ(x) = λ|x| corresponds to lasso-type penalizations;
or we can choose Φ(x) = λ1x2+λ2|x| for the elastic net [29].
When Φ(x) is convex, we can solve (4) using the proximal
gradient method [30]:
xk+1 = proxΦ/n
[
xk +
τ
m
∑
k≤m
(yk − 1√naTk xk) 1√nak
]
, (5)
where proxΦ/n denotes the proximal operator of the function
Φ(x)/n.
Replacing the full gradient in (5) by its instantaneous
(and noisy) version (yk − 1√naTk xk) 1√nak and using the
approximation proxΦ/n(x) ≈ x − ddxΦ(x)/n (see, e.g., [30,
p. 138] for a justification of this approximation which holds
for large n), we reach our algorithm in (2) as well as the
form given in (3). Note that, when the regularizer Φ(x) is
nonconvex, the proximal operator proxΦ/n is not well-defined.
In this case, we can simply interpret (2) as a stochastic gradient
descent method for solving (4), with the function φ(x) in (3)
chosen as ddxΦ(x).
Example 2 (Regularized PCA): Suppose we observe a
stream of i.i.d. n-dimensional sample vectors {yk} that are
drawn from a distribution whose covariance matrix has a
dominant eigenvector ξ ∈ Rn. More specifically, we assume
the classical spiked covariance model [31], where the sample
vectors are distributed according to
yk =
√
ω
n
ckξ + ak. (6)
Here, ξ ∈ Rn, with‖ξ‖ = √n, is an unknown vector we seek
to estimate, ω > 0 is a parameter specifying the signal-to-noise
ratio (SNR), and {ck} is a sequence of i.i.d. random variables
with Eck = 0, Ec2k = 1 and finite higher-order moments. The
assumption on the sequence of vectors {ak} is the same as the
one stated below (1), and {ak} are independent to {ck}. It is
easy to verify that ξ is indeed the leading eigenvector of the
covariance matrix Σ = Eyky
T
k , and the associated leading
eigenvalue is 1 + ω.
We study a simple streaming algorithm for estimating ξ. As
soon as a new sample yk has arrived, the algorithm updates its
estimates of ξ, denoted by xk, using the following recursion
x˜k = xk +
τ
n yky
T
k xk
xk+1 = normalize
[
η(x˜k)
]
.
(7)
Here, τ > 0 is the learning rate, η(·) is the same element-
wise mapping defined in (3), and normalize(x) denotes
the projection of x onto the sphere of radius
√
n, i.e.,
normalize(x)
def
=
√
nx/‖x‖. Similar to our discussions in
the previous example, the algorithm in (7) can be viewed as
an online projected gradient method for solving the following
optimization problem
x̂ = argmin
‖x‖=√n
−xTΣx
2n
+
1
n
n∑
i=1
Φ(xi). (8)
In (7), the full gradient Σx/n is replaced by the noisy
(but unbiased) approximation yky
T
k xk/n, and η(x) can be
interpreted as the proximal operator of the regularizer (when
the latter is convex) or simply as another gradient step taken
with respect to Φ(x).
We note that, without the nonlinear mapping (i.e., by setting
η(x) = x), the recursions in (7) are exactly the classical
Oja’s method [32] for online PCA. The nonlinearity in η(·)
can enforce additional structures on the estimates. For exam-
ple, we can promote sparsity in the estimates by choosing
ϕ(x) = β sgn(x) in (3), which corresponds to adding an L1-
penalty Φ(x) = β|x| in (8).
C. Contributions and Paper Outline
In this paper, we provide an exact asymptotic analysis of
the dynamics of the online regularized linear regression and
PCA algorithms given in (2) and (7). Specifically, let xk be
the estimate of the target vector ξ given by the algorithm at the
kth step. The central object of our study is the joint empirical
measure of xk and ξ, defined as
µnk (x, ξ)
def
=
1
n
n∑
i=1
δ(x− xik, ξ − ξi), (9)
where xik and ξ
i denote the ith component of each vector, and
the superscript in µnk (x, ξ) makes the dependence on the ambi-
ent dimension n explicit. Since xk is a random vector, µnk (x, ξ)
is a random element in M(R2), the space of probability
measures on R2. As the main result of this work, we show
that, as n→∞ and with suitable time-rescaling1, the sequence
of random empirical measures
{
µnk (x, ξ)
}
n
converges weakly
to a deterministic measure-valued process µt(x, ξ). Moreover,
this limiting measure µt(x, ξ) can be obtained as the unique
solution of a nonlinear partial differential equation (PDE.)
The limiting measure provides detailed information about
the dynamic performance of the algorithms, as many practical
1k = bntc, where b·c is the floor function. See Section II-A for details.
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performance metric are just linear functionals of the joint
empirical measures. For example, the mean squared error
(MSE) is
ek
def
=
1
n
∑
i
(ξi − xik)2 =
∫∫
(ξ − x)2µnk (x, ξ) dxdξ.
More generally, any separable loss function L(x, ξ) def=
1
n
∑
i v(x
i, ξi) can be written as
L(xk, ξ) =
∫∫
v(x, ξ)µnk (x, ξ) dxdξ. (10)
Since µnk (x, ξ)
n→∞−−−−→ µt(x, ξ), we can substitute the
deterministic limiting measure µt for the (more challenging
to handle) random empirical measure µnk in (10) to obtain
L(xk, ξ)
n→∞−−−−→
∫∫
v(x, ξ)µt(x, ξ) dxdξ,
provided that the function v(x, ξ) satisfies some mild technical
conditions. (See Proposition 1 for details.) We also note
that our asymptotic characterization is tractable, as numerical
solutions of the limiting PDE, which involves two spatial vari-
ables and one time variable, can be efficiently obtained by a
contraction mapping procedure (see Remark 7 in Section V-D.)
A fully rigorous treatment of our asymptotic characteriza-
tion requires some technical results related to the weak con-
vergence of measure-valued stochastic processes. To improve
readability, we organize the rest of the paper as follows. Read-
ers who do not care about the full technical details can focus
on Section II and Section III. In Section II, we state without
proof the main results characterizing the asymptotic dynamics
of regularized regression and PCA algorithms described in
Section I-B. The validity and usefulness of these asymptotic
predictions are demonstrated through numerical simulations.
Section III presents the key ideas, including the important
notion of finite exchangeability [33]–[35], behind our analysis.
We also provide some insight obtained from our asymptotic
analysis. In particular, in the high-dimensional limit and thanks
to exchangeability, the original coupled dynamics associated
with the algorithms will be asymptotically “decoupled”, with
each coordinate independently solving a 1-D effective mini-
mization problem via stochastic gradient descent.
Readers who are interested in applying our analysis frame-
work to other algorithms should read Section IV, where we
present a formal derivation leading to the limiting PDE for
the case of regularized regression algorithm. Although they do
not constitute a rigorous proof, the formal derivations can be
especially convenient when one wants to quickly “guess” the
limiting PDEs for the new algorithms. The rigorous theory of
our analysis framework is fully developed in Section V, where
we establish a general weak-convergence “meta-theorem”
characterizing the high-dimensional scaling and mean-field
limit of a large family of stochastic algorithms that can be
modeled as exchangeable Markov chain (see Theorem 3.) The
online regularized regression and PCA algorithms considered
in Section II are just two special cases. In Section VI, we
verify that all the assumptions of Theorem 3 indeed hold for
the case of online regression algorithm. Similar verifications
can be done for regularized PCA, and we will report the
details elsewhere. By considering the more general setting in
the meta-theorem, we hope that the results of Theorem 3 can
be applied to establish the high-dimensional limits of other
related algorithms beyond what we have covered in this paper.
Notation: To study the high-dimensional limit of a stochas-
tic iterative algorithm, we shall consider a sequence of problem
instances, indexed by the ambient dimension n. Formally, we
should use xnk to denote an n-dimensional estimate vector
provided by our algorithm at the kth iteration, and xi,nk the
ith coordinate of the vector. To lighten the notation, however,
we shall omit the superscript n, whenever doing so causes no
ambiguity. Let µ(x, ξ) be a probability measure on R2. For
each function f(x, ξ), we write
〈µ, f〉 def=
∫∫
f(x, ξ) dµ(x, ξ).
In particular, when µ(x, ξ) = 1n
∑
i≤n δ(x − xi, ξ − ξi) is a
discrete measure concentrated on n points
{
(xi, ξi)
}
i≤n, we
have
〈µ, f〉 = 1
n
∑
i
f(xi, ξi). (11)
Using this notation, we can rewrite (10) as L(xk, ξ) = 〈µnk , v〉.
II. SUMMARY OF MAIN RESULTS FOR REGULARIZED
REGRESSION AND PCA
A. Scaling Limits: A Toy Problem in 1-D
A common feature in our analysis is that a discrete-time
stochastic process (i.e., the algorithm we are studying) will
converge, in some “scaling limit”, to a continuous-time process
that can be described by some PDE. Here, we use a simple
one-dimensional (1-D) example to illustrate some of the main
ideas. Consider minimizing a 1-D function f(x) shown in
Figure 1 by using stochastic gradient descent:
xk = xk−1 − τn [f ′(xk−1) +
√
n vk], (12)
where τ > 0 is the learning rate, vk
iid∼ N (0, σ2) is a sequence
of independent standard normal random variables, and n > 0
is a large constant introduced to scale the learning rate and
the noise variance. (This particular choice of scaling is chosen
here because it mimics the actual scaling that appears in the
high-dimensional algorithms we study.)
Suppose the initial iterand x0 is drawn from a probability
density p0(x). As the algorithm in (12) is just a 1-D Markov
chain, then in principle, the standard Chapman-Kolmogorov
equation allows us to compute and track the exact evolution
of the probability densities pk(x) for the estimate xk, at each
step k. Computing the density evolution becomes easier in the
(scaling) limit when n → ∞. To see this, we first note that,
when n is large, the progress made by the algorithm between
consecutive iterations is very small. In other words, we will not
be able to see macroscopic changes in xk unless we observe
the process over a large number of steps. To accelerate the
time (by a factor of n), we embed {xk} in continuous-time
by defining x(t) def= xbntc, where b·c is the floor function.
Here, t is the rescaled (accelerated) time: within t ∈ [0, 1],
the original algorithm proceeds n steps. Standard results in
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Fig. 1. Time-varying probability densities of stochastic gradient descent for minimizing a 1-D nonconvex function. In the scaling limit, the densities pt(x)
are the solution of a deterministic Fokker-Planck equation given in (13).
stochastic processes [36], [37] show that the rescaled discrete-
time process {xbntc} converges (weakly) to a continuous-time
stochastic process x(t) described by a drift-diffusion stochastic
differential equation (SDE):
dXt = −τf ′(Xt) dt+ τσ dBt,
where Bt denotes a standard Brownian motion. Let pt(x)
denote the probability density of the solution of the SDE at
time t. We can then apply standard results in the theory of SDE
[38] to show that pt(x) is the unique solution of a deterministic
Fokker-Planck equation [39]
∂
∂tpt(x) =
∂
∂x
[
τf ′(x)pt(x)
]
+ τ
2σ2
2
∂2
∂x2 pt(x). (13)
Solving numerically the above PDE then gives us the
limiting probability densities pt(x) of the estimate x(t) for
all time t. Here, we demonstrate its usage through numerical
simulations. In the second row of Figure 1, we compare
the limiting density pt(x) (shown as red solid lines) against
empirical histograms (blue bars) formed by 1, 000 independent
runs of the algorithm in (12), at 5 different time instants.
The scaling parameter is chosen to be n = 1, 000. Although
the limit distributions are obtained in the asymptotic regime
with n→∞, the results show that the theoretical predictions
are accurate for a large but finite n. The figures also clearly
show the “migration” of the estimates xk towards the global
minimum as the algorithm progresses.
Knowing the probability densities pt(x) allows us to pre-
cisely characterize the dynamic performance of the algorithm.
Let x∗ be the global minimizer of f(x), and L(x, x∗) a general
loss function. We can now compute, at the kth iteration,
the expected loss EL(xk, x∗). We can also quantify the
probabilities that the algorithm reaches the attraction basin of
the global minimum, i.e., P(‖xk − x∗‖ ≤ δ) for some δ > 0.
Such questions are obviously important to both the designers
and users of stochastic optimization algorithms.
For 1-D problems, the analysis described above is easy. But
the challenge lies in performing the same analysis in high
dimensions. In principle, we can still write out a PDE similar
to (13), but the probability densities pt(x) will now be time-
varying n-D functions where n is the ambient dimension. As
the dimension n increases, it quickly becomes intractable to
numerically solve such PDEs involving many variables.
B. The Scaling Limit of Online Regularized Linear Regression
In this section, we present the scaling limit that characterizes
the asymptotic dynamics of the online regularized linear
regression algorithm given in (2). As mentioned earlier, the key
object in our analysis is the joint empirical measure µnk (x, ξ)
of the estimate xk and the target ξ, as defined in (9). We note
that µnk is always a probability measure on R2, irrespective
of the underlying dimension n. This is to be contrasted with
the joint probability distribution p(xk, ξ) of the two vectors,
as the latter is function involving 2n variables.
To establish the scaling limit of µnk , we first embed the
discrete-time sequence in continuous-time by defining
µnt
def
= µnbntc, (14)
just like what we did for the toy problem in Section II-A.
By construction, µnt is a piecewise-constant ca`dla`g process
taking values in M(R2), the space of probability measures
on R2. Since the empirical measures are random, µnt is a
random element in D(R+,M(R2)), for which the notion of
weak convergence is well-defined. (See, e.g., [40] and our
discussions in Section V.)
In what follows, we state the asymptotic characterizations of
the regularized regression algorithm. The assumptions on the
sensing vectors {ak} and the noise terms {wk} are the same
moment conditions stated below (1). In addition, we assume
that the function ϕ(x) in (3) is Lipschitz2. As a main result
of our work, we show that, as n→∞, the sequence of time-
varying empirical measures
{
µnt (x, ξ)
}
n
converges weakly to
a deterministic measure-valued process. It is stated formally
as follows.
Theorem 1: Suppose that µn0 (x, ξ), the empirical measure
for the initial vector x0 and the target vector ξ, converges
2The requirement that ϕ(x) be a Lipschitz function is due to limita-
tions of our current proof techniques. Numerical simulations show that our
asymptotic predictions still hold when ϕ(x) is piecewise Lipschitz, e.g.,
ϕ(x) = β sgn(x).
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(weakly) to a deterministic measure µ0 ∈M(R2) as n→∞.
Moreover, supn〈µn0 , x4 + ξ4〉 < ∞. Then, as n → ∞, the
measure-valued stochastic process µnt (x, ξ) associated with the
regularized regression algorithm converges weakly to a deter-
ministic measure-valued process µt(x, ξ). Moreover, µt(x, ξ)
is the unique solution to the following nonlinear PDE (given in
the weak form): for any positive, bounded and C3 test function
f(x, ξ),
〈µt, f〉 = 〈µ0, f〉+
∫ t
0
〈µs,
[
τ(ξ − x)− ϕ(x)] ∂∂x f〉ds
+
τ2
2
∫ t
0
(σ2 + es)〈µs, ∂2∂x2 f〉ds,
(15)
where
et = 〈µt, (x− ξ)2〉 (16)
and ϕ(x) is the function introduced in (3).
Remark 1: The proof of this result is given in Section VI.
The deterministic measure-valued process µt(x, ξ) character-
izes the exact dynamics of the regularized regression algorithm
in (2) in the high-dimensional limit. The nonlinear PDE (15)
specifies the time evolution of µt(x, ξ). Note that (15) is
presented in the weak form. If the strong, density valued
solution3 exists, then it must satisfy the following strong form
of the PDE:
∂
∂tµt(x, ξ) =
∂
∂x
(
− [τ(ξ − x)− ϕ(x)]µt(x, ξ)
+
τ2
2
[σ2 + e(t)] ∂∂xµt(x, ξ)
)
,
(17)
where e(t) is as defined in (16). The above PDE resembles
the linear Fokker-Planck equation (13) shown in Section II-A.
There is, however, one important distinction: the PDE (17)
involves a “feedback” term e(t) that itself depends on the
current solution µt as in (16).
In practice, one often quantifies the performance of the
algorithm via various performance metrics, e.g., MSE ent
def
=
〈µnt , (x − ξ)2〉. The following proposition, whose proof can
be found in Section V-A, shows that the asymptotic values of
such performance metrics can be obtained from the limiting
measure.
Proposition 1: Under the same assumptions of Theorem 1,
we have
E
∣∣〈µnt , f〉 − 〈µt, f〉∣∣ n→∞−−−−→ 0, (18)
where f(x, ξ) is any continuous function such that
∣∣f(x, ξ)∣∣ ≤
C(1 + x2 + ξ2) for some finite constant C.
As a special case of the above result, we have that
E
∣∣ent − e(t)∣∣ n→∞−−−−→ 0, where e(t) is the function defined in
(16).
Example 3: We verify the accuracy of the theoretical pre-
dictions made in Theorem 1 and Proposition 1 via numerical
simulations. In our experiment, we generate a vector ξ ∈ Rn
whose elements are either 1 or 0. The number of 1s is equal to
to bρnc, where ρ denotes the sparsity level. (The locations of
3Here we slightly abuse notation by using µt(x, ξ) to denote both the
probability measure and the associated probability density function.
Fig. 2. Asymptotic predictions v.s. simulations results. The red solid curves
are predictions of the probability density pit(x | ξ = 1) given by the PDE (17),
and the blue bars show the empirical histograms of the estimates obtained by
the online regularized regression algorithm at four different times. The signal
dimension in this experiment is n = 105.
the nonzero elements can be arbitrary.) Starting from a random
initial estimate x0 with i.i.d. entries drawn from the standard
normal distribution, we use the online algorithm (2) to estimate
ξ. The nonlinear function ϕ(x) in (3) is set to βsgn(x), which
corresponds to using a regularizer Φ(x) = β|x| in (4). In
our experiment, ρ = 0.1. The other parameters are τ = 0.2,
β = 0.1 and σ = 1.
In Figure 2, we compare the predicted limiting conditional
densities pit(x | ξ = 1) against the empirical densities observed
in our simulations, at four different times (t = 0.2, t = 2.0,
t = 4.0 and t = 10.0.) The PDE in (17) is solved numerically
(see Remark 7 in Section V-D.) The comparison shows that
that the limiting densities given by the theory provide accurate
predictions for the actual simulation results. In Figure 3, we
apply Proposition 1 to predict the evolution of the MSE as
a function of the time. For simulations, we average over 100
independent instances of OIST, and plot the mean values and
confidence intervals (±1 standard deviations.) Again, we can
see that the asymptotic results match with simulation data very
well, even for moderate values of n.
C. The Scaling Limit of Regularized PCA
As one more example of our analysis framework, we present
in what follows the high-dimensional scaling limit of the
online regularized PCA algorithm described in Section I-B.
Again, we study the joint empirical measure µnk of the estimate
xk and the target vector ξ, and we use the time-rescaling (14)
to define µnt .
Theorem 2: Under the same assumption on the initial
empirical measure µ0 as stated in Theorem 1, the measure-
valued process {µnt }0≤t≤T associated with the online regu-
larized PCA algorithm (7) converges weakly to a determin-
istic measure-valued process {µt}0≤t≤T . Moreover, µt is the
unique solution of the following McKean-type PDE (given in
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Fig. 3. The mean square error (MSE) v.s. t = k/n: We run 100 independent
trials of the online learning algorithm for the regularized linear regression
problem. The error bars show confidence intervals of one standard deviation.
The result indicates that the empirical MSE curves converge to a deterministic
one as n increases. Moreover, this limit curve is accurately predicted by our
asymptotic characterization.
0 0.2 0.4 0.6 0.8 1
False Postive Rate
0
0.2
0.4
0.6
0.8
1
T
ru
e
P
o
st
iv
e
R
a
te
t = 0
t = 30
t = 60
Simulation
PDE:Theory
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can accurately predict the exact trade-off at any given time t.
the weak form): for any positive, bounded and C3 test function
f(x, ξ),
〈µt, f〉 = 〈µ0, f〉+
∫ t
0
〈µs,G(x, ξ,Qs, Rs) ∂∂x f〉ds
+
τ2
2
∫ t
0
(1 + ωQ2s)〈µs, ∂
2
∂x2 f〉ds,
(19)
where
G(x, ξ,Q,R) def= τωQξ − τβϕ(x)
− τx[ωQ− βR+ τ2 (1 + ωQ2)] (20)
with
Qt = 〈µt, xξ〉 (21)
Rt = 〈µt, xϕ(x)〉, (22)
and ϕ(x) is the function introduced in (3).
Remark 2: The result of Proposition 1 still holds for the
online regularized PCA algorithm. (In fact, it is just a special
case of a more general result shown in Section V-A.) Thus, if
we define Qnt = 〈µnt , xξ〉 = 1n
∑
xibntcξ
i, which measures the
“overlap” or “cosine similarity” between ξ and the estimate
xbntc, we have E|Qnt −Qt| n→∞−−−−→ 0, where Qt is the quantity
defined in (21).
Example 4 (Support Recovery): In the following example,
we show that more involved questions, such as characterizing
the misclassification rate in sparse support recovery, can also
be answered by examining the limiting measure µt(x, ξ).
Consider a sparse feature vector ξ, consisting of bρnc nonzero
entries. For simplicity, we assume all the nonzero entries
have the same value 1/
√
ρ. This choice makes sure that
‖ξ‖ = √n. Starting from a random initial estimate x0 with
i.i.d. entries drawn from a normal distribution N ( 1√
2
, 12 ), we
use the regularized PCA algorithm (7), with ϕ(x) = β sgnx,
to estimate ξ. By applying a simple thresholding operation to
ξk, we estimate the support of ξ as
sˆik = 1(x
i
k ≥ c),
where c is a threshold parameter. This is to be compared
against the true support pattern si = 1(ξi 6= 0). The quality
of the estimation sˆik is measured by the true and false positive
rates, the trade-off between which can be achieved by tuning
the parameter c. Define f1(x, ξ) = 1(x ≥ c, ξ = 1/√ρ) and
f2(x, ξ) = 1(x ≥ c, ξ = 0). It is easy to see that the true and
false positive rates can be computed4 as 〈µnk , f1〉 and 〈µnk , f2〉,
respectively. In Figure 4, we show that the limiting measure
can be used to accurately predict the exact trade-off (i.e. the
ROC curve) in support recovery, at any given time t. Being
able to analytically predict such performance is valuable in
practice, as users will know the exact number of iterations (or
the number of samples) they need in order to achieve a given
accuracy.
D. Connections to Prior Work
Analyzing the convergence rate of stochastic gradient de-
scent has already been the subject of a vast literature [41]–
[48]. Unlike existing work which studies the problem in finite
dimensions, we analyze the performance of stochastic algo-
rithms in the high-dimensional limit. Moreover, we explicitly
explore the extra assumptions on the generative models for
the observations, which allow us to analyze the exact limiting
dynamics of the algorithms.
The basic idea underlying our analysis can trace its root
to the early work of McKean [49], [50], who studied the
statistical mechanics of Markovian-type mean-field interactive
particles. In the literature, this line of research is often known
under the colorful name propagation of chaos, whose rigorous
mathematical foundation was established in the 1980’s (see,
e.g., [51], [52].) Since then, related ideas and tools have been
successfully applied to problems outside of physics, including
numerical PDEs [53], game theory [54], particle filters [55],
and Markov chain Monte Carlo algorithms [56]. As we show
in our preliminary results, a large family of stochastic iterative
algorithms can be viewed as mean-field interactive particle
4Technically, to apply the limit theorem as stated in (18), the functions
f(x, ξ) must be continuous, but f1 and f2 defined here are only piecewise
continuous. This restriction is imposed by the limitations of our current proof
techniques. Numerical results in Figure 4 suggest that the expression (18) still
holds for piecewise continuous functions.
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systems, but this perspective does not seem to have been taken
before our recent work [1], [2].
Our goal of tracking the time-varying probability densities
of the algorithms bears resemblance to density evolutions in
the analysis of LDPC decoding [57] and general message
passing on graphical models [58]. In particular, closely related
to our work is the state evolution analysis of the approximate
message passing (AMP) algorithm [59]–[63]. The standard
AMP is a block (i.e., parallel update) algorithm. Due to the
introduction of the Onsager reaction term [59], [60] into the
recursion, the probability densities associated with AMP are
asymptotically Gaussian, and thus the states of the algorithm
can be followed by tracking a collection of scalar parameters.
In this work, we study a broad family of stochastic iterative
algorithms that may not necessarily have the Onsager term
built-in. Moreover, the algorithms we consider have low-
complexity updating rules, where each step might only use one
measurement. Due to these features, the probability densities
associated with our algorithms are not in parametric forms
(see, e.g., Figure 2), and thus our proposed analysis requires
more detailed density evolution using PDEs.
III. MAIN IDEAS AND INSIGHTS
A. Exchangeable Distributions
Finite exchangeability [33]–[35] is a key ingredient that
allows us to perform exact analysis of high-dimensional
stochastic processes in a tractable way. It is also heavily used
in our technical derivations in Section V and Section VI. A
joint distribution p(x1, x2, . . . , xn) of n random variables is
exchangeable, if
p(x1, x2, . . . , xn) = p(xpi(1), xpi(2), . . . , xpi(n))
for any permutation pi and for all x1, x2, . . . , xn. A simple ex-
ample of an exchangeable distribution is p(x1, x2, . . . , xn) =∏
1≤i≤n p(xi), i.e., when the coordinates {xi} are i.i.d.
random variables. The family of exchangeable distributions,
however, is much larger than i.i.d. distributions. (See [33]
for an interesting example showing the geometry of finite
exchangeable distributions.)
The concept of exchangeability naturally extends to Markov
chains defined on S⊗n, where S is a Polish space5. Let Πn
be the set of permutations of {1, 2, . . . , n}. For a given per-
mutation pi ∈ Πn and a given x = (x1, x2, . . . , xn)T ∈ S⊗n,
define
pi ◦ x = (xpi(1), xpi(2), . . . , xpi(n))T .
Similarly, for any subset B ⊂ S⊗n, we have pi ◦ B =
{pi ◦ x : x ∈ B}. Consider a homogeneous Markov chain with
kernel
K(x,B) def= P(xk+1 ∈ B | xk = x).
We say that a Markov chain is exchangeable, if
K(x,B) = K(pi ◦ x, pi ◦ B) (23)
for arbitrary x ∈ S⊗n, Borel set B, and permutation pi.
5For the purpose of our subsequent discussions, it is sufficient to consider
the special case where S = R2.
It is important to note that the online regularized regression
and PCA algorithms defined in (2) and (7) can both be seen as
exchangeable Markov processes on (R2)⊗n. To see this, we fo-
cus on the regularized regression algorithm. At each step k, the
state of this Markov chain is [(x1k, ξ
1
k), (x
2
k, ξ
2
k), . . . , (x
n
k , ξ
n
k )],
or equivalently, a pair of vectors (xk, ξk). The states of the
Markov chain evolve according to the following dynamics:{
xk+1 = η
[
xk + τ(
1√
n
aTk (ξk − xk) + wk) 1√nak
]
ξk+1 = ξk,
(24)
where we have substituted the observation model (1) into (2).
The second update equation ξk+1 = ξk is trivial, due to the
fact that the target vector ξ stays fixed. However, in order to
establish exchangeability, it is convenient to include ξk as part
of the state of the Markov chain.
Next, we verify that (24) is indeed an exchangeable Markov
chain. Note that any permutation pi ∈ Πn can be represented
by a matrix pi ∈ Rn×n, where the ith row of pi is eTpi(i). With
this notation, we can write pi ◦ x = pix, where the right-
hand side is a standard matrix-vector product. To verify the
exchangeability condition (23), we first note that
P((xk+1, ξk+1) ∈ pi ◦ B | (pi ◦ xk, pi ◦ ξk−1))
= P((piTxk+1, pi
T ξk+1) ∈ B | (pixk, piξk−1)).
Since
piTxk+1 = η
[
piTpixk + τ(
1√
n
aTk (piξk − pixk) + wk) 1√npiTak
]
= η
[
xk + τ(
1√
n
(piTak)
T (ξk − xk) + wk) 1√npiTak
]
and due to the exchangeability of the random vector ak,
we conclude that (23) holds and that (24) is indeed an
exchangeable Markov chain. Using similar arguments, we can
also show that the regularized PCA algorithm in (7) is an
exchangeable process.
Exchangeability has several important consequences that are
key to our analysis framework. First, given an exchangeable
Markov chain in (R2)⊗n, the corresponding empirical measure
µk(x, ξ) as defined in (9) forms a Markov chain in the space
of probability measures M(R2). This simple fact is known
in the literature. To make our discussions self-contained, we
provide a simple proof in Appendix A. Thanks to this property,
we just need to study the evolution and the scaling limit of
this measure-valued process, irrespective of the underlying
dimension n. The essence of our asymptotic analysis boils
down to the following: as n increases, this measure-valued
process “slows down”, and the stochastic process converges,
after time-rescaling, to a deterministic measure-valued process
whose evolutions are exactly described by the limiting PDEs
given in Theorem 1 and Theorem 2.
Second, it is easy to verify the following property of
exchangeable Markov chains: if the initial state (x0, ξ0) is
drawn from an exchangeable distribution, then for any k > 0,
the probability distribution of (xk, ξk) remains exchangeable.
In the context of our online learning algorithms, this property
means that, at any step k, different coordinates of the estimate
xk are statistically symmetric. This then allows us to simplify
a lot of our technical derivations given in Section V.
8Remark 3: The requirement that the initial state (x0, ξ0)
must be exchangeable seems to be an overly restrictive condi-
tion, as it makes a strong statistical assumption on the target
vector ξ. Fortunately, this restriction can be removed by using
a simple “trick”. Let (x0, ξ0) be any deterministic initial state
for the algorithm. We first apply a random permutation, drawn
uniformly from Πn, to (x0, ξ0). The resulting permuted state
(pi ◦ x0, pi ◦ ξ0) becomes exchangeable, and it is then used
as the new initial state for the Markov chain. Although the
subsequent outputs (xk, ξ) resulting from this new initial state
will be different from the actual outputs from the original
algorithm, one can see that the sequence of empirical measures
µnk of the two versions of the algorithms have exactly the
same probability distributions. Thus, since we only seek to
characterize the asymptotic limit of the empirical measures,
we can assume without loss of generality that the initial state
has been randomly permuted, and hence exchangeable.
Another very important consequence of exchangeability
is the following. If (x, ξ) is drawn from an exchangeable
distribution, and if the empirical measure µn(x, ξ) converges
weakly to a deterministic measure µ(x, ξ) as n → ∞, then
for any finite integer m, the joint probability distribution on
the first m coordinates of x and ξ converges to a factorized
distribution. More specifically,
p(x1, ξ1, x2, ξ2, . . . , xm, ξm)
n→∞−−−−→
∏
i≤m
µ(xi, ξi). (25)
See, e.g., [52] for a proof. Moreover, due to exchangeability,
the same property holds for any subset of m coordinates.
Roughly speaking, (25) implies that different coordinates of
the vectors x and ξ will be asymptotically independent.
B. Insights: Asymptotically Uncoupled Dynamics
In what follows, we show how the property (25) leads to
some useful insights regarding the online regression and PCA
algorithms. First, these algorithms correspond to exchangeable
Markov chains. Moreover, our asymptotic characterizations
given in Theorem 1 and Theorem 2 state that the empirical
measures associated with the algorithms indeed converge to
some deterministic limits. It then follows from (25) that, in
the large n limit, the coupled processes associated with the
online learning algorithms become effectively uncoupled. The
dynamics of each coordinate (xik, ξ
i
k), as we will show next,
resembles a stochastic gradient descent solving a 1-D effective
optimization problem.
We explain this interpretation using the example of online
regression, whose asymptotic characterization is given by the
limiting PDE (17). Note that this PDE involves a feedback
term e(t) as defined in (16). However, if e(t) were given in
an oracle way, then (17) would just be a standard Fokker-
Planck equation, describing the evolution of the time-marginal
distribution of a drift-diffusion process
dXt = [τ(ξ −Xt)− ϕ(Xt)] dt+ τ
√
σ2 + e(t) dBt. (26)
There is an interesting interpretation of (26): Suppose ϕ(x) =
β ddxΦ(x), where Φ(x) is the regularization function used in
(4), and define a 1-D effective potential function
Eξ(x) =
τ
2 (x− ξ)2 + βΦ(x). (27)
Since the drift term [τ(ξ−Xt)−ϕ(Xt)] of (26) is exactly the
negative gradient of Eξ(x), the SDE (26) can be viewed as
a continuous-time stochastic gradient descent for minimizing
this effective potential function.
Example 5: In this example, we use the above insight
to study how a nonconvex regularizer Φ(x) can affect the
dynamical performance of the online regression algorithm.
Similar to our setting in Example 3, we consider a sparse target
vector ξ whose entries are either 0 or 3, and the sparsity level
is denoted by ρ. We consider two regularizers: a convex one
Φ(x) = |x| and a nonconvex one
Φ(x) = tanh(α|x|)
with α = 2 [see Figure 5(e)]. Fixing the learning rate as τ =
0.2, we study the dynamics of the algorithm using different
regularization strength β. Figure 5(b) and Figure 5(f) plot the
effective potential function Eξ(x) for ξ = 0, for the convex
and nonconvex regularizers, respectively. We can see that, as
β increases, the effective potential grows a deeper and deeper
valley at x = 0, thus forcing the estimates x to concentrate
around 0.
Figure 5(c) and Figure 5(g) plot the corresponding effective
potentials Eξ(x) for ξ = 3. For the convex regularizer shown
in Figures 5(c), the effective potential is always a convex
function. Thus, as we can see in Figure 5(d), the algorithm
can quickly converge to its stationary state for all β values.
A drawback of using the convex regularizer is that it will
shift the minimum of the effective potential towards 0, and the
resulting bias can lead to a larger stationary error. In contrast,
the nonconvex regularizer applies a more “gentle” penalization
for larger estimate errors. It thus has a smaller bias, resulting a
lower stationary error. However, if the regularization strength
β is above a certain threshold, another local minimum of the
potential function will emerge at x = 0, and the algorithm
dynamics will be trapped in this local minimum for a very
long time. Such phenomenon is reflected in Figure 5(h), where
the dynamics is still far from reaching its stationary state,
even for t = 104. In the statistical physics literature, this is
known as a metastable state in double-well potential systems.
The presence of metastability suggests that, when a nonconvex
regularizer is used, various algorithmic parameters such as β
and τ must be chosen more carefully than in the convex case.
Moreover, the optimal choices of these parameters critically
depend on the target run time of the algorithms [as seen in
Figure 5(h).]
IV. FORMAL DERIVATIONS OF THE LIMITING PDES
In this section, we focus on the example of online regular-
ized regression (2), and present a convenient formal approach
that allows us to quickly derive the limiting PDE (15). Rig-
orously establishing this asymptotic characterization will be
done in Section V and Section VI.
A. Moment Calculations
Let xik denote the ith element of xk. Using (1), we rewrite
the algorithm in (2) as
xik+1 = η
[
xik + τ(wk − 1√naTk (xk − ξ)) 1√naik
]
. (28)
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Fig. 5. Dynamics of the regularized regression algorithm using a convex regularizer Φ(x) = |x| (the first row) and a nonconvex regularizer Φ(x) =
tanh(α |x|) (the second row). The first column shows the two regularizers. The second and third columns show the effective 1-D potential (27) for ξ = 0
and ξ = 3, respectively. The fourth column shows the MSE v.s. regularization strength β at different iteration times t. The learning rate τ = 0.2 is fixed.
The figures show a nonconvex regularizer may have a better performance. However, inappropriate algorithmic parameters can make the dynamics trapped in
a metastable state for a very long time when another local minimum emerges in the 1-D potential function.
By introducing
gik = τ(wk − 1√naTk (xk − ξ)) 1√naik, (29)
and
∆ik = g
i
k −
ϕ(xik + g
i
k)
n
(30)
we can write (28) as
xik+1 = x
i
k + ∆
i
k. (31)
For each k ≥ 0, we denote by Fnk the sigma
field generated by (x10, x
2
0, . . . , x
n
0 ), (ξ
1
0 , ξ
2
0 , . . . , ξ
n
0 ) and
(a1` , a
2
` , . . . , a
n
` , w`)0≤`≤k−1. Throughout the rest of the paper,
we use Ek(·) as a shorthand notation for the conditional
expectation E(· | Fnk ).
Straightforward derivations give us
Ek g
i
k =
−τ
n
(xik − ξi) (32)
Ek (g
i
k)
2 =
τ2
n
(σ2 + ek) +
τ2(E(ai)4 − 1)
n2
(xik − ξi)2 (33)
Ek g
i
kg
j
k =
2τ2
n2
(xik − ξi)(xjk − ξj), i 6= j. (34)
In (33), ek is the MSE at the kth step, defined as
ek
def
=
1
n
∑
1≤i≤n
(xik − ξi)2. (35)
Using these calculations and the Lipschitz property of ϕ(x),
we can estimate the first and second (conditional) moments of
the difference term ∆ik as follows:
Ek∆
i
k = −
1
n
[τ(x− ξ) + ϕ(x)] +O(n−3/2) (36)
and
Ek(∆
i
k)
2 =
τ2(σ2 + ek)
n
+O(n−3/2). (37)
(See Lemma 3 and Proposition 5 in Section VI for more
precise statements.)
The expressions (36) and (37) provide the leading-order
terms of the drift and diffusion components of the discrete-
time stochastic process
{
xik
}
k
. The scaling (1/n) that appears
in both expressions also indicate that (1/n) is indeed the
characteristic time of the process, and hence it makes sense
to rescale the time as k = bntc, which is what we do in our
asymptotic analysis.
B. Decompositions and Embeddings
Our goal is to derive the asymptotic limit of the time-
varying empirical measures
{
µnt (ξ, x)
}
n
. The convergence of
empirical measures can be studied through their actions on
test functions. Let f(x, ξ) be a nonnegative, bounded and C3
test function. Recall the definition of 〈µ, f〉 as given in (11).
From the general update equation (31) and using Taylor-series
expansion,
〈µk+1, f〉 − 〈µk, f〉 = 1
n
∑
i
∂
∂x f(x
i
k, ξ
i)∆ik
+
1
2n
∑
i
∂2
∂x2 f(x
i
k, ξ
i)(∆ik)
2 + rk,
(38)
where rk = τ
3
6n
∑
i
∂3
∂x3 f(c
i
k, ξ
i
k)(∆
i
k)
3, with cik ∈ [xik, xik +
∆ik], collects the higher-order remainder terms.
Introducing two sequences
vk
def
= Ek(〈µk+1, f〉 − 〈µk, f〉 − rk)
and
mk
def
= 〈µk+1, f〉 − 〈µk, f〉 − rk − vk, (39)
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we have
〈µk+1, f〉 − 〈µk, f〉 = vk +mk + rk
and thus
〈µk, f〉 − 〈µ0, f〉 =
∑
0≤`<k
v` +
∑
0≤`<k
m` +
∑
0≤`<k
r`
= Vk +Mk +Rk,
where
Vk
def
=
∑
0≤`<k
v`, Mk
def
=
∑
0≤`<k
m`, Rk
def
=
∑
0≤`<k
r`,
for k ≥ 1. We also set V0 = M0 = R0 = 0. By construction,
the sequence {Mk} is a martingale null at 0
From (36) and (37), we have
vk =
1
n2
∑
i
∂
∂x f(x
i
k, ξ
i)Ek∆
i
k
+
1
2n2
∑
i
∂2
∂x2 f(x
i
k, ξ
i)Ek(∆
i
k)
2 +O(n−3/2)
=
1
n
〈µk,
[
τ(ξ − x)− ϕ(x)] ∂∂x f〉
+
τ2(σ2 + ek)
2n
〈µk, ∂2∂x2 f〉+O(n−3/2). (40)
Embedding the discrete sequence Vk in continuous-time and
speeding up time by a factor of n, we define
V (t)
def
= Vbntc,
which is a piecewise-constant ca`dla`g function in D([0, T ], R).
Similarly, we can define M(t), R(t), µt as the continuous-time
rescaled versions of their discrete-time counterparts. Since
V (t) is piecewise-constant over intervals of length 1/n, the
expression in (40) can be written as
vk =
∫ k+1
n
k
n
L(µs) ds+O(n−1/2),
where
L(µs)
def
= 〈µs,
[
τ(ξ − x)− ϕ(x)] ∂∂x f〉
+
τ2(σ2 + es)
2
〈µs, ∂2∂x2 f〉.
(41)
It follows that
〈µt, f〉 − 〈µ0, f〉 = V (t) +M(t) +R(t)
=
∫ t
0
L(µs) ds+M(t) +R(t) +O(n−1/2). (42)
We note that L(µs) contains exactly the last two terms on
the right-hand side of the limiting PDE (15). Formally, if the
martingale term M(t) and the higher-order term R(t) converge
to 0 as n → ∞, we can then establish the scaling limit.
A rigorous proof, however, requires a few more ingredients,
following a standard recipe in the literature [51], [52]. The
details will be given in the next sections.
V. THE SCALING LIMITS OF GENERAL EXCHANGEABLE
MARKOV CHAINS
In this section, we consider a general family of exchange-
able Markov chains of which the online algorithms for the
two example problems in Section I-B are special cases. We
present and prove a meta-theorem, establishing the scaling
limits for the time-varying empirical measures associated with
these Markov chains.
Notation: Throughout the rest of the paper, we use C to
denote a generic and finite constant that does not depend on
n or k. To streamline the derivations, the exact values of C
can change from line to line. Similarly, for any T > 0, the
notation C(T ) represents a generic and finite constant whose
value can depend on T but not on n or k. We also use x ∨ y
and x ∧ y to denote max {x, y} and min {x, y}, respectively.
Finally, for any b ∈ (0,∞) and x ∈ R ∪ {±∞}, we use
x u b = (|x| ∧ b) sgn(x) (43)
to denote the projection of x onto the interval [−b, b]. When
x is a vector, xu b represents the element-wise application of
(43) to x.
A. The Meta-Theorem
Consider a Markov chain (xk, ξk) defined on (R2)⊗n. The
states of the Markov chain can be represented by two n-
dimensional vectors ξk and xk. Moreover, we assume that
ξk ≡ ξ for all k, and thus we will omit the subscript k in ξk
to emphasize that ξk is invariant.
We first state the basic assumptions under which our results
are proved.
(A.1) The Markov chain
{
(xk, ξ)
}
k≥0 is exchangeable.
(A.2) The initial empirical measure µn0 converges weakly to a
deterministic measure µ∗0.
(A.3) There is some finite constant C such that
sup
n
〈µn0 , x4 + ξ4〉 ≤ C.
(A.4) Let ∆ik = x
i
k+1−xik. There exists a deterministic function
G : R×R×Rr 7→ R, for some r ≥ 0, such that, for each
T > 0,
max
k≤nT
E
∣∣∣Ek∆ik − 1nGik∣∣∣ ≤ C(T )n1+γ ,
where γ > 0 is some positive constant. In the above
expression,
Gik = G(xik, ξi,Qnk ) (44)
and Qnk = [Q
n
k (1), Q
n
k (2), . . . , Q
n
k (r)] is an r-
dimensional vector. The `th element of Qnk is defined
as
Qnk (`) = 〈µnk , p`(x, ξ)〉,
where p`(x, ξ) is some deterministic function.
(A.5) There exists a deterministic function Λ : Rr 7→ R such
that, for each T > 0,
max
k≤nT
E
∣∣∣Ek(∆ik)2 − 1nΛk∣∣∣ ≤ C(T )n1+γ ,
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where γ > 0 is some positive constant, and
Λk = Λ(Q
n
k ). (45)
(A.6) For any T > 0, there exists a finite constant B(T ) such
that
lim
n→∞P( maxk≤nT
‖Qnk‖∞ > B(T )) = 0,
where ‖·‖∞ is the `∞ norm of a vector.
(A.7) Define
Qnk (`;h) = 〈µnk , p`(x, ξ) u h〉,
where u is the projection operation defined in (43). For
any b > B(T ) and T > 0, we have
lim sup
h→∞
sup
n
max
k≤nT
E
∣∣∣∣G(xik, ξi,Qnk )
− G(xik, ξi,Qnk (h) u b)
∣∣∣∣ = 0 (46)
and
lim sup
h→∞
sup
n
max
k≤nT
E
∣∣Λ(Qnk )− Λ(Qnk (h) u b)∣∣ = 0.
(47)
(A.8) For each T > 0, there exists C(T ) <∞ such that
max
k≤nT
E(Gik)2 ≤ C(T ) and max
k≤nT
E(Λik)
2 ≤ C(T ).
(A.9) For each T > 0, there exists C(T ) < ∞ such that
maxk≤nT E(∆ik)
4 ≤ C(T )n−2, and for any i 6= j,
max
k≤nT
E
∣∣∣∣Ek (∆ik −Ek∆ik)(∆jk −Ek∆jk)∣∣∣∣ ≤ C(T )n−2.
(A.10) For each b > 0 and T > 0, the following PDE (in weak
form) has a unique solution in D([0, T ],M(R2)): for all
bounded test function f(x, ξ) ∈ C3(R2),
〈µt, f〉 = 〈µ0, f〉+
∫ t
0
〈µs,G(xs, ξs,Qs u b) ∂∂x f〉ds
+
1
2
∫ t
0
〈µs,Λ(xs, ξs,Qs u b) ∂
2
∂x2 f〉ds,
(48)
where Qs = [Qs(1), Qs(2), . . . , Qs(r)] with
Qs(i) = 〈µs, pi(x, ξ)〉. (49)
Recall the definition of the joint empirical measure µnk (x, ξ)
of xk and ξ as defined in (9). We embed the discrete-time
measure-valued process µnk in continuous time by defining
µnt
def
= µnbntc.
For each T > 0, we note that (µnt )0≤t≤T is a piecewise-
constant ca`dla`g process in D([0, T ],M(R2)).
Theorem 3: Under (A.1)–(A.10), the sequence of measure-
valued processes {(µnt )0≤t≤T }n converges weakly to a deter-
ministic process (µt)0≤t≤T , which is the unique solution of
the following PDE: for all bounded test function f(x, ξ) ∈
C3(R2),
〈µt, f〉 = 〈µ0, f〉+
∫ t
0
〈µs,G(xs, ξs,Qs) ∂∂x f〉ds
+
1
2
∫ t
0
〈µs,Λ(Qs) ∂
2
∂x2 f〉ds,
(50)
where Qs is as defined in (49).
Remark 4: The limiting PDE (50) is very similar to the one
given in (48). The only difference is that, here in (50), we no
longer need to enforce a “cap” on the order parameters Qs.
Remark 5:
{
(µnt )0≤t≤T
}
n
is a sequence of random ele-
ments in D([0, T ],M(R2)). Precisely speaking, Theorem 3
states that, as n → ∞, the laws of {(µnt )0≤t≤T}n conver-
gences to a δ-measure in M (D([0, T ],M(R2))) and that δ-
measure gives its full weight to (µt)0≤t≤T , the unique solution
of the PDE.
Our proof of Theorem 3 consists of three main steps,
following a classical recipe [51], [52]. First, we show in
Section V-B that the laws of the measure-valued stochastic
processes{(µnt )0≤t≤T }n in D([0, T ],M(R2)) are tight. The
tightness implies that any subsequence of {(µnt )0≤t≤T }n must
have a converging sub-subsequence. Second, we prove in
Section V-C that any converging subsequence must converge
to a solution of the PDE (50). Third, we provide in Sec-
tion V-D a set of easy-to-verify conditions that are sufficient
to guarantee the uniqueness of the solution of the PDE (48).
This uniqueness property, together with the previous two steps,
implies that any subsequence of
{
(µnt : 0 < t < T )
}
n
has a
sub-subsequence converging to a common limit. It then follows
that the entire sequence must also be converging to that same
limit, as otherwise we would have a contradiction.
Before embarking on the three components of the proof, we
first establish a consequence of Theorem 3. As mentioned in
Section I-C, many performance metrics of the algorithms (such
as the MSE) are simply linear functionals of the empirical
measures [see (10).] In the following proposition, we show
the convergence of such functionals.
Proposition 2: Let f(x, ξ) be a continuous function such
that
∣∣f(x, ξ)∣∣ ≤ C(1 + x2 + ξ2) for some finite constant C.
Denote by µ∗t the solution of the PDE (50). Under the same
assumptions of Theorem 3, we have
E
∣∣〈µnt , f〉 − 〈µ∗t , f〉∣∣ n→∞−−−−→ 0. (51)
Proof: For any b > 0,
E
∣∣〈µnt , f〉 − 〈µ∗t , f〉∣∣ ≤ E∣∣〈µnt , f〉 − 〈µnt , f u b〉∣∣
+ E
∣∣〈µnt , f u b〉 − 〈µ∗t , f u b〉∣∣
+ E
∣∣〈µ∗t , f u b〉 − 〈µ∗t , f〉∣∣ .
Since {µnt }n converges weakly to µ∗t and f u b is a bounded
and continuous function, we have
lim
n→∞E
∣∣〈µnt , f u b〉 − 〈µ∗t , f u b〉∣∣ = 0.
It follows that
lim sup
n
E
∣∣〈µnt , f〉 − 〈µ∗t , f〉∣∣
≤ lim sup
n
E
∣∣〈µnt , f〉 − 〈µnt , f u b〉∣∣
+ E
∣∣〈µ∗t , f u b〉 − 〈µ∗t , f〉∣∣ .
(52)
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By exchangeability,
E
∣∣〈µnt , f〉 − 〈µnt , f u b〉∣∣
≤ E
∣∣∣f(x1bntc, ξ1)− f(x1bntc, ξ1) u b∣∣∣
≤
Ef2(x1bntc, ξ
1)
b
(53)
≤
CE(1 + (x1bntc)
4 + (ξ1)4)
b
≤ C(T )
b
, (54)
where (53) is due to Lemma 7 given in Appendix A.
Since
∣∣〈µ∗t , f〉∣∣ ≤ C∣∣1 + 〈µ∗t , x2 + ξ2〉∣∣ < ∞ and
f(x, ξ) u b → f(x, ξ) pointwisely as b → ∞, we have
limb→∞E
∣∣〈µ∗t , f u b〉 − 〈µ∗t , f〉∣∣ = 0. Substituting this and
(54) into (52) and letting b→∞, we are done.
B. Tightness
In what follows, we show that the laws of the
measure-valued stochastic processes {(µnt )0≤t≤T }n in
D([0, T ],M(R2)) are tight. From Kallenberg [40, Theorem
16.27, p. 324], it is sufficient to show that for any bounded
test function f ∈ C3(R2,R), the sequence of real-valued
processes
{
(〈µnt , f〉)0≤t≤T
}
n
is tight in D([0, T ],R).
Proposition 3: For any bounded test function f ∈
C3(R2,R), the laws of sequence {(〈µnt , f〉)0≤t≤T}n in
D([0, T ],R) are tight . Hence, the laws of the sequence
{(µnt )0≤t≤T }n in D([0, T ],M(R2)) are tight.
Proof: According to Billingsley [36, Theorem 13.2,
pp. 139 - 140], this is equivalent to checking the following
two conditions.
1. limb→∞ lim supn P(supt∈[0,T ]
∣∣〈µnt , f〉∣∣ ≥ b) = 0, and
2. for each , limδ→0 lim supn P(ω
′
n(δ) ≥ ) = 0. Here,
ω′n(δ) is the modulus of continuity of the function 〈µnt , f〉 in
D([0, T ],R), defined as
ω′n(δ)
def
= inf
{ti}
max
i
sup
s,t∈[ti−1,ti)
∣∣〈µnt , f〉 − 〈µns , f〉∣∣ ,
where {ti} is a partition of [0, T ] such that mini{ti− ti−1} ≥
δ.
Since the test function f is bounded, the first condition is
satisfied for any b ≥ ‖f‖∞. For the second condition, we will
prove it using the uniform partition {ti}. The following lemma
shows that the second condition indeed holds.
Lemma 1: Let {ti = iTK }0≤i≤K be a uniform partition of
[0, T ] into K subintervals. For any  > 0, we have
lim
K→∞
lim sup
n→∞
P
(
max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣〈µnt , f〉 − 〈µns , f〉∣∣ ≥ )
= 0.
Proof: For any s < t,
〈µnt , f〉 − 〈µns , f〉 =
bntc−1∑
k=bnsc
[〈µnk+1, f〉 − 〈µnk , f〉]
=
bntc−1∑
k=bnsc
1
n
n∑
i=1
(
f(xik+1, ξ
i)− f(xik, ξi)
)
.
Using Taylor series expansion, we get
f(xik+1, ξ
i) =f(xik, ξ
i) + ∆ik
∂
∂x
f(xik, ξ
i)
+
1
2
(∆ik)
2 ∂
2
∂x2
f(xik, ξ
i) + rik,
where
rik =
1
6
(∆ik)
3 ∂
3
∂x3
f(cik, ξ
i), (55)
for some cik ∈ [xik, xik+1], denotes the higher-order remainder
terms. Then, we decompose
∣∣〈µnt , f〉 − 〈µns , f〉∣∣ into four parts:
∣∣〈µnt , f〉 − 〈µns , f〉∣∣ =
∣∣∣∣∣∣
bntc−1∑
k=bnsc
4∑
`=1
zk,`
∣∣∣∣∣∣ ≤
4∑
`=1
∣∣∣∣∣∣
bntc−1∑
k=bnsc
zk,`
∣∣∣∣∣∣ ,
(56)
where
zk,1 =
1
n2
n∑
i=1
Gikf ′(xik, ξi) +
1
2n2
n∑
i=1
Λikf
′′(xik, ξ
i) (57)
zk,2 =
1
n
n∑
i=1
(
∆ik −Ek
[
∆ik
])
f ′(xik, ξ
i) (58)
zk,3 =
1
2n
n∑
i=1
(
(∆ik)
2 −Ek
[
(∆ik)
2
])
f ′′(xik, ξ
i) (59)
zk,4 =
1
n
n∑
i=1
(
Ek
[
∆ik
]
− 1
n
Gik
)
f ′(xik, ξ
i)
+
1
2n
n∑
i=1
(
Ek
[
(∆ik)
2
]
− 1
n
Λik
)
f ′′(xik, ξ
i) + rik.
(60)
In (57), we recall that Gik is the quantity defined in (44) and
Λik is defined in (45). We also use f
′(xik, ξ
i) and f ′′(xik, ξ
i)
as the shorthand notation for ∂∂xf(x
i
k, ξ
i) and ∂
2
∂x2 f(x
i
k, ξ
i),
respectively. It follows from the decomposition in (56) that
P
(
max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣〈µnt , f〉 − 〈µns , f〉∣∣ ≥ 
)
≤ L1 + L2 + L3 + L4,
where
L` = P
 max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
zk,`
∣∣∣∣∣∣ ≥ 4
 , (61)
for ` = 1, 2, 3, 4. To complete the proof, it is sufficient to
show that
lim
K→∞
lim sup
n→∞
L` = 0 (62)
for 1 ≤ ` ≤ 4. Our strategy is to first show that
max
k≤nT
E(zk,`)
2 ≤ C(T )n−2, for ` = 1, 2, 3, (63)
where C(T ) is some finite constant that depends on T but
not on n nor k. Using Lemma 8 in Appendix A, we can then
establish (62) for ` = 1, 2, 3.
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To show (63) for ` = 1, we note that, for any k ≤ nT ,
E(zk,1)
2 ≤ 2
n2
E
( 1
n
n∑
i=1
Gikf ′(xik, ξi)
)2
+
1
2n2
E
( 1
n
n∑
i=1
Λikf
′′(xik, ξ
i)
)2
≤2
∥∥f ′∥∥2∞
n2
E(G1k)2 +
∥∥f ′′∥∥2∞
2n2
E(Γ1k)
2 (64)
≤C(T )
n2
, (65)
where in reaching (64) we have used convexity and exchange-
ability, and (65) follows from assumptions (A.8).
To show (63) for ` = 2, we have
E(zk,2)
2 ≤
∥∥f ′∥∥2∞
n2
n∑
i=1
[
E(∆ik)
2 −E
(
Ek(∆
i
k)
2
)]
+
∥∥f ′∥∥2∞
n2
∑
i 6=j
E
∣∣∣∣Ek (∆ik −Ek∆ik) (∆k,j −Ek∆k,j)∣∣∣∣
≤
∥∥f ′∥∥2∞
n
E(∆1k)
2
+
∥∥f ′∥∥2∞E∣∣∣∣Ek (∆1k −Ek∆1k)(∆2k −Ek∆2k)∣∣∣∣ .
By using Ho¨lder’s inequality E(∆ik)
2 ≤ √E(∆ik)4 and
assumption (A.9), we can then conclude that E(zk,2)2 ≤
C(T )n−2. The case for ` = 3 can be treated in a similar
but more straightforward way:
E(zk,3)
8 ≤
∥∥f ′∥∥2∞
2n2
n∑
i,j=1
[
E
(
(∆ik)
2 −Ek(∆ik)2
)2
+ E
(
∆2k,j −Ek∆2k,j
)2 ]
≤
∥∥f ′∥∥2∞
4
E(∆1k)
4.
Using assumption (A.9), we are done.
The only remaining task is to show (62) for ` = 4. Using
assumptions (A.4), (A.5) and exchangeability, we have
E
∣∣zk,4∣∣ ≤ ∥∥f ′∥∥∞ C(T )
n1+γ
+
∥∥f ′′∥∥∞ C(T )
n1+γ
+
∥∥f ′′′∥∥∞
6
E
∣∣∣∆1k∣∣∣3
≤ C(T )
n1+γ
, (66)
for some fixed γ > 0, where in reaching (66) we have
used Ho¨lder’s inequality E
∣∣∆1k∣∣3 ≤ (E(∆1k)4)3/4 and assump-
tion (A.9). Markov’s inequality gives us
P
 max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
zk,4
∣∣∣∣∣∣ ≥ 4

≤ 4

E max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
zk,4
∣∣∣∣∣∣
≤ 4

bnTc∑
k=0
E
∣∣zk,4∣∣ ≤ C(T )
nγ
,
and thus (62) holds for ` = 4.
C. The Limit of Converging Subsequences
In the previous subsection, we have shown the tightness of
the laws of the sequence {(µnt )0≤t≤T }n. This property implies
the existence of a converging subsequence.
Proposition 4: Let {(µnt )0≤t≤T }n be a subsequence whose
laws pin converges to a limit pi∞ ∈ M(D([0, T ],M(R2))).
Then pi∞ is a Dirac measure concentrated on a determinis-
tic measure-valued process (µt)0≤t≤T , which is the unique
solution of the PDE (50).
Proof: We start by showing that pi∞ is a Dirac measure
concentrated on the unique solution of the regularized PDE
given in (48), provided that the regularization parameter b in
(48) satisfies b ≥ B(T ), where B(T ) is the bound given in
assumption (A.6). We then show that all such solutions must
also be the unique solution of the original PDE given in (50).
For each t ∈ (0, T ) and for each compactly supported
function f(x, ξ) ∈ C3(R2), we define a functional
F : ν ∈ D([0, T ],M(R2)) 7−→ F (ν), (67)
where F (ν) = 〈νt, f〉 − 〈ν0, f〉 −
∫ t
0
〈νs, Lνsf〉ds and Lvs is
defined by
Lvsf = G(x, ξ,Qs u b)
∂
∂x
f(x, ξ) +
1
2
Λ(Qs u b)
∂2
∂x2
f(x, ξ).
(68)
In the above expression, G,Λ and Qs are defined in assump-
tions (A.4), (A.5) and (49), respectively, and b > B(T ) is a
fixed constant. To show that pi∞ concentrates on the solution
of the PDE, it is sufficient to show that
Epi∞
∣∣F (ν)∣∣ = 0. (69)
To that end, we first establish the following convergence result:
lim
n→∞Epi
n
∣∣F (ν)∣∣ = 0. (70)
Using the decomposition in (56), we have
Epin
∣∣F (ν)∣∣ = E
∣∣∣∣∣∣
bntc∑
k=0
4∑
`=1
zk,` − 1
n
bntc∑
k=0
〈µk, Lµkf〉 (71)
−
∫ t
bntc
n
〈µs, Lµsf〉ds
∣∣∣∣∣
≤
bntc∑
k=0
E
∣∣∣∣zk,1 − 1n 〈µk, Lµkf〉
∣∣∣∣+ E
∣∣∣∣∣∣
bntc∑
k=0
(zk,2 + zk,3)
∣∣∣∣∣∣
+
bntc∑
k=0
E
∣∣zk,4∣∣+ 1
n
E
∣∣∣〈µbntc, Lµbntcf〉∣∣∣ . (72)
The last two terms on the right-hand side of (72) can be easily
handled. In particular, using the estimate (66) in the proof of
Lemma 1, we can bound the third term as
bntc∑
k=0
E
∣∣zk,4∣∣ ≤ tC(T )
nγ
.
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The fourth term can be shown to be bounded by C(T )/n via
exchangeability, assumption (A.8), and Ho¨lder’s inequality.
Next, we consider the first two terms on the right-hand side
of (72). Using the definitions in (57) and (68), we can bound
the first term as
bntc∑
k=0
E
∣∣∣∣zk,1 − 1n 〈µk, Lµkf〉
∣∣∣∣
≤t∥∥f ′∥∥∞ maxk≤bntcE∣∣∣G(x1k, ξ1,Qk)− G(x1k, ξ1,Qk u b)∣∣∣
+
t
∥∥f ′′∥∥∞
2
max
k≤bntc
E
∣∣Λ(Qk)− Λ(Qk u b)∣∣
≤t∥∥f ′∥∥∞P1/2( maxk≤bntc‖Qk‖∞ ≥ b)
× [ max
k≤bntc
E(G2(x1k, ξ1,Qk) + G2(x1k, ξ1,Qk u b)
]
+
t
∥∥f ′′∥∥∞
2
P1/2( max
k≤bntc
‖Qk‖∞ ≥ b)
× [ max
k≤bntc
E(Λ2(Qk) + Λ
2(Qk u b)
]
,
which converges to 0 as n → ∞ due to assumptions (A.8)
and (A.6), for any b > B(T ).
To bound the second term on the right-hand side of (72),
we note that the sequence
∑`
k=0(zk,2 + zk,3) is a martingale
with conditionally independent increments. Thus,
E
( bntc∑
k=0
(zk,2 + zk,3)
)2
=
bntc∑
k=0
E(zk,2 + zk,3)
2
≤ 2
bntc∑
k=0
E(zk,2)
2 + 2
bntc∑
k=0
E(zk,3)
2
≤ C(T )
n
,
where the last inequality is due to the bound
maxk≤nT E(zk,`)2 ≤ C(T )n−2 for ` = 2, 3 established
in the proof of Lemma 1. Applying Ho¨lder’s inequality, we
can thus show that E
∣∣∣∑bntck=0 (zk,2 + zk,3)∣∣∣→ 0 as n→∞.
Now that we have shown that the right-hand side of (72)
tends to 0 as n→∞, we can then establish (70). To conclude
(69) from (70) via the weak convergence of the sequence
{pin}, the functional F would need to be continuous and
bounded. Since the test function f is bounded and compactly
supported, F is uniformly bounded. The challenge lies in
the generator Lνsf , defined in (68). Recall that the order
parameter Qs in (68) is a vector whose ith component is
Qs(i) = 〈νs, pi〉, where pi(x, ξ) is a function that is not
necessarily bounded. As a result, Qs(i) is not necessarily a
continuous functional of ν. To overcome this difficulty, we
follow the strategy used in [64] by defining a modified operator
Lνt,h as
Lνs,hf =G(x, ξ,Qs(h) u b)
∂
∂x
f(x, ξ)
+
1
2
Λ(Qs(h) u b)
∂2
∂x2
f(x, ξ),
(73)
where Qs(h) is an r-dimensional vector whose `th element is
Qs(`, h) = 〈νs, p` u h〉. The regularization provided by h en-
sures that Qs(h) is a continuous functional of ν. Accordingly,
we define a modified functional Fh similar to (67), with Lνs
there replaced by Lνs,h.
Note that Fh is uniformly bounded and continuous, and that
Fh converges pointwisely to F as h → ∞. In addition, F is
uniformly bounded. Using (70), we have
Epi∞
∣∣F (ν)∣∣ = lim
h→∞
Epi∞
∣∣Fh(ν)∣∣
= lim
h→∞
lim
n→∞Epi
n
∣∣Fh(ν)∣∣
≤ lim sup
h→∞
lim sup
n→∞
Epin
∣∣Fh(ν)− F (ν)∣∣ .
Note that
sup
n
Epin
∣∣Fh(ν)− F (ν)∣∣
≤ sup
n
1
n
E
∣∣∣∣∣∣
bntc∑
k=0
〈µnk , Lµnk ,hf〉 −
bntc∑
k=0
〈µnk , Lµnk f〉
∣∣∣∣∣∣
≤ sup
n
C
n
bntc∑
k=0
(
E
∣∣∣G(x1k, ξ1,Qnk u b)− G(x1k, ξ1,Qnk (h) u b)∣∣∣
+ E
∣∣∣Λ(x1k, ξ1,Qnk u b)− Λ(x1k, ξ1,Qnk (h) u b)∣∣∣ )
≤CT sup
n
max
k≤bnTc
(
E
∣∣∣G(x1k, ξ1,Qnk u b)− G(x1k, ξ1,Qnk (h) u b)∣∣∣
+ E
∣∣∣Λ(x1k, ξ1,Qnk u b)− Λ(x1k, ξ1,Qnk (h) u b)∣∣∣ ).
Using assumption (A.7), we are done.
D. Uniqueness of the Solution of the Limiting PDE
In the statement of Theorem 3, the uniqueness of the
solution of the PDE (48) is stated as an assumption [see
(A.10)]. In this subsection, we provide a set of easy-to-verify
conditions that sufficiently implies (A.10). Note that the PDE
(48) is specified by the cap constant b and the following four
functions:
(1) the initial measure µ0;
(2) the R × R → Rr function p(x, ξ) that defines the order
parameter Qt = 〈µt,p(x, ξ)〉;
(3) the drift coefficient G(x, ξ,Q);
(4) and the diffusion coefficient Λ(Q).
We assume the following sufficient conditions:
(C.1) 〈µ0, ξ2〉 ≤ L and 〈µ0, x2〉 ≤ V , where L, V are two
generic constants.
(C.2) For any x, x˜, and ξ, we have
∥∥p(x, ξ)− p(x˜, ξ)∥∥
1
≤
L(1 +|x|+|x˜|+|ξ|)|x− x˜|;
(C.3)
∥∥p(0, 0)∥∥
1
≤ L;
(C.4) For any x, ξ, and Q, we have
∣∣Γ(x, ξ,Q)− Γ(x˜, ξ,Q)∣∣ ≤
L(1 +‖Q‖1)
∣∣(x− x˜)∣∣;
(C.5)
∣∣∣Γ(x, ξ,Q)− Γ(x, ξ, Q˜)∣∣∣ ≤ L(1 +|ξ|+|x|)∥∥∥Q− Q˜∥∥∥
1
;
(C.6)
∣∣Γ(x, ξ,Q)∣∣ ≤ L(1 +|ξ|+|x|)(‖Q‖1 + 1);
(C.7) For any Q and Q˜, we have
∣∣∣∣Λ 12 (Q)− Λ 12 (Q˜)∣∣∣∣ ≤
L
∥∥∥Q− Q˜∥∥∥
1
;
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(C.8) Λ
1
2 (Q) ≤ L(1 +‖Q‖1).
Theorem 4: Under (C.1) to (C.8), and for any finite T, b > 0,
the PDE (48) has a unique solution (µ∗t )0≤t≤T .
Remark 6: Our general strategy for proving Theorem 4
is to show that the solution of the PDE is the fixed point
of a contraction mapping. To that end, we introduce three
mappings. We first define a mapping Fa : D([0, T ],Rd) →
D([0, T ],M(R2)) as follows. Let (Rt)0≤t≤T ∈ D([0, T ],Rd).
Consider the following standard SDE
Xt = X0 +
∫ t
0
G(xs, ξs,Rs u b)ds+
∫ t
0
Λ
1
2 (Rs u b) dBs
ξt = ξ0,
(74)
where the random variables (X0, ξ0) are drawn from the initial
measure µ0 of the McKean-type PDE (48). Let (Xt, ξt) be the
solution to (74). We define Fa(g) as the time-marginal of the
law of (Xt, ξt).
The second mapping Fb : D([0, T ],M(R2)) →
D([0, T ],Rd) takes a measure-valued process µt(x, ξ) and
maps it to a function (St)0≤t≤T = Fb(µ), defined as
St = 〈µt(x, ξ),p(x, ξ)〉.
Finally, we consider F : D([0, T ],Rd) → D([0, T ],Rd) as a
composite of the two mappings, i.e., F = Fb ◦ Fa.
We note that, if (Rt)0≤t≤T is a fixed point of F , then
Fa((Rt)0≤t≤T ) must be a solution of our PDE (48). Similarly,
if µt(x, ξ) is a solution of (48), then Fb(µ) must be a fixed
point of F . In Proposition 8 given in Appendix B, we show
that F is a contraction when T is small enough. This then
guarantees the existence and uniqueness of the solution of the
PDE over the interval [0, T ] for a small but finite T . Piecing
solutions together, we can then enlarge the interval to the entire
real line.
Proof of Theorem 4: Proposition 8 in Appendix B
guarantees the uniqueness of the solution for a small interval
T . If T is large, we need to split the whole interval [0, T ] into
m equal-length sub-interval [T`, T`+1], ` = 0, 1, . . . ,m − 1
with T` = `mT . Proposition 8 can then be applied repeatedly,
over each sub-interval, as long as the initial variance for each
sub-interval stays uniformly bounded, for any m. For the `th
sub-interval, let its initial variance EX20 be V
(`), and we write
V (0) = V . Next, we are going to show V (`) will not diverge
as m → ∞, so that we can choose arbitary small length of
the sub-intervals.
From (113), we have
V (`+1) ≤
(
V (`) +B(L, db) Tm
)
eB(L,db)
T
m ,
with ` = 0, 1, . . . ,m− 1. For any m > B(L, db)T , we have
V (`+1) ≤
(
V (`) +B(L, db) Tm
)(
1 + 2B(L, db) Tm
)
(75)
≤ V (`) +B(L, db)
(
3 + 2V (`)
)
T
m , (76)
which implies
V (`) ≤
(
V (0) + B˜(L, db)
)
eB˜(L,db)T
`
m ≤ C(L, V (0), db, T ).
This ensures that (C.1) holds for any sub-interval, which
concludes the proof.
Remark 7 (Efficient numerical solutions of the PDE): The
contraction mapping idea behind the proof of Theorem 4
naturally leads to an efficient numerical scheme to solve the
nonlinear PDE (50). Specifically, starting from an arbitrary
guess ofQ(0)t (for example, a constant function), we solve (50)
by treating it as a standard Fokker-Planck equation with a fixed
order parameters Q(0)t . Stable and efficient numerical solvers
for Fokker-Planck equations are readily available. We can then
repeat the process, with a new Q(k)t (for k ≥ 1) computed
from the density solution of the previous iteration by using
the formula given in (49). In practice, we find that, by setting
the time-interval length to ∆T = 5, the algorithm converges
in a few iterations in most cases. If the algorithm does not
converge, we can reduce the previous length by half and redo
the iterations. Extensive numerical simulations show that this
method is very efficient in various settings. This simple scheme
indicates that solving the nonlinear limiting PDE is no harder
than solving a few classical Fokker-Planck equations, making
our PDE analysis very tractable.
VI. THE SCALING LIMIT OF ONLINE REGULARIZED
REGRESSION: PROOFS AND TECHNICAL DETAILS
In this section, we prove Theorem 1, which provides the
scaling limit of the dynamics of online regularized regression
algorithm. Since the algorithm is just a special case of the gen-
eral exchangeable Markov process considered in Theorem 3,
our tasks here amount to verifying that all the assumptions
(A.1)–(A.10) of Theorem 3 hold for the regularized regression
algorithm.
A. The Drift and Diffusion Terms
Recall the definition of the difference term ∆ik given in
Section IV-A. Next, we compute the first and second moments
of ∆ik, which correspond to the drift and diffusion terms in
the limiting PDE. To that end, we first write
∆ik = g
i
k −
ϕ(xik)
n
+ dik, (77)
where
dik =
ϕ(xik)− ϕ(xik + gik)
n
. (78)
Lemma 2: There exists a finite constant C such that
E(gik)
2 ≤ C
n
(1 + E ek) (79)
E(dik)
2 ≤ C
n3
(1 + E ek) (80)
E(ϕ2(xik)∨ϕ2(xik + gik)) ≤ C(1 + E ek) (81)
Remark 8: Here and throughout the paper, we will repeat-
edly use in our derivations the following inequality: Let k be a
positive integer, and x1, x2, . . . , x` a collection of nonnegative
numbers. Then
(x1 + x2 + . . .+ x`)
k ≤ `k−1(xk1 + xk2 + . . .+ xk` ), (82)
which follows from the convexity of the function f(x) = xk
on the interval x ≥ 0.
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Proof: Using (33) and exchangeability, we have
E(gik)
2 ≤ C
n
(1 + Eek + E(x
i
k − ξi)2)
=
C
n
(1 + Eek +
E
∑
i(x
i
k − ξi)2
n
)
and thus (79). The second inequality (80) is an immediate
consequence of (79) and the Lipschitz continuity of ϕ(x).
Next, to verify (81), we note that the Lipschitz continuity of
ϕ(x) implies that
∣∣ϕ(x)∣∣ ≤ C(1 + |x|) for some C < ∞. It
follows that
Eϕ2(xik) ≤ CE(1 +
∣∣∣xik∣∣∣)2
≤ CE(1 +
∣∣∣xik − ξi∣∣∣+∣∣∣ξi∣∣∣)2
≤ 3C(1 + E(xik − ξi)2 + E(ξi)2).
Using exchangeability and the fact that E(ξi)2 <∞, we have
Eϕ2(xik) ≤ C(1 + Eek). (83)
Finally, we bound Eϕ2(xik + g
i
k), we note that
ϕ2(xik + g
i
k) = (ϕ(x
i
k) + [ϕ(x
i
k + g
i
k)− ϕ(xik)])2
≤ C(ϕ2(xik) + (gik)2).
Combining (83) and (79), we are done.
Lemma 3: Let
G(x, ξ) def= −τ(x−ξ)−ϕ(x) and Λ(e) = τ2(σ2+e). (84)
Then
E
∣∣∣Ek∆ik − 1nG(xik, ξi)∣∣∣ ≤ C√1 + Eekn3/2 (85)
E
∣∣∣Ek(∆ik)2 − 1nΛ(ek)∣∣∣ ≤ C(1 + Eek)n3/2 (86)
Proof: Using (77) and (32), we have
E
∣∣∣Ek∆ik − 1nG(xik, ξi)∣∣∣ = E∣∣∣Ekdik∣∣∣ ≤√E(dik)2,
which, together with (80), gives us (85). Using the definition
in (31), we can expand the left-hand side of (86) as
E
∣∣∣Ek(∆ik)2 − 1nΛ(ek)∣∣∣
= E
∣∣∣Ek(gik)2 − 1nΛ(ek)−Ek( 2ngikϕ(xik + gik)
− 1n2ϕ2(xik + gik))
∣∣∣
≤ C
n2
E(xik − ξi)2 +
2
n
E
∣∣∣gikϕ(xik + gik)∣∣∣
+
1
n2
Eϕ2(xik + g
i
k) (87)
≤ C
n2
Eek +
2
n
√
E(gik)
2
√
Eϕ2(xik + g
i
k)
+
1
n2
Eϕ2(xik + g
i
k)
≤ C
n2
Eek +
C
n3/2
(1 + Eek) +
C
n2
(1 + Eek),
where in reaching (87) we have used the moment formula in
(33).
Remark 9: The MSE ek plays a key role in the above
bounds. It is an O(1) quantity, concentrating around its
expectation due to the law of large numbers. Later, we will
show that, for any T > 0, there exists a finite constant C(T )
such that E(ek)2 ≤ C(T ) for all n and all k ≤ nT .
Lemma 3 essentially derive the leading-order term of Ek∆ik
and Ek(∆ik)
2, which are the diffusion coefficient G and
diffusion coefficient Λ of the PDE (50) respectively.
B. Bounding the MSE and Higher-Order Moments
The moment bounds in Lemma 2 and Lemma 3 all involve
the MSE ek, defined in (35). In this section, we first bound the
2nd moment of ek, which then allows us to precisely bound
several higher-order moments of the random variable ∆ik.
Lemma 4: There exists a finite constant C such that
Ek(g
i
k)
4 ≤ C
n2
(1 + (ek)
2) (88)
Ek(∆
i
k)
4 ≤ C
n2
(1 + (ek)
2 + (xik)
4) (89)
Proof: We first remind the reader that we use C to denote
a generic constant, whose exact value can change from line to
line in our derivations. From the definition in (29),
Ek(g
i
k)
4 =
C
n2
Ek
[
(wk − 1√naTk (xk − ξ))4(aik)4
]
≤ C
n2
Ek
([
(wk)
4 + 1n2 (a
T
k (xk − ξ))4
]
(aik)
4
)
≤ C
n2
(
E(wk)
4E(αik)
4
+
1
n2
√
Ek(aTk (xk − ξ))8 Ek(aik)8
)
≤ C
n2
(
1 +‖xk − ξ‖4 /n2
)
,
where the last inequality is based on (107) in Lemma 6.
To show (89), we use the Lipschitz continuity of ϕ(x) which
implies that
∣∣ϕ(x)∣∣ ≤ C(1 + |x|) for some fixed constant C.
This allows us to bound Ek(∆ik)
4 as
Ek(∆
i
k)
4 ≤ Ek
(∣∣∣gik∣∣∣+ C(1 +∣∣xik∣∣+∣∣gik∣∣)n
)4
≤ CEk
(
(gik)
4 +
1
n4
(1 + (xik)
4)
)
, (90)
where the second inequality is due to (82). Substituting (88)
into (90) then gives us (89).
Proposition 5: For any T > 0, there exists constants C1(T )
and C2(T ) that depend on T but not on n or k such that
max
1≤k≤bnTc
E(xik)
4 ≤ C1(T ) (91)
and
max
1≤k≤bnTc
E(ek)
2 ≤ C2(T ) (92)
Proof: We first note that (92) is a simple consequence of
(91). Indeed,
e2k =
 1
n
∑
1≤i≤n
(xik − ξi)2
2
≤ 1
n
∑
1≤i≤n
(xik − ξi)4 ≤
8
n
∑
1≤i≤n
(
(xik)
4 + (ξi)4
)
,
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where the first inequality is due to convexity and the second
is an application of (82). Using exchangeability and the
boundedness of E(ξi)4, we then have
E(ek)
2 ≤ 8
(
E(xik)
4 + E(ξi)4
)
. (93)
Next, we establish (91) by showing the following recursive
bound
E(xik+1)
4 ≤ (1 + C1
n
)E(xik)
4 +
C2
n
, (94)
for some constants C1 and C2. To that end, we use (31) to
write
E(xik+1)
4 =E(xik + ∆
i
k)
4
=E(xik)
4 + 4E(xik)
3∆ik + 6E(x
i
k)
2(∆ik)
2
+ 4E(xik)(∆
i
k)
3 + E(∆ik)
4. (95)
Our strategy is to bound the last four terms of (95). We start
with the first term:
E(xik)
3∆ik
= E
[
(xik)
3Ek(g
i
k)
]− 1nE(xik)3ϕ(xik + gik)
= −τn (E(x
i
k)
4 −E(xik)3ξi)− 1nE(xik)3ϕ(xik + gik)
≤ −τn E(xik)4 + τn [ 34E(xik)4 + 14E(ξi)4] + 1n ( 34E(xik)4
+
1
4
ϕ4(xik + g
i
k))
≤ CnE(xik)4 + Cn + Cn (1 + E(xik)4 + E(gik)4)
≤ CnE(xik)4 + Cn + Cn3 (1 + E(xik)4), (96)
where in reaching the last inequality we used (88) and (93).
Using Young’s inequality, we can bound the remaining three
terms as
6E(xik)
2(∆ik)
2 + 4E(xik)(∆
i
k)
3 + E(∆ik)
4
≤ 3n (E(xik)4 + n2E(∆ik)4)
+ 1
n3/2
(E(xik)
4 + 3n2E(∆ik)
4) + E(∆ik)
4
≤ Cn (1 + E(xik)4), (97)
where to reach (97) we have used a combination of (89) and
(93). Substituting the bounds (96) and (97) into (95) then gives
us (94). Applying this bound recursively, we get
E(xik)
4 ≤ (1 + C1n )k−1E(xi1)4 + C2n
k−2∑
`=1
(1 + C1n )
`
= (1 + C1n )
k−1E(xi1)
4 + (C2/C1)[(1 +
C2
n
)k−1 − 1].
Since (1 + C1n )
k−1 is uniformly bounded for 1 ≤ k ≤ bnT c,
we have shown (91).
The uniform bounds given in the previous proposition on
E(xik)
4 and E(ek)2 allow us to derive the following estimates
on higher order moments of ∆ik.
Proposition 6: For every T > 0, there exists a constant
C(T ) such that,
max
k≤nT
EG4(xik, ξi) ≤ C(T ) (98)
max
k≤nT
E Γ2(ek) ≤ C(T ), (99)
where G(xik, ξi) and Γ(ek) are the drift and diffusion terms
defined in (84), respectively. Moreover, if f(x, ξ) is a function
such that
∣∣f(x, ξ)∣∣ ≤ L(1+|x|+|ξ|) for some constant L <∞,
then for all i 6= j,
max
k≤nT
E
∣∣∣f(xik, ξi)f(xjk, ξj)Ek[(∆ik −Ek∆ik)(∆jk −Ek∆jk)]∣∣∣
≤ L
2C(T )
n2
. (100)
Proof: The first two inequalities can be easily verified
by using the bounds in Proposition 5. To show (100), we first
note that we can assume without loss of generality that L = 1,
in which case
∣∣f(x, ξ)∣∣ ≤ 1 + |x| + |ξ|. Using the shorthand
notation f i =
∣∣f(xik, ξi)∣∣ , f j = ∣∣∣f(xjk, ξj)∣∣∣, we write
E
∣∣∣f if jEk(∆ik −Ek∆ik)(∆jk −Ek∆jk)∣∣∣
= Ef if j
∣∣∣Ek∆ik∆jk −Ek∆ikEk∆jk∣∣∣
≤ Ef if j
∣∣∣Ek∆ik∆jk∣∣∣+ E(f i∣∣∣Ek∆ik∣∣∣ f j∣∣∣Ek∆jk∣∣∣ ). (101)
Next, we bound each of the two terms on the right-hand size
of (101). For the first term, we use (77) and exchangeability
to write
Ef if j
∣∣∣Ek(∆ik∆jk)∣∣∣
= Ef if j
∣∣∣∣∣Ek(gik − ϕ(xik)n + dik)(gjk − ϕ(xjk)n + djk)
∣∣∣∣∣
≤ Ef if j
∣∣∣∣∣Ek(gik − ϕ(xik)n )(gjk − ϕ(xjk)n )
∣∣∣∣∣
+ 2Ef if j
∣∣∣dik∆jk∣∣∣+ Ef if j∣∣∣dikdjk∣∣∣
≤ Ef if j
∣∣∣Ek(gikgjk)∣∣∣+ 2nE∣∣∣Ekgik∣∣∣∣∣∣f if jϕ(xjk)∣∣∣
+
1
n2
E(f iϕ(xik))
2 +
1
n2
E(f if j)2
+ n2E(dik∆
j
k)
2 + E(f idik)
2.
Recall the definition of dik in (78). From the Lipschitz con-
tinuity of ϕ(x), we have
∣∣dik∣∣ ≤ C∣∣gik∣∣ /n, for some constant
C < ∞. Substituting the explicit formulas in (32) and (34)
into the right-hand side of the above inequality gives us
Ef if j
∣∣∣Ek(∆ik∆jk)∣∣∣
≤
CEf if j
∣∣∣(xik − ξi)(xjk − ξj)∣∣∣
n2
+
CE
∣∣∣(xik − ξi)f if jϕ(xjk)∣∣∣
n2
+
E(f iϕ(xik))
2
n2
+
1
n2
E(f if j)2
+ CE[(gik)
4 + (∆ik)
4] +
CE[(f i)4 + (gik)
4]
n2
.
Using the inequality |x1x2x3x4| ≤
∑
i(xi)
4/4, the bounds∣∣f(x, ξ)∣∣ ≤ 1 + |x| + |ξ| and ∣∣ϕ(x)∣∣ ≤ C(1 + |x|), and the
previous estimates in Lemma 4, we conclude that
Ef if j
∣∣∣Ek(∆ik∆jk)∣∣∣ ≤ C(T )n2 . (102)
for all k ≤ nT .
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We now bound the second term on the right-hand side of
(101). Using Young’s inequality and exchangeability, we have
Ef i
∣∣∣Ek∆ik∣∣∣ f j∣∣∣Ek∆jk∣∣∣
≤ E(f iEk∆ik)2
≤ E(f
i)4
2n2
+
n2
2
E(Ek∆
i
k)
4
≤ C(T )
n2
+
n2
2
E(
G(xik, ξi)
n
+ Ekd
i
k)
4
≤ C(T )
n2
+
CEG4(xik, ξi)
n2
+
E(gik)
4
n2
.
It then follows from (98), (88) and the bounds in Proposition 5
that
Ef i
∣∣∣Ek∆ik∣∣∣ f j∣∣∣Ek∆jk∣∣∣ ≤ C(T )n2 . (103)
Substituting (102) and (103) into (101), we reach the desired
bound in (100).
In our proof of the scaling limit, we will also need to use
the following result, which shows that the MSE ek has a finite
upper bound with high probability, for any k ≤ nT .
Proposition 7: For each T > 0, there exists finite constants
B(T ) and C(T ) such that
P
(
max
k≤bnTc
ek > B(T )
)
≤ C(T )
n
. (104)
Proof: See Appendix C.
C. The Scaling Limit
As stated earlier, the scaling limit of the online regression
algorithm given in Theorem 1 can be obtained as a special case
of Theorem 3. Indeed, for the online regression algorithm,
the function G(x, ξ,Q) in (44) is τ(ξ − x) − ϕ(x) and the
function Λ(Q) in (45) is simply τ2(σ2 + e), with the order
parameter Q being the scalar MSE e = 〈µ, (x − ξ)2〉. The
conditions in assumptions (A.4) and (A.5) are guaranteed by
Lemma 3 and Proposition 5. Assumption (A.6) is guaranteed
by Proposition 7. To verify assumption (A.7), we note that (46)
is trivially satisfied as the function G(x, ξ,Q) in this case does
not involve an order parameter. To show (47), we have
E
∣∣∣〈µnk , (x− ξ)2〉 ∧ b− 〈µnk , (x− ξ)2 ∧ h〉 ∧ b∣∣∣
≤ E
∣∣∣〈µnk , [(x− ξ)2 − (x− ξ)2 ∧ h]〉∣∣∣
= E
[
(x1k − ξ1)2 − (x1k − ξ1)2 ∧ h
]
≤ E(x1k − ξ)4/h,
where the last inequality is due to Lemma 7. From Propo-
sition 5, the fourth moment E(x1k − ξ)4 is bounded and
thus we have (47). Next, assumption (A.8) is guaranteed by
Proposition 6 via Ho¨lder’s inequality, and assumption (A.9)
also by Proposition 6. Finally, the existence and uniqueness
of the solution of the PDE (48) is guaranteed by Theorem 4.
One can easily check that (C.1) to (C.8) hold for G(x, ξ) and
Λ(e), and we omit the straightforward derivations here.
VII. CONCLUSION
We presented a rigorous asymptotic analysis of the dynam-
ics of online learning algorithms, and apply the results to
regularized linear regression and PCA algorithms. In addition,
we provided a meta-theorem for a general high-dimensional
exchangeable Markov chain, of which the previous two al-
gorithms are just special examples. Our analysis studies
algorithms through the lens of high-dimensional stochastic
processes, and thus it does not explicitly depend on whether
the underlying optimization problem is convex or nonconvex.
This feature makes our analysis techniques a potentially very
useful tool in understanding the effectiveness of using low-
complexity iterative algorithms for solving high-dimensional
nonconvex estimation problems, a line of research that has
recently attracted much attention.
In this work we have only considered the case of estimating
a single feature vector. The same technique can be naturally
extended to settings involving a finite number feature vectors.
Another natural extension is to consider time-varying feature
vectors, as in adaptive learning or filtering. Both are left as
interesting lines for future investigation.
APPENDIX
A. Useful Lemmas
In what follows we state and prove several useful lemmas.
Lemma 5: Given an exchangeable Markov chain with states
xk ∈ S⊗n, the sequence of empirical measures {µk} associ-
ated with the states forms a measure-valued Markov chain in
M(S).
Proof: We actually establish a slightly stronger result: Let
D be a Borel set in M(S). We show that
P(µk+1 ∈ D | xk) = 1
n!
∑
pi∈Πn
P(µk+1 ∈ D | pi ◦ xk). (105)
Note that the right-hand side of the above equation is a
“symmetrized” version of left-hand side, and thus it is a
function of the empirical measure associated with xk. It
follows that {µk}k forms a Markov chain and that
P(µk+1 ∈ D | µk) = P(µk+1 ∈ D | xk)
for any xk associated with µk.
To show (105), we let BD be the set of points in S⊗n whose
empirical measures belong to D. Clearly, P(µk+1 ∈ S | xk) =
P(xk+1 ∈ BD | xk). We note that BD is permutation invariant,
i.e., pi◦BD = BD for any pi ∈ Πp. Using this invariance and the
exchangeable property of the Markov transition kernel given
in (23), we can write
K(xk,BD) = K(pi ◦ xk, pi ◦ BD)
= K(pi ◦ xk,BD) = 1
n!
∑
pi∈Πn
K(pi ◦ xk,BD).
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Lemma 6: Let a1, a2, . . . , an be a sequence of i.i.d. random
variables. If Eai = 0, E(ai)2 = 1 and E|ai|t < ∞ for some
t > 2, then
E
(∑
i a
2
i
n
)t/2
≤ E|a1|t . (106)
Moreover, for any fixed vector x ∈ Rn,
E
∣∣∣∣∑
i
xiai
∣∣∣∣t ≤ C‖x‖t E|a1|t , (107)
where C is a finite constant that can depend on t.
Proof: Inequality (106) is a simple consequence of the
convexity of the function f(x) = xt/2 on the interval x ≥ 0.
Observe that (107) holds when x is the zero vector. In
the following, we assume ‖x‖ > 0 and write E∣∣∑i xiai∣∣t =
‖x‖t E∣∣∑i x˜iai∣∣t, where x˜i = xi/‖x‖. Applying a classical
inequality of Rosenthal’s [65] to the sequence of independent
random variables {x˜iai}i, we have
E
∣∣∣∣∑
i
x˜iai
∣∣∣∣t ≤ C max{∑
i
|x˜i|t E|ai|t , (
∑
i
(x˜i)
2E(ai)
2)t/2
}
≤ C(E|a1|t ∨ (E(a1)2)t/2), (108)
where in reaching (108) we have used the fact that
∑
i(x˜i)
2 =
1 and thus |xi|t ≤ (x˜i)2 for all t ≥ 2. Finally, applying
Jensen’s inequality to the right-hand side of (108), we are
done.
Lemma 7: Let b > 0 be a finite constant and X a random
variable with bounded second moment. Then
E|X −X u b| ≤ EX
2
b
,
where X u b is the projection operator defined in (43).
Proof: Using Ho¨lder’s inequality, we have
E|X −X u b| ≤ E(|X|1X2≥b2)
≤
√
EX2
√
P(X2 ≥ b2).
Applying Markov’s inequality then gives us the desired result.
Lemma 8: Let (znk )k≥0 be a discrete-time stochastic process
parametrized by n and let {ti = iTK }0≤i≤K be a uniform
partition of the interval [0, T ]. If E(znk )
2 ≤ C(T )n−2 for all
k ≤ nT , then for any  > 0, we have
lim
K→∞
lim sup
n→∞
P
(
max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
znk
∣∣∣∣∣∣ ≥ 
)
= 0.
Proof: It follows from Markov’s inequality that
P
(
max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
znk
∣∣∣∣∣∣ ≥ 
)
≤ 1

E max
1<i≤K
sup
t,s∈[ti−1,ti]
∣∣∣∣∣∣
bntc−1∑
k=bnsc
znk
∣∣∣∣∣∣ ≤ 1Mn,K,T ,
(109)
where Mn,K,T = E max1<i≤K
∑bntic−1
k=bnti−1c
∣∣znk ∣∣ .
For any positive number B, we have
Mn,K,T ≤ E max
1<i≤K
bntic−1∑
k=bnti−1c
[B + (|znk | −|znk | ∧B)]
≤ nTB
K
+ E max
1<i≤K
bntic−1∑
k=bnti−1c
(|znk | −|znk | ∧B)
≤ nTB
K
+
bnTc∑
k=1
E(|znk | −|znk | ∧B). (110)
Using Lemma 7, we can bound the expectations on the right-
hand side of (110) as
E(|znk | −|znk | ∧B) ≤
E(znk )
2
B
≤ C(T )
Bn2
,
where the second inequality follows from the assumption that
E(znk )
2 ≤ C(T )n−2. Substituting this bound into (110) gives
us
Mp,K,T ≤ nTB
K
+
TC(T )
Bn
.
Choosing B =
√
K/n and using (109), we are done.
B. Some Lemmas Regarding the Solutions of the PDE
Here we collect some results that are used in establishing
the uniqueness of the solution of the PDE given in (48).
Lemma 9: Let (Xt, ξt) be the strong solution to the SDE
(74). Fix T > 0. For any 0 ≤ s < t ≤ T ,
EX2t ≤ (V +B(L, db)t)eB(L,db)t (111)
and
E(Xt −Xs)2
≤ B(L, db)(t− s)
[
1 + (t− s)(V + T )eB(L,db)T
]
,
(112)
where B(L, db) is some constant dependent on L, b, and the
dimension d of the order parameters.
Proof: Using Itoˆ’s formula, we have
X2t = X
2
0 +
∫ t
0
[
2XsG(Xs, ξs,Gs u b) + Λ(Gs u b)
]
ds
+2
∫ t
0
XsΛ
1
2 (Qs u b)dBs.
It follows that
EX2t = EX
2
0 + 2
∫ t
0
EXsG(Xs, ξs,Gs u b)ds
+
∫ t
0
EΛ(Gs u b)ds.
Using the conditions (C.6) and (C.8) stated in Section V-D,
we get
EX2t =EX
2
0 + 2L(1 + db)
∫ t
0
E|Xt| (1 +|ξ|+|Xt|)ds
+ tL2(1 + db)2
≤EX20 + tB(L, db) +B(L, db)
∫ t
0
EX2sds
20
Next, applying Gro¨nwall’s inequality, we get (111).
Finally, combining (C.6), (C.8) and (111) with the following
inequality
E(Xt −Xs)2 ≤ 2(t− s)E
∫ t
s
G2(Xu, ξu,Gu)du
+2
∫ t
s
Λ(Gu)dt,
we can prove (112) in a straightforward way.
Corollary 1: Let S = F(Q). Choose any T < 1/B(L, db).
We have
sup
0≤t≤T
‖St‖1 ≤C(L, V ) (113)
sup
0≤t≤T
‖St − Ss‖21 ≤C(L, V )(t− s)
×
[
1 + (t− s)TeC(L,V )T
]
, (114)
where C(L, V ) is some constant dependent on L and V =
EX20 .
Proof: With T < 1/B(L, db), (111) becomes EX2t ≤
3(V + 1). Using (C.1), (C.2) and (C.3), we can prove both
(113) and (114).
Remark 10: After a single map S = F(Q), we get a
bounded and uniformly continuous function S ∈ C([0, T ],Rd)
if T is small enough. Thus, in studying the fixed point of
F , we can consider F as a mapping from C([0, T ],R) to
C([0, T ],R). This allows us to use, in what follows, the sup
metric in C([0, T ],R), which is easier to work with than the
standard metric in D([0, T ],R).
Proposition 8: If Rt and R˜t are two functions in
C([0, T ],R), then
sup
t∈[0,T ]
∥∥∥(FR)t − (FR˜)t∥∥∥
1
≤ A(L, V, db, T )TeB(L,V,db)T sup
t∈[0,T ]
∥∥∥Rt − R˜t∥∥∥
1
,
(115)
where
A(L, V, db, T ) ≤ C(L, db)
[
1 +
(
V +B(L, db)T
)
eB(L,db)T
]
.
Thus, for T sufficiently small, F is a contraction mapping.
Proof: We denote by Xt the solution of (74) and by X˜t
the solution of the same SDE with Rt replaced by R˜t. We
also couple these two solutions by using the same Brownian
motion Bt and the same initial random variables (X0, ξ0). We
then have∥∥∥(Fb)t − F˜b)t∥∥∥2
1
≤
[
E
∥∥∥p(Xt, ξ)− p(X˜t, ξ)∥∥∥
1
]2
.
Using (C.2), we have∥∥∥(Fb)t − (F˜b)t∥∥∥2
1
≤L2
[
E
(
1 +|Xt|+
∣∣∣X˜t∣∣∣+ 2|ξ| )
×
∣∣∣Xt − X˜t∣∣∣]2
≤ C(L, db)E(Xt − X˜t)2,
where we use the Cauchy-Schwarz inequality, (82) and (111)
to reach the last line.
With Itoˆ’s formula, we have
E(Xt − X˜t)2 =2
∫ t
0
E(Xs − X˜s)
×
(
G(Xs, ξ,Rs)− G(X˜s, ξ,Rs)
)
ds
− 2
∫ t
0
E(Xs − X˜s)
×
(
G(X˜s, ξ,Rs)− G(X˜s, ξ, R˜s)
)
ds
+
∫ t
0
(
Λ(Rt)
1
2 − Λ(R˜t) 12
)
ds
Using Young’s inequality, (C.4), (C.5), and (C.7), we get
E(Xt − X˜t)2 ≤3Lt
(
1 + L+ L2 + L sup
0≤s≤T
EX˜2s
)
× sup
0≤s≤T
∥∥∥R− R˜∥∥∥
1
+
[
2 + L2(1 + db)2
] ∫ t
0
E(Xs − X˜s)2ds,
which implies (115) by Gro¨nwall’s inequality and (111).
C. Proof of Proposition 7
We start by considering the difference term
ek+1 − ek = 1
n
∑
i
[(xik + ∆
i
k − ξi)2 − (xik − ξi)2]
=
2
n
∑
i
zik∆
i
k +
1
n
∑
i
(∆ik)
2,
where we use zik to denote x
i
k − ξi to simplify notation. By
introducing
bk
def
=
2
n
∑
i
zik(∆
i
k −Ek∆ik) +
1
n
∑
i
((∆ik)
2 −Ek(∆ik)2),
(116)
the above difference term can be written as
ek+1 − ek
=
2
n
∑
i
zikEk∆
i
k +
1
n
∑
i
Ek(∆
i
k)
2 + bk
≤ 2
n
∑
i
zikEkg
i
k +
2
n2
∑
i
∣∣∣zik∣∣∣∣∣∣Ekϕ(xik + gik)∣∣∣
+
2
n
∑
i
Ek(g
i
k)
2 +
2
n3
∑
i
Ekϕ
2(xik + g
i
k) + bk
≤ −2τ
n
ek +
2
n
√∑
i
(zik)
2/n
√∑
i
Ekϕ2(xik + g
i
k)/n
+
2τ2(σ2 + ek)
n
+
C
n2
ek +
2
n3
∑
i
Ekϕ
2(xik + g
i
k) + bk,
(117)
where in reaching the last inequality we have used the explicit
calculations given in (32) and (33). The Lipschitz continuity
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of ϕ(x) implies that
∣∣ϕ(x)∣∣ ≤ C(1 + |x|) for some finite C
and thus ϕ2(x) ≤ 2C(1 + x2). It follows that
1
n
∑
i
Ekϕ
2(xik + g
i
k)
≤ C
n
∑
i
(1 + (xik)
2 + Ek(g
i
k)
2)
≤ C
n
∑
i
(1 + 2(xik − ξi)2 + 2(ξi)2 + Ek(gik)2)
≤ C(1 + ek).
Substituting this bound into (117) and using the simple in-
equality
√
x(1 + x) ≤ x+ 1/2, we get
ek+1 ≤ ek − −2τ
n
ek +
C
n
√
ek(1 + ek)
+
C(1 + ek)
n
+
C
n2
(1 + ek) + bk
≤ (1 + C
n
)ek +
C
n
+ bk. (118)
Iterating (118) leads to
ek ≤ γk(e0 + 1) + sk, (119)
for each k ≥ 1, where γ = (1 + Cn ) and
sk
def
=
k−1∑
`=0
γk−`−1b`.
For any fixed T > 0, there exists a constant C(T ) < ∞
such that γk < C(T ) for all k ≤ nT . Choosing B(T ) =
2C(T )(e0 + 1). It then follows from (119) that
P( max
0≤k≤bnTc
ek > B(T )) ≤ P( max
0≤k≤bnTc
sk >
B(T )
2
).
(120)
By the definition of bk in (116), we can see that sk is a
martingale. Doob’s maximum inequality gives us
P( max
k≤bnTc
sk > B(T )/2) ≤
4E(sbnTc)2
B2(T )
=
4
∑bnTc
k=1 γ
2(bnTc−k−1)Eb2k
B2(T )
≤ C(T )
bnTc∑
k=1
E b2k. (121)
Using the definition of bk in (116) and exchangeability, we
have
Eb2k ≤
C
n2
∑
i
E
[
(zik)
2Ek(∆
i
k −Ek∆ik)2
]
+
C
n2
∑
i 6=j
E
[
zikz
j
kEk(∆
i
k −Ek∆ik)(∆jk −Ek∆jk)
]
+
C
n2
E
(∑
i
[(∆ik)
2 −Ek(∆ik)2]
)2
≤ C
n
E
[
(zik)
2Ek(∆
i
k)
2
]
+ CE(∆ik)
4
+ CE
∣∣∣zikzjkEk(∆ik −Ek∆ik)(∆jk −Ek∆jk)∣∣∣
≤ C
n
E
[
(zik)
2Ek(∆
i
k)
2
]
+
C(T )
n2
, (122)
where in reaching the last inequality we have used the bound
(100) by choosing f(xik, ξ
i) = zik = x
i
k − ξi, the bound (89)
and Proposition 5. We just need to bound the first term on the
right-hand side of (122).
1
n
E
[
(zik)
2Ek(∆
i
k)
2
]
≤ E(z
i
k)
4
2n2
+
1
2
E
[
Ek(∆
i
k)
2
]2
≤ C(T )
n2
+ CE
[
Ek
(
gik −
ϕ(xik + g
i
k)
n
)2]2
≤ C(T )
n2
+ CE
[
Ek(g
i
k)
2 +
1 + (xik)
2
n2
]2
≤ C(T )
n2
+
C
n2
E
(
1 + ek +
[
(zik)
2 + 1 + (xik)
2
]
/n
)2
(123)
≤ C(T )
n2
. (124)
In reaching (123) we have used the explicit moment calcula-
tions in (33). And (124) is due to Proposition 5. Substituting
(124) into (122), we can conclude that Eb2k ≤ C(T )/n2. It
follows from (120) and (121) that
P
(
max
0≤k≤bnTc
ek > B(T )
)
≤ C(T )
n
.
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