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We calculate the probability distribution of work for an exactly solvable model of a system inter-
acting with its environment. The system of interest is a harmonic oscillator with a time dependent
control parameter, the environment is modeled by N independent harmonic oscillators with arbi-
trary frequencies, and the system-environment coupling is bilinear and not necessarily weak. The
initial conditions of the combined system and environment are sampled from a microcanonical dis-
tribution and the system is driven out of equilibrium by changing the control parameter according
to a prescribed protocol. In the limit of infinitely large environment, i.e. N → ∞, we recover
the nonequilibrium work relation and Crooks’s fluctuation relation. Moreover, the microcanonical
Crooks relation is verified for finite environments. Finally we show the equivalence of multi-time
correlation functions of the system in the infinite environment limit for canonical and microcanonical
ensembles.
I. INTRODUCTION
Recent advances in technology, like real time monitor-
ing and control of single molecules, enable experiments
where small systems can be studied under nonequilib-
rium conditions [1]. Alongside these advances, there has
been considerable progress in our theoretical understand-
ing of the nonequilibrium statistical mechanics of small
systems. In this paper we will be concerned in particular
with the nonequilbrium work relation [2, 3],
〈e−βW 〉 = e−β∆F , (1)
and the closely related fluctuation relation, due to
Crooks [4–6],
P (W )
P˜ (−W ) = e
β(W−∆F ) . (2)
Both of these relate the statistical fluctuations in the
work W performed on a system during a nonequilibrium
process, to a free energy difference ∆F between two equi-
librium states of the system. The angular brackets in
Eq. (1) denote an average over an ensemble of realizations
of the process, and β specifies the inverse temperature at
which the system is prepared prior to each realization. In
Eq. (2) the numerator and denominator denote the dis-
tributions of work values corresponding to a conjugate
pair of “forward” and “reverse” processes. Eqs. (1) and
(2) have been derived by various means, using a variety
of equations of motion to model the microscopic dynam-
ics – see Ref. [7] for a review with extensive references –
and have been confirmed experimentally [8–13].
∗ ysubasi@umd.edu
† cjarzyns@umd.edu
We will focus our attention on the formulation of these
results within the framework of classical, Hamiltonian
dynamics. The Hamiltonian for the system of interest is
assumed to depend on a control parameter λ, whose time
dependence over an interval 0 ≤ t ≤ τ is specified by a
schedule, or protocol, λt. The free energy difference ∆F
refers to two different equilibrium states, corresponding
to the initial and final parameter values, λ0 and λτ .
Ref. [2] presents Hamiltonian derivations of Eq. (1) for
two different scenarios. In the first, a system of interest
is prepared in equilibrium by being placed in weak con-
tact with a thermal reservoir, which is then removed. In
this case it is natural to treat the initial conditions of the
system of interest as a random sample from the canonical
distribution (reflecting the method of preparation), and
also to use Hamiltonian dynamics to model the subse-
quent evolution of the thermally isolated system as the
control parameter is varied (0 ≤ t ≤ τ).
In the second scenario considered in Ref. [2], the sys-
tem remains in weak thermal contact with the reservoir
throughout the process. In this derivation, initial con-
ditions for the combined system and reservoir were as-
sumed to be sampled from a canonical distribution, and
then Hamilton’s equations were used to model evolution
in the full phase space. In Ref. [14] this approach was
extended to a system in strong thermal contact with a
reservoir, again assuming canonically sampled initial con-
ditions in the full phase space.
In both derivations described in the previous para-
graph, the use of Hamilton’s equations to model the dy-
namics in the full phase space implies that the combined
system of interest and reservoir are being treated as a
large, thermally isolated system. The assumption of a
canonical distribution of initial conditions for this com-
bined system renders the derivation of Eq. (1) (as well
as Eq. (2)) straightforward. However, from a conceptual
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2perspective this assumption is somewhat problematic, as
the equilibrium state of an isolated system is typically
associated with the microcanonical ensemble. It is there-
fore natural to wonder whether Eqs. (1) and (2) remain
valid when initial conditions are sampled microcanoni-
cally rather than canonically. In this paper we will ad-
dress this question through the exact analysis of a model
system, involving a harmonic oscillator (the system of in-
terest) coupled strongly to a bath of N other harmonic
oscillators (the thermal reservoir). This model has pre-
viously been studied by Hasegawa [15], who considered
initial conditions sampled from the canonical ensemble.
More generally, the study of model systems for which
exact results can be obtained has illustrated and illumi-
nated a variety of issues related to Eqs. (1) and (2). [16–
37]
It is widely believed that in the thermodynamic limit,
the average thermodynamic properties of a physical sys-
tem are independent of the choice of the ensemble. This
is the idea of ensemble equivalence [38]. However, the
situation is quite different when fluctuations are consid-
ered [39]. (As a simple example note that the variance of
the total energy is proportional to heat capacity in the
canonical ensemble, but vanishes identically in the mi-
crocanonical ensemble.) This suggests that the validity
of Eqs. (1) and (2), for microcanonically sampled initial
conditions, does not follow immediately from the equiv-
alence of ensembles, even when the thermal reservoir is
assumed to be macroscopic. This issue is especially rel-
evant since large fluctuations with very small probabil-
ities play a dominant role in the nonequilibrium work
relation [40] whereas standard ensemble equivalence re-
sults do not make any claim about or depend on such low
probability events. Moreover, the work W is not simply
a function of the phase space variables, but rather a func-
tional of the phase space trajectory, and its fluctuations
may be more complex than that of typically considered
phase space functions.
For a system interacting with a large environment it
has been suggested in Ref. [41], using heuristic argu-
ments, that the validity of the nonequilibrium work rela-
tion may be insensitive to the particular distribution used
and that the canonical ensemble should be viewed pri-
marily as a computational convenience. A more detailed
argument supporting this claim has been developed in
Ref. [42]. In Ref. [43] the following microcanonical ver-
sion of the Crooks fluctuation relation was derived:
PE(W )
P˜E+W (−W )
=
Σf (E +W )
Σi(E)
, (3)
where PE(W ) stands for the probability density of do-
ing work W during the forward process and P˜E+W (−W )
stands for the probability density of doing work −W dur-
ing the time reversed process. The subscript indicates the
energy of the microcanonical distribution from which the
initial conditions are sampled. The right-hand side is the
ratio of two densities of states at different energies and
associated with initial and final Hamiltonians. (Note that
Ref. [43] uses Ω to denote the density of states, which we
reserve for the system frequency. Thus we opted to use
Σ for the density of states instead). It was then argued
in Ref. [43] that in the appropriate thermodynamic limit,
one recovers Eq. (2). To the best of our knowledge, our
paper is the first to explore this issue using a model sys-
tem for which the work distributions can be computed
exactly.
The paper is organized as follows. The model is in-
troduced in Sec. II. Exact expressions for the left-hand
side of Eq. (1) are obtained in Sec. III A and for the
probability distribution of work in Sec. IV A. The va-
lidity of nonequilibrium work relation in the limit of an
infinite environment is proven in Sec. III B. The validity
of microcanonical Crooks relation is shown in Sec. IV B.
Ensemble equivalence in its most general form is shown
in Sec. V B. Some technical details of the derivation are
provided in the Appendix B.
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FIG. 1. A mass on a slope is attached to a spring. The sup-
port of the spring is moved according to a time-dependent
protocol; λt denotes the position of the support at time t. To
recover the Hamiltonian (5) one identifies Mg sin θ ≡ α. Fric-
tion is modelled via linear coupling to N harmonic oscillators
that constitute the environment.
II. THE MODEL
We consider a system of N +NS ≡ N classical degrees
of freedom. NS is the number of degrees of freedom of
the system of interest and N  NS is the number of
degrees of freedom of the environment. The Hamiltonian
governing the dynamics of this closed system is of the
form:
Htot(Z, z;λ) = Hsys(Z;λ) +Henv(z) +Hint(Z, z), (4)
where Z = {X1, P1, · · · , XNS , PNS} and z =
{x1, p1, · · · , xN , pN}, Hint is the interaction Hamiltonian
between the system of interest and the environment, Hsys
and Henv are the system and environment Hamiltonians
respectively. In our model the system consists of a single
harmonic oscillator, i.e. NS = 1, and the environment
consists of N harmonic oscillators coupled to the system
oscillator bi-linearly:
3Hsys(Z;λt) =
P 2
2M
+
1
2
MΩ2(X − λt)2 + αX,
Hint(Z, z) = −
N∑
n=1
cnxnX,
Henv(z) =
N∑
n=1
(
p2n
2mn
+
1
2
mnω
2
nx
2
n
)
. (5)
Here λt is a time-dependent parameter determined by the
protocol and α is a constant. This system Hamiltonian
can be realized by the physical system depicted in Fig. 1.
A mass on a slope is attached to a spring. The support of
the spring is moved according to a time-dependent proto-
col; λt denotes the position of the support at time t. To
recover the Hamiltonian (5) one identifies Mg sin θ ≡ α.
Friction is modelled via linear coupling to N harmonic os-
cillators that constitute the environment. Generalization
to more than one system oscillator and allowing for inter-
actions among environmental oscillators can be achieved
by adopting a matrix notation [44]. However such a gen-
eral treatment is not necessary for the purpose of this
paper.
A. The Solution
It will prove convenient to define
f(λt) ≡MΩ2λt − α, (6)
J (λt) ≡ 1
2
MΩ2λ2t . (7)
Then the system Hamiltonian can be written as:
Hsys(Z;λt) =
P 2
2M
+
1
2
MΩ2X2 − f(λt)X + J (λt). (8)
The equation of motion for the system degree of free-
dom can be obtained by first solving the dynamics of
the environmental degrees of freedom in terms of the
system variables and substituting that solution into the
equation of motion for the system oscillator. The result
is an integro-differential equation for the system oscilla-
tor [45, 46] and is referred to as a Langevin equation.
MX¨(t) + 2M
∫ t
0
ds γ(t− s)X˙(s) +M Ω¯2X(t)
= f(λt)− 2Mγ(t)X(0) + ξ(t), (9)
γ(t) ≡ 1
M
N∑
n=1
c2n
2mnω2n
cos(ωnt), (10)
Ω¯2 ≡ Ω2 − 2γ(0), (11)
ξ(t) ≡
N∑
n=1
cn
(
xn(0) cos(ωnt) +
pn(0)
mnωn
sin(ωnt)
)
.
(12)
The system-environment coupling is required to satisfy
Ω2 ≥ 2γ(0) for the dynamics to be stable and we will
make this assumption henceforth.
The solution to Eq. (9) can be written as
X(t) =X(0)h(t) + P (0)g(t) +
∫ t
0
ds g(t− s)[f(λs)
− 2Mγ(s)X(0) + ξ(s)]. (13)
Here h(t) and g(t) are the homogenous solutions of
Eq. (9) with the right hand side set equal to zero and
satisfy
h(0) = Mg˙(0) = 1; h˙(0) = g(0) = 0. (14)
The solutions h(t) and g(t) can be calculated using the
Laplace transforms:
hˆ(s) =
2γˆ(s) + s
s2 + 2sγˆ(s) + Ω¯2
, gˆ(s) =
1/M
s2 + 2sγˆ(s) + Ω¯2
,
(15)
where the hat indicates Laplace transform. The two
linearly independent homogenous solutions are related
by [47]:
shˆ(s) = 1−M Ω¯2gˆ(s), sMgˆ(s) = hˆ(s)−2Mγˆ(s)gˆ(s),
(16)
h˙(t) =−M Ω¯2g(t), Mg˙(t) =h(t)−2M
∫ t
0
ds γ(t− s)g(s).
(17)
III. NONEQUILIBRIUM WORK RELATION
We assume a protocol λt in the time interval [0, τ ].
This corresponds to a function f(λt) via Eq. (6). The
work associated with the Hamiltonian (8) for the dura-
tion of the protocol ∆t = τ is given by
W =
∫ τ
0
dt λ˙
∂Htot
∂λ
= −
∫ τ
0
dt f˙(λt)X(t) + ∆J . (18)
The dot over a function indicates time derivative, and
∆J ≡ J (λτ ) − J (λ0). This definition of work is moti-
vated by the observation ąW = dλHtotdλ = displacement×
force. For a discussion of alternative definitions of
work and various fluctuation theorems they lead to see
Ref. [48].
For the nonequilibrium work relation Eq. (1) the initial
state is sampled from the canonical ensemble at inverse
temperature β using the Hamiltonian Htot(Z, z;λ0). The
free energy difference is defined via ∆F ≡ F (λτ )−F (λ0).
In our model the free energies can be calculated explicitly.
Zβ(λ) = e
−βF (λ) =
∫
dZ dz e−βHtot(Z,z;λ). (19)
4Here Zβ(λ) is the partition function associated with the
Hamiltonian Htot(λ;Z, z). The integral over the environ-
mental degrees of freedom gives:
∫
dz e−β(Hint(Z,z)+Henv(z))∝ eβX
2∑
n
c2n
2mnω2n = eβMγ(0)X
2
.
(20)
Irrelevant constants that will eventually cancel out in the
expression for ∆F have been omitted in the above expres-
sion. We define the Hamiltonian of mean force as [14, 49]:
H∗(Z;λt) = Hsys(Z;λt)−Mγ(0)X2
=
P 2
2M
+
1
2
M Ω¯2X2 − f(λt)X + J (λt), (21)
which amounts to shifting the frequency form Ω to Ω¯ in
the original system Hamiltonian. Then Eq. (19) becomes
(up to some irrelevant constants):
e−βF (λ) ∝
∫
dZ e−βH
∗(Z;λ) ∝ eβ f(λ)
2
2MΩ¯2
−βJ (λ). (22)
The free energy difference is given by
∆F = −f(λτ )
2 − f(λ0)2
2M Ω¯2
+ ∆J ≡ −G + ∆J , (23)
where
G ≡ f(λτ )
2 − f(λ0)2
2M Ω¯2
. (24)
Note that an overall shift in f(λ0) simply changes the
equilibrium positions and one is tempted to set f(λ0) = 0
in order to simplify the calculation. However, in the anal-
ysis of some fluctuation theorems, where both forward
and reverse processes are considered, this would cause a
loss of generality. Unless f(λ0) = f(λτ ), or equivalently
∆F = 0, the reverse process is necessarily described with
nonzero f(λ˜0).
In the next section we will consider the quantity:
〈e−β¯W 〉mc =
∫
dZ dz δ(Htot(Z, z;λ0)− E) exp
[
β¯
(∫ τ
0
dt f˙(t)X(t;Z, z)−∆J
)]
∫
dZ dz δ(Htot(Z, z;λ0)− E) (25)
which represents the average of exp
(−β¯W ), over an en-
semble of trajectories with microcanonically sampled ini-
tial conditions in the full phase space. We will obtain an
exact expression for this average, Eq. (27) below, valid
for any positive value of the parameter β¯. We will then
show that in the thermodynamic limit, N → ∞, Eq. 1
emerges when the value of β¯ is set equal to the inverse
temperature βmc associated with the microcanonical en-
ergy E (see Eq. 36). That is:
lim
N→∞
〈e−βmcW 〉mc = e−βmc∆F . (26)
Although we obtain this result for the case of a single
system oscillator, it is easily generalized to any number
NS of system oscillators, provided the limit N → ∞ is
taken with NS fixed. Moreover, heuristic arguments [42]
suggest that this result holds for more general systems
with nonlinear interactions. However nonlinear models
are difficult to treat analytically and careful numerical
experiments are necessary to test this hypothesis in such
models. In this work our aim is to focus on the analyti-
cally solvable harmonic oscillator model, for which exact
results can be obtained.
A. Exact Result for finite N
The integrals appearing in the denominator and nu-
merator of Eq. (25) have been computed in Appendix A.
The trick is to use an integral representation of the delta
function in order to transform the integrals over the phase
space variables into Gaussian integrals. Once the phase
space integrals are performed, it is seen that the integra-
tion left over from the representation of the delta function
can also be performed exactly. Below we cite the results
and refer the reader to Appendix A for the technical de-
tails.
Combining Eq. (A15) for the denominator and
Eq. (A31) for the numerator of Eq. (25) we obtain for
Eq. (25):
〈e−β¯W 〉mc = e−β¯∆J eβ¯G−β¯−1D N !
(AD)N/2 IN (
√
4AD).
(27)
5where
A ≡ E + f(λ0)
2
2M Ω¯2
− J (λ0), (28)
D ≡ β¯
2
M Ω¯2
If , (29)
If =
∫ τ
0
dt
∫ t
0
ds f˙(λt)h(t− s)f˙(λs). (30)
Eq. (27) is the exact expression for a system of one har-
monic oscillator dragged up a slope in the presence of
gravity and coupled to an environment modelled by N
harmonic oscillators in a microcanonical ensemble at en-
ergy E.
The effect of the environment is implicit in Eq. (27).
The microcanonical temperature and A both depend on
the total energy E. Also If depends on h(t), which is the
homogenous solution to the Langevin equation. Finally
D and A contain factors of Ω¯ which is the renormalized
frequency.
B. The thermodynamic limit, N →∞
In this limit we define energy per particle
E ≡ E
N + 1
=
E
N
+O(N−1), (31)
A = N
(
E + 1
N
(
f(λ0)
2
2M Ω¯2
− J (λ0)
))
= NE +O(1).
(32)
Eq. (27) becomes:
〈e−β¯W 〉mc = e−β¯∆J eβ¯G−β¯−1D N !
(EDN)N/2 IN (
√
4NED).
(33)
The asymptotic behaviour of the Bessel function IN (x)
is usually given for cases where x goes to zero or infinity
while N is fixed. In Eq. (33) x ∼ √N as N →∞. Luckily
there is a formula for the limit we are looking for:1
lim
N→∞
IN (
√
Nx) =
1
N !
(
Nx
4
)N/2
ex/4. (34)
Using this formula with x = 4DE in Eq. (33) we obtain
lim
N→∞
〈e−β¯W 〉mc = e−β¯(∆J−G)−β¯−1D+ED=e−β¯∆F+(E−β¯−1)D,
(35)
1 To see this, first note that the Bessel function can be writ-
ten in terms of the generalized hypergeometric functions as
IN (y) = 0F1(N + 1; y
2/4) (y/2)N/N !. Looking at the series ex-
pansion of the hypergeometric function it is easy to see that
0F1(N,Ny2/4)→ 0F0(y2/4) as N →∞. Finally one notes that
0F0(y) = ey to arrive at the desired formula.
which, like Eq. (27), is valid for arbitrary β¯ > 0.
Since the quantity D depends on the protocol used
to vary the parameter λ (see Eqs. (29), (30)), the right
side of Eq. (27) generally cannot be expressed in terms
of a difference between two state functions. However,
consider the particular choice
β¯ = βmc ≡ E−1, (36)
corresponding to the inverse temperature given by the
equipartition theorem for a collection of one-dimensional
harmonic oscillators. For this choice the protocol depen-
dent term vanishes, and – as advertised (Eq. (26)) – we
recover the nonequilibrium work relation.
For more general models there is still going to be a
well-defined relationship between energy per particle and
temperature, but it will no longer be linear as in Eq. (36).
In such models we expect Eq. (35) will be protocol inde-
pendent only for the particular choice of β¯ = βmc which
satisfies the corresponding relationship between energy
per particle and temperature.
This concludes the derivation of work fluctuation re-
lation for a system plus environment Brownian motion
model in the microcanonical ensemble.
IV. CROOKS’S FLUCTUATION RELATION
A. Probability Distribution of Work
The moment generating function of work is defined as:
GW (s) = 〈e−isW 〉mc. (37)
It can be obtained from Eq. (27) by analytic continuation
via β¯ → is. The probability distribution of work is the
Fourier transform of the moment generating function
PE(W ) =
1
2pi
∫
C
ds eisWGW (s), (38)
where PE(W ) has been defined earlier in the Introduc-
tion.
Assuming If > 0 and after some manipulations we are
lead to the following formula:
PE(W ) =
N ! 2N
2pi
√
N2σ2W
∫
C
ds
e
is
(W−〈W〉)√
N2σ2
W JN (s)
sN
, (39)
where 〈W 〉 ≡ ∆F + If
MΩ¯2
is the expectation value of work
and σ2W ≡ 2AIf/NM Ω¯2 is related to the variance of
work in the canonical ensemble, as we will see later. The
integral can be done analytically to give:
PE(W ) =
N !
Γ(N + 1/2)N1/2
1√
2piσ2W
×
(
1− (W − 〈W 〉)
2/2σ2W
N
)N−1/2
×Θ
(√
2NσW − |W − 〈W 〉|
)
. (40)
6This is the exact expression for the probability distribu-
tion of work done on a single harmonic oscillator coupled
to an environment of N harmonic oscillators.
The step function in Eq. (40) shows that the maxi-
mum deviation from the average value of work scales as
the square root of N . The fact that the work is bounded
is a consequence of the fact that microcanonical ensem-
ble describes a distribution with finite support over the
phase space. By applying the method of Lagrange multi-
pliers on the expression of work (18), with the constraint
of fixed energy , the extreme values of work can be ver-
ified independently. This analysis also yields analytical
expressions for the phase space trajectory of each parti-
cle for the realizations corresponding to extreme values
of work.
The special case of If = 0 is very easy to handle. Using
Eq. (A32) with β¯ → is in Eq. (38) we see that the result-
ing integral is the representation of the delta function.
Hence PE(W ) = δ(W −∆F ) for If = 0.
Next we take the limit of infinite environment. The
first factor of Eq. (40) can easily be seen to converge to
one as N →∞. For the third factor we use the formula:
ex = lim
N→∞
[
1 +
x
N
]N
. (41)
Thus for the infinite environment limit we recover the
Gaussian form:
lim
N→∞
PE(W ) =
e
− (W−〈W〉)2
2σ2
W√
2piσ2W
, (42)
lim
N→∞
σ2W = 2E
If
M Ω¯2
=
2
βmc
(〈W 〉 −∆F ) . (43)
Eqs. (42) and (43) ensure that the nonequilibrium work
and Crooks’s fluctuation relations are satisfied whenever
β is identified with βmc in Eqs. (1,2) [50]. The prob-
ability distribution (42) is identical to the probability
distribution of work for the case where the initial condi-
tions of the system plus environment are sampled from a
canonical ensemble, with the temperature of the canon-
ical ensemble related to the total energy of the micro-
canonical ensemble according to β = βmc. This can be
easily checked, since all the integrations are Gaussian for
the system plus environment canonical initial conditions
(as opposed to the presence of the delta function in the
microcanonical initial conditions).
B. Microcanonical Crooks Relation
Below we will show the validity of Eq. (3) for our spe-
cific model. First we note that the initial density of states
Σi is given by the denominator of Eq. (25), and a similar
expression applies to the final density of states Σf (only
with λ0 replaced by λτ ). From Eq. (A15) we have:
Σf (E +W )
Σi(E)
=
(
A˜
A
)N
, (44)
where
A˜ ≡ (E +W ) + f(λτ )
2
2M Ω¯2
− 1
2
MΩ2λ2τ . (45)
The expressions for Σf (E + W ) and A˜ for the reverse
process have been obtained from Eqs. (A15) and (32)
by letting λ0 → λτ and E → E + W . The probability
distribution of work in the forward and reverse processes
are given by:
PE(W ) ∝ 1
σ2NW
(
2Nσ2W − (W − 〈W 〉)2
2N
)N−1/2
×Θ
(√
2NσW − |W − 〈W 〉|
)
, (46)
P˜E+W (−W ) ∝ 1
σ˜2NW
2Nσ˜2W −
(
−W − 〈W˜ 〉
)2
2N

N−1/2
×Θ
(√
2Nσ˜W − | −W − 〈W˜ 〉|
)
, (47)
where σ˜2W = 2If A˜/NM Ω¯2 and the following quantities
for the time reversed process have been defined in analogy
with the forward process:
˜〈W 〉 ≡ −∆F + If
M Ω¯2
= 〈W 〉 − 2∆F = If
M Ω¯2
−∆F,
(48)
∆F˜ ≡ −∆F = f(λτ )
2 − f(λ0)2
2M Ω¯2
− MΩ
2
(
λ2τ − λ20
)
2
,
(49)
σ˜2W =
2If
M Ω¯2N
(
E+W +
f(λτ )
2
2M Ω¯2
− 1
2
MΩ2λ2τ
)
=
A˜
Aσ
2
W .
(50)
Here we have used the fact that If is the same for the for-
ward and reverse process by the virtue of the symmetry
of its defining double integral. Based on these formulas
we can write the left-hand side of Eq. (3) purely in terms
of λ and If , whereas the right-hand side is simply given
by Eq. (44). Ignoring the step functions for the moment
Eq. (3) can be written as
PE(W )
P˜E+W (−W )
=
(
σ˜2W
σ2W
)N (
2Nσ2W − (W − 〈W 〉)2
2Nσ˜2W − (−W − 〈W˜ 〉)2
)
=
(
A˜
A
)N (
2Nσ2W − (W − 〈W 〉)2
2Nσ˜2W − (−W − 〈W˜ 〉)2
)
=
(
A˜
A
)N
, (51)
This implies, again disregarding the step function for the
moment,
72Nσ2W − (W − 〈W 〉)2 = 2Nσ˜2W − (−W − 〈W˜ 〉)2, (52)
2W
(
〈W 〉+〈W˜ 〉
)
+
(
〈W˜ 〉2−〈W 〉2
)
= 2N
(
σ˜2W −σ2W
)
,
(53)
This equality can be verified by calculating the following
relations.
〈W 〉+ 〈W˜ 〉 = 2If
M Ω¯2
, (54)
〈W˜ 〉2 − 〈W 〉2 = − 4If
M Ω¯2
∆F, (55)
σ˜2W − σ2W =
2If
M Ω¯2N
(W −∆F ). (56)
Now we return to the question of whether the step
functions appearing in PE(W ) and PE+W (−W ) are iden-
tical, so that they cancel when forming the ratio Eq. (3).
To this end consider the conditions for the probabilities
PE(W ) and P˜E+W (−W ) to vanish:
2Nσ2W = (W − 〈W 〉)2 , (57)
2Nσ˜2W =
(
W + 〈W˜ 〉
)2
. (58)
To see that both conditions are identical observe that the
difference of both equations gives Eq. (53) which has been
shown to hold. Thus we have demonstrated the validity
of the microcanonical Crooks relation in our particular
model.
V. ENSEMBLE EQUIVALENCE
In most textbooks the term ensemble equivalence is
used to describe the following property of extensive sys-
tems: macroscopic physical quantities assume the same
value in any equilibrium ensemble, i.e. microcanonical,
canonical or grand canonical. In this section we will de-
viate from this definition in three ways. The system plus
environment model considered in this paper is not exten-
sive. Second, the thermodynamic limit is taken with the
system size fixed (in the particular case treated here the
system consists of a single oscillator). Thus the quanti-
ties we consider do not have to be macroscopic. Third,
we will consider multi-time averages taken over nonequi-
librium processes.
A. Initial Phase Space Distribution
In this section we show that as N →∞ the phase space
probability density of the system oscillator approaches
that of a canonical distribution if the probability distri-
bution for the system plus environment closed system is
given by the microcanonical distribution.
The derivation is similar to the previous sections.
fS(Z) =
∫
dz δ(Htot(λ;Z, z)− E)∫
dZ dz δ(Htot(λ;Z, z))
. (59)
For the numerator we again substitute the integral rep-
resentation of the delta function to obtain:∫
C
dz e−izE
∫
dz ei(Hsys(Z)+Hint(Z,z)+Henv(z))
=
∫
C
dz
e−iz(E−H
∗(λ;Z))
zN
. (60)
Here we used Eq. (A9). This integral can be obtained
using the Cauchy theorem. The integrand has a pole
of order N at the origin and the integration contour C
is passing below this pole in the complex plane. For
E > H∗(λ;Z) the contour can be closed from above to
enclose the pole, and there is a nonzero outcome. For
E < H∗(λ;Z) the contour is closed from below where the
function is analytic. Hence the outcome of the integral is
zero. The final expression for the normalized probability
density of system degrees of freedom is given by:
fS(Z) =
N Ω¯
2pi
(E −H∗(0;Z))N−1
AN Θ(E −H
∗(0;Z)).
(61)
where Θ denotes the Heaviside step function. The exis-
tence of the step function is a manifestation of the fact
that the energy of the system oscillator cannot exceed
that of the system plus environment.
Next consider the N →∞ limit.
lim
N→∞
fS(Z) =
Ω¯
2piE limN→∞
(
1− H
∗(Z)/E
N + 1
)N−1
=
Ω¯
2piE e
−E−1H∗(Z), (62)
where we used (41) in the last equality. The limit in
Eq. (62) needs to be interpreted as follows: For any finite
N the probability density (61) agrees with the canonical
distribution (62) for small energies. However at large
enough energies relative differences become significant.
These differences would also show up at high order mo-
ments of position and momenta. The limit in Eq. (62)
means that given an energy interval or equivalently a
maximum order for the moments of interest, one can
choose a large enough N such that the microcanonical
result will agree with the asymptotic result to the de-
sired degree.
Eq. (62) describes a Boltzmann state with the Hamil-
tonian of mean force replacing the system Hamiltonian.
Note that the same probability distribution is obtained,
albeit for any N , if the system plus environment is sam-
pled from a canonical distribution. In fact this is how the
Hamiltonian of mean force is usually motivated. Eq. (62)
states that for a large environment the phase space den-
sity of the system degrees of freedom is the same if the
system plus environment is sampled from a canonical or
microcanonical distribution.
8B. Multi-time Correlations
The most general multi-time correlation function dur-
ing the nonequilibrium process can be obtained from the
generating functional
Zens[j(·)] = 〈e
∫ τ
0
dt j(t)X(t)〉ens, (63)
whereX(t) is the solution to the equations of motion with
some initial conditions and the averaging is done over the
desired ensemble. Here we will compare the generating
functionals for the canonical and microcanonical ensem-
bles. Any multi-time correlation can be obtained from
the generating functional by applying differential opera-
tors to it, for example:
δ
δj(t1)
Z[j(·)]
∣∣∣
j=0
= 〈X(t1)〉, (64)
M
∂
∂t1
δ
δj(t1)
Z[j(·)]
∣∣∣
j=0
= 〈P (t1)〉, (65)
M
∂
∂t1
δ
δj(t1)
· · ·M ∂
∂tk
δ
δj(tk)
δ
δj(tk+1)
· · · δ
δj(tl)
Z[j(·)]
∣∣∣
j=0
= 〈P (t1) · · ·P (tk)X(tk+1) · · ·X(tl))〉. (66)
Note that even the average appearing in nonequilibrium
work relation Eq. (25) can be obtained from this gener-
ating functional via
〈e−βW 〉 = e−β∆J 〈eβ
∫ τ
0
dt f˙(t)X(t)〉 = e−β∆JZ[βf˙(·)].
(67)
The results presented in this section thus include that of
Sec. III A as a sub-case.
The calculation of the generating functional in both
canonical and microcanonical ensembles is straightfor-
ward but tedious. For the canonical ensemble the cal-
culation involves only Gaussian integrals and the use of
properties of the solutions of the Langevin equation. The
derivation for the microcanonical ensemble mimic closely
the treatment presented in Appendix A. Here we only
provide the final results.
Zcan[j(·)] = e
∫ τ
0
dtj(t)
(
f(λ0)
MΩ¯2
h(t)+
∫ t
0
dsg(t−s)f(λs)
)
× e
∫ τ
0
dt
∫ t
0
dt′j(t)
(
h(|t−t′|)
βMΩ¯2
)
j(t′)
(68)
= exp
(∫ τ
0
dtj(t)〈X(t)〉+
∫ τ
0
dt
∫ t
0
dt′j(t)σxx(t, t′)j(t′)
)
,
(69)
Zmc[j(·)] = exp
(∫ τ
0
dtj(t)〈X(t)〉
)
× N !(AD¯[j(·)])N/2 IN
(√
4AD¯[j(·)]
)
. (70)
where 〈X(t)〉 stands for the average position at time t
and σxx(t, t
′) ≡ 〈X(t)X(t′)〉 − 〈X(t)〉〈X(t′)〉 stands for
the two time fluctuations of the position. We also de-
fined D¯[j(·)] ≡ ∫ τ
0
dt
∫ t
0
dt′ j(t)h(t−t
′)
MΩ¯2
j(t′) analogous to
D whereby j(t) replaces βf˙(λt).
The equivalence of Zcan and Zmc in the N →∞ limit
for fixed j(·) follows directly form the asymptotic formula
of the Bessel function given by Eq. (34).
lim
N→∞
Zmc[j(·)] = Zcan[j(·)] (71)
Similar to the discussion at the end of the previous sec-
tion the meaning of this limit calls for some elaboration.
As mentioned before the generating functional can be
used to obtain correlation functions. For large but fixed
N and given force protocol and temperature, the low or-
der correlation functions for microcanonical and canon-
ical ensembles will be very close. However one can al-
ways go to high enough orders where relative differences
will become significant. The limit in Eq. (71) means that
given a certain order we can always choose a large enough
N such that the microcanonical correlation functions up
to that order agree with the corresponding canonical cor-
relation functions to the desired degree.
VI. DISCUSSION
In this paper we treated the exactly solvable model of a
harmonic oscillator driven out of equilibrium by an exter-
nal force and bilinearly coupled to an environment of N
harmonic oscillators. An exact expression for the proba-
bility distribution of work, i.e. Eq. (40), is obtained for
any value of N , assuming that the combined system and
environment is initially sampled from the microcanoni-
cal ensemble. Using this expression the microcanonical
Crook’s relation (3) is verified. In the limit of an infi-
nite environment, nonequilibrium work relation (1) and
Crooks’s fluctuation relation (2) are shown to hold. Fi-
nally in Sec. V B the equivalence of all multi-time corre-
lations of the system oscillator in the canonical and mi-
crocanonical ensembles in the infinite environment limit
is obtained.
Our results support the hypothesis that for macroscop-
ically large environments the sampling of the initial con-
ditions from a canonical or microcanonical distribution
is equivalent as far as system observables are concerned.
In the model used in this paper the system oscillator is
singled out not just by the virtue of the time-dependent
force being only applied to it but also by the fact that
all the environmental modes are coupled to it but not to
each other. This may seem like a limitation of the model.
However, the most general system of coupled harmonic
oscillators, i.e. allowing for the environmental oscillators
to couple among themselves, can be represented by the
model used in this paper by first decomposing the en-
vironment into its eigenmodes, which in turn leads to a
trivial change in the environment frequencies ωn and cou-
pling constants cn [51]. Since we allow for arbitrary ωn
9and cn in our derivation, our model is able to represent
any set of coupled harmonic oscillators.
Appendix A: Derivation of the Main Result Eq.(25)
In this appendix we will compute the integrals appear-
ing in Eq. (25). But first we review the integral represen-
tation of the delta function to be used in the derivation.
a. The Delta Function
The delta functions make the integrals in (25) difficult
to evaluate. To get around this difficulty we invoke the
following integral representation of the delta function:
δ(Htot(Z, z;λ0)− E) = 1
2pi
∫ ∞
−∞
ds e−is(Htot(Z,z;λ0)−E).
(A1)
The logic behind this is to convert the phase space inte-
gral into a simple Gaussian integral. After we perform
that integral we will be able to do the s integration as
well.
Observe that the integral formula for the delta function
can be modified by allowing the integration variable s
to have a constant imaginary part. We rename it z to
emphasize the complex nature:
1
2pi
∫ ∞−i
−∞−i
dz e−iz(Htot(Z,z;λ0)−E)
=
1
2pi
∫ ∞
−∞
ds e−i(s−i)(Htot(Z,z;λ0)−E) (A2)
= e−(Htot(Z,z;λ0)−E)
1
2pi
∫ ∞
−∞
ds e−is(Htot(Z,z;λ0)−E)
(A3)
= e−(Htot(Z,z;λ0)−E)δ (Htot(Z, z;λ0)− E) (A4)
= δ (Htot(Z, z;λ0)− E) , (A5)
In the complex plane this contour passes parallel to the
real axis, and is shifted down by an amount . One could
reach the same result by noting that the integrand in
(A1) is an analytical function everywhere and thus the
integration contour can be shifted down without chang-
ing the value of the integral. We will denote this contour
by C and use
δ(Htot(Z, z;λ0)− E) = 1
2pi
∫
C
dz e−iz(Htot(Z,z;λ0)−E).
(A6)
b. Denominator of Eq. (25)
The denominator of Eq. (25) gives the density of states
associated with the initial Hamiltonian. Using Eq. (A6),
we write this density as:
Σi(E) =
1
2pi
∫
C
dz eizE
∫
dZ e−izHsys(Z;λ0)
×
∫
dz e−iz(Hint(Z,z)+Henv(z)) (A7)
We begin by evaluating the last factor appearing
above:∫
dz e−iz(Hint(Z,z)+Henv(z))
=
(
2pi
iωz
)N
exp
(
izX2
∑
n
c2n
2mnω2n
)
(A8)
=
(
2pi
iωz
)N
eizMγ(0)X
2
(A9)
where ωN ≡ ω1 · · ·ωN . The integrals are convergent due
to the negative imaginary part of z as the contour C is
shifted below the real axis.
Using the definition of the renormalized frequency (11)
we get:
Σi(E) =
1
2pi
(
2pi
iω
)N ∫
C
dz
eizE
zN
∫
dZ e−izH
∗(Z;λ0)
(A10)
=
1
iΩ¯
(
2pi
iω
)N ∫
C
dz
eizA
zN+1
, (A11)
where in the last equality we used the definition of A
introduced in Eq. (28). The sign of A will play an im-
portant role later in the derivation.
A =E + J (λ)− f(λ)
2
2M Ω¯2
= Htot(Z, z;λ) + J (λ)− f(λ)
2
2M Ω¯2
(A12)
=
P 2
2M
+
1
2
M Ω¯2
(
X − f(λ)
M Ω¯2
)2
+
N∑
n=1
[
p2n
2mn
+
1
2
mnω
2
n
(
xn − cn
mnω2n
X
)2]
≥ 0.
(A13)
A = 0 occurs only for a single point in the phase space.
In the rest of this paper we take A > 0. The integral in
Eq. (A11) can be evaluated by enclosing the residue at
the origin, ∫
C
dz
eizA
zN+1
=
2pii
N !
iNAN . (A14)
which finally brings us to the expression:
Σi(E) =
1
N !
(2pi)N+1
Ω¯ωN
AN . (A15)
c. Numerator of Eq. (25)
We begin by using Eq. (A6) to express the numerator
as follows:
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e−β¯∆J
1
2pi
∫
C
dzeizE
∫
dZ e−izHsys(Z;λ0)
∫
dz e−iz(Hint(Z,z)+Henv(z))
× eβ¯
∫ τ
0
dt f˙(λt)[Xh(t)+Pg(t)+
∫ t
0
ds g(t−s)(f(λs)−2MXγ(s)+ξ(s))] (A16)
=e−β¯∆J eβ¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t−s)f(λs) 1
2pi
∫
C
dzeizE
×
∫
dZ e−izHsys(Z;λ0)+X[β¯
∫ τ
0
dt f˙(λt)h(t)−2Mβ¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t−s)γ(s)]+Pβ¯
∫ τ
0
dt f˙(λt)g(t)
×
∫
dz e−iz(Hint(Z,z)+Henv(z))+β¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t−s)
∑
n cn(xn cos(ωns)+
pn
mnωn
sin(ωns)). (A17)
To simplify the notation we define
φn = cnβ¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t− s) cos(ωns), (A18)
ψn = cnβ¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t− s) sin(ωns), (A19)
Ih =
∫ τ
0
dt f˙(λt)h(t), (A20)
Ig = M Ω¯
∫ τ
0
dt f˙(λt)g(t). (A21)
After integration by parts the second factor of the first
line of Eq. (A17) can be rewritten as
eβ¯
∫ τ
0
dt
∫ t
0
ds f˙(λt)g(t−s)f(λs) = eβ¯G−
β¯
MΩ¯2
If− β¯MΩ¯2 f(λ0)Ih ,
(A22)
where If has been defined in (30). The last Gaussian
integral over z in Eq. (A17) yields:
(
2pi
iωz
)N
e
izX2
∑
n
c2n
2mnω2n
+X
∑
n
cnφn
mnω2n
− iz
∑
n
φ2n+ψ
2
n
2mnω2n .
(A23)
The first term in the exponent above can be added to
−izHsys(Z;λ0) on the second line of Eq. (A17) to give
−izH∗(Z;λ0). The second term in the exponent of
Eq. (A23) can be shown to be equal to:
X
∑
n
cnφn
mnω2n
= Xβ¯2M
∫ τ
0
dt
∫ t
0
ds f˙(λs)g(t− s)γ(s).
(A24)
This term cancels the corresponding term on the second
line of Eq. (A17).
The third term of the sum in the exponent of Eq. (A23)
is independent of Z and can be pulled out of the Z inte-
gration. Using the definitions of φn and ψn it can also
be written as
B ≡
∑
n
φ2n + ψ
2
n
2mnω2n
=Mβ¯2
∫ τ
0
dt
∫ τ
0
dt′ f˙(t)f˙(t′)
∫ t
0
ds
×
∫ t′
0
ds′ g(t− s)γ(s− s′)g(t′ − s′). (A25)
In Appendix B it is shown that the expression for B can
be simplified further by using the relations (17) to obtain:
2
∫ t
0
ds
∫ t′
0
ds′ g(t− s)γ(s− s′)g(t′ − s′)
=
h(|t− t′|)
M2Ω¯2
− h(t)h(t
′)
M2Ω¯2
− g(t)g(t′), (A26)
B = β¯
2
2M Ω¯2
(
2If − I2h − I2g
)
. (A27)
The factor of two in front of If is due to the fact that both
integration limits are from 0 to τ in Eq. (A25) whereas
the second integral is from 0 to t in Eq. (30).
Note that B ≥ 0, which can be seen from its definition
(A25). Together with (A27) this indicates that If ≥ 0.
This fact will soon be used in the following derivation.
The Z integration of Eq. (A17) yields:∫
dZ e−izH
∗(Z,λ0)+Xβ¯Ih
=
2pi
iΩ¯z
e−i
(β¯Ih+izf(λ0))
2
2zMΩ¯2
−izJ (λ0)− iz
β¯2I2g
2MΩ¯2 . (A28)
Gathering all the terms Eq. (A17) becomes, after a num-
ber of cancellations:
(2pi)N
iN+1ωN Ω¯
e−β¯∆J eβ¯G−
β¯
MΩ¯2
If
∫
C
dz
eizA−
i
z
β¯2
MΩ¯2
If
zN+1
. (A29)
In order to proceed further we have to treat two cases
separately: If > 0 and If = 0. For the more general case
If > 0 we define D as in (29) and change the integration
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variable to z → z√D/A, where D/A > 0 as explained
before. Then the integral becomes(A
D
)N/2 ∫
C
dz
ei
√AD(z− 1z )
zN+1
. (A30)
which is proportional to a Bessel function of second kind:
(2pii)JN (i2
√AD) = (2pii)iNIN (
√
4AD). Therefore, the
numerator in Eq. (25) can finally be written as
e−β¯∆J eβ¯G−β¯
−1D (2pi)
N+1
ωN Ω¯
AN/2
DN/2 IN (
√
4AD). (A31)
Combining (A15) and (A31) we obtain the final result
(27).
In the If = 0 case the integral in (A29) is identical to
Eq. (A11), and cancels that term in Eq. (25) to yield:
〈e−β¯W 〉mc = e−β¯∆F . (A32)
Note that this is true for any choice of β¯ irrespective of
the total energy E. As is shown in Sec. IV A, this is a
consequence of the fact that If = 0 corresponds to a delta
function work distribution at W = ∆F . One example of
this case is given in Ref. [48]. For realistic environments
we expect If > 0.
2
Finally we note that the result of If = 0 case, i.e.
(A32), can be recovered from that of If > 0 case by
taking the limit If → 0 (or equivalently D → 0) in (27)
and using the asymptotic formula IN (x) ≈ xN/N !2N as
x → 0. Thus Eq. (27) is valid for the most general case
If ≥ 0.
Appendix B: Derivation of Eq. (A26)
To derive Eq. (A25) we follow the method described
in [47]. First observe that like any even function the
damping kernel can be written as: γ(t) = γ(t)θ(t) +
γ(−t)θ(−t). We substitute this form into Eq. (A25) and
then take Laplace transforms with respect to t and t′
denoted by the operators Lt(z) and Lt′(z′) respectively.
Lt′(z′)Lt(z)
×
{
2
∫ t
0
ds
∫ t′
0
ds′ g(t−s)γ(s−s′)θ(s−s′)g(t′−s′)
+ 2
∫ t
0
ds
∫ t′
0
ds′ g(t−s)γ(s′−s)θ(s′−s)g(t′−s′)
}
.
(B1)
Let us consider the first term. If we treat γ(s−s′)θ(s−s′)
as a function of s only, the Laplace transform with re-
spect to t has the form of a convolution of this function
with g(t− s). The result is the product of Laplace trans-
forms of each function. Using the formula for the Laplace
transform of time-shifted functions:
Lt(z) {f(t− a)θ(t− a)} = e−az fˆ(z), (B2)
we get for the first term of Eq. (B1):
Lt′(z′)
{
2
∫ t′
0
ds′g(t′−s′)e−zs′gˆ(z)γˆ(z)
}
=2
gˆ(z)gˆ(z′)
z + z′
γˆ(z).
(B3)
An identical calculation, except for the change of the or-
der of Laplace transforms, gives 2 gˆ(z)gˆ(z
′)
z+z′ γˆ(z
′) for the
second term of Eq. (B1). To write the final answer inde-
pendent of the damping kernel we use Eq. (16) to express
γˆ in terms gˆ and hˆ.
gˆ(z)gˆ(z′)
z + z′
(
hˆ(z)
Mgˆ(z)
+
hˆ(z′)
Mgˆ(z′)
− (z + z′)
)
=
hˆ(z)gˆ(z′) + gˆ(z)hˆ(z′)
M(z + z′)
− gˆ(z)gˆ(z′). (B4)
Then write the first term exclusively in terms of hˆ again
using Eq. (16), i.e. gˆ(z) =
(
1− zhˆ(z)
)
/M Ω¯2.
1
M2Ω¯2
hˆ(z) + hˆ(z′)
(z + z′)
− hˆ(z)hˆ(z
′)
M2Ω¯2
− gˆ(z)gˆ(z′). (B5)
Using Lt(z)Lt′(z′)
{
hˆ(z)
z+z′
}
= Lt(z)
{
e−t
′zhˆ(z)
}
= h(t −
t′)θ(t − t′), it is easily verified that the double inverse
Laplace transform of Eq. (B5) proves Eq. (A25).
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2 If ≥ 0 is a direct consequence of and can be proven directly
using the fact that γ(t) is a positive function. Realistic environ-
ments will most likely be described by strictly positive dissipation
kernels which in turn yield the strict inequality If > 0 via ap-
plication of Bohner’s theorem [52]. The reason behind this is
that for an environment with strictly positive dissipation kernel
the average dissipated energy is always positive, whereas for a
positive dissipation kernel it is possible that after a while all the
dissipated energy, but not more, can flow back into the system.
For any finite N and arbitrarily large τ this is certainly the case.
But for large environments and realistic τ we expect this special
case to be very improbable. If < 0 can not occur in our model
as mentioned before, which is due to the fact that the harmonic
oscillator environment is a passive environment.
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