Abstract: Given a real coefficient polynomial D ( s ) , there exist several procedures for testing whether it is strictly Hurwitz (i.e., whether it has all its zeros in the open left-half plane). If the coefficients of D ( s ) are uncertain and belong to a known interval, such testing becomes more complicated because there is an infinitely large family of polynomials to which D ( s ) now belongs. It was shown by Kharitonov that in this case it is necessary and sufficient to test only four polynomials in order to know whether every polynomial in the family is strictly Hurwitz. An interpretation of this result in terms of reactance functions (i.e., LC impedances) was recently proposed. These results were also extended recently for the testing of positive real property of rational transfer functions with uncertain denominators. In this paper we review these results along with detailed proofs and discuss extensions to the discrete-time case.
U ( s ) and D ( s ) . The system H ( s ) is said to be boundedinput bounded-output stable (or just BIBO stable [1,2]) if every bounded input s(t) produces a bounded output y(t).
It is well-known that the system is BIBO stable if and only If, on the other hand, the coefficients are uncertain, then the problem is more involved. Suppose, for example, that each coefficient belongs to an interval and that the bounds dn,m and dn,M are known. We now have a family of polynomials of the form (I), and the coefficients of each member of this family satisfy (2). Based only on the knowledge of the bounds dn,m and dn,M for 0 5 n 5 N , we would like to answer the following question:
is every member of this family SH?
No doubt, the first thought that occurs to us is that we have to test an infinite number of polynomials in order to know the answer. Kharitonov showed [4] in 1979 that it is sufficient to test only four polynomials! These four polynomials, called the Kharitonov polynomials, will be defined in a later section when we are mathematically ready for it. Even though Kharitonov's original proof was somewhat incomprehensible to the electical engineer, a second proof based on electrical reactances was given in [5]. In Sec. I1 of this paper, we shall first review the well-known connection between reactances I31 and SH-test procedures (21 (such as the Routh-Hunvitz criterion). Once the reader is reminded of this connection, the construction of Kharitonov polynomials and the proof of Kharitonov's claim follow in a straightforward manner (Sec. 111). In Sec. IV we also review a number of extentions of Kharitonov's result for the case of discrete-time systems [6,7], including a new result for this case. These will be explained in Sec. V based on discrete-time reactances, so that they do not come as a complete surprise. However, as discussed in Sec. IV, there is no ezact equivalent of Kharitonov's result for the discretetime case. Kharitonov-type results for the test of other properties such as positive realness of a rational transfer function with uncertain coefficients (which find application in adaptive filtering) are reviewed in Sec. VI.
Notice the implicit assumption that the variations of the coefficients are independent of each other so that each coefficient can take on any value in the interval regardless of the values taken by the other coefficients. The intervals (2) can be visualized by imagining a hyper rectangle in the (N + 1)-dimensional space of coefficients. Points that lie on or inside this rectangle describe the family of polynomials characterized by (2). The term 'interval polynomials' is sometimes used to describe the family of polynomials described in this manner.
The frequency variables for continuous time and discrete time cases will be, respectively, R and w , so that the 'steady state' of a transfer function is obtained by setting s = jR (continuous time case) and z = cJw (discrete time case). A polynomial with real coefficients is said to be a real polynomial. A real rational function is a ratio of two real polynomials. The degree of a rational function is equal to the highest power of s (or z-l in the discrete case) appearing in the expression H ( s ) (or H ( z ) ) after canceling off any common factors.
Notations.
ROUTH-HURWITZ TESTS, REACTANCES, AND CONTINUED-FRACTION EXPANSIONS
In this section, we assume that dn are known (i.e., no if it is the input impedance of a network of the form in Fig. 1 with all the N L,C elements strictly postive.
In practice, the above CFE is performed in a more efficient way, by means of a neat tabulation which reduces the amount of writing and paper-work required to do the CFE, and also leads to simple computer programs. This tabulation is the Routh array 121. For the above example, this array is shown in Fig. 2 . The first and the second rows represent the coefficients of P ( s ) and Q(s) respectively. After this the elements of the successive rows represent the numerators of Fi(s), F2(s) and so on. These coefficients can be generated by a simple cross-multiplication operation, demonstrated, for example, in [2, page 3241. Once the table is formed in this way, the first column bears all the information about the CFE. More specifically, if we take the ratio between successive entries of the first column, we obtain the CFE coefficients. In our example these ratios are 2/1, 1/4, 8, and 1/12 which are precisely the CFE coefficients in (IO).
Review of properties of reactances.
The proof of the above connection between CFEs, reactances, and SH-tests is based on a number of crucial p r o p erties of a reactance. Even though we shall skip this proof (see [3,8)), we would like to review these properties here.
The poles and zeros of a reactance are all single (i.e., multiplicity one) and are located on the j n axis (i.e., imaginary axis) of the s plane. Moreover the poles and zeros are interlaced (Fig. 3) .
Consequently a reactance is always of the form F ( s ) = P ( s 2 ) / s Q ( s 2 ) or s Q ( s 2 ) / P ( s 2 ) where P ( s ) and Q ( s ) are real-coefficient polynomials. Another consequence is that there is a pole or zero at s = 0 and also at As a result of Property 2, F ( j n ) is purely imaginary, i.e., F ( j n ) = j V ( n ) where V ( n ) is a real-valued function. Since the coefficients of F ( s ) happen to be real, V ( n ) is an odd function, i.e., V ( n ) = -V(-n). A plot of V ( n ) has discontinuities at the poles, and is monotone increasing elsewhere as shown in Fig. 4 whether it is a reactance by studying Property 1. More specifically, we have: Lemma 2.2.Suppose F ( s ) is a real rational function such that a) all poles and zeros are single, b) they are constrained to lie on the imaginary axis, and c)poles and zeros are interlaced. Then either F ( s ) or -F ( s ) is a reactance.
We restate this lemma in terms of plots of the type in Fig. 4 
(17)
The family of polynomials, of course, still has an infinite number of members. The four polynomials in (16) now degenerate into only two polynomials,
D~( s )
and an arbitrary member of the infinite family has the form D(s) = P(s') + sQ(s2).
(20)
Our aim now is to prove that if Dl(s) and D2(s) are SH then D ( s ) is SH for every pn satisfying (17). This is equivalent to proving that P(s2)/sQ(s2) is a reactance of degree N if P1(s2)/sQ(s2) and P2(s2)/sQ(s2) are reactances of degree N .
For this, note that if we evaluate the polynomials Pl(s2), P2(s2) and P ( s 2 ) for s = j n we get P ( 4 2 ) = po -p1 n2 +p2 n4 -p3 n6 + ... Pl(-n') 5 P ( -n 2 ) 5 Pz(-n2), for all n.
(24)
This property is the key to the secret of Kharitonov's result. Everything else follows from this, as we shall see next.
Let us denote
For s = $2, the quantities F(s),Fl(s) and F2(s) are purely imaginary so that we can write Assuming &(s) and Dz(s) to be SH of degrees N, F~( s ) and F2(s) are reactances of degree N . Moreover these reactances have poles at s = 0. It is also obvious that F ( s ) , F~( s ) and F2(s) have the same set of poles so that V(n),Vi(n) and V2(n) 'blow up' for the same set of values of n. Summarizing we have the following situation.
1. Fl(s) and F2(s) are reactances with the same set of poles. Moreover F ( s ) has this same set of poles so that Vl(n),V2(n) and V(n) 'blow up' at the same set of frequencies.
2. The numerator of V ( n ) is sandwiched between those of Vl(n) and V2(n) because of (24). The deominators of V(n), Vl(n) and V2(n) are the same, viz., nQ(-n2).
3. In addition to this, Fl(s) and Fz(s) are reactances with a pole at s = 0.
4. As a consequence of these the plots of Vi(n) and Vz(n)
are as shown in Fig. 6 . 5. In view of these, the only possibile behavior of V ( n )
is as indicated in Fig. 6 , i.e., it has N singularities in the range -eo 5 n 5 00, is monotone increasing between singularities and has a zero in between each pair of singularities. By using Lemma 2.3 we can therefore conclude that F ( s ) is a reactance so that D ( s ) is SH!
We have therfore proved Kharitonov's theorem assuming that only the even-numbered coefficients dzn are uncertain. We shall state this as a Lemma for ease of reference IV. EXTENSIONS TO THE DISCRETE-TIME CASE.
As soon as Kharitonov's results were announced, it aroused great interest in the Engineering community. The natural question that came up was: can we get a similar result for discrete-time systems? People sat down and tried to prove a similar result, but it was soon found out that a straight-forward extension does not czist, as proved by certain counter examples [SI. However, some modified and partial results have been proved to be true, and in this section we shall elaborate on some of these.
Review of basics.
Consider a discrete-time linear time invariant (LTI) system characterized by a rational transfer function H ( z ) = U ( z ) / D ( z ) . We shall assume that this is a causal system. Here M ( z ) and D ( z ) are polynomials in 2-l with no common factors. Since U(.) does not affect stability properties, we can ignore its presence from now on. Let In fact, more is true. Suppose that the coefficients dn are fixed for 0 5 n < N/2 and uncertain for N I 2 5 n 5 N.
In other words, let
The number of uncertain coefficients depends on whether N is even or odd. Clearly, this number is
We can then define 2L vertex polynomials by assigning one of the two extreme values to each of the uncertain coefficients. In this case we have the following result: Now define the two new polynomials
so that S ( z ) is a symmetric polynomial and A ( z ) is an antisymmetric polynomial. In other words, with
the sequences sn and an satisfy It is clear that we can express D ( z ) as so that the sequences {~n / 2 } and {an/2} are merely the even and odd parts [9] of the sequence {dn}., Because oft+ property (39), the Fourier transforms S(e3") and A(e3") are purely real and purely imaginary respectively (remembering that dn are real). To be more specific, we can write 
This does not, however mean that the coefficients dn belong to intervals like (2) because the bounds on various dn's are not independent anymore. In this sense, we are not dealing with an interval polynomial any more (see Sec. I). In other words, the region from which the coefficients dn are drawn is not a hyper-rectangle (unlike in Sec. I), so that we are dealing with a totally different type of uncertainty.
In order to state the extended version of Kharitonov's theorem we now define the vertex polynomials M PI(.) = C ~n,mcos~"(w/2), V. PROOFS OF THE DISCRETE-TIME VERSIONS USING DISCRETE-TIME REACTANCES At first sight, the concept of a reactance does not seem to make sense in the discrete-time case because we do not have electrical LC networks in the discrete world. However, we can still mathematically define a reactance in this case, by use of the bilinear transformation. Given a transfer function F ( s ) , the bilinear transformation replaces s with (1 -z -' ) / ( l + z -' ) to obtain a new function G ( z 
Discrete-time reactances.
A discrete-time reactance G ( z ) is merely a bilinearly transformed .version of a continuous-time reactance F(s). Thus if we plot V ( w ) for 0 5 w < 27r, then the plot 'blows up' exactly N times, is monotone increasing between these singularites, and is equal to zero once between each pair of singularities. All these properties are summarized in the examples shown in Fig. 7 . Note that a reactance has to have a pole or zero at z = 1. Same is true at z = -1. The following theorem is the discrete-time counterpart of some of theresults mentioned in Sec. 11. Notice that if G ( z ) is a reactance then so is crG(z) for any cr > 0. Moreover the sum of reactances is a reactance.
Both of these can be verified by use of the above theorem. As a consequence, we have the following result:
Corollary. Let G l ( z ) and Gz(z) be reactances. Then G(z)=XGl(z) + (1 -X)Gz(z) is a reactance for 0 5 X 5 1.
Relation between discrete-time reactances and the SH
property.
Not surprisingly, the SH property of D ( z ) is equivalent to the reactance property of a closely related rational The 'if' part can be proved essentially by carrying out the argument backwards. 
Ifi($")I = le-iUND(e-j")l = ID(@')]

Proofs of Lemmas
Proof of Theorem 4.1
Recall that for the purposes of Theorem 4.1 we started from the coefficients of D ( z ) and defined two sets of coefficients pn and qn which are coefficients of P(w) and Q(w) as in (45). These coefficients were assumed to be uncertain as in (46,47). Two vertex polynomials Pl(w) and Pz(w) were then defined from which the four polynomials Dkn(z) in (52) were obtained. The claim of the Theorem which requires to be proved is that D ( z ) is SH for every possible values of pn and qn from (46,47) if the four polynomials Dkn(z) are SH.
The new polynomials P(w) and Q(w) can be interpreted in terms of discrete-time reactance language as follows.
Given D ( z ) , suppose we define G(z) as in (54) with L = 0 :
In view of (37) we see that we can also write G ( z ) = S ( z ) / A ( z ) , which can be rewritten in terms of P ( w ) and
(63)
We-know that D ( z ) is SH if and only if G ( z ) is a reactance of degree N . The quantities P ( w ) and Q(w) therefore play a role analogous to P ( s 2 ) and Q ( s 2 ) for the continuous-time case in Sec. 11. If G(z) is a reactance so that it behaves as in Fig. 7 , then the poles and zeros of G(z) must be single, restricted to be on the unit circle, and must interlace each other.
To prove Theorem 4.1, we first assume that only the coefficients pn are uncertain, and that qn are fixed at some value. We shall prove that if D l ( z ) and Dz(z) defined according to
Dl(eiw) = e-i"MIP1(w) +jsin(w)Q(w)]
(64)
D2(eiw) = e-jwM[Pz(w) + j s i n (~) Q ( w ) ] (65)
are SH then so is D ( z ) for any set of pn satisfying (46). In the modern signal processing era, PR functions still continue to be important, but for a. different reason. This is related to the stability of closed loop systems under nonlinear and time-varying conditions. One of the most common system of this type is a time-varying nonlinearity connected to a linear time invariant system Ha(s) to form a feed back loop (Fig. 9) . The importance of the PR property in connection with the stability of the closed loop system is well-known [26], [27] .
There are some algorithms in adaptive signal processing [18],[28] which can be modeled i i the form of a feedback loop with a linear-time invariant feedback path ( H a ( s ) or H ( z ) ) . In these applications it is necessary to ensure that Ha(S) (or H ( z ) as the case may be) is strictly PR, in order for the adaptation algorithm to converge. The coefficients of Ha(s) are however uncertain, wtich makes this task difficult. In this context, Kharitonov-type results for the PR property (rather than for the SH prciperty) have been found to be useful. We shall now discuss some of these. The results in Sec. 6.1. were reported in 181. The results in Sec. 6.2 (discrete-time case) are new. Recall that the coefficients of Pn(S2) and Q,(s2) are fixed and only those of Pd(s2) and Qd(s2) are uncertain. We shall now play the usual trick employed in Sec. I11 and again in Sec. 5.4, viz., assume first that the coefficients of Qd(s2) are fixed and that of Pd(s2) are uncertain and then assume the opposite and finally combine these two. Thus, assuming that Pd(s2) has uncertain coefficients we define the polynomials Pd,l(s2) and Pd,2(s2) exactly as in (12J3). For any Pd(s2) with coefficients bounded in a manner analogous to (17) we once again have the familiar sandwich property Pd,l(-n2) I Pd(-R2) I Pd,2(-n2).
(74)
If we assume that H ( s ) is SPR with the two extreme choices of Pd(s2), viz., Pd(s2) = Pd,1(s2) and with Pd(s2) = Pd,2(s2) we have Because of (74) we can express Pd(-n2) as a convex com-
where 0 5 A(n) I 1. If we multiply both sides of (75) by A(n) the inequality is preserved (because A(n) 2 0). Same is true if we multiply both sides of (76) with 1 -A(n).
Adding these twG inequalities after such multiplication and using (77) we obtain 
where the coefficients are real. 
If the coefficients of U ( z ) are also uncertain, we can develop a similar theorem, but we have to test a larger number of polynomials. More specifically, we have the following result.
Theorem 6.3. Assume that the conditions of Theorem 6.2 prevail with the exception that the L coefficients cf n; are also uncertain belonging to the regions n+,., 5 n; 5 n;,M, N/2 5 i I N. According t o these theorems, the number of rational functions to be tested grows exponentially with N. We now obtain a result in which the number of tests does not grow with N. In order to arrive at such a test, we shall express D(ei") and N(ej") in terms of their P ( w ) and Q(w) components as in (45). Assume that N is even (for odd N , a similar developement is possible) so that D(eJ") and N(ei") can be expressed as The strategy now is to define the two polynomials
Clearly the coefficients of S ( z ) and A(%) are symmetric and antisymmetric respectively, with center of symmetry can be expressed as a convex combination
Since (96) obviously holds for X = 0 (because of (98)) and for X = 1 (because of (97)), let us prove (96) only for the case 0 < X < 1. Multiplying the LHS of (97) by A does not affect the inequality (because X > 0 ) and similarly multiplying the LHS of (98) by (1-A) does not affect the inequality. 
VII. OTHER GENERALIZATIONS
There are several other extensions of Kharitonov's theorem which we have not discussed in this paper. One of these is for the case of continuous time systems with complez coeficients. In this case a result similar to Kharitonov's theorem of Sec. I11 can be established for the SH property, expect that we need more thZn 4 tests. Specific details can be found in [5], which includes proofs of a 16-point test and a 8-point test. Secondly, Kharitonov's results have been extended to the case of multivariable polynomials, i.e., polynomials which are functions of more than one variable s. Details of this can be found in (251 and references therein. 
