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Simple conditions are given which characterize the generating function of a nonnegative 
multivariate infinitely divisible random vector. Necessary conditions on mrtrginak linear 
combinations, tail behavior, and zeroes are discussed, and a sufficient condition is given. The 
latter condition, which is a multivariaie generalization of ordinary log-convexity, is shown arm 
characterize only certain products of univariate infinitely divisible distributions. 
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1. Inltrodmtion 
Although there is an extensive literature on one-dimensional infinitely divisible 
proba.bility distributions (vid. [3], [4], [18) for references), there is much less 
available on the multivariate case. It is our purpose in this paper to set forth some 
of the basic facts about multivayiate infinitely divisible distributions, and we devote 
particular attention to nolrnegative random vectors. 
We denote real Euclidean n-space by R” ; its positive cone of vectors with 
nonne:gative coordinates is denoted by R+“. We write L” for the lattice of 
n-dimlensional vectors with integer coordinates and set L? = L” n K. There 1~ a 
natural1 partial order on R” induced by the cone RY I x > y if and only if x - y E RZ. 
We use CY, p to denote integer vectors (multi-indices) in L”c, and we write 
ac = ( CY], . . ., CX,J, ]~I=cN,+--+a,,, and a!!=~~~!~~!*~*cy,,!. 
If x =(x,,...,xn)ER” and ac E L”+, we write X” = x~lx~~* l l .x”,‘m for the genera1 
multic~omial. If x, y E R”, we have the usual inner product (x, y) = xlyl + l l l + X,F 
and the Eucliean norm [lx 11 = (x,x)‘, and we write x‘ 0 y = (s+ x+*. . .* ~~~~~~ 
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the S&us prodlrlc~ of x and y. Throughout, when dealing with multi-indexed. 
sequences (au)uEL:‘, we adopt the convention that up = 0 if &Z L:; this is 
particularly convenient when writing convolution formulae. All random variables 
and vectors under discussion will be real. 
In Section 2 we characterize the infinitely divisible distributions on k’: and IPI: 
which have positive mass in every neighborhood of the origin; in Section 3 we give 
some necessa,ry conditions involving marginals, linear combinations of coordina!es, 
tails, and zeroes; and in Section 4 we discuss sufficient conditions. 
2. Necessary and sufficient conditions 
We begin by characterizing the generating function of an infinitely divisible 
nonnegative r:%ndom vector; our starting point is the general theory of infinitely 
divisible kernels [4]. Let G 6 R” be a nonempty open set, and let K(x, y ) be a 
continuous complex valued function on G x G. We say that the kernel K(x, y) is 
positive definite on CT if 
(2.1) 
for all continuous complex valued functions rp with compact support in G. If 
K(x, y) is positive definite on G then K(x, X) a0 for all x E G [4, p. 2781. Both 
convex combinations and locally uniform limits of positive definite kernels are 
positive. definite. The most interesting class of positive definite kernels for 
probability theory is the class of difference kernels: K(x, y) = f(x - y) for some 
complex valued continuous function f on R”. Up to normalization, this is precisely 
the class of characteristic functions [ 12, p. 71 for rz = 1; 1, p. 58 for n a 11. 
If the (pointwise) fractional powers KY (x, y) can be and have been defined 
consistently and continuously on G x G for all y > 0, we say that the kernel 
K(x, y) is infinireZy divisible on G if KY (x, y) is positive definite on G for all y > 0. 
If K(x, y) is a nonnegative function, then all the fractional powers KY (x, y) are 
taken to be nonnegative. The infinitely divisible characteristic functions [12, ch. 5 
for kl = 1; ch. 3 for n a l] are, up to normalization, precisely the infinitely divisible 
difference kernels [5, 831. 
If K(x, y) is positive definite and continuously differentiable on G, then for each 
i‘Z1 , . l ., n the kernel 8%(x, y)/dx,dyi is also positive definite on G [4, p. 2831. If 
K(x, y) is positive definite and sufficiently smooth then a”‘“!M(x, y)/dxVy* is 
positive definite on G for all cy CE L”, and hence ?!#(x, y)/6~x”dy~ (X=Y~O for all 
x E G and all cy E L:, 
If K(x, y) is infinitely divisible on G and if K(x, x) # 0 for all x E G thep it is 
known that K(x, y)# 0 for all X, y E G 14, p. 2811. Furthermore, if K(x, y) has no 
zeroes, then K(x, y) is infinitely divisible on G if and only if 
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(2.2) 
for all continuous functions +J with compact support in (3 such that 
I &)dx = 0. G 
It is also known [6, p. 281,283] that if K(x, y ) is continuously differentiable and has 
no zeroes on 6 x G, then K(x, y) is infinitely divisible on G if and only if 
- log K(x, )‘)lpi (x)Cpj (y )dx dy 2 0 
dXiayj 
(2.3) 
for all continuous functions pl, . . ., tpn with compact support in G. In particular. 
(2.3) implies that for each i = 1, . . ., n the kernel #log K(x, y )I/&,ay, is positive 
definite on G and hence that 
/ ,f,,iya log K(x, y) lxzy 20 (.!.4) 
for all x E G and all nonzero a E L’:. The inequalities (2.4) dcr not imply., in 
general, that K(x, y) is infinitely divisible. 
Now let {act}UEL: be a real sequence such that the multiple power series 
h(x)= 2 n,x” 
n SO 
(2.5) 
is ab.solutely and uniformly convergent in an open neighborhood G of the origin in 
R”, and define K(x, y) = h (x 0 y ). If all a,, 3 0 then K(x, y) is positive definite 
on G since it is a sum of simple posit& definite kernels of the form .ti.Pp”. 
Conversely, if K(x, y) is positive definite on G then for each (2 E L”+ the kernel 
#%(x, y)/ax‘Yy” is positive definite and hence 8”” K(x, y)3)x”8yC’ 
If we choose x = y =: 0 in the latter inequality, we find that (a !)& :s 0. Thus, if 
h(x) is of the form (2.Q the kernel K(x, y) = h (x 0 y ) is positive definite c9n a 
neighborhood of the origin if and only if ca,, a 0 for all cy E L Y. 
Now let 2 - (X,, . q ., X,,) be a nonnegative lattice valued random vecla.)r. and let 
g(x) denote the (probability) generating function of Z. i.e.. 
g(x)= c pax”, pa =P{Z=a}. 
a NO 
The random vector 2 (or, equivalently, the distribution {P,.},~~ :‘:I is i~fi&e/~ 
diuisible if and only if for each k = 1,2, . . . there exists a generating function 
g&)=Cpn(k)xU of a probability distribution {JL {k)},,.l.: such that g(x) = 
(gk (x l’)ko 
Thus, if g(x) is the generating function of Z, the kernel K(x. y ) = ,PL Qs a y) is 
always positive definite in some open neighborhood G of the origin in R”. 
Moreover, the kernel K(x, y ) = g(.u 0 y ) is infinirely divisible WI G if #and only if 
if infinitely divisible. Now assume that p,, >O and define 
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for x mm the origin. We have seen that if K(x, y) is infinitely divisible, then 
P’“’ log K(x, y)/dx”dy” Ix-y=l~  (a! !)ia a 0 for all nonzero iu E L”,. 
Conversely i if b, 2 0 for all nonzero a E LIC and if c 3 0 then till the Maclaurin 
coefficients of the function exp(cirt(x)) = exp(ch(O))exp(c(h(x)-- h(O))) are non- 
negative. Thus exp (& (x)) is a probability generating function for all c 3 0, If Iwe 
set c = l/k, then g(x) = [exp (h (~)/k)j“ for all k = 1,2, . . . and hence 2 is infinitely 
divisible. Finally, we note that the power series in (2.6) converges in genera1 only in 
a neighborhood of the origin in R”. If, however, all but finitely many of the 
coefficients 6 are nonnegtive, then the series must c#Jnverge in the whole open unit 
ball of R” and, by a familiar Tauberian theorem, 2 b, = log g(1,. , ,, 1) = 0. Chnr 
findings so far are sumrllarized in: 
Theorem 2.1. Ler (pr,)r,E,,:! be a lattice probability distribution on R”,, assume thau 
p. 3 0, define g (x ) = C,, 5. ptlx ” und set h(x) = log g(x) = E,, --I) 6,~ ft. In order thut the 
distribution (p,, ), E ,.:’ be infinitely divisible it is necessary and suficient that btx Z= 0 for 
all nonzero (Y E L ‘I. Moreover, if the latier condition is satisfied, then Zmzob, < 00. 
This theorem provides a generalization to the multivariate case of the one 
dimensional result disr:ussed by Feller [2, Vol. I, p. 2901. 
The coefficient conditions in the above theorem can also be written in terms of 
convolution equations if we note that g(x)ah(x)/&, = ag(x)/& for each i = 
I 9 l l ‘9 11. The following is a generalization of the one dimensional result given by 
Katti [K]. 
Corol!ary 2.2. Let (p&x.-:L~ be a lattice probability distribution on RF and assume 
that p. =p 0. There is a solution (b,,}crEI,;~ of the equations 
which is uniquely determined except for the initial term bo. The distribution {pcJUE,f_:l is 
infinitely divisible if and only if b, 2 0 for all nonz’ero CY E L !k Moreover, if the latter 
condition is satisfied, then xm,nb, < 0~. 
In order to derive a more genera1 characterization of infinitely divisible distribu- 
tions on R1 it is convenient o restate the necessary and sufficient condition in 
Corollary 2 .2 in terms of the cumulative probabilities P,, defined by 
Corollary 2.3. Let (p,&l_+n be a lattice probability distribution on Ry and assume 
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that p. > 0.. There is a solution (v,}(~~~.; of the equations 
(2.8) 
which is uniquely determined except for the initial term I(,. The distribution (p&EI. ‘: is 
infinitely divisible if and only if I, 3 0 for all nonzero cy E: L 7. Moreover, if the latter 
condition is satisfied, then 
7 rCE 
z - cm, U2~) Q3 i II I 
Cl #O 
Any probability distribution u on R” can be arbitrarily closely approximated (in 
law) by lattice discrete distributions. Moreover, if v is infinitely’divisible then one 
may take these approximating lattice distributions to be infinitely divisible as well. 
This is easily shown by using the L.&y-Khinchine representation of the tiharacteris- 
tic function of v [ 12, p. 118 for n = 1; 1, p. 69 for n 3 1); one merely approxinzttcs 
the L&y spectral measure with lattice discrete measrrres. Conversely, any dtstrihu- 
tion which can be approximated by infinitely divisible distributions (whether lattice 
or not) must itself be infinitely divisible; this is the well-known closure property llf 
infinitely divisible laws [ 12, p. 110 for n = 1; 1, p. 69 for n 3 11. These observations 
together with Corollary 2.- 3 lead directly to the characterization thct)rcm: vid. [ 171 
for the case tz = 1. 
Theorlem 2.4. (a) Let F be a cumulaGve probubility distribution function 6~ Rt’ 
such that F(x) B 0 for all x in the interior of R’+‘. T/ten F is infinitely RiCsible if and 
only i,f there is a nonnegative measure h on R’: such tlznt 
for all x E R’:. Moreover, under these conditions we have A ((0)) = o and 
for all x in the interior of RY. 
(b) itet f be LI continuous probability density function on R’: such that in fverv operr e 
neighborhood of rhe origin there exist points of H’: crt which f is positive. Then f is 
infininely divisible if and only if there exists a nonnegative measure A on RY srtcir tDwt 
xif (X) = f(x-y)&,dA(y), i = 1,...,r2 (2.10) 
for ~11 x EZ R:‘. Moreover, h sarisfies the same conditions as in (;I). 
Corollary 2.5. Let f be a continuous probability density function on R’i sude thtrt ire 
every open. neighborhood of the origin there exist points of R:’ tzt w/da f is ~~~~~~~~, 
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and let 3 denote the Laplace transform of f. The following three assertions are 
equivalent: 
(a) The probability density f is infinitely divisible. 
(b) There exists a nonnegative measure A with h({O}) = 0 such that 
for ali t E !K. 
(c) There exists a nonnegative measure A with A ((0)) = 0 such that 
. -1 
log T(t) = IRY F$-- dA(x) for all t E R:‘, 
Proof. The equivalence of (aj and (bj follows from taking the Laplace transform 
of both sides of the identity (2.10). Now assume (b), let t, to be given interior points 
of RT and integrate along any path in the interior of RT: 
Z-- I ( (p.r) _ e-‘“+‘O’)d~ (x)R: 
I 




e (‘*‘(‘) 11 x 11 dp (x ). 
R? x 
The assertion (c) follows upon letting t ‘-+ 0 and identifying dh(x) = [Ix lidp (x). 
The reverse implication is obtained by differentiation. 
For n = I the representation given in (c) can be found in [2, Vol. II, p. 4261. 
Canonical representations for infinitely divisible distributions on R” are given 
in [15]. 
3. Necessary conditions 
If one is given a discrete or an absolutely continuous multivariate infinitely 
divisible distribution, then there are some necessary constraints on its marginal 
distributions, on its tail behavior, and on the zeroes of its density. 
Theorem 3.1. All the mrxg;nal Mributions of a multivariate infinitely divisible 
distribution are infinitely divi.+blr. 
Proof. Although this result follows immediately in the nonnegative case from the 
characterization of the generating function in Theorem 2.1, it is almost as easy to 
prove in general. Let q(t) denote the characteristic function of an infinitely 
divisible distribution function F(x) = P(x > Z}; we know that qP (t) is a charnc- 
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teristic function for all y > 0. Consider the marginal distribution Ff (x2*. . . . x, ) = 
P{X, E R, Xz G x2,. . ., X, =z x, }. The characteristic function of FI is q I (I~, . . ., t,, ) = 
q4.4 t2, ’ l '5 t,& 2nd since v;‘r(t,, . . ,-, tn) = qy (0, t2,. . .) t,,), we see that q: is a charac- 
teristic function for all y >O. Thus Fr is infinitely divisible. This same simple 
argument shows that all the other marginal distributions are iminitely divisiblt. 
A sir@ilar argument with characteristic functions can be used with linear 
combinations of the components of an infinitely divisible random vector, 
Theorem 3.2. If Z = (X,, . . ., AJ is an infinitely divisible random vector, hen 
c 
n 
izzl a& is an irzfinitely divisible random variable for all a Iq . . ., a,, E R. 
Proof. This result can be deduced in the nonnegative case from Corollary 2.2, but 
a general proof is easily given. If q(t) is the characteristic function af 2, then the 
characteristic function of x a,Xd is qPa (s) = cp (a ,s, . . ., a,&. Since Z is infinitely 
divisible, we know that (py (t) is a characteristic function for all y > 0 and hence 
42(s) = qv (n,s, * “9 a,& is a characteristic function for all y > 0. 
Neither of the necessary conditions in the above two theorems is suficient for 
infinite divisibility%. Examples of this assertion may be found in [l l] and (71. 
We now wish to consider the tail behavior of the distribution of an infinitely 
divisible nonnegative ranrlom viector. For a more general, and less elementary 
treatment of such problems we refer to [9], [ 101 and [IS]. We write U” = 
{eEL:(e=Ooriej= 1) for the set of vertices of the unit simplex in R”. The fail 
distribution T(s) of a nonnegative random vector 2 = (X,, . . ., Xn) is defined bv 
T(s) = 1 - P{X, s s, . . . . Xn < s}, s E R. Using the usual notation for the muI&- 
mial coefficients we have: 
Theorem 3.3. Let {p, )crEl_:’ be an infinitely divisible lattice Probability distribution 
on RY and assume that pa > 0 for all cy E U n. Then 
0 a 
(W T(s)=exlp(-O(sIogs)) ass--,+=. 
Proof. For notational convenience, consider the ease rr = 2; the general cast is 
proved in the same way. Since the distribution {p,, },. , _-o is infinitely divisible its 
generating function g(x, y ) satisfies 
S(X, y) s 2 PijJ'y' = ( C pij (k)x’y’)’ ZE (gi, (X* y))” 
i.j a0 i.j 24 , 
for each k = 1,2,. * ., where each gk (.u, y) is a probability generating function. 
direct calculation one finds for each k 3 1 that 
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&ho(k)= vpoo, p,o(k) iz v$Le, 
00 
PO,(k) = viii+$. 
00 
1.f we notice that plj is not less then the coefficient of xiyi in (p-,, (k)x + pro(k)y)k 
wilth k = i + j, we obtain 
pij a (;)p,;(k)‘pe(ky = PW( i&j) $2 
which is the inequality asserted in (a). The tail inequality in (b) results from thle 
trivial tower bound T(s) a p. with Q! = ([s + 11,. . ., [s + 11). 
The lower bound in (a) above implies, in particular, that an infinitely divisible 
lattice distribution {pU}aEL= has no zeroes if pe 30 for 311 e E U”. It should be 
observed that the lower bound given on the tail in (b) above is independent of the 
dimension parameter n, and is the same as the one-dimensional bound given in [ 191. 
This is not surprising since 1 - P(X, s s, . . ., X, G s) 2 I - P(X, G s). Unfortu- 
nately, there seems to be no useful upper bound on the tail distribution of an 
infinitely divisible distribution, since in the one dimensi-anal case there are 
probability density functions f(x) proportional to 
(x + l)+., (x + 1)-’ [log (x + 1) f l]-‘-&, 
[(x + l)[log(x + 1)+ l]]-‘[log(log(x + l)+ l)+ I]+, 
etc., for any E >O. Since these densities are all log convex they are infinitely 
divisible by CoroIlary 4.3. 
Finally, we turn to a discussion of the zeroes of a continuous infinitely divisible 
density on R!k 
Theorem 3.4. Let f 62 a continuous infinitely divisible probability density funcfion 
on R”,, and a;ssurne that in every open neighborhood of the origin there exist points of 
RY at which f is positive. Then 
(a) Every zero off in the interior of RY is a limit point of interior zeroes off, i.e., f has 
no isolated zeroes in the interior of K. 
(b) If there is any interior point of RY at which f is zero, then there are uncountably 
many such points and they have a finite limit point on the boundary of RY. 
(c) @ no finite boundary point of R’“, is a limit of interior zeroes off, then f is positive 
everywhere in the interior of 11:. 
(d) Iff has no zeroes on the bolundary of RY, then f is positive everywhere on R?. 
Proof. From Theorem 2.4(b) we know that there exists a nonnegative measure A 
on RZ such that the convolution identity (2.10) holds. For any E > 0 define 
Kt ~(xER~Imax]xi/G&,j~l , . . ., n}. If h (K,) = 0 for any E > 0, then from (2.10) 
it is apparent that f(x) =O for all x: E XE. Since this is forbidden by the hypothesis 
of the theorem, it must be that A(&) > 0 for all E > 0 and hence, since h({O}) = 0, 
there exists a sequence of nonzero points x(l), xt2), . . . in the support of A such that 
x(&)* 0 as k -4 a. Let x0 be an interior point of R”, such that f(xo) = 0. If y E RS. is a 
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point in the support of A such that x0 ) y ther, from (2.10) we see that f(x, - y ) = () 
In particular, f(xo - x(‘)) = 0 for all k = 1,2, . . ., so (a) is proved. Using this result 
and an elementary argument from the theory of perfect sets [14, p. 361, one 
finds that the interior zeroes of f in RI: cannot be a countable set. Since 
fc ‘x0 - xy=, xl%) ) = 0 for every (not necessarily distinct) choice of the indices k, 
provided that the argument remains in RY, and since xtk)+ 0 as k -3 30, the indices 
k, can be chosen so that the points x - XL, ~(~1’ are bounded and tend to the 
boundary as m + 0~). 
Assert& (c) follfloivs from (b), while (d) follows from (c) and the assumed 
continuit:j of f 
We note that this thoerem can be improved slightly when n = 1 [17, p. 881: 
Assume that there are points of R arbitrarily close to the origin where f is positive 
and suppose that f(x) = 0 for some x > 0. Let x’ be a point such that 0 < X’C x and 
f(x’) >O and set z =inf{y /y >x’andf(y)=O}. Then z >x’andf?z)=O. But if 
{X(k)}k=1,2.... are the points constructed in the theorem we have z > z - xtk’ > x’ for 
all sufficiently large k and f(z - z(‘)) = 0 in contradiction to the definition of z. 
Thus, when y1 = 1 the conclusion that f has no interior zeroes in R”, follows irom the& 
hypothesis that f is positive at points arbitrarily close to the origin; no assumptions, 
about the behavior of f on the boundary are necessary. For distributions on R a 
similar result has been proved in [16] under strong iritegrability conditions on the 
characteristic function. 
4. Sufficient conditions 
Infinitely divisible: muE;ivariate distributions can be constructed easily from 
infinitely divisible distributions in lower dimensions. 
Theorem 4.1. Let ul, . . ., It,, be positive integers with nl + l l l + n,, = n and suppos2 
for each k = 1,. . ., m that pk is an infinitely divisible probability rneaswe on R”Y 
Then the produc,? measure ~1 = pI x - 8 - x p,,, is an infinitely divisible probnbilit~~ 
measure on R”. 
Proof. This follows immediately from the definition of an infinitely divisibk 
measure or from1 thie use of characteristic functions. Let (Pk (I) : R”k+C denote 
the characteristic function of pk and set Nk = tzl + l l l + nk+ 1% = 0. Then 
# 0 k 1, l l l 3 tn) = Fk (hk+l, . . 0, hk+nk) is an infinitely divisible characteristic function 
on R”, and so the same is true of the product +!P* 9 l . Ji,,,. But this is just the 
characteristic function of the product measure, so we are done. 
The most familiar multivariate infinitely divisible distributions are of the ty 
treated in the above theorem with all flk = f , e.g., the uncorrefated muttivariate 
normal and the mulltivariate product exponential distributions. 
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It would be pleasant o have some simple geometrical or analytic condition on a 
general multivariate distribution which would be sufficient for infinite divisibility, 
and the convolution equations in Corollary 2.2 lead naturally to such a potential 
condition. Let UC“ = {e E Lk, 1 ei is either 0 or 1, 1 s i s k} denote the set of 
vertices of the unit cube in k dimensions, 1 s & 6 n. If f : L !+ C is a given 
function, we define the linear difference operator 
A”‘f(a) E C 
eEVCk 
(- l)lrcic’ f(a + e). 
Note that Atk) may be formed recursively from successive applications of the simple 
one-dimensional forward difference operator A (‘I and that A (k) is the discrete 
analog of the differential operator d k/&, l . l a& which transforms an absolutely 
continuous k-dimensional cumulative distribution function into its corresponding 
density [13, pp. 177-1811. 
The boundary X,? of the positive lattice orthant in R” is just LI: n 8R:; it has PZ 
distinct “faces” ef dimension II - 1 (each of which is naturally isomorphic to L :-I), 
(y) distinct “edges” of dimension n - 2 (each of which is naturally isomorphic to 
LY*), and so forth. Let us refer to any such “face”, “edge”, etc. as a hyperface. In 
all, there are 2” - 2 distinct hyperfaces of dL1 of all dimensions k = 1,2,. . ,, n - 1. 
If f : I2 + C is given, if 1 s k < 0, and if S” is one of the (;) hyperfaces of dL z of 
dimension k, then the function f Isk obtained by restricting f to Sk may, in a natural 
way, be considered to be a function on Lt. Thus, we may form A (k)(f Isk) in a 
nAtural way. For example, if f : L: -+ C, if S’ is the positive half of the y-axis, and if 
S* is the positive quadi9i.M of the x - z coordinate plane, then 
A”‘(fls~)=f((-)j + l,o)-f(O,j,O), i so, 
,P(fIS2)=f(i+ ‘I,O,k+l)-f(i+l,O,k)-f(i,O,k+I)+f(i,O,k), i,k *O. 
Using this notation we can now state a theorem giving a sufficient condition for 
infinite divisibility. The proof, which is fstraightforward but rather tedious, is 
omitted. For a full proof we refer to [21]. 
Theorem 4.2. Let {pa}nEL: be Q discrete probability distribution on L Y with ull 
pa # 0. This distribution is infinitely divisible if 
for all cy, p E L Y such that a + (1,. . ., 1) $ p, (4 1) . 
and if for ull k = 1,2,. . ., n - 1 and for each k -dimensional hyperface Sk of dL T, 
A(k) ( I) ,@@--P GO Pa Sh for all cy, p E Sk such that CY + utk) > p. # 
The difference 0peratori.A (k) are understood to act on the ~coordinates and the vector 
utk) is the unique vector in Sk n L T with all coordinates zero or one such that 
1 dk’j = k. 
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The conditions (4.1) and (4.2) in Theorem 4.2 are one of many possible 
generalizations to n-dimensions of the familiar notion of log-convexity in one 
dimensisn, since if YE = 1 they become simply 
which is equivalent to the usual definition of log-convexity: 
;a$ forLzz1 i 21. 
I+1 I 
This observation leads to: 
Corollary 4.3 [20; 17, p. 891. Let {pl )1do be a discrete one-dimensional probabi;li!y 
distribution with aff pi # 0. This distribution is infinitely divisible iif the sequence {pa ) is 
log-convex. 
Unfortunately, the sufficient conditions in Theorem 4.2 are too strong to yield 
any nontrivial example s of multivariate infinitely divisible distributions: only 
certain products of log-convex distributions are characterized in this way. For a 
proof of the following result, we refer to [21]: it relies on the fact that a convex 
sequence which is bounded from above must be nonincreasing. If such iI\ sequence is 
nondecreasing it must be constant. 
‘I’heorem 4.4. Let {pa}aEL= be a discrete probability distribution on L T with aff 
pa # 0. If {pa} satisfies the inequalities (4.1) and (4.2), then there exist positiue 
fog -convex sequences (p I”‘}, So, k = 1, . . ., n, such that pa = pj:) * - l pi,:’ for aff 
CY E L I:. Moreover, all but at most one of the sequences pk’,’ are in fact geometric 
sequences : p Ik’ = ckd I for some ck > 0,O < dk < 1, and aff i = 0, 1,2, . . . . Conver+5efy~ 
equality holds in the inequalities (4.1) and the inequalities (4.2) are satisfied for my 
distribution of this form. 
As a final remark, we note that the analog of the sufficient conditions (4.1’1 and 
(4.2) for a sufficiently smooth positive density f(x) on RY is 
akki f(xJ’iCO 
ax “( ( f( ) x ii 
foraflx,sES”, k = 1,2,...,n - 1, 
where Sk ranges over all k -dtmensional hyperfaces of R’: and 14’~) is the uniciuc 
vector in Sk n R’: with all coordinates zero or one such that 1 II’“‘/ = k T’ht;fst” 
conditions may be thought of ac; a generalization to multivaria~e functions of the 
univariate notion of log-convexity, to which they reduce when M = 1. As one would 
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expect from Theorem 4.4, however, they do not lead to any interesting infinitely 
divisible distributions, since any function satisfying (4.3) is necessarily of the form 
f(x)=~5(~+-fn(~J h w ere each fk is log-convex and all but at most one of them 
is a simple exponential: 
j$ (8) = ck e-Q for some ck, dk > 0. 
AeknowPedgment 
We are indebted! to the referee for drawing our attention to the references [9], 
[EO] and [15). 
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