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1. INTRODUCTION 
In recent years, new and important perspectives were introduced in the field of 
neuroimaging with the emergence of the connectionist approach (Williams and Henson 2018). 
In this new context, it is important to know not only which brain areas are activated by a 
particular stimulus but, mainly, how these areas are structurally and functionally connected, 
distributed, and organized in relation to other areas. In addition, the arrangement of the network 
elements, i.e., its topology, and the dynamics they give rise to are also important. This new 
approach is called connectomics (Danielle S. Bassett and Sporns 2017). It brings together a 
series of techniques and methodologies capable of systematizing, from the different types of 
signals and images of the nervous system, how neuronal units to brain areas are connected. 
Through this approach, the different patterns of connectivity can be graphically and 
mathematically represented by the so-called connectomes (Olaf Sporns, Tononi, and Kötter 
2005). 
The connectome uses quantitative metrics to evaluate structural and functional 
information from images of neural tracts and pathways or signals from the metabolic and/or 
electrophysiologic activity of cell populations or brain areas. Besides, with adequate treatment 
of this information, it is also possible to infer causal relationships. In this way, structural and 
functional evaluations are complementary descriptions which, together, represent the anatomic 
and physiologic neural properties, establishing a new paradigm for understanding how the brain 
functions by looking at brain connections (Avena-Koenigsberger, Misic, and Sporns 2017; Olaf 
Sporns and Kötter 2004; Olaf Sporns 2002). 
A connectionist approach allows us to evaluate how the anatomic organization of the 
brain relates to its functional dynamics and how structural or functional changes affect this 
relationship (Honey, Thivierge, and Sporns 2010). In order to perform a formal and quantitative 
analysis, Graph Theory is used in connectomics (Fornito, Zalesky, and Breakspear 2013). This 
method allows a systematic, consistent, and robust evaluation of the functional and structural 
neural networks. In this way, since the connectome incorporates all the mathematical properties 
of graphs, it naturally quantifies all the properties, similarities and differences among the 
different neural network configurations. 
Here, we highlight five critical elements of a network that allows an integrative analysis, 
focusing mainly on a functional description. These elements include; (i) the properties of its 
nodes; (ii) the metrics for connectivity and coupling between nodes; (iii) the network 
topologies; (iv) the network dynamics and (v) the interconnections between different domains 
and scales of network representations. 
The first element we must consider is the set of intrinsic properties of the nodes that 
comprise a network. When considering networks at the microscopic level, it can include, the 
type of neurons that are connected and the ways the neurons are activated (including metabolic 
and electrophysiological activities; (Olaf Sporns, Tononi, and Kötter 2005). At the mesoscopic 
level, the anatomical circuit properties matter, as well as the specific physiological signatures 
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and activity patterns of each connected brain layer or subfield. Finally, at the macroscopic level, 
attention needs to be paid to all features associated with the anatomical composition (such as 
neuronal density, neural subfields, tracts and arrangement within each brain area).  
The second network element to highlight is the type of metric used to assess the 
connections or couplings between nodes (Bastos and Schoffelen 2016). Different metrics can 
be used to evaluate the connectivity in a brain network through quantification of the statistical 
dependencies, or even causal interactions, between node activities. Each one may reveal a linear 
or nonlinear relationship or describe a directed or undirected information flow through the 
network edges, defined according to what is being measured and studied. Here, we will explore 
three nonlinear metrics, Mutual Information, Kullback–Leibler, and Granger Causality, and one 
linear metric, given by the Pearson Coefficient. Furthermore, we will also discuss possible ways 
of coupling among the main features of the electrophysiological signal, such as amplitude, 
frequency, and phase (Canolty and Knight 2010). 
The third element to be considered is the arrangement of the network nodes and vertices, 
i.e., topology (Rubinov and Sporns 2010). The topology of a brain network is one of the most 
important aspects of its connectome. It may reveal how a particular neural activity, or even a 
brain area, is relevant for a specific brain state associated with a disease or stimulus, for 
instance, and also how a particular neural arrangement optimizes the flow of information in a 
complex brain network (Kaiser 2011). Furthermore, it also describes the importance of network 
hubs and assemblies by quantifying their interconnections and information storage (Olaf Sporns 
2013b).  
The fourth element of a network is related to its change over time. The dynamic activity 
of the brain promotes different synchronizations among different areas and subfields at different 
periods of time (Danielle S. Bassett and Sporns 2017). Mainly, it is of interest to evaluate 
temporal phase transitions of neural activity associated with a particular cognitive state during 
a behavioral task or associated with a neurocognitive disorder. For example, the phase 
transitions related to an epileptic seizure can be described by topological changes of a network 
over time (Van Diessen et al. 2013). Therefore, a connectome analysis can inform how and why 
a neural network fluctuates, repeats, reorganizes, stabilizes, or degenerates in time.  
Finally, the fifth network element addressed here is related to the most intricate brain 
characteristic: the way different levels of information, from biomolecules to brain areas, are 
integrated. From the connectome perspective, this problem might be assessed by inspecting 
how different networks, described at different scales, can be interconnected, and how the 
information storage and processing at one scale level interferes with them at another (Betzel 
and Bassett 2017). We are still far from having an answer on this issue, but the connectome 
approach allows us to propose mathematical models of integration yielding an objective 
formulation with a possible test of its consistency.  
Through a functional and effective connectivity analysis, the type of technique used to 
measure brain activities is fundamentally relevant since it defines the type, the scale, and the 
node features of a network. For instance, techniques of invasive electrophysiological recordings 
can register the activity of individual cells, such as action potentials and spike trains, or the 
activities of groups of cells, such as local field potentials (Buzsáki, Anastassiou, and Koch 
2012). Noninvasive techniques, like electroencephalography (EEG), functional magnetic 
resonance imaging (fMRI), magnetoencephalography (MEG) and functional near-infrared 
spectrum (fNIRS), also allow a connectivity analysis at a large scale. In general, EEG 
recordings provide a description of the overall activity of the encephalon (Babiloni et al. 2009; 
Pizzagalli 2007). But, despite lacking anatomical and/or physiological specificities, they can 
help to determine how certain cognitive or pathological mental states are associated with 
specific network topologies. 
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Clinically, the connectome approach can be extremely powerful because it provides the 
functional and structural topologies, quantitative parameters of the brain’s activity that, in 
general, are not accessible using only traditional brain images (E. T. Bullmore and Bassett 
2011). For example, a functional/effective connectivity analysis can help to provide information 
about the stability or dysfunctionality of certain neural subnetworks associated with a brain 
disorder such as dementia, epilepsy, or Parkinson. It also allows for an evaluation of 
information flow in a brain area surrounded by a tumor or around an epileptic focus (Douw et 
al. 2010). Another example of how connectome approach can help us to understand acute 
diseases or comorbidities is to study the evolution of the connection patterns over time. In 
addition, it brings a complete new look over the neural dynamics, addressing a truly integrated 
brain and not only its associated parts (Baliki et al. 2008). 
  
2. BRAIN NETWORKS 
2.1. Graph representation 
Network science is an interdisciplinary field that combines concepts and techniques 
from computational sciences, statistics, engineering, and mathematics among others (C. J. Stam 
and van Straaten 2012). Through these techniques, it is possible to construct graphical models 
that allow for a quantitative and systematic description of how the neural systems interact, 
organize themselves in different geometric patterns, evolve in time and stabilize to optimize the 
storage, flow, and processing of information. Additionally, these models allow for statistical 
inferences providing evaluation and visualization of the communication process among its units 
along time and space and with other networks in different scales. When network analyses are 
applied to brain circuits, they provide robust methods to forecast structural and functional brain 
changes associated with specific injuries or therapeutic interventions (Cornelis J. Stam 2014; 
E. Bullmore and Sporns 2009a). This is called Connectomics (Fornito et al. 2012). 
Connectomics is a new approach that attempts to provide a solid road for the studies of 
connectomes, including the diversity of neural connectivity maps in different scales of time and 
space (Danielle S. Bassett and Sporns 2017). In a general way, connectome descriptions are 
based on Graph Theory (Olaf Sporns 2011).  
More formally, Graph Theory is a theoretical field dedicated to the study of 
mathematical structures, called graphs, used to model pairwise relations between information 
units.  As a mathematical object, a graph 𝐺 can be defined by the relationship between the pair 
of sets for vertices 𝑉 and edges 𝐸, i.e. 𝐺 = {𝑉, 𝐸}. Edges are also known as arcs or lines and 
can represent the mode, type, and intensity of link between pairs of vertices. The mode refers 
to the representation of the relationship between vertices, since, for instance, a graph might be 
displayed in 2 or 3 dimensions. The type refers to the direction of connections, i.e., undirected 
versus directed. Finally, one must consider the intensity that relates the strength between 
connections. Vertices are also known as dots or, more commonly, nodes (W. Huang et al. 2018; 
Costa et al. 2007). Typically, a graph is represented in a schematic geometric form composed 
of a set of nodes graphically represented by points joined by lines or curves. The latter can be 
directed or undirected when intended to represent the information flow, or it can be of different 
thicknesses when intended to represent the degree, cost, or connection probability between the 
nodes (Newman 2003). 
Historically, Graph Theory was introduced by Euler in 1735 when he proposed a 
problem known as “the seven bridges of Königsberg” (Boccaletti et al. 2006). In the German 
city of Königsberg, now the territory of Kaliningrad, Russia, there were seven bridges arranged 
in a very particular way as shown in Figure 2.1. Euler asked if it would be possible to make a 
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path passing through all of them by crossing each bridge once. By formalizing mathematically 
the idea of graphs, Euler showed that this solution was impossible (Amaral and Ottino 2004). 
 
 
Figure 2.1 The seven bridges of 
Krönigsberg. (A) An old map of 
Krönigsberg with the bridge's 
configuration. (B) Graph 
representation of this map. 
A graph can be expressed using matrix notations, by means of the so-called adjacency 
matrices and incidence matrices, that contains information about the intensity and direction of 
the connections between nodes. For example, given a network with N = 4 nodes, {x, y, z, w}, 
the matrix representation, and its corresponding graphs are: 
 
 
Figure 2.2. General matrix and visual representations for different type of graphs. (A) Matrix and visual 
representation for non-weighted graphs. Figure shows a visual representation of the adjacency matrix M, where 
each node is represented by a circle and each vertex by a directed arrow. In this representation, the vertices 
directions are read from row to column. (A1) Shows the number of vertices from each node for the same graph. 
(A2 and A3) Exhibits a graph representation highlighting the nodes with more confluences. (B) Matrix and 
visual representation for weighted directed graphs. Visual representation for the distance matrix D, where each 
node is represented by a circle and each vertex by a directed arrow. In this representation, the vertices directions 
are read from row to column. (B1) shows the number of vertices from each node for the same graph. (B2) 
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exhibit a graph representation emphasizing the nodes with more confluences. (C) Matrix and visual 
representation for undirected graphs with self-connections. It shows a visual representation for the symmetric 
matrix U, where each node is represented by a circle and each vertex by an undirected arrow (or nodes by circles 
and vertices by undirected arrows). 
 
Now, considering the same nodes set {x, y, z, w}, we may also represent the intensity of 
connections by adding weights to each edge, which will be given by the values obtained from 
the correlation metric like those shown in Figure 2.2-B. Later, we will discuss, in more detail, 
different metrics and approaches to quantify statistical dependencies, correlations and couplings 
between nodes and their correspondent intensities. 
However, for symmetrical connections given by symmetrical coupling models or 
metrics of statistical dependence, the edges are undirected, i.e., the links do not include arrows. 
These networks are represented by undirected graphs and square symmetric matrices as all the 
edges are bidirectional. 
Graph representations enable the characterization of network patterns by evaluating 
how nodes are connected to each other in order to display specific topological structures. 
Undirected graphs, for example, are well designed for systems that incorporate symmetric 
coupling interactions and symmetric metrics of correlations/associations. In contrast, if one 
pretends to represent the flow of information between two brain areas, a directed graph 
describing asymmetrical connections should be considered (E. Bullmore and Sporns 2009). 
In order to approach the diversity of possible connections and contact-points, graph 
representations can be displayed in different colors, styles, and sizes, as shown in Figure 2.2-
B. The different intensities of connections can be illustrated by an index representing the 
strength nodes interaction, for example, using a weighted graph with different sizes of nodes 
and edges. It is also possible to represent graphs with multiple edges between the same pair of 
nodes and, also, nodes with self-connections as illustrated in Figure 2.2 - C. 
The nonlinear and multiscale of brain dynamics are implicated in a diversity of physical 
couplings and statistical dependencies that are usually classified into three types: (i) functional 
connectivity, (ii) effective or causal connectivity, and (iii) structural connectivity (Kaiser 2011; 
Olaf Sporns et al. 2004).  
Scans of MRI and fMRI configure the most common measurements to describe patterns 
of brain connections (Kaiser 2011). However, when considering evaluations of functional 
connectivity, other brain signals can also provide useful information to describe neural network 
configurations. Actually, by evaluating functional connectivity we gain a totally different 
perspective of brain dynamics since it allows a detailed look on how the brain uses different 
ways to signalize and processes information (Shine et al. 2018; Allen et al. 2018).  
Currently, there are different methods for recording brain signals of different physical 
nature and spatiotemporal scales. Besides the fMRI technique, that essentially measures 
variations of blood flow associated with neural activity (Li et al. 2009), during cognitive and/or 
behavioral tasks (Barch et al. 2013; Rissman, Gazzaley, and D’Esposito 2004), other non-
invasive techniques such as EEG, magnetoencephalography (MEG) or functional near-infrared 
spectrum (fNIRS) also provide information from the brain activity (Baker et al. 2018; H. Zhang 
et al. 2010). Since these techniques are not invasive, most of the networks yielded by these 
signals are related to global aspects of brain dynamics and functions. There are some 
computational approaches, which typically use multivariate statistics, and that allow one to 
infer structural signal sources from deep brain areas through EEG recordings (Grech et al. 
2008). Although these approaches allow for the reconstruction of some deep brain areas and 
the generation of useful 3D functional network pictures, they lack the spatial accuracy of fMRI 
scans because they are statistical estimations (Bradley et al. 2016; Pascual-Marqui 1999). Other 
invasive techniques are also used to assess the electrophysiological activity of deep brain 
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regions, such as the hippocampus, thalamus, or cerebellum, among others. This is usually done 
during (pre) surgical procedures, chronically implanted in patients with deep brain stimulators 
(DBS), animal models or voluntary subjects from brain-computer interface projects (Chen et 
al. 2012; Engel et al. 2005; Lal et al. 2005). 
To calculate adjacency/incidence matrices reflecting functional or effective 
connectivity, pairs of time series are “linked” by a mathematical metric able to capture a 
statistical dependence (causal or not) between those sources of brain activity. In this way, the 
network edges in a functional connectivity description are labeled by numerical values 
measured by a specific statistical dependence metric that expresses a linear or nonlinear, 
symmetric or asymmetric correlation/association; and each network node represents the source 
of a measured brain signal.  
 
2.2. Brain network nodes 
The specification of a node depends on what we want to know in order to select and 
measure a specific biological/physical feature that will be used to perform the quantitative 
analysis. Consider, for instance, a culture of neurons; we can construct a structural connectivity 
network by considering single neurons as nodes and all related structural connections among 
other neurons through axons and dendrites as the edges. To measure the nodes and edges in this 
network, we can apply biomolecular and histological techniques to mark and identify all the 
neurons and their respective physical connections (O. Sporns 2016). Considering another scale, 
different brain regions can be considered as nodes in a structural representation. These regions 
can be the visual cortex, thalamus, hippocampus, motor cortex, etc., and the edges can be the 
neural pathways such as nerve fibers and tracts. In this case, the best approach to measure them 
is tractography which comprises a 3D imaging modeling technique that represents neural tracts 
by using diffusion-weighted images (DWI) recorded from MRI in parallel to computer-based 
image analysis (Craddock et al. 2013).  
However, to evaluate and construct functional networks the possibilities are even 
higher. A functional connectivity analysis will be based on the type of feature or signal being 
measured from different neural structures. Figure 2.3 provides a short list of the main biological 
structures considered as nodes in structural network analysis and their possible corresponding 
features to be measured by means of different techniques. 
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Figure 2.3 General framework for different type of structural and functional nodes. The first column of 
the table presents a series of different possible structural nodes, according to its biological nature, information, 
and spatial scale. From the top to down it is listed as a possible network node: (I) a gene, (II) biomolecular, 
membrane and synapses, (III) cell unity (neurons and astrocytes), (IV) subfields or layers of a specific brain 
region, such as CA1, CA2, CA3, and CA4 of hippocampus, and (V) brain regions, such as motor cortex, visual 
cortex, thalamus and etc. The second column lists the main biological features evaluated in each correspondent 
structural node. These features are chosen according to the scientific field of investigation and each one can 
represent a functional node. The third column lists the main techniques used to measure the associated features 
of each structural node. 
 
In summary, there are many different brain (bio)physical quantities that can be 
measured with a technique that reads one or more features and these measures can be 
characterized and compared using a wide variety of metrics. For instance, considering again a 
culture of cells or sliced brain tissues recorded in an in vitro procedure. We can record the 
extracellular potentials of the electrophysiological activity from particular populations of 
neurons or from a specific brain subfield (Poli, D., Pastore, V. P. Massobrio 2015). Therefore, 
the individual neural activity recorded from each electrode during a right period can be 
considered a node in a functional network and the edges, some possible statistical dependency 
among them. As it will be described later, the statistical dependencies will be totally determined 
by a mathematical metric and the signal feature (phase, frequency, amplitude, time, etc.) being 
considered (Figure 2.4). 
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Figure 2.4. Different kind of nodes and correlation metrics in structural and functional networks. (A) In 
vitro culture of neurons on a multielectrode array (MEA) to record electrophysiological extracellular activity 
and two examples of two different topological configurations for a functional connectivity analysis. (B) A signal 
template cut from an electrophysiological recording is selected and two statistical features were calculated, 
amplitude histogram and power spectral density. Each one of these features, and any other, can be interpreted 
as a functional node of a network. (C) By means of different mathematical metrics (linear and nonlinear), it is 
possible to establish how all nodes are correlated. It is shown four possible metrics: DKL(P|Q) – Kullback–
Leibler or Divergent Entropy, I(X,Y) – Mutual Information, KS – Kolmogorov-Smirnov and ρXY – Pearson’s 
Coefficient. 
 
 
Under the Graph Theory point of view, a node is a redistribution point or a 
communication endpoint. A node is defined as an active system attached to a network, capable 
of creating, receiving, or transmitting information over a communication channel known as an 
edge in this case (Newman 2003). Any passive distribution point, such as a distribution frame 
or patch panel in computer networks, is consequently not a node. 
 
Figure 2.5. General scheme of types of nodes. (A) A source or client node where all point out 
from the node to other nodes. This type of node represents the creation of information. (B) A peer 
or repeater node, (C) a terminal or isolate node, (D) a sink or client node and (E) a self-reference 
node and (F) modular nodes. 
 
A node can be also be classified according to their trespassed information flow as a 
place in a network where a message can be created (called source or server), received (sink or 
client), or transmitted (repeaters or peers), see Figure 2.5. A peer node sometimes may work as 
a client- or a server-node (Yoneki, Hui, and Crowcroft 2008). Furthermore, a peer-to-peer node 
or an overlay network that actively routes data to other network structures in a different spatial 
or temporal scale can be called supernodes (Navlakha, Rastogi, and Shrivastava 2008). Others 
information associated with network nodes are listed in Table 2.1. 
 
Table 2.1 Node Information. 
degree Number of edges associated with a node 
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nearest Nearest neighbors within radius 
indegree In-degree: number of oriented edges entering the node. 
outdegree Out-degree: number of oriented edges incoming the node.  
predecessors Number of predecessors in an oriented network 
successors Number of successors in an oriented network 
  
 
To characterize the entire network, it is crucial to know the characteristics of a node in 
a network. It helps to define its topology which determines its efficiency in transmitting and 
storing information (E. Bullmore and Sporns 2009). 
An important concept is the modular nodes (Figure 2.5 - F) characterized by clusters of 
nodes or nodes more densely connected to other nodes (Rubinov and Sporns 2010). These 
special nodes in neural circuits or structural networks may represent the nucleus with a 
specialized function, where different modules may work in parallel to support different 
neurophysiological processes (Olaf Sporns 2013b). In addition, a network having a distributed 
“core-to-periphery” configuration has a set of central nodes that are interconnected with all 
other nodes in the network and a set of nodes on the periphery that are sparsely interconnected 
with all other nodes in the network (Rubinov and Sporns 2010). This type of network 
architecture represents a process of information integration through neural assemblies, neural 
circuits, or functional nuclei, characterizing a control point (Park and Friston 2013; Olaf Sporns 
2002). 
All these characterizations of edges and nodes are critical and configure the first 
elements of a network and provide the main base to any connectivity analysis.  
 
3.  MEASURES OF CONNECTIVITY 
3.1. Couplings and correlations 
After defining the graph nodes and what they represent, it is necessary to quantify the 
interactions between them. These interactions are measures that denote the information 
provided by the graph, such as its topology, architecture, and complexity. Essentially, the edges 
indicate the nodes that are currently linked and the strength of this link when the graph is 
weighted. Thus, a graph can be symmetrical or not depending on the metrics used to calculate 
its connectivity. 
Besides structural connectivity, one can also consider functional and effective 
connectivity. Functional connections refer to any form of statistical dependence between the 
activities of two nodes (Friston 2011), in general, without any assumption of causal influences. 
A statistical dependence between two variables can be defined in terms of Bayes’s rule. This 
rule states that two variables X and Y are dependent when, at least, the probability to get one 
of the outcomes from either of the two variables depends on whether we conditioned it to some 
knowledge on obtained outcomes from the other (Altman and Krzywinski 2015). 
Mathematically, this can be expressed as P(X|Y) ≠ P(X), where P(X|Y) = P(X,Y)/P(Y) refers 
10 
 
to the probability distribution of X when its measure is conditioned to some knowledge from 
the outcomes of Y, and P(X,Y) is the joint probability distribution of X and Y. Inversely, X and 
Y are independent when P(X|Y) = P(X). The same statements apply if one exchanges X with Y 
in these expressions. This rule represents the more general form to measure a relationship 
between two random variables. Correlations are special cases of statistical dependencies, where 
we consider them as a mathematical metric that measures an increasing or a decreasing trend, 
linear or nonlinear, parametric or non-parametric. We say two variables X and Y are correlated 
with increasing trend when the values of Y increase according to the positive increase of X 
(Altman and Krzywinski 2015). Similarly, a correlation with a decreasing trend occurs when 
the values of Y decrease according to the positive increase of X.  
Although a correlation metric can be linear or nonlinear, linear metrics are more 
commonly used in the literature, like the Pearson's correlation coefficient. In this way, 
functional connectivity evaluates only statistical dependencies of node outputs (Figure 3.1-A).  
 
 
 
Figure 3.1. Differences between functional and effective interaction. (A) When there are only output signals 
from two or three systems it is difficult to infer causality and correlations can be more adequate to describe 
interaction among these systems. The measures of the output from a system in specific time windowing, for 
instance, only represents a statistical dependence between the variables been evaluated, performed through 
linear or non-linear correlation metrics. (B) When there is a mathematical model or experimental protocol that 
supports the manipulation of inputs of a system in function to its outputs and outputs of other systems, it is 
possible to analyze their effective interactions, inferring causality. 
 
On the other hand, there are other types of connections that refer to causal influences 
between nodes (Friston 2011). It means that the activity of one node X directly influences the 
activity of the other connected node Y. Thus, node links are directionally represented with an 
arrow, indicating the direction of information flow from the source node to the receiver node. 
A 
B 
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They can also be bidirectional, where both nodes are reciprocally coupled  (Valdes-Sosa et al. 
2011). 
In connectivity analysis, two main definitions of causality to approach this situation are 
used. The first one is based on control theory, where the input of one node Y is influenced by 
the output of another node X. Correlations cannot infer causality since it impossible to 
determine if the statistical dependence being evaluated is from one of the two nodes or from a 
third node, or if it occurs by chance (see Figure 3.1-A). 
Any causal influence between any pair of nodes could happen not only directly between 
them but also through a third (or more) intermediate one. In this case, a node X is influenced by 
an intermediate node Z (or more) which is influenced by another node Y (Figure 3.1-B). By 
perturbing the system intentionally and observing the effects of the perturbation, as already 
mentioned, it is possible to evaluate possible causality effects. In this case, we can, for example, 
block chemically or remove a tract, subregion, or nerve that connects two nodes and see if the 
observed statistical dependencies between their activities are maintained or modified. 
The second definition is commonly used to describe causal influences between two 
nodes by temporal influences of part of an output X onto an output Y  (Granger 1969; Akaike 
1968; Schweder 1970). This definition reads (Wiener 1956) "a signal X is said to be the cause 
of a second signal Y when the information about the past of X helps to determine the presence 
and/or future states of Y beyond and above the information from only the past of Y", (Valdes-
Sosa et al. 2011). In this case, it is necessary to have a mathematical model that describes this 
temporal influence.  There are some disagreements on the use of these approaches as real 
metrics for causality measurements because they can only provide evaluations of directed 
functional connectivity since they are defined in terms of time-lagged statistical dependencies 
(Razi and Friston 2016), figure 3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Diagram of temporal causality and Transfer Entropy. The definition of causality by statistical 
dependencies assuming temporal lags between two signals. In this definition, there is a time-windowing t-Δτ in 
both signals that cause the variations in y(Δt). On the right side, there is Venn diagram showing the relationship 
among each variable and their intersection. As   case of a possible temporal causality, the Transfer Entropy metric 
is one of the most used in the scientific literature. 
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Therefore, by using these metrics, it is possible to establish a well-defined criterion to 
describe edges among different nodes in a network. In this way, once a correlation or a coupling 
metric that determine all node links is chosen, it is necessary to verify if there are spurious 
correlations. For this procedure, different methods can be applied as thresholds using surrogate 
or baseline signals, for example, in order to decide statistically significant network edges. In 
this way, by using the matrix representation of a graph, there are two possibilities: (i) the edges 
can be ‘digitized’ with those edges bigger than the threshold valued as 1s and other edges valued 
as 0s, or (ii) they can be weighted with continuous or discrete values for each edge (Papo, Zanin, 
and Buldú 2014).  
 
3.2. Functional Connectivity 
3.2.1. Undirected metrics 
The first aspect of undirected metrics is the equilibrate flow of information between two 
nodes. It means that (i) the physical interaction between two nodes is totally symmetrical and 
static without flow of information from one to another node (Ahuja and Magnanti 2018); in this 
case, any metric provides a good measurement of the relationship between nodes; or (ii) there 
is an information flow from one node to another, but we use a symmetric statistical metric, 
unable to describe/detect the asymmetry between nodes. As described in Figure 2.2, this type 
of edge is represented by a symmetrical adjacent matrix (Wilson 1979). A commonly used 
metric for this type of link is a measure of correlation given by the parametric Pearson’s 
coefficient that calculates the ratio of covariance between two variables X and Y normalized by 
the square root of the product of their own variance: 
𝜌 =
𝐶𝑂𝑉(𝑋, 𝑌)
√𝜎𝑥2𝜎𝑦2
 
(3.1) 
COV (X,Y) represents the covariance of the variables X with Y, and 𝜎𝑥  and 𝜎𝑦 are their 
respective standard deviation. The coefficient 𝜌 ranges between -1 and 1 and depends only on 
the spread of X and Y, capturing only their linear correlation. In the context of connectivity, it 
has been applied to evaluate the degree of linear correlation of a signal’s amplitude among 
different nodes (Lee Rodgers and Nicewander 1988). A non-parametric correlation metric is 
also possible, such as Kendal’s and Spearman coefficient (Kelley et al. 2007; Papo, Zanin, and 
Buldú 2014; Meskaldji et al. 2015).   
Analogously, the coherence is also a symmetric method that evaluates the spectral 
correlation of two signals X(t) and Y(t) in the frequency domain (Shaw 1984): 
𝐶𝑥𝑦(𝑓) =
𝑃𝑥𝑦(𝑓)
√𝑃𝑥𝑥(𝑓) 𝑃𝑦𝑦(𝑓)
 
(3.2) 
Where 𝑃𝑥𝑥(𝑓), 𝑃𝑦𝑦(𝑓) are respectively the power spectrum of X(t) and Y(t), and 𝑃𝑥𝑦(𝑓)   is the 
cross-spectrum between them. The spectrum can be calculated by applying the Fourier or 
Wavelet transforms on the signals (Sifuzzaman, Islam, and Ali 2009). The magnitude of 
coherence 𝐶𝑥𝑦(𝑓) can be normalized to values between 0 and 1, representing the intensity of 
the correlation power at specific frequencies (Pesaran et al. 2018). However, in order to use 
coherence as an interaction coefficient between two nodes, it is necessary to have an operation 
to summarize an index that represents the general coherence spectrum between X and Y, such 
as the magnitude of total coherence spectrum. It occurs because a coherence spectrum cannot 
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be described by only one point, invalidating a network edge representation (Baccala and 
Sameshima 2001; Sun, Miller, and D’Esposito 2004). 
The neural oscillations show specific patterns that are sometimes evidenced by the 
increasing or decreasing power along specific frequency bands. These fluctuations can be 
explored as relevant information to establish functional connectivity between nodes. In this 
way, spectral coherence can be used to detect aspects of phase synchronization among specific 
rhythms of the signals X(t) and Y(t), which may provide information on the communication 
dynamics among neurons (Bowyer 2016). Some researchers applied this technique to study 
functional networks using EEG, with electrodes placed on the scalp of a patient with a 
neurological disease, in order to detect its influence on the performance of different cognitive 
and behavioral tasks (Carmona, Suarez, and Ochoa 2017).  
Spectral coherence measures an important effect of oscillations, when two or more 
signals have the same phase difference at a given frequency since most of the neural 
communication is directly related to the phase relationship of neural populations (Engel and 
Fries 2016). 
Another way to calculate symmetrical nonlinear interaction between two nodes, X and 
Y, is by using the mutual information between them calculated through I(X,Y). This technique 
comes from the Information Theory and uses the concept of Shannon’s entropy to evaluate the 
information shared by two or more random variables (Vergara and Estévez 2014). Considering 
X and Y as two random variables with specific states, {x1, x2, x3,..., xn} and {y1, y2, y3,..., yn} 
associated with their probability distributions {p(x1), p(x2), p(x3),..., p(xn)} and {p(y1), p(y2), 
p(y3),..., p(yn)},  the mutual information is defined as: 
𝐼(𝑋, 𝑌) =  ∑ ∑ 𝑝(𝑥𝑖, 𝑦𝑗) 𝑙𝑜𝑔
𝑝(𝑥𝑖 , 𝑦𝑗)
𝑝(𝑥𝑖)𝑝(𝑦𝑗)𝑗𝑖
 
(3.3) 
where 𝑝(𝑥𝑖) and 𝑝(𝑦𝑗) are the probability values associated with a right state xi and yj, 
respectively, and 𝑝(𝑥𝑖 , 𝑦𝑗)  is the conditional probability between these two states. Considering 
the definition of Shannon’s entropy being the expected value of the amount of information 
given by some random variable, the mutual information I(X,Y) represents the average amount 
of information shared by two systems X and Y (MacKay 2003). It is important to emphasize 
that this metric can be used for any physical or statistical feature associated with the signals X 
and Y, but its representativeness is directly affected by the empirical probability distribution 
created to stipulate its information (Cover and Thomas 2012). One of the advantages of using 
I(X,Y) is that, since it is not a linear function, it allows generalized measurements for 
symmetrical statistical dependencies between two or more random variables (Bastos and 
Schoffelen 2016).  
 
3.2.2. Directed metrics 
When the interaction of any two nodes X and Y presents a privileged pathway of 
information flow and unsatisfied one of the two previous conditions of symmetry, the use of 
directional metrics is preferable to represent the network links. In general, these metrics aim to 
capture a statistical clue of causation or, at least, a direction of the information dynamics, 
considering the different degree of dependence between nodes X and Y (Bastos and Schoffelen 
2016). Here, we will present three mathematical metrics that evaluate directed interaction 
between nodes: Kullback–Leibler (KL), Transfer Entropy (TE) and Phase Slope Index (PSI). 
However, it is important to mention that there are many other, more or less, adequate metrics 
according to what is intended to describe.  
14 
 
The Divergence of Kullback–Leibler, also known as relative entropy, is based on the 
concepts of information theory which can be roughly interpreted as a measure of the cost to 
turn a right probability distribution, P(X), into another, Q(X), under the same set of states or 
alphabet. Similarly, we may ask which probability distribution, P(X) or Q(X), will minimize the 
number of bits used to represent all the states of the random variable X = {x1, x2, x3,..., xn}? 
(Polani 2013; Shlens 2014). Kullback–Leibler is, therefore, an asymmetrical measurement 
defined as: 
𝐷𝐾𝐿(𝑃|𝑄) =  − ∑ 𝑝(𝑥𝑖) log
𝑝(𝑥𝑖)
𝑞(𝑥𝑖)
𝑖
 
(3.4) 
where 𝑝(𝑥𝑖) and 𝑞(𝑥𝑖) represent the probability values from P(X) and Q(X), respectively. In a 
general way, the main objective to use directional metrics is to describe, in some way, statistical 
causations. As described previously, Transfer Entropy (TE) can be a metric that captures 
possible temporal causations between two signals (Figure 3.2). It appears as a new approach to 
contrast with the time delayed mutual information (James, Barnett, and Crutchfield 2016), 
measuring the information transferred between to random process, X(t) and Y(t), considering 
part of their past and current states (Schreiber 2006). Mathematically it is defined as: 
𝑇𝐸(𝑋 → 𝑌) =  ∑ 𝑝(𝑦𝑛+1 , 𝑦𝑛
(𝑘), 𝑥𝑛
(𝑙)) 𝑙𝑜𝑔
𝑝(𝑦𝑛+1| 𝑦𝑛
(𝑘), 𝑥𝑛
(𝑙))
𝑝(𝑦𝑛+1| 𝑦𝑛
(𝑘))
 
(3.5) 
where 𝑦𝑛+1 it is a future state of Y;  𝑦𝑛
(𝑘)
is an vector of k previous possible states of Y (𝑦𝑛
(𝑘)
=
(𝑦1, 𝑦2, … , 𝑦𝑛−𝑘+1));  𝑥𝑛
(𝑙)
 is l previous states of X with the minimum of 1 and maximum of k 
(𝑥𝑛
(𝑙)
= (𝑥1, 𝑥2, … , 𝑥𝑙)). TE can, therefore, represent the directed information flow from X(t) to 
Y(t), or it can be interpreted as a degree of dependence between X and Y (Bossomaier et al. 
2016). 
Although Wiener had initially used the concept of causality to interpret TE, it has 
currently been claimed that TE is an approach to quantify the predictive information flow 
(Lindner et al. 2011).  
Finally, an alternative technique to infer asymmetrical information flow from two 
signals is the phase slope index (PSI). PSI is also a nonlinear metric designed to measure the 
frequency-average of the slope phase of the spectral coherence (Nolte et al. 2008). As any 
interaction requires time and different interactions have, in general, different communication 
speeds between the sender and receiver, the phase difference between the sent and received 
messages should be assessed by the frequency. It means that PSI can detect positive or negative 
slopes on phase frequency-range that indicates the direction of information flow. If this 
relationship is negative, then the information flow occurs in the opposite direction (Cohen 2015; 
Maris, Fries, and van Ede 2016). The PSI is defined as:  
Ψ̃𝑖𝑗 =  ζ (∑ 𝐶𝑥𝑦(𝑓) 𝐶𝑥𝑦(𝑓 +  𝛿𝑓)
𝑓𝜖𝐹
) 
(3.6) 
where ζ represents the use of just the imaginary part of the complex number; 𝐶𝑥𝑦(𝑓) =
 
𝑃𝑥𝑦
√𝑃𝑥𝑥(𝑓) 𝑃𝑦𝑦(𝑓)
  the spectrum coherence between X and Y and 𝛿  represents the frequency 
resolution of the spectrum. Therefore, PSI estimates the degree of coherent communication 
between two or more nodes. Worthy of emphasis is that if X has impact on Y, it does not imply 
that Y has no impact on X.  
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3.3. Effective connectivity  
As already discussed, in different references, a measure of correlation does not imply a 
measure of causality. This relationship is at the heart of the difference between the concept of 
functional connectivity and that of effective connectivity.  
It is not the purpose of this chapter to describe all the metrics of effective or structural 
connectivity, but to discuss some aspects of effective connectivity. The most common 
applications of effective connectivity are found in macroscopic networks through EEG, MEG, 
and fMRI recordings, although there is no formal restriction for using this approach (Razi and 
Friston 2016). 
Effective connectivity is an alternative measure or extension of functional connectivity; 
thus, one can also minimally infer causal relationships between them (Friston 2011). The 
techniques used in the characterization of effective connectivity are extremely general and 
allow a description of connection at any scale of time and space in the neural domain.  
There are currently two main mathematical approaches to describe effective 
connectivity between two or more nodes: The Granger Causality Modeling (GCM) and the 
Dynamic Causal Modeling (DCM) (Marreiros et al. 2010; Kuznetsov 2013; Friston et al. 2016).  
The technique for measuring effective connectivity described by GCM was described 
by Granger in 1969 as a particular case of the Wiener definition given in 1956. Subsequently, 
other variations emerged (Akaike 1968; Schweder 1970; Valdes-Sosa et al. 2011). The 
causality of Granger considers only information shared by linear interactions between the 
signals being evaluated. Technically, the GCM uses linear multivariate autoregressive models 
(MVARs) from a discrete set of differential equations (Brockwell and Davis 1998; Haufe et al. 
2013): 
The GCM metric has been widely used in different approaches; however, caution should 
be taken when interpreting results because the technique requires many restrictions and 
conditions. The first of these is independence from random fluctuations in signal relative to past 
events. The second is inherent in the linearity of its expression.  
Dynamic Causal Modeling (DCM) (Marreiros et al. 2010) can be understood as a more 
general measure than GCM because it makes less demands on the description of signal 
interaction models. In addition to using a continuous time formulation, it can also use a bilinear 
approximation (or Taylor expansion) in its interaction model (Klaas Enno Stephan and Friston 
2010). 
The equations described in the DCM interaction models can also be associated with a 
second set of time-independent equations, which map the variable X, associated with neural 
states, into recorded signals such as EEG, MEG or BOLD. From this projection, a 
generalization is made about the linearities imposed by the model, thus overcoming the 
restrictions found in the GCM. However, a level of caution is also important since these same 
projections may also insert false positives about the relationships between two nodes (Haufe et 
al. 2013; Klaas Enno Stephan and Friston 2010; Razi and Friston 2016). 
 
4. GRAPH MEASURES 
Once nodes and the connections are defined and characterized, we can use mathematical 
metrics to quantify network properties that define how the graph elements interact and how 
they are organized in time and space, forming complex mathematical structures and, finally, 
how these structures express storage, processing, transmission and organization of the neural 
information. 
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There are two main types of measures that characterize a graph; topological and 
geometric. Topological measures quantify the association between nodes irrespective of their 
physical location. A node can connect to another node, close to or far from it. Geometric 
measures, instead, evaluate how nodes are physically associated in a geographic space. Since 
geometric measures are usually related with the distance between connected nodes, they are 
frequently used in structural connectivity descriptions. For this reason, we will not discuss 
geometric metrics in this text, but it can find in Bullmore and Basset (2011). 
 
4.1. Topological measures 
 
Topological measure comprises a set of metrics used to quantify different network 
information. To choose the most informative metrics, it is necessary to consider the type of 
network and the type of information being studied. Essentially, topological metrics in neuronal 
networks measure how functional integration, segregation, efficiency, resilience, and motifs 
describe the information storage, flow, and assessment in the brain and how the network 
integrity is maintained. 
Some basic network characteristics greatly affect many topological measures, like 
number of nodes, number of edges, clustering coefficient, path length, and degree (which is 
considered a fundamental measure - Figure 4.1). The degree distribution, i.e., the probability 
distribution of the number of edges connected to a node, can determine the complexity of 
arranged network architectures.  
 
4.1.1. Functional segregation 
 
In general, functional brain connections present features of complex networks with non-
random connections and shared relationships (Wig, Schlaggar, and Petersen 2011). The study 
of brain functional segregation analyzes how networks are organized in specialized cores for 
information storage and processing (Figure 4.1). The best example of this organization is the 
brain cortex that, despite its apparent homogeneity, is composed by many distinct functional 
areas such as the visual and somatosensory-motor regions (Honey et al. 2007). Modules are 
characterized by a large number of connections between elements inside them, also called 
“community”, and lower numbers among elements of other communities. Metrics able to detect 
these communities are known as modularity and clustering or yet module coefficients (C, Olaf 
Sporns 2013a; Rubinov and Sporns 2010). All mathematical metrics and definitions presented 
in this section can be also consulted in Rubinov and Sporns (2010), Bullmore and Sporns 
(2009), and Kaiser (2011). 
In general, brain networks present higher C (Ravasz & Barabási, 2003), most probably 
due to the network arrangement that divides and compartmentalize the information flow to 
optimize the mechanism of information processing. The study of how these modules are 
connected leads to the understanding of the integration between them. For example, how the 
cortical infrastructure supports a single function involving specialized areas linked by the 
functional integration between them. Therefore, segregation only makes sense in functional 
integration context and vice versa (Friston 2011; Cornelis J. Stam and Reijneveld 2007). 
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Figure 4.1 Basic topological features and segregation measures. (A) Node, the basic connectivity unity of 
a graph. (B) Edges, the connection representation between nodes (C) A node degree is the number of 
connections that a specific node makes with other nodes. (D) Segregation measures like clustering coefficient 
calculate the existence of specialized modules of information storage and processing.  
4.1.2. Functional integration 
 
Functional integration is associated with the network capacity to involve global 
interactions transcendent to the limits of modules. A cortical structure supporting or dedicated 
to a special function is made of many segregated information, implying that there is a 
coordinated activation of many neurons in different regions. Complex dynamics of cognitive 
or behavioral control requires efficient communication among diverse modules and a high 
capacity to integrate distributed information (Olaf Sporns 2002). For any connectivity analysis, 
measures of these attributes are associated with paths and hubs of a network.  
As mentioned in Session 3, in functional connections of networks, paths are sequences 
of statistical dependencies that does not necessarily correspond to structural connections 
(Rubinov and Sporns 2010). Pathlengths indicate the efficiency between connections of 
different modules. A shorter path implies a stronger integration since information transmission 
is faster. The average shortest path length (L) plays an important role in the characterization of 
a graph and is an important measure of integration and efficiency.  
Therefore, the global efficiency of a network is given by the average of the inverse 
shortest path length (Boccaletti et al. 2006). Based on this measure, highly disconnected 
networks present paths tending to infinity and, consequently, the efficiency tends to zero. In 
addition, there are two more network attributes that indicate the integration of information: 
network hubs and interconnection propensity of hubs (Olaf Sporns 2013a).  
Hubs are associated with central nodes in the network and are very important due to 
their high connectivity density with other nodes. They can be identified by different metrics 
that measure degree, number of connections between specific nodes (Figure 4.1), and centrality 
or participation in modular connectivity. Global hubs are responsible for intermodular 
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communication and integration, while hubs inside a module promote the cohesion of their own 
communities (Olaf Sporns 2013a; Kaiser 2011; Rubinov and Sporns 2010).  
 
 
 
Figure 4.2. Integration Measures. (A) Hubs are network elements that integrate different modules 
and can be calculated by metrics like degree, centrality or participation in modular connectivity. 
(B) Paths are sequences of minimum links between distinct nodes and are associated with the network 
efficiency by calculating the shortest path. 
 
 
4.1.3. Network resilience 
 
An important network characteristic is its reliability, measured by its resilience. In brain 
networks, reliability is associated with the capacity of brain systems to overcome a pathological 
attack by a disease or an aberrant development (Danielle Smith Bassett and Bullmore 2006). 
Functional damages are closely related to damages in biological network structures since many 
neuropathologic lesions can affect functional brain activity. For instance, depending on the 
injured areas, some brain functions can be lost after a stroke (Khadem, Hossein-Zadeh, and 
Khorrami 2016). Another example is the disconnection hypothesis in schizophrenia that 
suggests that an impaired neuromodulation of synaptic plasticity results in an abnormal 
functional integration of particular neural systems (Klaas E. Stephan, Friston, and Frith 2009). 
The brain network resilience, therefore, is its capacity to adapt and maintain its functionality 
over physiological adversities, and it can be directly or indirectly characterized through 
topological measurements.  
Network resilience can be measured, for example, by using assortativity or average 
neighbor degree (Olaf Sporns 2011; E. Bullmore and Sporns 2009a; Rubinov and Sporns 2010) 
before and after an insult to test the network vulnerability or the network ability to recover from 
that insult (Barker, Ramirez-Marquez, and Rocco 2013). Moreover, the insult can be 
computationally simulated by removing random or targeted nodes. Thus, the effects of the 
lesion may be measured and compared with the structural, functional, and effective connectivity 
(Rubinov and Sporns 2010).  
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4.1.4. Complex network architectures 
 
Natural networks present architectural features that reflect their construction or 
development processes and function. As mentioned in section 4.1.2., ki is the number of vertices 
linked with the node i. Thus, the probability pk is defined as the fraction of vertices that have 
degree k in the network. In other words, pk is the probability that a node chosen at random has 
a degree k and it is given by the distribution function P(k) (Costa et al. 2007; Boccaletti et al. 
2006; Newman 2003). The degree distribution can be presented as a histogram of the degrees 
of vertices and described by the function that fit the histograms as shown in Figure 4.3. 
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Figure 4.3 Network architectures and examples of P(k) distributions (A) Random network, nodes were 
random connected by the edges. (B) Example of a P(k) distribution of a random network with k varying from 
0 to 100. (C) Lattice network, nodes were ordered connected and all of them have the same node degree. 
(D)Example of a P(k) distribution of the lattice network presented in item C. (E) Scale-free network, the clusters 
formation can be observed. (F) Example of a P(k) distribution of a scale-free network, the function of 
distribution follows a power law. (G) Small-world network, the formation of clusters can be visualized, and 
there is integration among them. (H) Example of a P(k) distribution of a small-world network with k varying 
from 0 to 50, the P(k) distribution may be similar to the random network distributions, what will differentiate it 
will be its segregating properties. All the P(k) distributions are represented by an empirical histogram and by 
an analytical model (Adapted from Vella et al. 2017; Costa et al. 2007). 
 
In networks architectures, random graphs are associated with the disordered nature of 
the links between nodes. In random graphs all connections are equally probable, resulting in a 
Gaussian degree distribution (E. Bullmore and Sporns 2009; Boccaletti et al. 2006; Wang 
2002): 
𝑃𝑘 =  𝑒
−<𝑘>
< 𝑘 >𝑘
𝑘!
 (4.1) 
where <k> is the average degree of the network and  𝑃𝑘 gives the probability to 
randomly select a node with exactly k edges. In this kind of graph, all edges are randomly 
designated as nodes pairs. Because of this, its C and L are very small and very short, respectively 
(Cornelis J. Stam and Reijneveld 2007).  
As opposed to random graphs, regular lattice graphs have a very ordered pattern of 
connection between nodes, such as in ring or grid lattice (Figure 4.3), where the connected 
nodes tend to have the same neighbors but the path lengths between them vary greatly and the 
shortest paths are compounded by many intermediate nodes. Hence, lattice graphs have bigger 
C and longer L values (Olaf Sporns 2011). Many natural networks have an uneven distribution 
with a much skewed and slower decaying than a Poisson distribution. One example of this 
dynamics is given by a power law decaying (Strogatz 2001): 
𝑃𝑘 ∼ 𝑘
−𝛾   (4.2) 
These networks are called scale-free (Olaf Sporns 2011). A general characteristic of this 
kind of network is the existence of hubs, since some nodes are highly connected while others 
have few connections (Costa et al. 2007). Some examples of scale-free networks are metabolic 
networks (Rajula, Mauri, and Fanos 2018), gene regulatory networks (Ouma, Pogacar, and 
Grotewold 2018), World-Wide Web (Broder et al. 2000), etc.  
Some studies have investigated a possible scale-free organization of functional 
connectivity in human brains, but the results of these studies have been inconclusive (He et al. 
2010; Eguíluz et al. 2005). Conversely, van den Heuvel et al. (2008) suggested that the 
functional connectivity of the human brain is a combination of the scale-free and small-world 
organization.  
Small-world networks combine high levels of local clustering among network nodes and 
short paths that globally connect all nodes of the network, promoting integration between 
clusters (E. Bullmore and Sporns 2009b; Danielle Smith Bassett and Bullmore 2006). As shown 
in Figure 4.3, both degree distributions of small-world and random networks can be fitted and 
modeled by a Poisson function. But the difference between them is that C is much higher in a 
small-world network than in a random network, whereas L is similar in both networks, given 
that they have the same size (Costa et al. 2007). Then, these criteria are used to determine a 
network with a small-world architecture evaluated by the expression below (Kaiser 2011): 
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𝑆 =  
𝑐
𝑐𝑟𝑎𝑛𝑑
𝐿
𝐿𝑟𝑎𝑛𝑑
 (4.3) 
where C and L are the clustering coefficient and characteristic path length, respectively, being 
compared to the C and L of their corresponding random network (modeled computationally).   
Watts and Strogatz (1998) demonstrated the presence of small-world topology in the 
nervous system of C. elegans (Hallquist and Hillary 2018; Olaf Sporns et al. 2004; Olaf Sporns 
and Zwi 2004). According to Basset and Bullmore (2006), there are some reasons for neural 
networks to be small-world, since the brain is composed by a complex network with multiple 
spatial and time scales. In the macro-scale network information is segregated and distributed 
and then is integrated to form a unique function. Similarly, small-world architecture comprises 
a high clustering coefficient and a short path length indicative of segregated and distributed 
processing and information integration, respectively. In addition, during brain development, the 
network is optimized to minimize costs and maximize the efficiency of information processing. 
These characteristics can be found in small-world networks with high global and local 
efficiency, which can indicate parallel information processing, low wiring costs, and sparse 
connectivity between nodes. 
Considering all concepts together, when analyzing a functional and effective network 
architecture, it is important to pay attention to some critical points. For instance, depending on 
the feature being considered as a node and the metric to compute the communication among 
them, a totally different topology may arise. In this way, it is critical to be careful with the 
classification of specific regions of the brain, but mainly what physical/signal features, and also 
which metric are been considered. 
A functional network described by one specific feature and specific metric can present 
one kind of architecture that is impossible to generalize to all functional brain networks 
associated with other features and metrics since the node degrees can change completely.  
Because of the popularity of connectomics, many studies have presented strong claims about 
brain networks; however, a bit of caution and conservatism is needed since it is very difficult 
to reduce all aspects of the brain to simple features and simple interactions. 
 
4.1.5. Network motifs 
 
Significant and recurrent patterns of node interconnections are known as network 
motifs. Usually, the connection patterns of a network are compared with a random network to 
find patterns that appear in numbers significantly higher than those in a randomized network 
(Milo et al. 2002). In this way, network motifs are well-defined connectivity blocks that appear 
in a right network with equal or greater probability when compared with a random network 
simultaneously lower than a cutoff value. It is important to mention that there are patterns 
without any statistical significance that are still important for the network (Milo et al. 2002). 
As shown in Figure 4.5, the functional network topology can exhibit, for instance, 
triangles and feedback loops or biparallel blocks that represent specific mechanisms of the 
network such as information protection, processing, and storage. The network motifs can also 
be measured by its frequency of occurrence, normalized as the motif z-score (Rubinov and 
Sporns 2010). 
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Figure 4.5 Motifs examples. Three recurring connection patterns are show: (A) three undirected edges form a 
triangle linking three nodes, (B) three directional edges link three nodes forming a feedback loop and (C) four 
edges form two parallel ways that leave and arrive at the same node. 
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Measure Description Mathematical definition 
   
Node degree 
Measures the number of 
connections of node i. It is a 
basic measure used by many 
others measures. 
𝑘𝑖  =  ∑
𝑖,𝑗 ∈ 𝑁
𝑎𝑖𝑗 
𝑎𝑖𝑗 is the connection status between the node i and 
the node j (when i and j are neighbors). When the 
link exists the aij value is 1 otherwise is 0. 
Clustering 
coefficient 
Measures the degree that the 
graph nodes tend to cluster 
together. 
𝐶𝑖  =  
𝛤𝑖
𝑘𝑖(𝑘𝑖 − 1)
 
 
Γi is edges between neighbors 
Global 
clustering 
coefficient 
Measures the clustering 
coefficient of the entire 
network. 
𝐶 =
1
𝑛 
∑
𝑖 𝜖 𝑁
𝐶𝑖 
 
n is the number of  nodes in the network and Ci is 
the Cluster coefficient. 
Modularity 
Measures the strength that a 
network is divided  into 
modules. 
𝑄 =
1
𝑙
 ∑
𝑖,𝑗 𝜖 𝑁
[ 𝑎𝑖𝑗  −
𝑘𝑖𝑖𝑛  − 𝑘𝑗𝑜𝑢𝑡
𝑇
] 𝛿𝑐𝑖𝑐𝑗 
 
𝑙 is the total number of edges, 𝑎𝑖𝑗 is the element of 
the adjacency matrix, kiin is the degree of node i, 
kjout is the degree of node j, δcicj is the Kronecker 
delta (1 if nodes i and j are in the same module and 
zero, otherwise). 
Shortest path 
length 
Measure of the shortest path 
length between two nodes. 
𝑑𝑖𝑗 = ∑
 𝑎𝑘𝑗 ∈ 𝑔(𝑘↔𝑗)
𝑎𝑘𝑗 
 
𝑎𝑘𝑗 is the the connection status between nodes in 
the shortest path (geodesic distance) between 
nodes k and j (𝑔(𝑘 ↔ 𝑗), 𝑎𝑘𝑗= 1 if there is 
connection and 0 otherwise). 
Average shortest 
path length 
Measure the average shortest 
path length between all nodes 
in a network. 
𝐿 =
1
𝑛(𝑛 − 1)
 ∑
 𝑖,𝑗  𝜖 𝑁
𝑑𝑖𝑗 
 
n is the total number of nodes in the network. 
Global efficiency 
Measure of how efficiently the 
network globally exchanges 
information 
𝐸 =  
1
𝑛(𝑛 − 1)
 ∑
 𝑖,𝑗  𝜖 𝑁
1
𝑑𝑖𝑗
 
𝑑𝑖𝑗is the shortest path length and n is the total 
number of nodes in the network 
Closeness 
centrality 
Measure of centrality that 
indicates the average length of 
the shortest path between a 
node i and all other nodes in 
the network. 
𝐿𝑖
−1
=  
𝑛 − 1
∑ 𝑗 𝜖 𝑁,𝑗 ≠ 1 𝑑𝑖𝑗
 
 
n is the total number of nodes in the network. 
(Normalized form) 
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From the point of view of brain complexity, where structural connectivity generates 
different functional states with different features, Sporns & Kotter (2004) hypothesized that 
brain networks have a large number of motifs in functional connectivity to maximize their 
number and diversity of cognitive states, keeping the same number of structural motifs. 
 
5. NETWORK DYNAMICS AND MULTILAYER NETWORKS 
As previously described, the structural brain connectome can be modeled as networks 
at different spatial scales (Olaf Sporns, Tononi, and Kötter 2005; Olaf Sporns 2013b; Horn et 
al. 2014). However, how the structural and functional connectivity interplay with and within 
other neural networks in space and time remains unclear. The investigation of this question 
embraces multiple spatiotemporal scales and demand several modalities of experimental 
techniques for data recording. The multilayer network approach allows for the merging of 
datasets in a consistent way and bring to light the hidden features of the complex organization 
of the brain networks.  
 
5.1. From Static to Dynamic Networks 
 
As described in section 2, a network is defined as a graph (G), an abstract representation 
corresponding to a network arrange. To capture further information in the graph, such as 
temporal information, new edges need to be included along additional non-nodal dimensions. 
The extended mathematical definition of a graph (see section 2.1) is: 
G = {V, E, D} (5.1) 
where D is a set of additional non-nodal dimensions (Thompson, Brantefors, and Fransson 
2017). The Equation 5.1 is sometimes referred in mathematics as a multigraph network and, in 
network theory, as a multilayer or multiplex network (Kivelä et al. 2014).  
A graph is said to be a dynamical network (or a temporal network) when D contains an 
ordered set of temporal indices representing time. In this way, D could be a set containing 
discrete temporal indices in seconds, minutes, hours, days or even years:  𝑡 = {1, 2, … , T}. In 
this case, a temporal network can be expressed by a group of static graphs G = Gt of size NxN  
nodes, corresponding to a series of “photographs” of the network at each time t (Figure 5.1, Dai 
et al. 2016; Thompson, Brantefors, and Fransson 2017).  
Betweenness 
centrality 
Measure of centrality that 
indicates how many times a 
node acts as a bridge along the 
shortest path between two 
other nodes. 
𝑏𝑖 =  
1
(𝑛 − 1)(𝑛 − 2)
∑
𝜌ℎ𝑗(𝑖)
𝜌ℎ𝑗
𝑘,𝑗 ∈ 𝑁
 
 
ρhj is the number of shortest paths between h and j, 
and ρhj(i) is the number of shortest paths between h 
and j  that pass through i. 
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Figure 5.1. Scheme of dynamical networks in the brain. In a dynamic functional connectivity analysis, the 
nodal time series are time-windowed and the relationship between pairs of nodes is given by connectivity 
metrics (see the measures described in sections 3.2 and 3.3). The static layers for each time-window (Gt) are 
concatenate to a 𝑁𝑥𝑁𝑥𝑇 array representing the changes in functional connectivity between nodes as a function 
of time. 
  
The dynamical networks theory can be applied to investigate the oscillatory behavior of 
the resting state networks, since it allows us to assess the intrinsic dynamics of the network 
nodes and the couplings between all nodes of a network across time, revealing the functional 
network dynamics (Deco, Jirsa, and McIntosh 2011). 
The alterations in brain connectivity over time can be assessed by multiple approaches 
(Calhoun et al. 2014), such as: (i) the dynamic functional network connectivity: characterization 
of temporal coupling changes between fixed spatial networks (Doron, Bassett, and Gazzaniga 
2012); (ii) the time-varying spatial connectivity: evaluation of changes in spatial patterns of 
correlated networks over time (Ma et al. 2014); and (iii) the time-varying graph metrics: 
quantification of graph measures which can reconfigure over time (Calhoun et al. 2014). 
Thompson at al. (2017) presented the principal measures from dynamical network theory 
(briefly described in Table 5.1). Most of the mathematical metrics are applied to binary, non-
directed graphs, although several of them can be fitted for non-binary, directed, and continuous 
time graphs. 
 
Table 5.1 Principal dynamical network metrics. 
Measure Description Mathematical definition 
Local level measures 
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Temporal centrality 
(DT) 
Influence of a node 𝑖 in the 
dynamical network, calculated 
by the sum of the edges for the 
node and the number of the 
edges across time.  
𝐷𝑖
𝑇 = ∑
𝑁
𝑗=1
∑
𝑇
𝑡=1
𝐺𝑖,𝑗
𝑡  
𝑇: number of time points 
𝑁: number of nodes 
𝐺𝑖,𝑗
𝑡 : time-graphlet 
Temporal closeness 
centrality (𝐶𝑇) 
Time between connections, 
given by the inverse sum of the 
shortest paths across all time 
points, between nodes 𝑖 and 𝑗.  
𝐶𝑖,𝑡
𝑇 =
1
𝑁 − 1
∑
𝑁
𝑗=1
1
𝑑𝑖,𝑗
𝑡  
𝑑𝑖,𝑗
𝑡 : average shortest path 
Burstiness (𝐵𝑖𝑗) 
Measure of distribution of 
subsequent connections per 
edge. 𝐵 > 0 indicates that the 
temporal connectivity is bursty 
𝐵𝑖𝑗 =
𝜎(𝜏𝑖𝑗) − µ(𝜏𝑖𝑗)
𝜎(𝜏𝑖𝑗) + µ(𝜏𝑖𝑗)
 
𝜏𝑖𝑗: distribution of intercontact 
times between nodes 𝑖 and 𝑗 
through time 
𝜎: standard deviation, 𝜇: mean 
Global level measures 
Fluctuability (𝐹) 
Ratio of number of edges 
present in 𝐺 over the all edges 
of 𝐺𝑡. Quantify the temporal 
variability of connectivity. 𝐹 
is 1 when every edge is 
unique and occurs only once 
in time.  
𝐹 =
∑𝑖 ∑𝑗 𝑈(𝐺𝐼,𝑗)
∑𝑖 ∑𝑗 ∑𝑡 𝐺𝐼,𝑗
𝑡
 
𝑈(𝐺𝑖,𝑗) = 1, 𝑖𝑓 ∑
𝑇
𝑡
𝐺𝑖,𝑗
𝑡 > 0  
0, 𝑖𝑓 ∑
𝑇
𝑡
𝐺𝑖,𝑗
𝑡 = 0  
Volatility (𝑉) 
Rate of consecutive change of 
graphlets over time 
𝑉 =
1
𝑇 − 1
∑
𝑇−1
𝑡=1
𝐷(𝐺𝑡 , 𝐺𝑡+1) 
𝐷:  Hamming distance that quantifies 
the difference between a graphlet at 𝑡 
and the graphlet at 𝑡 + 1 
Reachability latency 
(𝑅𝑟) 
Quantifies the average time it 
takes for a dynamical network 
to reach an a priori defined 
reachability ratio 𝑟 
𝑅𝑟 =
1
𝑇𝑁
∑
𝑡
∑
𝑖
𝑑𝑖
𝑡 
𝑑𝑖
𝑡: ordered vector of length 𝑁 of the 
shortest temporal paths for node 𝑖 at 
time point 𝑡. 
𝑘 : [𝑟𝑁]th element of 𝑑𝑖
𝑡 
Temporal efficiency 
(𝐸)  
Inverse average shortest 
temporal path. This measure 
is calculated at each time 
point through the inverse of 
the average shortest path 
length for all nodes to obtain 
an estimate of global 
temporal efficiency 
𝐸 =
1
𝑇(𝑁2 − 𝑁)
∑
𝐼,𝑗,𝑡
1
𝑑𝐼,𝑗
𝑡 , 
𝑖 ≠ 𝑗 
 
The burstiness coefficient (𝐵𝑖𝑗) in Table 5.1 calculates the number of bursts per edge 
but can also be applied to a given node by the summation of the burstiness coefficient of all 
edges associated with its node. Similarly, the definitions of fluctuability, volatility, and 
temporal efficiency can be extended to a nodal level. 
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The set of metrics described in Table 5.1 summarize the connectivity information over 
short- and long-term time-scales, allowing to identify groups of edges that have similar 
temporal evolution or investigate how different tasks evoke different network configurations 
(Cole et al. 2013; Davison et al. 2015). However, it is necessary to evaluate which dynamic 
network metrics are more appropriate for each research problem. Although dynamical network 
theory allows access to several metrics, it is not advisable to apply all the available measures to 
a given dataset. A hypothesis about a possible network state should first be considered and after 
a measure that will help to quantify this network configuration and why it is considered. 
Besides, for the interpretation of a specific measure, an account of the data temporal resolution 
and the level of network organization under analysis must be taken, globally or locally, 
(Thompson, Brantefors, and Fransson 2017). 
Investigations are still needed to validate existing models, build improved models, and 
develop high-level summary metrics. In addition, there are still several aspects of time-varying 
brain connectivity that need to be studied, which include: (i) mathematical or physical models 
that can capture both spatial and temporal couplings; (ii) approaches to capture both static and 
dynamic connectivity; and (iii) application of the existing tools to large datasets to identify 
predictor parameters. 
 
5.2. Multilayer networks 
 
The multilayer network formalism allows us also to include many other dimensions of 
information, encoding its different network layers (Betzel and Bassett 2017; De Domenico, 
Sasai, and Arenas 2016; Vaiana and Muldoon 2018), including: (i) the activity across multiple 
spatial scales (Yakushev et al. 2018); (ii) the activity in different frequency-bands (Yu et al. 
2014); (iii) the multi-modal networks connectivity (Garcés et al. 2016); and (iv) the relationship 
of structural and functional/effective networks (Battiston et al. 2017). Therefore, a multilayer 
network can be described as a network of networks (Agostino and Scala 2014), or a network 
that contains different layers, in which the edges in a given layer represent a different type of 
relationship in another layer (Danielle S. Bassett, Khambhati, and Grafton 2016), Figure 5.2.  
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Figure 5.2 Schematic representation of multilayer networks. The multilayer network framework allows to 
represent systems that consist of networks at multiple levels or with multiple types of edges (e.g., the functional 
brain activity in different spatial scales). In (A), each layer of a multilayer network corresponds to a different type 
of interaction between nodes and is represented by a different adjacency matrix. As shown in (B), the layers can 
also be interconnected. In the multilayer network approach, the interlayer edges can embrace pairwise connections 
between all possible combinations of nodes and layers and it is possible generalize this framework to consider 
hyperedges that connect more than two nodes (for details, see Kivelä et al. 2014). 
 
The traditional network models have provided key insights into the structure and 
function of the brain through the assessment of descriptive and inferential network measures 
(Olaf Sporns et al. 2004; E. Bullmore and Sporns 2009). However, single networks provide a 
limited representation of the brain structure by excluding or aggregating the multiple 
connection types between its components (Newman 2003; Kivelä et al. 2014). The multilayered 
network approach for modelling brain organization allows the incorporation of multiple 
structural relationships, known as multiplexity (De Domenico et al. 2014; Lee, Min, and Goh 
2015), that go beyond the statistical dependencies or correlations between network elements 
(Kivelä et al. 2014; De Domenico, Sasai, and Arenas 2016). A fundamental aspect of describing 
multilayered networks is defining and quantifying the interconnectivity between different 
categories of connections. This amounts to switching between layers in a multilayered system, 
and the associated inter-layered connections in a network are responsible for the emergence of 
new phenomena in multilayered networks.  
The structure of a multilayer network can be represented by a supra-adjacency matrix ( 
Kivelä et al. 2014), as shown in Figure 5.3. This approach allows the application of numerous 
tools and methods that have been developed for matrices in the investigation of multilayer 
networks. Additionally, the supra-adjacency matrix representation is useful to describe walks 
on multilayer networks and provide a way to depict multilayer networks that are not node-
aligned without added empty nodes (Kivelä et al. 2014). However, to construct the supra-
adjacency matrix, we must flatten the multilayer network and some of the information can be 
lost. To overcome this issue Kivelä et al. (2014) suggested that the edge set of the multilayer 
network should be grouped with the intralayered edges. The interlayered and coupling edges 
construct the respective supra-adjacency matrix.  
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Figure 5.3. Representation of a supra-adjacency matrix. (A) A multilayer network constitutes of three 
different layers, each one represented by a (possible directed and/or weighted) adjacency matrix. (B) The 
supra-adjacency matrix of multilayer network shown in (A), representing intra- and inter-layer connectivity. 
 
5.3. Edges between networks 
 
In a multilayer network, establishing how each subnet communicates and connects is a 
job that depends on experimental factors or mathematical models that describe how each scale 
transmits information to another. In situations where information levels are the same between 
different layers of networks, describing this link is reduced to describing the communication 
between different modules in a complex network. However, adequately describing this link 
may not be such a simple task when there are different layers processing different information 
through nodes with different modalities.  
Certainly, experimental criteria and protocols that guide the type and intensity of these 
communications offer great help in describing these connections. However, depending on the 
types of networks being connected, an experimental protocol may need levels of control that 
are difficult to achieve, especially when evaluating functional and effective networks in human 
brains. Today, this topic is one of the great frontiers in network theories due to the large number 
of variables and parameters to be considered as information in the description of isolated and, 
mainly, connected networks.  
Thus, for a better description of connectivity patterns and brain activity, there is still a 
long way to go in order to better understand all the relationships and effects of each 
characteristic and each metric in different network topological measures. 
 
6. CLINICAL APPLICATIONS  
Technological developments of non-invasive neuroimaging techniques associated with 
powerful computational processing and big data have made possible the study of brain function 
in normal and diseased conditions. Many multinational groups have been formed with the aim 
of combining technologies to study the brain, such as the Human Brain Project (HBP - 
http://www.humanbrainproject.eu/en/), Brain Initiative (https://www.braininitiative.nih.gov/), 
Human Connectome (HCP - https://www.neuroscienceblueprint.nih.gov/connectome/), Virtual 
Brain (VB – http://www.thevirtualbrain.org/tvb/zwei), Brain Minds (http://brainminds. 
jp/en/central/mission), Blue Brain Project (BBP - https://bluebrain.epfl.ch/), China Brain 
Project (https://www.ncbi.nlm.nih.gov/pubmed/27809999), as well as many other research 
groups. These initiatives promote discoveries in neurological and neuropsychiatric diseases that 
can facilitate our understanding of their behavior and consequently their treatment.  
Network theory has made it possible to understand how brain networks develop and 
how structures, from genes to brain areas, interact to form architectures that show universal 
features like hierarchical modularity and small-world organization, and how it is associated 
with functional cognitive and intelligence. Understanding the healthy dynamics of the brain can 
lead to an understanding of what has been damaged in neurological and neuropsychiatric 
diseases. Hence, network theory has been explored in clinical neurophysiology and has 
impacted clinical concepts. A good example of this is the idea that Alzheimer's disease and 
epilepsy can be explained in terms of “hub failure” (C. J. Stam and van Straaten 2012).  
Since, in principle, a disease alters the regular functioning of the brain, we can assume 
that functional connectivity will also be altered. For this reason, many studies were designed to 
understand functional and effective connectivity under normal and diseased conditions.  
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Huang et al. (2018), using resting-state fMRI (RS-fMRI), studied the functional 
connectivity pre-to-post-operative after total knee arthroplasty with general anesthesia. They 
observed that 48 hours after surgery at least one fourth of the sample showed significant 
functional network decline, indicating that the integrity of the brain is disturbed after general 
anesthesia. Supekar et al. (2008) compared network topological properties of children and 
young-adults and concluded that apart from the fact that both networks have small-world 
organization, they differ significantly in hierarchical organization and interregional 
connectivity, suggesting the existence of key principles underlying functional brain maturation. 
A very studied neuropsychiatric disease using network theory is schizophrenia. Van den 
Heuvel et al. (2013) examined a topology structure of rich club in patients with schizophrenia 
and its role in global functional brain dynamics. They noticed a reduction of rich club 
connections in patients and associated this reduction with lower levels of global communicative 
capacity. Lynall et al. (2010) measured aspects of functional network topology using RS-fMRI 
time series of schizophrenics. They used interregional correlation matrices to construct weight 
graphs and observed that the schizophrenic group showed weaker integration and more diverse 
connections in functional connectivity. Ganella et al. (2018) used RS-fMRI in treatment 
resistant schizophrenics (TRS) and unaffected first-degree family members (UFM) to study risk 
or resilience endophenotypes in schizophrenia associated with functional brain connectivity.  
They infer that both the TRS and UFM groups had functional connectivity deficits representing 
a risk endophenotype. Nevertheless, the UFM functional connectivity is more topologically 
resilient than that in TRS, which may explain the absence of schizophrenia despite familial 
liability.  
Network theory is also widely used in the study of epilepsy. Zhang et al. (2011) 
hypothesized a decoupling of structural and functional connectivity in epilepsy. Using fMRI 
images in idiopathic generalized epileptics, they corroborated their hypothesis and suggested 
that this decoupling can be used as a biomarker of subtle brain abnormalities in epilepsy. Hogan 
(2018) studied the effects of local insults on brain development. They found indications of 
correlation between severity of topological network reconfiguration and time of insult during 
corticogenesis. Tecchio et al. (2018) also studied patients with drug-resistant epilepsy (DRE), 
investigating changes in functional connectivity caused by cathodal transcranial direct current 
stimulation (ctDCS) using eLORETA analysis in EEG data. They verified a correlation between 
epileptic seizure reduction and increase of functional connectivity in the epileptic focus after 
ctDCS in DRE patients, which can contribute to understanding the underlying mechanisms of 
ctDCS treatment.  
Lately, Alzheimer's disease (AD) has been studied with the aid of network theory. 
Supekar et al. (2008) studied if the small-world brain properties are lost in AD. They noticed 
that the clustering coefficient distinguished health subjects into patients with sensitivity of 72% 
and specificity of 78%, indicating that it may be a potential biomarker of AD. C.J. Stam et al. 
(2007) also investigated the functional brain networks disruption in AD patients. They used 
beta band–filtered EEG and observed that AD patients presented a characteristic path length 
longer than that of healthy subjects, while clustering coefficient did not present significant 
changes. These findings suggest a less optimal organization and a loss of complexity in AD.  
Kabbara et al. (2018) reported that AD patients showed less functional integration and more 
functional segregation compared with healthy subjects. They also found an association between 
cognitive scores of AD patients and their alterations in functional brain networks. 
These applications exemplify the breadth, robustness, diversity, and effectiveness that an 
analysis of brain dynamics based on a network approach can provide. There is still a great road 
to drive, and it is not yet known if graph-based network analysis will be only a new technique 
for quantifying patterns or whether it will be a true theory with a new perspective on how the 
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brain represents information through its biological structures and how it processes information 
in time and space, integrating different modalities and providing cognitive emergent states. 
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