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Abstract
The Inner Tracking System (ITS) of the ALICE experiment consists of six cylindrical layers of silicon detectors. Each
layer has hermetic structure and it is coaxial with the beam pipe. The ITS covers the pseudorapidity range |η| ≤ 0.9
and the distance from the nominal beam line ranges from 3.9 cm for the innermost layer up to 43 cm for the outermost.
The two innermost layers are made of Silicon Pixel Detectors (SPD), the two central layers of Silicon Drift Detectors
(SDD) and the two outermost layers of double sided Silicon Strip Detectors (SSD). The ITS has the main purposes of
providing both primary and secondary vertices reconstruction and of improving the ALICE barrel tracking capabilities
in the vicinity of the interaction point.
Furthermore, as a standalone tracker, the ITS recovers particles which do not reach or are missed by the external barrel
detector, due to acceptance limitations and momentum cutoﬀ. After a short summary on the status of spatial alignment
and detector calibration, this paper will focus on the ITS performances with with proton and lead beams in 2010 for
what concerns vertexing and tracking.
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1. Detector calibration and alignment
The Inner Tracking System (ITS) is the innermost tracking system of the ALICE experiment [1, 2] at
the CERN Large Hadron Collider. The ITS consists of six cylindrical layers of coordinate-sensitive detec-
tors, covering the central rapidity region (|η| ≤ 0.9) for vertices located within the length of the interaction
diamond (±1σ), i.e. 10.6 cm along the beam direction (z) for Pb–Pb collisions. The main parameters of the
various layers of the ITS are summarized in Table 1. Three diﬀerent silicon detector technologies have been
adopted for the ITS: pixels for the two innermost layers at 3.9 and 7.6 cm from the beamline (the Silicon
Pixel Detector, SPD), silicon drifts in the two intermediate layers at 15 and 24 cm (Silicon Drift Detector,
SDD) and double-sided strips for the two outermost ones at 38 and 43 cm (Silicon Strip Detector, SSD). In
Fig. 1 a schematic view of the ITS layers and the supporting structure is shown. The detailed description of
the ITS detectors can be found in [2].
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Fig. 1. Schematic view of the 6 ITS layers and their supporting cones
Table 1. Main parameters of the ITS detectors.
Layer Type r (cm) ±z (cm) Area (m2) Ladders Ladders/stave Det./ladder Tot. channels
1 pixel 3.9 16.5 0.09 80 4 1 5 242 880
2 pixel 7 16.5 0.18 160 4 1 10 485 760
3 drift 14.9 22.2 0.42 14 — 6 43 008
4 drift 23.8 29.7 0.89 22 — 8 90 112
5 strip 39.1 45.1 2.28 34 — 23 1 201 152
6 strip 43.6 50.8 2.88 38 — 26 1 517 568
Total area = 6.74 m2
1.1. SPD and SSD alignment
The target of the alignment procedure is to limit the resolution worsening due to misalignment for the
relevant measured quantities to 20% of the nominal values (obtained by detailed MC simulations and com-
pared to data as in Fig.2). In the case of ITS, this is a challenging task due to the high intrinsic precision
of the sensors and to the large number of degrees of freedom (more than 13000). The alignment procedure
uses the optical and mechanical survey measurements as a starting point for the realignment. Survey infor-
mation about the sensor positions on ladders (linear assemblies of sensors at the same azimuthal angle) was
available for both SSD and SDD as well as positions of the SSD ladders with respect to the supporting cones
have been measured. The ﬁnal alignment precision can be reached using reconstructed tracks. Two diﬀer-
ent algorithms for the minimization of the point-to-track residuals are used to determine the most probable
position of the modules in the ALICE reference frame: Millepede [5] and an iterative module-by-module
approach [4]. The current strategy includes the use of both cosmic ray and proton-proton collision tracks,
with and without magnetic ﬁeld. In the case of drift detectors (SDD), Millepede is also used to help the
calibration procedure, because of the strong interplay between alignment and time zero and drift velocity
parameters. The level of the alignment is checked by looking at several benchmark variables: for both p–p
collision tracks and cosmic ray tracks we evaluate the mean values and widths of the distributions of unbi-
ased local residuals (i.e. the distribution of distances in the module reference frame between a given point
and the track ﬁtted without using that point) and the point-to-track distance for clusters in the overlapping
regions between modules of the same layer (thereafter referred to as extra clusters, as shown in Fig.2). The
ﬁrst alignment of the ITS using a sample of about 105 cosmic ray tracks collected in 2008 is extensively
described in [3]. A reﬁned alignment using about 2 · 107 p–p collision tracks at 7 TeV and a few 104 cosmic
ray tracks collected in 2009–2010 was performed and used in the extraction of the ﬁrst physics results of
ALICE. Thanks to the large p–p collision statistics available, a complete validation of the alignment of SSD
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Fig. 2. Extra cluster residual distribution on SPD1 (left) and SSD1 (right) both for data and MC.
Fig. 3. Left: Track-to-point residuals along local X (drift direction) as a function of local X for two SDD modules before and after the
correction for non uniformity of the drift ﬁeld. Right: width of the residual distribution as a function of transverse momentum, before
and after correction
using extra clusters over the full azimuthal angle and as a function of the transverse momentum has been
performed. The widths of the point–to–track distributions of extra clusters conﬁrm that the residual mis-
alignment is compatible with the nominal precision of the survey measurements (i.e. less than 5μm RMS for
modules on the same ladder and less than 20μm RMS for modules on diﬀerent ladders), as already veriﬁed
in [3] for the top and bottom regions of the detector.
The SPD modules were then aligned with Millepede, keeping the SSD modules ﬁxed and using cosmic ray
tracks and p–p collision tracks with magnetic ﬁelds B=0, B=+0.5 T and B=−0.5 T at the same time. With
respect to Ref. [3] a better alignment for SPD was achieved. The mean values of local residual distributions
for SPD modules on both layer 1 and layer 2 are of the order of a few microns over the full azimuthal angle
(except for a few modules with poor or null statistics because of functioning problems). We veriﬁed also
that the point-to-track distributions of extra clusters for p–p data at 7 TeV (not used for the alignment) are
compatible with the MC simulation taking into account a residual misalignment of about 8μm RMS for SPD
and of the nominal precision of the survey measurements for the SSD, as shown in Fig. 2 and discussed in
details in [6] .
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1.2. SDD calibration and alignment
The local x coordinate in SDD is calculated from the measured drift time according to the formula
xloc = (t−t0)vdri f t. The initial t0 value is estimated either from the minimum drift time or from the distribution
of the track–to–point residuals in the two symmetric drift regions in which the sensor is divided. Vdri f t is
obtained by means ofMOS charge injectors integrated on the detector surface. For detailed description of the
charge injectors behavior see [10]. Corrections must be applied to the measured value for vdri f t for modules
with malfunctioning injectors (30% of the total) and to account for systematic eﬀects. The performance of
Fig. 4. Left: a p–p event at
√




the SDD gets worse in presence of defects in the integrated voltage divider creating the drift ﬁeld. In fact for
some defective modules ( 30 out of 260) the track–to–point residuals along drift direction has an anomalous
proﬁle. This is shown for two modules in the leftmost panel on the left side of Fig. 3. Corrections maps can
be extracted from laser laboratory measurements and from p-p data. The rightmost panel of the left side of
Fig. 3 shows the eﬀectiveness of the correction for the drift ﬁeld non-uniformity extracted from the track-
to-point residuals. After having applied corrections to the local residual proﬁles as a function of the drift
speed, the alignment of the SDD modules was also performed. A special implementation in Millepede of
the drift time initial value and the drift speed as extra alignment parameters has been used. The width of the
local residual distributions for SDD modules in layer 3 and 4 is shown in Fig. 3 (right panel) as a function
of the transverse momentum, before and after corrections. A ﬁnal uncertainty (calibration + alignment) of
about 30 − 35μm in the rφ plane (comparable with the nominal resolution of the detector) can be extracted
for high momentum tracks.
2. Vertex determination, pile–up tagging and multiplicity measurement
The knowledge of the position of the interaction vertex is used to reconstruct primary tracks in the barrel
and in the Muon Arm, and plays a crucial role for the measurement of the physics signals characterized
by the presence of a secondary vertex with a small displacement. This is, in particular, the case for the
detection of particles with open charm and beauty. The primary vertex reconstruction is accomplished by
using pairs of reconstructed points in the two innermost layers of the ITS. This allows to obtain a ﬁrst
estimate of the vertex position, which can be provided also in a quasi-online mode, since only the local
reconstruction is used. The optimal vertex measurement is obtained after the full event processing, using the
tracks reconstructed in the ALICE barrel detectors. Three algorithms for vertex reconstruction are available:
• VertexerSPD3D: it provides a three-dimensional measurement of the primary vertex by means of the
SPD.
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• VertexerSPDz: it provides the measurement of the z coordinate of the interaction point by means of
the SPD. It requires the knowledge of the x and y coordinates. Being faster than the SPD3D algorithm
it is used for ﬁrst reconstruction in Pb–Pb collisions, were the track multiplicity is higher.
• VertexerTracks: it provides a three-dimensional measurement of the primary vertex by means of the
reconstructed tracks.
The VertexerSPD, in the SPDz or SPD3D version of the algorithm, is used to initiate the tracking proce-
dure and to monitor the postition of the interaction diamond in a quasi-online mode. The more accurate
reconstruction of the interaction vertex obtained with the VertexerTracks algorithm is needed for secondary
vertices reconstruction. A detailed description of the diﬀerent algorithms can be found in [13]. The algo-
rithms developed for primary vertex reconstruction with SPD tracklets can provide a tool to identify pile-up
events based on the reconstruction of multiple vertices. For a recorded event where a pile-up of more than
one p–p collision occurred, the vertex with the larger number of tracklets, corresponding to the interaction
with higher multiplicity, is ﬁrst found and stored as the main vertex reconstructed by the SPD. The vertices
corresponding to the other p–p collisions can be found starting from the tracklets which do not point to the
main vertex. In Fig. 4 (left panel) we show a p–p event at
√
s = 900GeV with two vertices reconstructed in
the SPD. In Pb–Pb collisions the track multiplicity per event is so high that allows the use of the so called
Fig. 5. Left: Eﬃciency of the SPD primary vertex as a function of tracklet multiplicity for data and MonteCarlo (Z and 3D reconstruc-
tion). Right: Comparison of the spread distribution of the primary vertex reconstructed with tracks and with SPD only in p–p collisions
at 7 TeV. Results of the ﬁt to the TRK vertex distribution are very similar for x and y: σD  34μm, α  520, β  1.4
”half-event” method to evaluate the resolution on the vertex position. In this algorithm, for each event, the
tracks sample is randomly divided in two, and a primary vertex is reconstructed for each of the two sub–
samples. The resolution is thus extracted from the σ of the distribution of the residuals between the two
vertices. In Fig. 4 (right panel) the vertex resolution is plotted as a function of the tracklet multiplicity. The
ﬁt to the points is used to extrapolate the value of the resolution of the vertex at the multiplicity we measured
in the events in the 0-5 % centrality class (orange box). The K parameter is a constant factor that goes to
zero. The α coeﬃcient is related to the vertex position resolution, that is also proportional to the inverse
of the square root of the tracklets multiplicity (αx = 333, αz = 424). The corresponding vertex resolution
turns out to be ≤ 10μm both for x and z coordinates for multiplicity above 103. Once the vertex is found,
new tracklets are built as pair of clusters (one on the inner and one on the outer layers of the SPD) aligned
with the reconstructed primary vertex within ﬁducial windows in θ and φ. The number of these tracklets
is used as one of the charged particle multiplicity estimator thus allowing the measure of charged dN/dη
in p–p and Pb–Pb collisions as described in [14]. The eﬃciency of the VertexerSPD algorithm depends on
the tracklet multiplicity, as shown in Fig. 5 (left panel): since tracklet multiplicity is deﬁned only if the
vertex was reconstructed but after tight cuts on the spacial distribution of the tracklets, it can happen that the
vertex was reconstructed even in events for which no tracklets can be built. With few available tracklets the
algorithm reaches eﬃciency  1. In Fig. 5 (right panel) the Vertex spread distribution for p–p collisions as
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a function of tracklet multiplicity is shown both for VertexerSPD and VertexerTracks. The asymptotic limit
of the track based algorithm (ﬁlled markers) estimates the size of the luminous region.
Fig. 6. Left: Transverse impact parameter resolution as the function of pT for the tracks reconstructed in minimum bias Pb–Pb
collisions at 2.76 TeV and compared with the Monte Carlo and the p–p results at 7TeV; Right: Impact parameter resolution as a
function of the transverse momentum for tracks reconstructed with the ITS in standalone mode for p–p collisions at 7TeV.
2.1. Tracking
The ITS plays a crucial role in track reconstruction, having the goal to improve the position, angle,
and momentum resolution for tracks reconstructed in the TPC and to perform in standalone mode low
momentum tracking (below 200 MeV/c), also recovering the high momentum tracks that are lost in the dead
zones between the TPC sectors. The so called ITS standalone tracking ([11]) has a transverse momentum
resolution of ≈ 6% for pions in a pT range between 200 and 800 MeV/c. The resolution on the track impact
parameter (d0), computed as the distance of closest approach (DCA) of a given track to the vertex, is a
benchmark to deﬁne the tracking capability of the system. In Fig. 6 (left) we plot the transverse impact
Fig. 7. Left: Charge deposition in SSD modules as a function of module number for p-p 2009 run. The color scale represents the
number of entries in a given bin. Right: dE/dx distribution for a typical SDD module in two diﬀerent drift time intervals during Pb–Pb
2010 run. Fits with a convolution of a Landau and a Gaussian function are also shown.
parameter resolution estimate for tracks reconstructed in the barrel and satisfying the standard track quality
cuts. In the plot we show results for tracks reconstructed both for p–p and Pb–Pb collisions. For the p–p
collisions at
√
s = 7 TeV the inpact parameter resolution is shown for two diﬀerent analyses. For each track
the impact parameter was estimated with respect to the primary vertex: in one case (open cross markers)
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all tracks were included in the vertex position determination, in the other (open diamond markers), the
primary vertex was reconstructed without using this track. The resulting impact parameter resolution is
the convolution of the track-position and the primary-vertex resolutions. In the same plot the results for
Pb–Pb collisions (close circle markers) are compared with a sample of MonteCarlo (MC) minimum bias
events generated using the Hijing event generator [12]. Data and MC appear to be in good agreement. The
impact parameter resolution has been measured also for the tracks reconstructed with the ITS in standalone
mode. In Fig. 6 (right) the results for data and MC simulations for p–p collisions at 7TeV are shown. The
agreement between the two is very good. The resolution reaches values below 60μm for pT above 1 GeV/C.
The ITS standalone tracker can still be used for very low momentum tracks (pT ≤ 100MeV) and for this pT
region the resolution, dominated by multiple scattering eﬀects, reaches values around 800 μm.
Fig. 8. dE/dx (left) and dE/dx resolution (right) for charged particles vs their momentum, both measured by the ITS in standalone
mode, in p–p collisions at 7 TeV
2.2. Particle Identiﬁcation with the ITS
The particle identiﬁcation in the Inner Tracking System (ITS) is based on the speciﬁc energy loss per
unit path length of a particle, which depends for a given momentum only on its charge and rest mass. Thus,
the simultaneous measurement of track momentum (or rigidity) and signal amplitude in a sensitive detector
volume allows to identify particles. The measured mean energy deposit of a track is denoted as dE/dx
hereafter. In practice, it can be described with a parametrization of the well-known Bethe-Bloch formula.
Silicon Drift Detectors (SDD) and Silicon Strip Detectors (SSD) provide analogue read-out for up to four
samples for a truncated mean calculation of the dE/dx. Cosmic-rays and p–p collision data were used to
tune the absolute calibration of the dE/dx signal in the SSD and SDD allowing in particular for SSD to
reﬁne the relative calibration of the P and N sides. This charge matching is a strong point of double sided
silicon sensors and helps to remove fake clusters. For the SDD the cosmic rays data were also used to test
the linear correction for the dependence of the reconstructed charge on the drift time in the SDD [8]. The
results of charge deposit calibration in p–p data at diﬀerent energies (900 GeV for SSD and 7 TeV for SDD)
are shown in Fig. 7. On the left side of the ﬁgure we show the distribution of charge deposited in each SSD
module as a function of the module number. The plot shows that the absolute calibration is remarkably
homogeneous all aver the 1698 SSD modules.
In the same ﬁgure, on the right, the comparison between the dE/dx distributions on one typical SDD
module for two diﬀerent drift time bins for Pb–Pb collisions at 2.76 TeV is shown. The good agreement
between the two sets of data conﬁrms the eﬀectiveness of the correction applied to account for the drift time
dependence of the raw ADC counts per cluster. Dedicated Quality Assurance analysis tasks are run on each
set of experimental data to conﬁrm the stability of the detector performance.
In Fig. 8 (left) we show the dE/dx for charged particles as a function of their momentum, measured by
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the ITS in standalone mode, in p–p collisions at 7 TeV. The PID analysis based on the dE/dx measure-
ment allow a good π/K separation up to 450 MeV/c and p/K separation up to ≈1 GeV/c. A resolution of
σdE/dx ≈ 10−15% is achieved, see Fig. 8 (right). The particle identiﬁcation in the ITS combined with stand-
alone tracking allows to identify pions with a minimum momentum of pT ≈ 100 MeV/c which reduces the
systematic error of yield and < pT > measurements due to extrapolation to pT = 0.
3. Conclusions
In this paper we have described the results of the performance of the ALICE Inner Tracking System
both in p–p and Pb–Pb collisions. The diﬀerent detectors composing the system were calibrated and aligned
using cosmic rays and p–p collision data. The quality of the calibration and the alignment is costantly
monitored by means of dedicated analysis tasks during the whole data taking period. The space resolution
of SPD, SSD and SDD can be extrapolated from track to point residuals and turned out to be at the level
of the nominal values for all three subdetectors. In particular we would like to point out that with the
implementation of the correction procedure based on residuals maps we were able to reach also for the
SDD the nominal resolution of ≈ 35μm both on the rφ and z coordinates for high momentum tracks. Given
this very good intrinsic precision of the sensors we obtained nominal resolution of ≈ 60 μm also for tracks
impact parameter, both in combined and standalone tracking methods. The vertex position determination
was performed online and oﬄine using diﬀerent algorithms and its resolution allowed to extrapolate the
luminous region size for high multiplicity events. Vertex position and tracklets reconstructed in the SPD
were used to estimate the charged particle multiplicity in Pb–Pb collisions at 2.76 TeV. The distribution
of tracklets can be ﬁt in the framework of the Glauber model to deﬁne event centrality classes. The ITS
was used also as a charged particle identiﬁcation system for low momentum tracks. The results obtained
combining the ITS PID with other PID detectors of the ALICE experiment (in this case Time Projection
Chamber and Time of Flight) have already been published for 900 GeV p–p collisions [15] and preliminary
results for p–p at 7 TeV and Pb–Pb collisions were recently presented at the Quark Matter 2011 Conference
and have been publised in the Conference Proceedings [16]. The overall performance of the ALICE ITS
was compatible, within few %, with the nominal values extracted from MC simulations and stable both in
p–p and Pb–Pb collisions, from November 2009 until now.
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