We study linear pseudoparabolic equations with unbounded and time-dependent coefficients. We solve the case which has remained open in several recent studies of pseudoparabolic equations with unbounded and time-dependent coefficients. In this work we get a sharp condition for the existence or non-existence of solutions. Conditions on the initial function and coefficient are provided so that every nontrivial positive solution blows up instantaneously. When the coefficient and the initial function do not grow too rapidly, we establish the existence and uniqueness of global solutions, for both time-independent and time-dependent potentials. This is done via the analysis of the Bessel convolution multiplication operators. Asymptotic behavior and comparison principles are also established. The global well-posedness results can be extended to the equation with convection.
Introduction
We study the linear pseudoparabolic Cauchy problem ∂ t u − △∂ t u = △u + a(x, t)u x ∈ R n , t > 0,
and look for nontrivial solutions u = u(x, t) ≡ 0. In this work, the coefficient of the lower-order term (or the potential ) is allowed to be time-dependent and unbounded. Our existence results can be extended to the more general pseudoparabolic equation with a convection term:
where the coefficient vector b can be unbounded and time-dependent as well. The key idea employed to study (1.2) has already appeared in the investigation of (1.1).
The left hand side of (1.1) has been arisen in various important contexts such as the viscous diffusion equation [20] , the viscous Cahn-Hilliard equation [11] , or pseudoparabolic regularization of the heat equation [5] etc. These are nonlinear or even higher order and degenerate equations describing various phenomena. The knowledge of the simpler looking equation (1.1) supplemented with those of the semilinear equations (see [14] , [15] ) should enable us to gain better understanding of such nonlinear phenomena, especially for unbounded and time-dependent coefficient equations.
Eq. (1.1) and (1.2) are closely related to the linear (convective) heat equation ∂ t u = △u + b(x, t) · ∇u + a(x, t)u or more generally the parabolic equation ∂ t u = L x,t u + a(x, t)u, L x,t = a ij (x, t)∂ ij + b(x, t) · ∇.
There has been a great number of studies for the linear heat and the parabolic equations with unbounded or singular and time-dependent coefficients, see for example, [2] , [3] , [6] , [7] , [10] , [12] , [16] , [18] . Various aspects such as the existence or non-existence of solutions, uniqueness classes, fundamental solutions, comparison principles, regularity of solutions are discussed. The instantaneous blow-up phenomenon is also observed in [7] when the equation has a singular lower-order coefficient. See also [17, 21] for applications of the celebrated test function method in the investigation of the same phenomena under various circumstances. It should be noted that the test function method however cannot be applied to the equations in this work. For linear pseudoparabolic equations, however, very few results have been known. This may be explianed from the complicated Green function. To the best of the author's knowledge, [8] is the only study in this direction, where some existence results are established based upon parabolic equation technique from [3] . For quite complete studies of the semilinear pseudoparabolic equation, see [14] , [15] . See also [1] for a discussion of several important phenomena described by pseudoparabolic or more generally Sobolev equations. In this work, the problem (1.1) will be analysed as a non-local evolution equation When the problem is autonomous, i.e. V is independent of time, then the question of existence or nonexistence and the asymptotic behavior for solutions of (1.3) will be reduced to the exploration of the (pointwise) limit of the series (1.7)
The main difficulty in studying (1.6) comes from the unboundedness of the potential, which implies thaṫ BV N are unbounded operators on any weighted Lebesgue spaces L q (R n , · s ) (1 ≤ q ≤ ∞, s ∈ R). This is in contrast to the study of semilinear pseudoparabolic equation 8) where it was shown in [14, 15 ] that certain powers s can always be adopted so that the following key estimate for the source term holds:
Then, standard contraction mapping principle techniques for parabolic equation (see for instance, [13] ) can be applied to establish the existence of solutions for the semilinear equations within weighted Lebesgue spaces. More importantly, it was observed in [14, 15] that, asymptotically, every nontrivial positive solution u to Eq. (1.8) satisfies
for all t > 0. Thus, the solutions in the sublinear case u → ∞ as p → 1 − whereas, in the superlinear case u → 0 as p → 1 + . Changing the weight to other weight functions, such as, the exponential functions, does not seem to solve the difficulty in the case p = 1. In this work, the difficulty in the case p = 1 is tackled by directly studying the pointwise convergence of the series (1.6). A part of this work is inspired by the general parametrix construction technique in [9] , see also [12] .
For non-autonomous equation, i.e. time-dependent potentials, we have to analyze the linear operators
(1.9)
The existence of solutions in this case is reduced to the convergence of the series
Assuming the locally boundedness in time for the potential, one can establish the convergence using the results in the study of (1.6).
In the study of instantaneous blow-up, or complete blow-up, we use the pointwise estimate involving the Bessel potential operator B developed in [15] . It will be revealed that the existence and uniqueness class for
R n e −̺|x| |ϕ(x)| dx < ∞, for some ̺ ∈ [0, 1) .
The potential also affects the blow-up behavior. We will show that if the potential has a sufficiently large spacial growth rate or a sufficiently large total change in time, then instantaneous blow-up occurs. A precise condition on the initial function and the potential will be given. Now let us explain the main results of this work. We present notation and some elementary results in Section 2. Then in Section 3, we investigate some non-existence results both instantaneous blowing up and non-existence of global solutions. We also give the lower bound for the assymptotic behavior. Throughout this section, we assume that the initial function satisfies lim inf |x|→∞ log u 0 |x| α ≥ δ for some α, δ ∈ R and the potential satisfies
where σ ∈ R and R 0 > 0 (R 0 ≥ 0 if σ ≥ 0) are constants, and λ = λ(t) > 0 is a locally bounded function. Conditions on u 0 , σ, and λ(t) are given so that every nontrivial nonnegative solution of (1.1) blows up instantaneously. In the case σ = 1, we also prove the nonexistence of global solutions. We study the Bessel convolution multiplication operators in Section 4. The convergence of (1.6) is proved and we introduce the Green operator. For this section, we consider arbitrary function V = V (x, t) (not necessarily positive) satisfying
where Λ ∈ B loc ([0, T )) and 0 < T ≤ ∞, i.e. sup [0,τ0] Λ < ∞ for all τ 0 < T . Here, we have obtained the idea of using Lemma 6 and considering infinite products from [9] . In Section 5 we establish the existence and uniqueness of global solutions assuming that the potential satisfies
We split the case of time-independent and time-dependent potential. Comparison principles are also proved for nonnegative potentials. An extension of the existence and uniqueness results to (1.2) is given in the Appendix. The equation is considered in a Volterra integral type equation and we assume that b is C 1 and both |b|, |∇ · b| satisfy the same pointwise condition as the potential.
Preliminaries

Notation and definitions
Notation.
(ii) B = (1 − △) −1 is the Bessel potential operator with kernel function B.
where R > 0.
(v) If u = u(x, t) we denote u(t) := u(·, t).
The solutions of (1.1) will be searched within the following space of functions
where, for each ̺ ∈ [0, 1),
, for some 0 < T ≤ ∞, such that µ := e t u satisfies
Here B is the Bessel potential operator where the kernel function B is defined through K ν , the modified Bessel function of the second kind, by
Some basic estimates
Proof. (i) can be proved by elementary calculus and (ii) is true by the fact that x + y ≤ 2 max{x, y}.
We next present the two-sided estimates for B.
Lemma 2 ([14] , [15] , [19] ). The Bessel potential kernel satisfies the following estimates
1 − ln |x| |x| < 1 and n = 2, |x| 2−n |x| < 1 and n ≥ 3, 1 |x| < 1 and n = 1.
In the study of nonexistence results, the following two estimates involving the Bessel potential operator will be used often.
Proof. We denote F = r d e δr α , where r = |x|, and κ := γ −1 − 1 > 0. We show that κF + △F ≥ 0 provided d is large enough. Consider
For r < 1, κF + △F ≥ 0 by taking d sufficiently large. Assume δ < 0, α > 0, and r ≥ 1. Since α ≤ 1, we get from (2.6) that
where
The discriminant of Q is
Since ∆ < 0 as d → ∞, we obtain by taking d sufficiently large that
This implies
hence by taking B we conclude that BF ≥ γF . This implies what we want.
We also need the following lemma where the proof is almost the same as [15] .
Proof. By Lemma 1 (i) we have |x| α − |y| α ≤ |x − y| α ≤ |x| α + |y| α which implies δ|x − y| α ≤ δ|x| α + |δ||y| α . Then by applying the lower estimate in Lemma 2 we get
We can assume R ≥ 1. If |x| ≤ 2R then for |y| ≥ 4R we get |x − y| ≥ max{2R, |x|}, hence
On the other hand, if |x| ≥ 2R then for |y| ≤ R we get |x − y| ≥ |x|/2 ≥ R, hence
which is the desired estimate.
Nonexistence of positive solutions
In this section we assume the solutions u and initial condition u 0 of (1.1) are nonnegative functions. We start with the following fact for the nontrivial nonnegative solutions. It is true owing to the nonlocal nature of the equation and that the Bessel potential kernel is decaying like e −|x| , see (2.4).
as |x| → ∞, or, equivalently, lim inf
Remark 1. By (3.1) and the semigroup property for (1.1), we will assume without loss of generality that
Also observe that (3.1) implies that u > 0 on R n × (0, ∞).
We note that u exp(l|x| m ) as |x| → ∞ is equivalent to that lim inf
Remark 2.
(i) The estimate (3.1) implies that the fastest possible decay rate for any nontrivial solution of (1.1) at any time t > 0 is the exp-linear function
even if u 0 has a rapid (exp-superlinear) decay rate:
If u 0 has a rapid decay rate, we will consider instead a time τ 0 -translated problem where the shifted initial condition u(τ 0 ) satisfies (3.1). On the other hand, if δ > 0 and α > 1, i.e. u 0 has a rapid (exp-superlinear) growth rate, it will be shown in Proposition 1 that solutions blow up completely regardless of the potential. (ii) If u 0 has a slow (exp-sublinear) decay (δ < 0) or growth (δ ≥ 0) rate:
then it will be shown that a solution exhibits, at any time t > 0, at least the same rate. Finally, we note that, asymptotically
Proposition 1 (Instantanneous blow-up I). Let K be a cone-like domain or a tube domain with one end at infinity and δ > 0, α ≥ 1 be constants such that
then (1.1) with arbitrary potential a(x, t) ≥ 0 has no solutions on any Q T ; in fact, every solution blows up completely.
Proof. We note that u ≥ G(t)u 0 :=
, where G(t) denotes the pseudoparabolic green operator, which implies in particular that u ≥ Bu 0 . Since u 0 ≥ Ce |x| as |x| → ∞, x ∈ K, we get
which is true for all x ∈ R n , t > 0.
According Remark 2 (i) and Proposition 1, it remains to consider the behavior of solutions to (1.1) assuming that the initial function satisfies
if α = 1 (exp-linear decay/growth).
We prove the following a priori lower bound for solutions affected by the potential and the initial condition.
Theorem 1 (Asymptotic behavior). Assume (H1), (H3), and (3.3). Let 0 u ∈ C(Q T ) be a solution of (1.1) in Q T where T < ∞. Then, for any τ 0 > 0 and 0 < ε < 1, the following estimate is true
Proof. In view of Remark 2 (ii), if α < 0 we get u 0 ≥ const > 0. Then it can be seen from the proof below that u 0 does not affect all the estimates. We will assume that
Observe that the assumption (3.3) is the same as u 0 ≥ C 0 e δ|x| α .
By (H1), we have
Let η 0 > 0 be the constant in Lemma 4. We prove the following claim.
Claim 1. For all positive integer N , we have
Proof (Claim). We employ Lemma 4 and (3.6). By (2.3) and that u ≥ u 0 ≥ C 0 e δ|x| α =: I 0 , we have
where we have applied the fact that
Similarly, we get
By induction, it follows that
This implies the desired estimate of the claim.
Let ε ∈ (0, 1) and d 0 = d 0 (n, δ, α, 1 − ε) as in Lemma 3. In the preceding claim, let us choose N = N (ε) sufficiently large so that
Also fix τ 0 ∈ (0, T ). It follows from the claim that
a(·, t + τ 0 ) satisfies the same hypotheses as a(·, t) with an obvious modification and
. The lower bound (3.6) implies that
, where
Since T < ∞, we have c T > 0 and Λ * (t) ∈ (0, ∞) for all t.
Next we repeatedly apply Lemma 3 with γ = 1 − ε to get the following result.
Proof (Claim). Since ν satisfies ν = v 0 + t 0 (ḂW ν)(τ )dτ and ν ≥ v 0 ≥ J 0 , we have by Lemma 3 that
Similarly, we have
By induction we obtain for any positive integer N that
This is true for all N , hence we obtain
Since µ(t + τ 0 ) = e τ0 ν it follows from the preceding claim that
which are positive real numbers. Then we have
which implies that
Our next aim is to prove some non-existence results for the Cauchy problem (1.1). 
then Eq. (1.1) has no nontrivial global solution.
Proof. (i) Assume u 0 is a solution of (1.1) on some Q T . Fix any τ 0 > 0. By Theorem 1 then
We note that σ > 1 ≥ α + . Define
Observe that t → L(t) is a decreasing function and L(t) → ∞ as ε → 1. Fix τ 1 ∈ (τ 0 , T ) and define
(3.14)
Now for any x ∈ R n and t ∈ [τ 0 , τ 1 ], we have
We consider the integral K(x). If |y| ≥ 1 then b(y) ≥ C|y| (1−n)/2 . Also if in addition |y| ≫ |x|, says
So u instantaneously blows up on R n × [τ 0 , T ) for any τ 0 > 0, implying the assertion (i).
(ii) Assume that u ≥ 0 is a nontrivial global solution for Eq. (1.1). By the assumption (3.11), we can choose τ 0 , T sufficiently large with τ 0 < T and ε > 0 close to 0 so that
By Theorem 1 we then have µ e |x| for all |x| sufficiently large, uniformyly for t ∈ [τ 0 , T ]. Using that µ ≥ t 0 Bµ(τ ) dτ it then follows that
for all x ∈ R n , τ 0 < t ≤ T .
Corollary 1. Let σ ≥ 1. Then the equation
where ν ≥ 0 a(x) |x| σ as |x| → ∞, has no solutions u 0 in the case σ > 1 and it has no nontrivial global solutions u 0 when σ = 1. In particular, the problem
has no solutions u 0 if σ > 1 and it has no global solutions u 0 if σ = 1. Then the Cauchy problem
has no global solution u 0.
Bessel convolution multiplication operator
In this section we investigate the Bessel convolution multiplication operator and its iterations (1.7) which arise in the study of (1.1) and (1.2). Assume V :
is a real-valued function that has at most a power spacial growth at infinity; precisely, there is σ ≥ 0 such that
Our main goal is to study the one-parameter semigroup
which arises from the evolution equation (1.1).
All the results can be generalized to more general operators, especially, in the study of (1.2). In fact, we can consider any convolution operator H:
such that the kernel function H satisfies
, and ε ∈ (0, 1). Then
Proof. By homogenization, it suffices to show that
But this is true because (|y| − |x|)e −|x−y| ≤ |x − y|e −|x−y| ≤ 1 ≤ |x|(1 − e −|x−y| ) + 1.
Due to the fact that the kernel B ∈ L 1 loc (R n ), B e −|x| at infinity, and V has at most a power growth, we have the following estimates forḂV .
Lemma 7.
There is c 0 = c 0 (n) > 0 such that, for any Λ 0 > 0, D ≥ 0, and ε ∈ (0, 1), we have
where g : R n → R and
Proof. We can assume g ≥ 0. Using the upper estimate (2.4) for the kernel B then we have
By Lemma 6, with γ = 1, we have
Using Young's inequality, it follows that |x−y|<1 b(x − y)g(y)dy
Summing this estimate together with the case D = 0, the desired estimate then follows.
Remark 3. The estimate in this lemma is true for any operator H satisfying (4.4).
Let us study a typical case that V = V 0 where
for some constants Λ 0 > 0 and σ ≥ 0. For convenience, in the proof of the following result we will denote the power function
where γ :
Proof. Since γ is fixed, let us write P γ,V0 = P γ . By Lemma 7, we immediately obtain
Using this estimate then we get
. By Lemma 1 (i) and Lemma 6, we have
R n e −ε1(1−ε1)|y| dy and we have used Lemma 6 with ε = ε 2 and γ = ε 1 in the second inequality, and in the third inequality we applied the triangle inequality to get that −ε 1 ε 2 |x − y| ≤ −ε 1 ε 2 |x − z| + ε 1 ε 2 |y − z|.
Since 0 < ε 1 < ε 2 < 1, it follows that P 1−ε1 ≤ P (1−ε2)ε1 . So we obtain
which proves the desired estimate for the case N = 2. Next, by using the estimates (4.11), (4.12), and (4.13), we get
−y| e −ε1|y−z| |g(z)|dzdy,
Therefore, we obtain by induction that
Remark 4.
(i) The estimate in Theorem 3 relies on the technical result Lemma 1 (i), Lemma 6, and Lemma 7, so it is true also if we replace B with the operator H satisfying (4.4). (ii) The result of Theorem 3 means that BV 0 and BV N 0 are essentially the multiplications by a power function to the usual convolution operator with kernel e −̺|x| (0 ≤ ̺ < 1). Also observe that we can take ̺ → 1 arbitrarily close with the trade-off that h → ∞ and γ → 0.
For a time-dependent potential satisfying (4.1), we have the following result.
Corollary 3. Assume V = V (x, t) satisfies (4.1) and let τ 0 ∈ (0, T ). Then for any 0 < ε
14)
Proof. The proof follows from the preceding theorem together with the fact that
Now we establish the existence of one-parameter (semi)groups e tḂV .
Theorem 4 (One-parameter semigroup). Let V : R n × [0, T ) → R be a function satisfying (4.1) and τ 0 ∈ (0, T ). Assume that σ ∈ [0, 1).
Then for each ̺ > 0 and any function ϕ ∈ L 1 loc (R n ) such that e −̺|·| * |ϕ| < ∞ on R n , the series
converges at each point on R n × [0, T ). In fact, the series converges uniformly on compact subsets to a continuous function.
Proof. We shall prove the convergence by selecting an increasing sequence of real numbers 0 < ε 1 < ε 2 < · · · < ε k < · · · < 1 and applying Corollary 3. The precise specifications about this sequence will be described during the proof. Let us denote
Fix τ 0 ∈ (0, T ) and denote
By the triangle inequality and Corollary 3 we can estimate the finite sum
Also by Lemma 1 we have
From the estimates (4.17) and (4.17), we obtain
We now impose the first condition on ε k . Assume ε k has the property that the infinite product
This can be achieved precisely when (1 − ε k ) < ∞. Then Φ ̺ k |ϕ| ≤ Φ ̺ * |ϕ| for all k, so the following estimate for J N as N → ∞ is true:
Next we consider K N . If σ = 0, then clearly
Assume that σ > 0. To obtain the convergence for K N we further restrict ε k as follows. Fix θ ∈ (0, 1) small to be specified and choose l > 0 so that l − 1/σ < −1. The latter can be done because σ ∈ (0, 1). Now we take the sequence
By the ratio test, then the series M ∞ is convergence for all t.
Now we further analyse ̺ * so that Φ ̺ * |u 0 | < ∞. Note that 1 − x ≥ e −2x for all 0 ≤ x ≤ (ln 2)/2. By taking θ > 0 sufficiently small we have
Thus ̺ * can be arbitrary close to 1 by taking θ → 0. Moreover, we choose 0 < θ ≤ θ 0 where
where ζ is the Riemann zeta function, then we obtain ̺ * ≥ ̺. So Φ ̺ * |ϕ| < ∞ on R n . This implies the pointwise convergence of
. But τ 0 < T is arbitrary, therefore we have the convergence on R n × [0, T ). The uniform convergence on compact subsets is obvious.
Corollary 4.
Under the same conditions as Theorem 4, the following estimate holds
where Γ > 0 is the function defined by
and L ∞ , M ∞ are defined by (4.20) and (4.22) respectively.
Remark 5.
(i) The function Γ behaves regularly if σ and ̺ are strictly less than 1. If the (minimal) parameter ̺ → 1 in the condition of ϕ, we have h → ∞, θ 0 → 0, and L ∞ , M ∞ → ∞; hence Γ → ∞ for each (x, t).
The same conclusion holds if σ → 1 because θ 0 → 0. (ii) The proof of the preceding theorem fails when σ = 1. In this case, it is not possible to select l so that l − 1/σ < −1 (which implies ̺ * > 0) and at the same time 1 − σl < 1 (which implies the convergence of M ∞ ). (iii) Similar result as Theorem 4 holds if B is replaced by H satisfying (4.4).
Existence of solutions and comparison principles
In this section we prove some existence and uniqueness of solutions for the equation (1.1). Some comparison principles are also presented. We first show that the problem (1.1) with the potential
admits a unique global solution (in the sense of (2.3)) provided the initial function does not grow too fast.
Here we do not put the positivity assumption on the initial function and the solution, but, as it will be revealed, the positivity is preserved. The result will be generalized to more general potentials later. Recall the notation from the previous section:
To find the solution µ := e t u of (2.3), we consider the Picard iteration scheme, i.e. consider
which by induction we get
It should be remarked that the above identity holds because of the time-independence of V 0 on t.
Theorem 5 (Global well-posedness I).
and there is a constant ̺ ∈ [0, 1) such that
2) converges on R n × (0, ∞) to a continuous function µ. Moreover, u = e −t µ is the unique global solution of (1.1) with a(x, t) = Λ 0 |x| σ , and, in addition, u ≥ 0 whenever u 0 ≥ 0.
Proof. By Theorem 4 the first assertion is true and we can define
Also, the uniform convergence on compact subsets of {U N } ∞ N =1 and the dominated convergence theorem give that the function µ satisfies
(5.5)
Thus u = e −t µ is a solution for (1.1) in the sense of (2.3). That u 0 implies u ≥ 0 is obvious. The uniqueness of solution is true by the comparison principle (Theorem 6) below.
Definition 2 (Time-independent potentials). The Green operator for (1.1) with a = Λ 0 |x| σ where Λ 0 > 0 and σ ∈ [0, 1) is defined to be
It is acting on functions belonging to the space
Remark 6.
(i) By Theorem 5 and the preceding definition, if a = Λ 0 |x| σ (Λ 0 > 0, σ ∈ [0, 1)) and u 0 ∈ E, then
is the unique global solution to in (1.1). Using the result of Corollary 4, it follows that
We remark that if u 0 ≥ 0 then so is u, or in other words, G a (t) is a positive operator.
(ii) E is a Fréchet space whose metric can be induced by the weighted L 1 -norms.
Theorem 6 (Comparison principle I). Let
for all 0 < t < T . We have
Proof. Let V 0 = Λ 0 |x| σ + 1, and µ = e t u, ν = e t v which satisfy
We also define a function w ∈ C([0, T ), E) by
Observe that if s < τ then w(x, s) ≤ w(x, τ ) for all x ∈ R n . This implies
So we get a Gronwall type inequality:
Proof (Claim). Since (ḂV 0 w)(x, t) is increasing in t, we have by (5.11) that 13) which is the case N = 1. Assume the claim is true for an integer N = k ≥ 1. Employing (5.11), the induction hypothesis, and the fact that (ḂV k+1 0 w)(x, t) is increasing in t, then we get
hence the claim is true for all N .
We continue the proof of the comparison theorem. Fix time t = τ 0 > 0. Applying Theorem 4 to the function ϕ = w(·, τ 0 ) ∈ E we find that the series 14) which implies, using the claim above, that
This is true for all x ∈ R n and τ 0 > 0, hence w ≡ 0. We conclude that u ≤ v.
Next, we generalize the results to time-dependent potentials. A motivation for the following result can be seen from the following simple ODE:
By the variation of parameter (or the technique of finding integrating factor), we obtain the solution
) be a function satisfying (H2) where Λ ∈ B loc ([0, ∞)) and σ ∈ [0, 1). Then for each u 0 ∈ E the problem (1.1) admits a unique global solution u ∈ C([0, ∞); E). Furthermore, in the case of nonnegative potential, if u 0 ≥ 0 then u ≥ 0.
Proof. Let us denote V = a(x, t) + 1. We introduce the operators
For example, when N = 2 we have
When g also depends on t, we put
Consider the iteration scheme
and generally, for any N ≥ 1,
Fix 0 < T < ∞. We prove the existence of solution for (1.1) on any R n × [0, T ), where 0 < T < ∞. For (x, t) in this set, we have
All the calculations below will be taken at (x, t) ∈ R n × [0, T ). We estimate
Thus we have Proof. The proof has the same idea as Theorem 6. Let V = a(x, t) + 1 and µ = e t u, ν = e t v which satisfy
Define the function w as before:
w(x, t) = max By the convergence of series (5.19) and (5.21) we can conclude that w(x, t) = 0 for all x ∈ R n , t > 0. Therefore we obtain u ≤ v as desired. Therefore we obtain |B ′ | ∈ L 1 loc and |B ′ | e −r as r → ∞ which implies the statement of this lemma.
Theorem 9. Assume that the potential and the coefficient b satisfy max{|a(x, t)|, |b|(x, t), |∇ · b|(x, t)} ≤ Λ(t)|x| σ , (6.6)
where Λ ∈ B loc ([0, ∞)) and σ ∈ [0, 1). Then for each u 0 ∈ E the problem (1.2) admits a unique global solution.
Proof. We introduce the operator M(t)ϕ(t) = So the solution µ of (6.3) satisfies µ(t) = u 0 + M(t)µ(t) for all t > 0.
We introduce the iteration It then follows by the dominated convergence theorem that µ is a desired solution. For the uniqueness, one can perform a similar estimate to show that µ = 0 is the only solution in the case u 0 = 0.
