Deep Neural Networks have been shown to succeed at a range of natural language tasks such as machine translation and text summarization. While tasks on source code (i.e., formal languages) have been considered recently, most work in this area does not attempt to capitalize on the unique opportunities offered by its known syntax and structure. In this work, we introduce SMARTPASTE, a first task that requires to use such information. The task is a variant of the program repair problem that requires to adapt a given (pasted) snippet of code to surrounding, existing source code. As first solutions, we design a set of deep neural models that learn to represent the context of each variable location and variable usage in a data flow-sensitive way. Our evaluation suggests that our models can learn to solve the SMARTPASTE task in many cases, achieving 58.6% accuracy, while learning meaningful representation of variable usages.
Introduction
The advent of large repositories of source code as well as scalable machine learning methods naturally leads to the idea of "big code", i.e., largely unsupervised methods that support software engineers by generalizing from existing source code. Currently, existing machine learning models of source code capture its shallow, textual structure, e.g. as a sequence of tokens [3, 10] , as parse trees [7, 11] , or as a flat dependency networks of variables [16] . Such models miss out on the opportunity to capitalize on the rich and well-defined semantics of source code. In this work, we take a step to alleviate this by taking advantage of two additional elements of source code: data flow and execution paths. Our key insight is that exposing these semantics explicitly as input to a machine learning model lessens the requirements on amounts of training data, model capacity and training regime and allows us to solve tasks that are beyond the current state of the art.
To show how this information can be used, we introduce the SMARTPASTE structured prediction task, in which a larger, existing piece of source code is extended by a new snippet of code and the variables used in the pasted code need to be aligned with the variables used in the context. This task can be seen as a constrained code synthesis task and simultaneously as a useful machine learning-based software engineering tool. To achieve high accuracy on SMARTPASTE, we need to learn representations of program semantics. First an approximation of the semantic role of a variable (e.g., "is it a counter?", "is it a filename?") needs to be learned. Second, an approximation of variable usage semantics (e.g., "a filename is needed here") is required. "Filling the blank element(s)" is related to methods for learning distributed representations of natural language words, such as Word2Vec [12] and GLoVe [14] . However, in our setting, we can learn from a much richer structure, such as data flow information. Thus, SMARTPASTE can be seen as a first step towards learning distributed representations of variable usages in an unsupervised manner. We expect such representations to be valuable in a wide range of tasks, such as code completion ("this is the variable you are looking for"), bug finding ("this is not the variable you are looking for"), and summarization ("such variables are usually called filePath").
int SumPositive(int[] arr λ 0 , int lim λ 1 ) { int sum λ 2 =0; for(int i λ 3 =0; i λ 4 <lim λ 5 ; i λ 6 ++) if (arr λ 7 [i λ 8 ]>0) sum λ 9 +=arr λ 10 [i λ 11 ]; return sum λ 12 ; } (a) Example source code, with pasted snippet shaded in green. Tokens corresponding to variables marked by λi. The red boxes are the placeholders whose variable needs to be inferred in the SMARTPASTE task (ground truth variable name shown for convenience). Figure 1 : The snippet (shaded box, left) was pasted into the existing code. Our task is to assign variables to each placeholder (red boxes). This requires inferring the flow of data between placeholders (right).
To summarize, our contributions are: (i) We define the SMARTPASTE task as a challenge for machine learning modeling of source code, that requires to learn (some) semantics of programs (cf. section 2). (ii) We present five models for solving the SMARTPASTE task by modeling it as a probability distribution over graph structures which represent code's data flow (cf. section 3). (iii) We evaluate our models on a large dataset of 4.8 million lines of real-world source code, showing that our best model achieves accuracy of 58.6% in the SMARTPASTE task while learning useful vector representations of variables and their usages (cf. section 4).
The SMARTPASTE Task
We consider a task beyond standard source code completion in which we want to insert a snippet of code into an existing program and adapt variable identifiers in the snippet to fit the target program ( Figure 1 ). This is a common scenario in software development [4] , when developers copy a piece of code from a website (e.g. StackOverflow) or from an existing project into a new context. Furthermore, pasting code is a common source of software bugs [15] , with more than 40% of Linux porting bugs caused by the inconsistent renaming of identifiers.
While similar to standard code completion, this task differs in a number of important aspects. First, only variable identifiers need to be filled in, whereas many code completion systems focus on a broader task (e.g. predicting every next token in code). Second, several identifiers need to be filled in at the same time and thus all choices need to be made synchronously, reflecting interdependencies. This amounts to the structured prediction problem of inferring a graph structure (cf. Figure 1b ).
Task Description. We view a source code file as a sequence of tokens t 0 . . . t N = T . The source code contains a set of variables v 0 , v 1 · · · ∈ V ⊆ T . To simplify the presentation, we assume that the source snippet to be pasted has already been inserted at the target location, and all identifiers in it have been replaced by a set P of fresh placeholder identifiers (see Figure 1 for an example).
Thus, our input is a sequence of tokens t 0 . . . t N with {t λ1 , . . . , t λK } = P, and our aim is to find the "correct" assignment α : P → V of variables to placeholders. For training and evaluation purposes, a correct solution is one that simply matches the ground truth, but note that in practice, several possible assignments could be considered correct.
Models
In the following, we discuss a sequence of models designed for the SMARTPASTE task, integrating more and more known semantics of the underlying programming language. All models share the concepts of a context representation c(t) of a token t and a usage representation u(t, v) of the usage of a variable v at token t. The models differ in the definitions c(t) and u(t, v), but all finally try to maximize the inner product of c(t) and u(t, v) for the correct variable assignment v at t.
Notation
We use V t ⊂ V to refer to the set of all variables in scope at the location of t, i.e., those variables that can be legally used at t. Furthermore, we use U p (t, v) ∈ T ∪ {⊥} to denote the last occurrence of variable v before t in T (resp. U n (t, v) for the next occurrence), where ⊥ is used when no previous (resp. next) such token exists. To denote all uses of a variable v ∈ V, we use U(v) ⊂ T . To capture the flow of data through a program, we furthermore introduce the notation D p (t, v) ⊆ T , which denotes the set of tokens at which v was possibly last used in an execution of the program (i.e. either read from or written to). Similarly, D n (t, v) denotes the tokens at which v is next used. Note that D p (t, v) (resp. D n (t, v)) is a set of tokens and extends the notion of U p (t, v) (resp. U n (t, v)) which refers to a single token. Furthermore D p (t, v) may include tokens appearing after t (resp. D n (t, v) may include tokens appearing before t) in the case of loops, as it happens for variable i in λ 11 and λ 6 in Figure 1 . D p (t, v) and D n (t, v) for the snippet in Figure 1 are depicted in Figure 2 .
Leveraging Variable Type Information We assume a statically typed language and that the source code can be compiled, and thus each variable has a (known) type τ (v). To use it, we define a learnable embedding function r(τ ) for known types and additionally define an "UNKTYPE" for all unknown/unrepresented types. We also leverage the rich type hierarchy that is available in many object-oriented languages. For this, we map a variable's type τ (v) to the set of its supertypes,
We then compute the type representation r * (v) of a variable v as the element-wise maximum of {r(τ ) : τ ∈ τ * (v)}. We chose the maximum here, as it is a natural pooling operation for representing partial ordering relations (such as type lattices). Using all types in τ * (v) allows us to generalize to unseen types that implement common supertypes or interfaces. For example, List<K> has multiple concrete types (e.g. List<int>, List<string>). Nevertheless, these types implement a common interface (IList) and share common characteristics. During training, we randomly select a non-empty subset of τ * (v) which ensures training of all known types in the lattice. This acts both like a dropout mechanism and allows us to learn a good representation for types that only have a single known subtype in the training data.
Context Representations To fill in placeholders, we need to be able to learn how they are used. Intuitively, usage is defined by the source code surrounding the placeholder, as it describes what operations are performed on it. Consequently, we define the notion of a context of a token t k as the sequences of C tokens before and after t k (we use C = 3). We use a learnable function f that embeds each token t separately into a vector f (t) and finally compute the context representation c(t) using two learnable functions g p and g n to combine the token representations as follows.
Here, W c is a simple (unbiased) linear layer. Note that we process the representation of preceding and succeeding tokens separately, as the semantics of tokens strongly depends on their position relative to t. In this work, we experiment with a log-bilinear model [13] and a GRU [8] for g. Our embedding function f (t) integrates type information as follows. If t is a variable (i.e. t ∈ v) it assigns r * (v) to f (t). For each non-variable tokens t, it returns a learned embedding r t .
Usage Representations
We learn a vector representation u(t, v) as an approximation of the semantics of a variable v at position t by considering how it has been used before and after t. Here, we consider two possible choices of representing usages, namely the lexical usage representation and the data flow usage representation of a variable.
First, we view source code as a simple sequence of tokens. We define the lexical usage representation u L (t, v) of a variable v at placeholder t using up to L (fixed to 14 during training 1 ) usages of v around t in lexical order. For this, we use our learnable context representation c, and define a sequence of preceding (resp. succeeding) usages of a variable recursively as follows. Figure 1 . For each in-scope candidate v ∈ V λ8 , a representation is computed using the usage context of that variable before and after that placeholder. Then, the variable v * = arg max v (c(λ 8 )) T · u(λ 8 , v) is selected for the placeholder. Arrows show the dataflow dependencies of each variable at λ 8 if that variable was to be used at this placeholder.
Here, • is sequence composition and ǫ is the empty sequence. Then, we can define
the combination of the representations of the surrounding contexts. We will discuss two choices of h below, namely averaging and a RNN-based model. Note that c(t) is not included in either U L p (L, t, v) or U L n (L, t, v) Our second method for computing u(t, v) takes the flow of data into account. Instead of using lexically preceding (resp. succeeding) contexts, we consider the data flow relation to identify relevant contexts. Unlike before, there may be several predecessors (resp. successors) of a variable use in the data flow relationship, e.g. to reflect a conditional operation on a variable. Thus, we define a tree of D preceding contexts U D p (D, t, v), re-using our context representation c, as a limited unrolling 2 of the data flow graph as follows.
The tree of D succeeding contexts U D n (D, t, v) is defined analogously. For example, Figure 2 shows U D p (2, λ 8 , ·) and U D n (2, λ 8 , ·) for all variables in scope at λ 8 of Figure 1 . We then compute a representation for the trees using a recursive neural network, whose results are then combined with an unbiased linear layer to obtain u
. Note that in this way of computing the context, lexically distant variables uses (e.g. before a long conditional block or a loop) can be taken into account when computing a representation.
Learning to Paste
Using the context representation c(t) of the placeholder t and the usage representations u(t, v) of all variables v ∈ V we can now formulate the probability of a single placeholder t being filled by a variable v as the inner product of the two vectors:
When considering more than one placeholder, we aim to find an assignment α : P → V such that it maximizes the probability of the code obtained by replacing all placeholders t ∈ P according to α at the same time, i.e.,
As in all structured prediction models, training the model directly on Equation 1 is computationally intractable because the normalization constant requires to compute exponentially (up to |V| |P| ) many different assignments. Thus, during training, we choose to train on a single usage, i.e. max θ p(T [replace t by α(t) and all others are fixed to ground truth]) where θ are all the parameters of the trained model. However, this objective is still computationally expensive since it requires to compute u(t, v) for all v of the variably-sized |V| per placeholder. To circumvent this problem and allow efficient batching, we approximate the normalization constant by using all variables in the current minibatch and train using maximum likelihood.
At test time, we need to fill in several placeholders in a given snippet of inserted code. To solve this structured prediction problem, we resort to iterative conditional modes (ICM), where starting from a random allocation α, iteratively for each placeholder t, we pick the variable v * = arg max v∈Vt p(T [replace t by v]) until the assignment map α converges or we reach a maximum number of iterations. To recover from local optima, we restart the search a few times; selecting the allocation with the highest probability. Note that
and thus u(t, v) change during ICM, as the underlying source code is updated to reflect the last chosen assignment α.
Model Zoo
We evaluate 5 different models in this work, based on different choices for the implementation of u(t, v) and c(t).
• LOC is a baseline using only local type information, i.e. u(t, v) = r * (v).
• AVGG averages over the (variable length) context representations of the lexical context, i.e.
• GRUG uses a combination of the outputs of two GRUs to process the representations of the lexical context, i.e.
where W gru is a learned (unbiased) linear layer. Note that the two RNNs have different learned parameters. The initial state of the RNN GRU is set to r * (v).
• GRUD uses two TreeGRU models (akin to TreeLSTM of Tai et al. [19] , but using a GRU cell) over the tree structures U D p (D, t, v) and U D n (D, t, v), where we pool the representations computed for child nodes using an element-wise maximum operation el max. The state of leafs of the data flow tree are again initialized with the type embedding of v, and thus, we have
Analogously, we define q n (D, t, v) and combine them to obtain
where W D is a learned (unbiased) linear layer. • HD is a hybrid between AVGG and GRUD, which uses another linear layer to combine their usage representations into a single representation of the correct dimensionality.
Evaluation
Dataset We collected a dataset for the SMARTPASTE task from open source C # projects on GitHub.
To select projects, we picked the top-starred (non-fork) projects in GitHub. We then filtered out projects that we could not (easily) compile in full using Roslyn 3 , as we require a compilation to extract precise type information for the code (including those types present in external libraries We then created SMARTPASTE examples by selecting snippets of up to 80 syntax tokens (in practice, this means snippets are about 10 statements long) from the source files of a project that are either children of a single AST node (e.g. a block or a for loop) or are a contiguous sequence of statements. We then replace all variables in the pasted snippet by placeholders. The task is then to infer the variables that were replaced by placeholders.
From our dataset, we selected two projects as our validation set. From the rest of the projects, we selected five projects for UNSEENPROJTEST to allow testing on projects with completely unknown structure and types. We split the remaining 20 projects into train/validation/test sets in the proportion 60-5-35, splitting along files (i.e., all examples from one source file are in the same set). We call the test set obtained like this SEENPROJTEST. 
Quantitative Evaluation
As a structured prediction problem, there are multiple measures of performance on the task. In the first part of Table 1 , we report metrics when considering one placeholder at a time, i.e. as if we are pasting a single variable identifier. Accuracy reports the percent of correct predictions, MRR reports the mean reciprocal rank of each prediction. We also measure type correctness, i.e. the percent of single-placeholder suggestions that yielded a suggestion of the correct type. In a similar fashion, we present the results when pasting a full snippet. Now, we perform structured prediction over all the placeholders within each snippet, so we can now further compute exact match metrics over all the placeholders. All the models reported here are using a log-bilinear model for computing the context representation c(t k ). Using a GRU for computing c(t k ) yielded slightly worse results for all models. We believe that this is due to optimization issues caused by the increased depth of the network.
Our results in Table 1 show that LOC -as expected -performs worse than all other models, indicating that our other models learn valuable information from the provided usage contexts. Somewhat surprisingly, our relatively simple AVGG already performs well. On the other hand, GRUD performs worse than models not taking the flow of data into account. We investigated this behavior more closely and found that the lexical context models can often profit from observing the use of variables in other branches of a conditional statement (i.e., peek at the then case when handling a snippet in the else branch). Consequently, HD, which combines data flow information with all usages always achieves high performance using both kinds of information. Finally, to evaluate the need for type information, we run the experiments removing all type information. This -on average -resulted to an 8% reduced performance on the SMARTPASTE task on all models.
Same-Type Decisions So far, we considered the SMARTPASTE task where for each placeholder the neural networks consider all variables in scope. However, if we assume that we know the desired type of the placeholder, we can limit the set of suggestions. The last set of metrics in Table 1 evaluate this scenario, i.e. the suggestion performance within placeholders that have two or more type-correct possible suggestions. In our dataset, there are on average 5.4 (median 2) same-type variables in-scope per placeholder used in this evaluation. All networks (except LOC) achieve high precision-recall with a high AUC. This implies that our networks do not just learn typing information. Furthermore, for 10% recall our best model achieves a precision of 99.1%. First, this suggests that these models can be used as a high-precision method for detecting bugs caused by copy-pasting or porting that the code's existing type system would fail to catch. Additionally, this indicates that our model have learned a probabilistic refinement of the existing type system, i.e., that they can distinguish counters from other int variables; file names from other strings; etc.
Generalization to new projects Generalizing across a diverse set of source code projects with different domains is an important challenge in machine learning. We repeat the evaluation using the UNSEENPROJTEST set stemming from projects that have no files in the training set. The right side of Table 1 shows that our models still achieve good performance, although it is slightly lower compared to SEENPROJTEST, especially when matching variable types. This is expected since the type lattice is mostly unknown in UNSEENPROJTEST. We believe that some of the most important Figure 3 : SMARTPASTE suggestion on snippet of the SEENPROJTEST set. HD suggests all the red placeholders (λ 6 to λ 10 ) in the shaded area (λ 5 is a declaration). The probability for each placeholder is shown on the right. Note that there are multiple string variables in scope (url, pageUrl, path). However, HD learns usage patterns (e.g. url is a parameter of IsFileUrl) to assign different representations to each variable usage. This allows us to discriminate between path, url and pageUrl. The model ranks second the ground truth for λ 9 , λ 10 suggesting path instead, which nevertheless seems reasonable. Variable names are not used in the model, but are shown for convenience. Additional visualizations are available in Appendix C.
issues when transferring to new domains is the fact that projects have significantly different type hierarchies and that the vocabulary used (e.g. by method names) is very different from the training projects.
Qualitative Evaluation
We show an example of the SMARTPASTE task in Figure 3 , where we can observe that the model learns to discriminate both among variables with different types (elements of type IHTMLElement is not confused with string variables) as well as assigning more fine-grained semantics (url and path are treated separately) as implied by the results for our same-type scenario above.
In Figure 4 , we show placeholders that have highly similar usage context representations u(t, v). Qualitatively, Figure 4 and the visualizations in Appendix B suggest that the learned representations can be used as a learned similarity metric for variable usage semantics. These representations learn protocols and conventions such as "after accessing X, we should access Y" or the need to conditionally check a property, as shown in Figure 4 .
We observed a range of common problems. Most notably, variables that are declared but not explicitly initialized (e.g. as a method parameter) cause the usage representation to be uninformative, grouping all such declarations into the same representation. The root cause is the limited information available in the context representations. Local optima in ICM and UNK tokens also are common.
Related Work
Our work builds upon the recent field of using machine learning for source code artifacts. Recent research has lead to language models of code that try to model the whole code. Bhoopchand et al. [6] , Hindle et al. [10] model the code as a sequence of tokens, while Maddison and Tarlow [11] , Raychev et al. [17] model the syntax tree structure of code. All the work on language models of code find that predicting variable and method identifiers is one of biggest challenges in the task. We are not aware of any models that attempt to use data flow information for variables. Closest to our work is the work of Allamanis et al. [2] who learn distributed representations of variables using all their usages to predict their names. However, they do not use data flow information and only consider semantically equivalent renaming of variables (α-renaming). Finally, the work of Raychev et al. [16] is also relevant, as it uses a dependency network between variables. However, all variable usages are deterministically known beforehand (as the code is complete and remains unmodified), as in Allamanis et al. [1, 2] .
Our work is remotely related to work on program synthesis using sketches [18] and automated code transplantation [5] . However, these approaches require a set of specifications (e.g. input-output examples, test suites) to complete the gaps, rather than statistics learned from big code. These approaches can be thought as complementary to ours, since we learn to statistically complete the gaps without any need for specifications, by learning common dataflow structure from code.
Our problem has also similarities with coreference resolution in NLP and methods for the structured prediction of graphs and -more commonly -trees. However, given the different characteristics of the problems, such as the existence of exact execution path information, we are not aware of any work that would be directly relevant. Somewhat similar to our work, is the work of Clark and Manning [9] , who create a neural model that learns to rank pairs of clusters of mentions to either merge them into a single co-reference entity or keep them apart.
Discussion & Conclusions
Although source code is well understood and studied within other disciplines such as programming language research, it is a relatively new domain for deep learning. It presents novel opportunities compared to textual or perceptual data, as its (local) semantics are well-defined and rich additional information can be extracted using well-known, efficient program analyses. On the other hand, integrating this wealth of structured information poses an interesting challenge. Our SMARTPASTE task exposes these opportunities, going beyond more simple tasks such as code completion. We consider it as a first proxy for the core challenge of learning the meaning of source code, as it requires to probabilistically refine standard information included in type systems.
We see a wealth of opportunities in the research area. To improve on our performance on the SMART-PASTE task, we want to extend our models to additionally take identifier names into account, which are obviously rich in information. Similarly, we are interested in exploring more advanced tasks such as bug finding, automatic code reviewing, etc. ⊲ Usage context where a string has been initialized to blank but may be reassigned before it is used. 
