Abstract A significant fraction of computational software for scientific research grows through accretion. In a common scenario, a small group develops a code for a specific purpose. Others find the software useful, so they add to it for their own use. The software grows to the point where its management becomes intractable and scientific results obtained from it become unreliable. This is in stark contrast with a small number of scientific codes that have undergone a design process, be it due to an upfront investment, or when haphazardly grown codes have reset and started again. At a minimum, these codes reduce the time to obtain research results for the communities they serve because individual researchers do not have to develop their own codes. They provide further benefits; the results they produce are more reproducible due to greater scrutiny, leading to better science. One of the more overlooked benefits, which is perhaps of greater significance, is that a well-designed code can expand to serve communities beyond the ones it was designed for. Thus, research communities with similar computational requirements can symbiotically improve computation-based research for each other. In this article, we present a case study of FLASH, a code that was designed and developed for simulating thermonuclear runaways such as novae and type Ia supernovae in astrophysics. Designed to be modular and extensible, users from several diverse research areas have added capabilities to it and adapted it for their own communities. Examples include cosmology, highenergy density physics, core-collapse supernovae, star formation, fluid-structure interactions, and chemical combustion. We give a summary of design features that facilitated the expansion and quantify the effort needed to expand into some of the above-mentioned fields. We also quantify the impact on different communities by mining the database of publications using FLASH, collected by its developers.
Introduction
The purpose of scientific computational software is to aid in understanding the physical world through modeling, simulation, and analysis. When applied to engineering, computational software can also be used in product design. The objective is either to model the physical world through some mathematical formulation, or to collect data through observation or experimentation, and analyze the data to enhance understanding. While either objective can be shown to benefit from design investment, in this work we focus on multiphysics software for modeling and simulation.
Over the last two decades, there have been significant advances in computing capabilities and numerical algorithms, which together have transformed the methods of scientific discovery. Similar advances in engineering have even led to the elimination of hugely expensive experimental facilities for product design in some of the industries.
With increasing dependence of science and engineering on modeling and simulations, there is growing concern among practitioners in these fields about the quality of software they use. Reliability and reproducibility of results, another growing concern, has brought attention to issues such as verification, testing, and sustainability. However, software design is still undervalued. This is partly due to the preponderance of legacy codes in the scientific world, which represent years of learning and investment, and partly because the impact of good software design in scientific productivity is not well understood. In this article, we highlight and quantify the benefits that scientific communities in multiple fields have gained from investment in design of the FLASH code (Dubey et al., 2009 ). There are other codes with similar investments in software design (e.g. Blazewicz et al., 2013; Parker, 2006 ) that could provide similar stories.
The article is organized as follows; in Section 2, we describe general software design elements that are relevant to extensibility, specifics of FLASH extensions into multiple domains, and synergies that exist among domains to which the code has been extended. Section 3 quantifies the effort involved in code development and expansion. Section 4 presents our analysis of FLASH's impact on science domains, inferred from user feedback and publications using the code. In Section 5, we present our conclusions.
Design elements
The basis of computational software is mathematical modeling, which in turn relies upon the understanding of the scientific domain. From the outset, a good understanding of more than one discipline is necessary in order to produce a scientific code. Such multidisciplinary knowledge base can come in the form of individuals with good working knowledge of many fields, a team composed of experts from many different fields, or a combination of the two. FLASH falls under this third category. Certain design elements, such as separation of concerns, are critical in facilitating productive interaction among members of a diverse team. Other design elements, such as interoperability and extensibility, are imposed by the nature of the problems such codes solve.
During the last couple of decades, distributed memory parallelism was the dominant model with two major performance concerns: scalability, which relates to the size of the simulation and the size of the platform, and local performance, which relates to the use of local node resources. These two aspects map directly to the separate concerns of parallelism and memory hierarchy management. In FLASH's design, this separation of concerns is realized through the use of a block as an abstraction, that is, a section of the computational domain surrounded by a halo of ghost cells that get values from the adjacent blocks. All physics units operate on one block at a time, remaining thus-to a large extent-oblivious of parallel performance concerns. A computational kernel's access pattern within a block dictates its local node performance, while how the blocks are distributed among nodes dictates parallel performance and scalability of the code.
Additionally, the FLASH code was geared toward modeling multiphysics and multiscale phenomena where different models needed different permutations of capabilities. This led to design choices in the framework that ultimately set the stage for extensibility into other scientific domains. A fundamental requirement of extensibility is the ability to add capabilities at different granularities of the code without intrusive changes to its framework. FLASH's design provides this feature through the use of Config files that encode meta-information at various granularities in the code. A custom configuration tool, the setup tool, parses this meta-information and assembles the components into an application. The FLASH framework implements hierarchy by utilizing the Unix directory structure. At the top level of the hierarchy are units, the coarsest granularity of functionality. A unit can be responsible for infrastructure (e.g. the Grid unit for configuring the discretization mesh), for physics (e.g. Hydro unit for hydrodynamics), or for other functionalities. Figure 1 shows how a new unit is added (left panel) in the code hierarchy, and how an alternative implementation of an existing unit can be included (right panel). To add a unit, a subdirectory is created at the top level in the source tree, where there is no Config file that needs modification. The entire new unit, Hydro, is implemented under its separate directory, leaving other units unaffected. The code's driver, however, may need to be modified if it invokes the unit directly. To add an alternate implementation to an existing code capability, in this case the Grid, a subdirectory is added at the same level as an existing implementation. In the example, the default implementation is the adaptive mesh refinement (AMR). The alternate implementation to be added is the uniform grid. In this case, the driver in the main source tree remains unaltered but the Config file of the Grid unit requires modification. Snippets of the Grid unit's Config file showing required modifications are included in the figure. For a more detailed example of a Config file, see Dubey et al. (2009) . A unit can be divided into subunits that cover a subset of the unit's functionality. Both units and subunits can have multiple alternative implementations of the same Application Programming Interface (API). Additionally, any sub-functionality in any subunit can be provided by forking the source into subdirectories at that level. For more details on FLASH's code architecture, its extensibility features, and its evolution, see Dubey et al. (2008 Dubey et al. ( , 2009 Dubey et al. ( , 2012 .
Extensions, applications, and synergies
The earliest code capability developments included AMR, hydrodynamics, and nuclear burn along with basic infrastructure for I/O and runtime management, which enabled simulations of thermonuclear runaways found in astrophysics. A very significant result from those simulations was the discovery of a gravitationally confined detonation model (Jordan et al., 2008) as a possible mechanism for type Ia supernovae. Astrophysics capabilities of the code were further enhanced by addition of unsplit hydrodynamics and staggered-mesh magnetohydrodynamics (MHD) (Lee, 2013; Lee and Deane, 2009; Lee et al., 2010) modules. A complex table-based equation of state (EoS) and a radiation leakage scheme for approximate neutrino transport were added to enable 3-D core-collapse supernovae simulations (Couch, 2013a (Couch, , 2013b Couch and Ott, 2013) .
Even as FLASH was being developed for simulating thermonuclear runaways in astrophysics, its potential for use in other domains was realized because of its composability with different sets of components. Early users added units for ionization, radiative cooling, and thermal conductivity which enabled FLASH to be used for solar physics. Scientists interested in cosmology added solvers for Friedmann's equations and comoving coordinates. Combined with elliptic solvers for self-gravity (Ricker, 2008) , and massive particles, these additions made simple cosmology simulations possible. FLASH simulations of cosmological structure formation have been used to address scatter in galaxy cluster mass-observable relationships (Yang et al., 2009 ), supermassive black hole growth (Sutter and Ricker, 2010) , galaxy cluster radio halo statistics (Sutter and Ricker, 2012) , galaxy formation (Latif et al., 2012) , and galaxy cluster formation (Ruszkowski et al., 2011) . Notable extragalactic applications have included galaxy cluster mergers (ZuHone et al., 2009) , black hole feedback in galaxy cluster cores (Gaspari et al., 2013) , and galaxy evolution in clusters (Roediger and Brggen, 2008) .
Several abstractions and functionalities have been introduced to FLASH's basic framework as the code has expanded. Several domains demanded movement of nonEulerian data while maintaining proximity to the overlapping mesh blocks, resulting in the development of a multifeatured Lagrangian framework . Extension to high-energy density physics (HEDP) required significant extensions in terms of physics, infrastructure, and algorithms: three-temperature treatment for hydrodynamics and MHD (Fatenejad et al., 2013a; Tzeferacos et al., 2012) , non-ideal MHD effects such as Biermann battery (Fatenejad et al., 2013b; Graziani et al., 2015) and magnetic resistivity, heat-exchange, material EoS and opacities, and mesh replication for multigroup radiation diffusion . The laser drive needed for these simulations used existing data movement from the Lagrangian framework to simulate rays propagating through the domain. FLASH HEDP simulations are used to design and understand experiments conducted at large laser facilities around the world, such as the Laboratory for Laser Energetics at the University of Rochester, the National Ignition Facility at Lawrence Livermore National Laboratory, the Laser Megajoule and the Laboratoire d'Utilisation des Lasers Intenses in France, and the Rutherford-Appleton Laboratory in the United Kingdom. The experiments range from studies of material EoS with shock-release techniques (Falk et al., 2014) to laboratory astrophysics applications that study the creation and propagation of astrophysical jets (Li et al., 2016; Yurchak et al., 2014) and physical processes behind the origin of cosmic magnetic fields in supernova remnants (Meinecke et al., 2014; Tzeferacos et al., 2015) and galaxy cluster mergers (Meinecke et al., 2015) .
Fluid-structure interaction (FSI) simulations were enabled by adding an incompressible Navier-Stokes solver and extending the Lagrangian data structures to allow grouping of particles that can be mapped onto the floating solid. The capabilities are used for studying biomechanical systems. A recent use of the FSI technology in FLASH has been for studying the impact of earthquakes on pressurized nuclear water reactor cores, which are composed of thousands of fuel rods organized as fuel assemblies supported by spacer grids.
An interesting observation is that often a capability demanded by and developed for one community benefits several, occasionally reducing the barrier for entry of another field. For instance, cosmology required elliptic solvers for self-gravity leading to the addition of the multipole and multigrid methods Ricker, 2008) , which were also beneficial for astrophysics applications. The presence of elliptic solvers in turn made it possible to add an incompressible Navier-Stokes solver, thus making way for FSI applications. Similarly, a performance bottleneck in the FSI capabilities (Mohapatra et al., 2013) resulted in the development of bittree, a bitmap of the octree of FLASH's AMR. This development benefited all domains using the Lagrangian framework by rendering the redistribution of particles after regridding much more efficient.
Inclusion of particles and their modification history is particularly interesting for understanding the impact of design choices on extensibility. First introduced as massive particles for cosmology N-body simulations, they had a general data structure that could exist separately from the mesh while still interacting with it. The infrastructure for interacting with the mesh included the ability to map from mesh variables and deposit values to the mesh. Additionally, they could migrate between blocks and processors during the course of their evolution. These features opened doors to many other ways in which these entities could be used, including the use of Lagrangian markers for FSI (Vanella et al., 2010) , and rapid development of effective and efficient laser drive for HEDP.
In Table 1 , we tabulate the synergy among various research fields. An addition to the code motivated by the needs of a specific community has an entry in the table as the year when that feature was added. A star in other columns along the same row indicates other research domains that derive benefit from the feature. As mentioned earlier, the first set of astrophysics simulations of thermonuclear runaways such as novae and supernovae needed compressible hydrodynamics, nuclear burn, and specialized EoS. Early cosmology simulations needed addition of elliptic solvers for self-gravity and massive particles for simulating dark matter. Addition of MHD allowed magnetic fields to be included in both astrophysics and cosmology simulations and also enabled some studies in solar physics. Magnetic reconnection studies became possible once the MHD capability became available. Computational fluid dynamics (CFD) simulations with incompressible fluid can be built using an elliptical pressure solver. Thus, elliptic solver built for self-gravity enabled easy addition of incompressible hydrodynamics. Particles as tracers are also used extensively in CFD simulations. Combustion simulations need chemical burning instead of nuclear burning. Adding an alternative implementation for the Burn unit interface made those simulations possible. Star formation simulations use a concept of sink particles, which is mechanism for taking mass out of an ongoing simulation. This capability was built within the existing Lagrangian framework. HEDP simulations need the maximum number of capabilities. That is why the corresponding column has least number of empty spots in the table. In general, the density of the stars is reflective of the extent to which synergy exists among various fields served by FLASH.
Effort
We can make a rough and conservative estimate of the effort put into FLASH by its internal developers by looking at the history of employment at the Flash Center for Computational Science. It adds up to roughly between 125 and 135 person years, excluding abandoned lines of development and support activities. We begin with the development team, whose makeup reflects the motivations and the objectives of a project. The composition of the FLASH development team has changed several times over the years of its evolution, depending upon the emphasis placed on particular aspects of code development (see Figure 2) . From 1998 to 2001, the developers were predominantly domain scientists-astrophysicists-who were also well versed in the required numerical methods. During this time, the code development took roughly eight to nine person years per year, and all members of the team were contributing to all aspects of the code. The emphasis was placed on having a production ready code as soon as possible, and while there was attention given to maintenance and extensibility, it was not the development's focus. At the end of this period, there was a stable production code that could be used for some science but did not yet meet all science needs of the Flash Center. rearchitected for a second version change: Dedicated developers reworked the code's infrastructure and the transfer of physics capabilities was coordinated with domain scientists. The effort put in during this stage ranged from six to nine person years per year. From 2006 on, the Center has been expanding FLASH's capabilities and has also been incorporating external contributions. The effort during this time has fluctuated between six and nine person years per year and has come down to about three person years presently. The numbers reported are in general agreement also with the findings of Post and Votta (2005) who carried out a quantitative analysis of the history of six projects with similar scope and complexity at some of the national laboratories. It is instructive to estimate the efforts in the context of benefits accrued. Of the total internal development effort of 125-135 person years, roughly 40% (about 52 person years) was devoted to code design and infrastructural development. In infrastructure, we include AMR, IO, runtime environment, restart capabilities, time and progress monitoring utilities, and diagnostic utilities. A very conservative assumption would be that all of FLASH's science communities use an average of 75% of the infrastructure included in the distribution because AMR and IO by themselves constitute more than two-thirds of all infrastructure. This translates into reuse of roughly 39 person years worth of effort per domain.
Another way of estimating the amount of effort saved overall can be gleaned from Figure 3 , which shows the number of users of specific capabilities as reported in the most recent user survey. For instance, 77 users reported that they use the multigrid unit, which implies that 77 individual users did not have to develop or implement a multigrid algorithm for themselves. Similarly, 200 individual users did not have to develop a hydro or MHD solver of their own. If we include the infrastructure reuse, even without accounting for the effort expended in extensible design, the overall savings in duplicated effort are likely to exceed the entire investment in the development of the code. What is more, users get an implementation that is likely to be more robust and reliable than their own because many others have exercised it in different ways. These numbers are not meant to be an accurate accounting because we have incomplete information about individual usage and customization that users may be doing. Our intent in using them is to show that savings in scientist's efforts are considerable and must be taken into account in scientific planning.
Impact
FLASH's scientific impact is clearly demonstrated by the citation history of the original paper describing the code as shown in Figure 4 . Its impact in various scientific communities and in promoting software engineering is also documented elsewhere . Here, we examine the impact of investment in extensible code design on FLASH's usefulness to science. We examine this impact from three different perspectives: (1) we look for correlation between addition of capabilities and expansion to new domains; (2) we look at the broad scientific impact in terms of publications per domain; and (3) we correlate effort expended in various developments for a domain to the research output in that domain, in the form of publications. Note that the domains and research fields we include in these different perspectives are not identical because, throughout the history of the code, there have been minor additions that have nevertheless enabled some research that would otherwise not be possible, but they are too numerous to list exhaustively. Furthermore, we only highlight features and domains for which information is available to us and can be quantified.
We use data from three sources: data from user-surveys, information provided by the users at the time of downloading the code, and a database of publications using the FLASH code (2016). User surveys were conducted in 2005, 2009, and 2016 . Even though all users registered on the user's list were invited to participate in all the surveys, only a small fraction returned responses in all three instances. Since 2012, users are asked to provide a small note about how they intend to use the code when they register to download. Not all users provide this piece of information, but those who do respond give a fair account on the research areas being pursued. The Flash Center maintains an online database of publications that have used the code to obtain partial or full results. Not all publications are about domain sciences, as some use FLASH for system benchmarking and studying system characteristics, such as I/O behavior. The database is largely self-reported with periodic attempts by the personnel at the Center to add missing publications. Data from all sources is obviously incomplete; therefore, the statistics presented here should be viewed as only roughly indicative of the user base and publications generated with or about FLASH, in different research domains.
We begin by highlighting how new capability additions and significant modifications to existing capabilities extended the reach of the code. Table 2 lists added or modified features, and the new communities reached. We include shock-capturing hydrodynamics, AMR, specialized EoS, and nuclear burn as base capabilities in the table. This was the minimum set of features needed for the code to come into existence and for scientists to be able to do meaningful simulations with the code. The relative share of research areas using the code has changed over the years as the code capabilities have evolved. We can take a close look at the growth in HEDP because the move to collect information from users about how they intend to use the code coincided with the release of HEDP capabilities. The number of HEDP-related downloads grew very rapidly from 10 in 2012 to 61 in 2014. It has been roughly stable since then. Areas such as astrophysics and cosmology showed similar growth in the early years and have been stable for several years. Other areas such as plasma and CFD are seeing some growth. An interesting new area of growth is education; instructors of high-level undergraduate and graduate-level classes are using FLASH because of its available example set and accompanying analysis tools for teaching and class projects. Figure 5 shows a year-wise breakdown of publications related to or using FLASH. The chart stops at 2014 because self-reporting by authors usually has a lag time of 18-24 months. The specific domains listed in the figure such as astrophysics, cosmology, FSI, and HEDP are selfexplanatory. Papers that discuss FLASH's framework, software engineering, and Computer Science (CS) research that uses FLASH as a test bed are tallied under CS/framework. Papers on numerical methods implemented in or analyzed with FLASH, verification and validation, and other physics categories not covered by the ones listed explicitly, are counted in the math/physics category. Table 3 summarizes infrastructural features and physics that were added or modified for a particular domain. Table 4 correlates estimates of effort to productivity in terms of publications for the same domain classifications. Column 2 shows the initial effort required in person years before the first set of results could be obtained for that domain, and column 4 shows the year the corresponding additions to the code were first included in a public release. The cumulative effort shown in column 3 reflects all effort in refining algorithms, code refactoring during version transitions, refinement of models, and addition of new physics. The last two columns show the year when the first publication appeared using FLASH in the corresponding domain and the total count of publications until the end of 2014.
An interesting observation is that the domains that need more complex and diverse physics capabilities may take longer to become available, but attract more users. On the other hand, domains that do not need significant capability additions are characterized by steady but small user bases. We can quantify this by looking at the publication rates in astrophysics, cosmology, and HEDP, versus solar physics and magnetic reconnection. From Table 2 HEDP development started in 2010, first internal papers appeared in 2012, and by 2014 it was already third among all domains in the publications count. In contrast, solar physics and magnetic reconnection have needed very modest investments and have had small and steady publications count. This is perhaps because researchers in domains that need few physics capabilities to reach viability do not have as much incentive to look for available options: It is much more feasible for them to build their own codes. Extending that argument, it is more likely that there are many more choices available to them. As the minimum capabilities to reach viability grow, available options decrease because of complexity and challenges in building such codes.
These results are also interesting because the three dominant domains have very different landscapes of available public-domain codes. When FLASH first became available, it was among the first codes of its kind; filling a resource gap that lead to its rapid growth and adoption. In HEDP and laboratory astrophysics, FLASH has had a similar beginning and influence, being probably the only multiphysics open code that can serve the academic communities performing laser experiments. In contrast, cosmology has had a rich collection of publicly available codes and FLASH has not played as dominant a role in this particular field-however, the FLASH cosmology community has been productive in terms of research output.
Conclusions
The objective of this exercise of mining the history of FLASH design and development, and the database of publications, is to highlight why software design should not be an afterthought. Investment in software design may not have immediate short-term benefits, but it pays rich dividends in the mid to long term. The delayed cost can be compounded and become significant if the code base accretes capabilities without any thought to design. In that case, typical outcomes would include either abandoning the code and starting from scratch or having decreasing confidence in the results generated by the software, as more accretion occurs. Additionally, the high density of stars in Table 1 is indicative of the synergy that exists among research domains and that a multipurpose software can exploit such synergy to advance science in multiple fields. These potential symbiotic relations among various scientific domains are expensive to ignore and have the additional advantage of presenting opportunities for various fields to learn from one another. A factor that has been instrumental in shaping the widespread adoption of the code is the inclusion of people with broad scientific interests. A typical FLASH developer is proficient in one or more disciplines and has a good command of at least one or two more. For instance, domain scientists are able to develop and adapt numerical algorithms for their purposes, and some are even capable of software design. The diversity of interests among developers and users translates into collaborations with practitioners in many different domains. Such interactions, in turn, inform the developers about expansion possibilities, resulting in a positive feedback loop. A team with a diverse formative background is also more resistant to communication barriers among disciplines. Inclusiveness and mutual respect have, therefore, been the greatest assets for the development team and critical ingredients for the diversification of the code. Well-defined policies regarding external contributions such as reconciling intellectual property protection with public distribution, minimum requirements from the contributed code, and explicitly articulated coding and verification standards have influenced the code evolution and expansion. Details of FLASH's evolution, software process, and standards can be found in Dubey et al. (2013a Dubey et al. ( , 2013b .
The model of separation of concerns described in Section 2 has served the computational community well for roughly two decades. However, with the advent of heterogeneous nodes, parallelism is also a node's concern and there is a deeper hierarchy in the potential distance between a data item and where it needs to be used in computation. The landscape of local performance has grown much more complex, and the solution is far from obvious (Johansen et al., 2014; Tate et al., 2014) . This shift in paradigm is likely to translate into a need to redesign the code to obtain performance portability across platforms while maintaining desirable features of the code such as usability and extensibility (see Dubey and Graves, 2015 , for an example solution). With the code base being large, and heterogeneity being pervasive, now more than ever it is important to invest in design with due consideration of constraints and challenges to sustain scientific discovery through computation.
