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ABSTRACT
Convolutional layers are a major driving force behind the suc-
cesses of deep learning. Pointwise convolution (PWC) is a
1× 1 convolutional filter that is primarily used for parameter
reduction. However, the PWC ignores the spatial information
around the points it is processing. This design is by choice,
in order to reduce the overall parameters and computations.
However, we hypothesize that this shortcoming of PWC has
a significant impact on the network performance. We propose
an alternative design for pointwise convolution, which uses
spatial information from the input efficiently. Our design sig-
nificantly improves the performance of the networks without
substantially increasing the number of parameters and com-
putations. We experimentally show that our design results in
significant improvement in the performance of the network
for classification as well as detection.
1. INTRODUCTION
Neural networks have helped in successfully dealing with sev-
eral machine learning and computer vision problems. Con-
volutional layers have been instrumental in this success. As
opposed to fully connected layers, the convolutional layers
share parameters and capture local spatial context, which en-
ables the network to learn useful features from inputs such as
images.
A 1 × 1 convolutional layer (or pointwise convolution)
consists of a convolutional filter of size 1× 1 which works on
only one point per channel at a time. It was first introduced
in Network in Network (NIN) [1] and was popularised by
the Inception network [2]. Pointwise convolutions are widely
used in modern architectures to increase or decrease the num-
ber of channels in feature maps for computational efficiency.
ResNet/DenseNet [3, 4] bottleneck layers use PWC to reduce
parameters and computation. MobileNetV2 [5] use PWCs
to increase the number of channels before applying convo-
lutional filters of larger kernel size depthwise and then use
them again to decrease the number of channels. PWC is used
after depthwise and groupwise convolutions in efficient net-
works such as ShuffleNet [6] and MobileNet [7, 5] to capture
channel-wise correlation.
1Equal contribution.
Local spatial context (neighborhood information) is a vi-
tal factor behind the successes of convolutional layers. This
is especially relevant in cases such as images where spatial
neighborhoods contain essential information. However, in
pointwise convolution, the local spatial context is totally ig-
nored. It is assumed that this has a negligible negative effect.
Our experiments, however, showed that introducing con-
text into pointwise convolutions with a minor increase in pa-
rameters/computations can achieve over 1% improvement in
the accuracy of the network. Therefore, the performance im-
pact due loss of spatial context is indeed significant.
We can replace PWCs with convolutional filters of larger
size such as 3×3 or 5×5, which capture local spatial context.
However, doing so will defeat the purpose of pointwise con-
volution, i.e., to reduce the number of parameters and com-
putations in the network. Therefore, we aim to improve the
performance of networks that use PWCs by capturing some
spatial context in the PWCs without significantly increasing
the parameters/computations.
There has been a lot of works to improve the performance
of neural networks. The most common approach is to make a
network deeper, i.e., add more layers. This created challenges
such as vanishing gradient, which was dealt with by introduc-
ing skip connections [3]. Another approach is to increase the
width of network layers, i.e., increasing the number of chan-
nels in the layer [8, 7]. Researchers have also used bigger
input images/data as they capture more details. But this leads
to a significant increase in parameters and computations.
Our aim, however, has been to show that introducing con-
text into pointwise convolution improves the performance of
neural networks. We also propose an efficient way of adding
context into pointwise convolution without significantly in-
creasing the number of parameters/computation. We call our
approach the contextual pointwise convolution (CPWC). Our
approach can be seen as another way to improve network per-
formance by improving the PWC component of the neural
network. We also show experimentally that our modification
to the pointwise convolution results in improved performance
that is at par with much deeper/wider models. Our experi-
ments also show that this improvement extends to tasks like
object detection in addition to classification.
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Fig. 1. Our proposed approach (CPWC) of context addition to pointwise convolution (best viewed in color). A context extrac-
tion unit that extracts spatial context at multiple scales and adds this information to the output of the 1× 1 convolution.
2. METHOD OF INTRODUCING CONTEXT
We propose an efficient approach of adding context to the
pointwise convolution. In our approach, the original 1 × 1
convolution is retained and a context extraction unit performs
a parallel operation on the input to obtain the local spatial
context at multiple scales (stage 1 and stage 2), and this con-
text information gets added to the output of PWC (as shown
in Figure 1).
As already discussed earlier, the easiest way to get the
local context would be to use a convolution filter of larger
kernel sizes, such as 3× 3, 5× 5, and others. However, using
filters of larger kernel size on the input feature maps having a
large number of channels will massively increase the network
parameters/computations. Therefore, we propose an efficient
way of using filters of larger kernel sizes over a few channels
in order to get the context and also not to increase the network
parameters/computation significantly.
Our objective is to provide the local spatial context infor-
mation at multiple scales in the form of feature maps that have
the same dimensions and number of channels as the output
feature maps of the PWC. These feature maps will be added
element-wise with the output of the PWC.
Now if there is an improvement in the performance of
the network with the modified pointwise convolution block
(CPWC) over the original network, we can at least say that
our modification has had some positive impact on the net-
work performance. We also compare these results with dif-
ferent versions of networks having increased depth or width
(and so more parameters than the base network) so that we
can check whether this performance improvement is only due
to the additional parameters introduced by our modifications.
Let us take an example from ResNet-50 bottleneck unit,
where they reduce the number of channels from 256 to 64.
They use PWC to perform this channel reduction (256 to 64),
but clearly, this step ignores local spatial context information.
We can simply use 3 × 3 convolution to include context in-
formation. But this will significantly increase the network
parameters/computation because, in order to produce 64 out-
put channels, we require 64 convolutional filters of kernel size
3 × 3. We know that for applying one convolutional filter of
kernel size 3 × 3 to an input having 256 channels requires a
convolutional filter of actual size 3×3×256. This means that
a total of 3× 3× 256× 64 parameters will be introduced.
To solve the above-mentioned problem, we divide 256 in-
put channels into 64 groups, where each group contains 4
channels. Now we apply a 3 × 3 convolution to each group
(stage 1 in Figure 1). Therefore, to produce 64 output chan-
nels (stage 1 output in Figure 1), we need 64 convolutional
filters of actual size 3 × 3 × 4. Next, to extract context at
a higher scale, we can apply 64 convolutional filters of actual
size 3×3×1 (stage 2 in Figure 1) on each channel of the stage
1 output to get stage 2 output as shown in Figure 1. Finally,
we add the stage 1 and stage 2 outputs to the 1×1 convolution
output in order to incorporate multi-scale context information
into the PWC output.
Please note that in this whole process, stage 1 adds 3×3×
4×64 parameters and stage 2 adds 3×3×1×64 parameters
in addition to the 1×1 convolution which adds 1×1×256×
64 parameters. This leads to a total of 19, 264 parameters
(stage 1 + stage 2 + PWC). The original PWC adds 16, 384
parameters (only 1×1). Whereas if we would have only used
64, 3× 3 convolutions of actual size 3× 3× 256 as described
earlier, then it would have added 147, 456 parameters.
This idea forms the basis of our approach and also shows
how our approach efficiently adds local spatial context infor-
mation to the PWC output without significantly increasing
the number of parameters/computation. As described above,
stage 1 and 2 extract contextual information at 2 different
scales and provide this information to the PWC output.
Selection of Channels in Groups for Stage 1: Say we
have the input feature maps of total size W ×H × C where
W, H, and C are the width, height, and the number of chan-
nels of the input. Let Z be the number of output channels.
Therefore, there are Z original 1× 1 convolutional filters that
operate on the input feature maps and finally produce the out-
put feature maps of the total size of W × H × Z. Stage 1
also has to produce an output of the same size without ignor-
ing any input channel. Therefore Z convolutional filters are
required at stage 1. We create Z groups of channels from the
input, where the number of channels in the group i is ri, and
its size isW×H×ri. On every group, one 3×3 convolutional
filter is applied as shown in Figure 1 (stage 1). For example,
on group i of sizeW×H×ri, one 3×3 convolutional filter of
size 3× 3× ri is applied, where ri is the number of channels
in group i. The number of channels in each group (ri) varies
according to the number of input and output channels. So we
can have 3 cases:
Case-1 Z == C: When the number of output channels is
equal to the number of input channels, then ri = 1 i.e. every
group contains only 1 channel exclusively.
Case-2 Z < C: When the number of output channels is
less than the number of input channels, and C is divisible by Z
then ri = CZ i.e., every group contain
C
Z channels exclusively.
If C is not divisible by Z, then let rm be the remainder of
the division CZ . In this case the first rm groups will contain
bCZ c+1 channels and the rest will contain bCZ c channels each.
Case-3 Z > C: When the number of output channels is
greater than the number of input channels, and Z is divisible
by C then ri = 1. However, each input channel will be shared
by ZC groups. If Z is not divisible by C, then let rm be the
remainder of the division ZC . In this case, each of the first rm
channels will be shared by bZC c + 1 groups, and each of the
remaining channels will be shared by bZC c groups. Note that
since ri = 1, each group will contain only 1 input channel but
not exclusively.
Summary of CPWC: As can be seen in Figure 1, our
method CPWC does not remove the original 1 × 1 convolu-
tion but adds a multi-scale spatial context to the PWC output
by using a parallel spatial context extraction unit. The spatial
context extraction unit consists of Z number of 3×3 convolu-
tional filters in stage 1. Each convolutional filter extracts spa-
tial context from the corresponding input group, as described
in the section above. Each channel of the output feature maps
produced by stage 1 is processed by one 3 × 3 convolutional
filter in stage 2. These Z number of 3×3 convolutional filters
of size 3 × 3 × 1, form the stage 2 of context extraction unit
which produces stage 2 output as shown in Figure 1. Once
the context extraction is complete, we get 2 output feature
maps of total size W × H × Z, one from each stage. The
2 output feature maps which contain context information are
added element-wise to the feature maps produced by the 1×1
convolution to get the final output feature maps.
Why 2 Stages? Now, it can be questioned whether stage 1
was enough to obtain the context from the input channels, i.e.,
whether context from a single scale was enough. However,
our ablation studies show that when the context is extracted
at two scales (stage 1 and 2), the network performs signifi-
cantly better than when the context is extracted only at one
scale (stage 1). This is also intuitive since by using two 3× 3
convolutions, we are emulating a 5 × 5 convolution, which,
as we know, captures more spatial context information than a
3 × 3 convolution. Further, using two 3 × 3 convolution to
emulate a 5 × 5 convolution introduces fewer parameters as
compared to using a 5×5 convolution [2]. We stop at 2 stages
since more stages will add more parameters/computations.
3. EXPERIMENTS
In this section, we report the results of the experiments con-
ducted to find whether the addition of context into 1×1 convo-
lution improves the performance of the neural network. We
perform this analysis for image classification as well as for
object detection. We compare the results of our modified net-
works to deeper/wider networks to analyze whether the per-
formance improvement due to context addition is solely a re-
sult of the increase in parameters. The experiments have all
been performed in PyTorch [9]. In all the architectures, we
replace every pointwise convolution with CPWC.
Table 1. Classification accuracy (%) on the CIFAR-100
dataset for ResNet-164, ResNeXt-29 and MobileNetV2.
Models Params FLOPS Acc.
ResNet-164 (Baseline) 1.74M 0.25G 77.0
ResNet-200 2.11M 0.30G 77.5
ResNet-164 (CPWC w/o Stage 2) 1.87M 0.28G 77.7
ResNet-164 CPWC (Ours) 1.96M 0.30G 78.4
ResNeXt-29,8×64d (Baseline) 34.4M 5.4G 82.23
ResNeXt-29,16×64d 68.1M 10.7G 82.69
ResNeXt-29,8×64d CPWC (Ours) 34.8M 5.5G 82.64
MobileNetV2(1.0x) (Baseline) 2.4M 0.30G 74.1
MobileNetV2(1.2x) 3.2M 0.41G 74.3
MobileNetV2(1.0x) CPWC (Ours) 2.6M 0.35G 75.1
3.1. Image Classification
Experiments were conducted for classification on the Ima-
geNet [10] and CIFAR-100 datasets [11]. The training is done
on the training set, and the Top-1 accuracy on the validation
set is reported. For the ImageNet dataset, experiments are per-
formed on the ResNet-50 [3] architecture and results are also
compared with the ResNet-101 architecture. For the CIFAR-
100 dataset, experiments are performed on the ResNet-164
[3], ResNeXt-29 8×64 [12] architectures and results are also
compared with the ResNet-200 and ResNeXt-29 16×64 ar-
chitectures. Experiments are also conducted on the efficient
architecture design MobileNetV2 [5] on the ImageNet and
CIFAR-100 datasets.
For experiments on the CIFAR-100 dataset with ResNet-
164, we use a learning rate of 0.1, weight decay of 5e-4, mo-
mentum of 0.9, and batch size of 128 for 250 epochs and the
learning rate is decreased by a factor of 5 for every 50 epochs.
For ResNeXt experiments on the CIFAR-100 dataset the stan-
dard settings mentioned in the ResNeXt paper [12] are used.
For experiments on the ImageNet dataset with ResNet-50,
we use the same settings as mentioned in the ResNet paper
[3] except for the learning rate which we take as 0.1, the total
epochs which we take as 100 and the learning rate is reduced
by a factor of 10 for every 30 epochs. The architectures are
compared on the basis of accuracy, the number of parameters,
and FLOPS. FLoating point OPerations per Second (FLOPS)
for a model describes its computational complexity [13].
As can be seen in Table 1, for the CIFAR-100 image
classification task, ResNet-164 with CPWC and ResNeXt-
29,8×64d with CPWC performs much better than the base-
lines ResNet-164 by 1.4% and ResNeXt-29,8×64d respec-
tively. Another interesting point to note is that with CPWC
ResNet-164 performs better than ResNet-200, which is a
deeper model and ResNeXt-29,8×64d performs similar to
ResNeXt-29,16×64d, which has almost double the number
of parameters/FLOPS of the baseline. This shows that in-
troducing context into PWC improves network performance.
This also shows that the improvement is not just because of
the extra parameters of the network introduced since CPWC
Table 2. Top-1 Classification accuracy (%) on ImageNet for
Resnet-50 and MobileNetV2 (re-impl: re-implementation).
Models Params FLOPS Acc. Acc.
original re-impl
ResNet-50 (Baseline) 25.56M 4.0G 75.3 76.0
ResNet-101 44.55M 7.8G 76.4 77.2
ResNet-50 (CPWC w/o Stage 2) 25.84M 4.2G − 76.6
ResNet-50 CPWC (Ours) 26.05M 4.3G − 77.2
MobileNetV2(1.0x) (Baseline) 3.4M 300M 72.0 72.0
MobileNetV2(1.2x) 4.7M 465M − 72.4
MobileNetV2(1.0x) CPWC (Ours) 3.7M 387M − 73.0
Table 3. Object detection mAP (%) on the MS COCO vali-
dation set using Faster R-CNN.
Base Model AP@IoU =
0.5:0.95 0.5
F-RCNN with ResNet-50 (Baseline) 30.3 51.3
F-RCNN with ResNet-50 CPWC (Ours) 31.7 52.4
perform significantly better than a deeper/wider model.
In Table 2, for the ImageNet image classification task,
ResNet-50, modified with CPWC, shows a significant im-
provement in performance over the baseline ResNet-50
with negligible increase in the total network parameters and
FLOPS. Our method performs as good as ResNet-101, which
is a deeper model and has almost double the number of pa-
rameters than the baseline and CPWC.
Mobile-optimized networks: For experiments on CIFAR-
100 with MobileNetV2, we use the same settings as ResNet-
164 in the previous section. For experiments on ImageNet,
the standard settings mentioned in the MobileNetV2 paper
[5] are used. Table 1 shows that, for the CIFAR-100 image
classification task, MobileNetV2(1.0x) modified with CPWC
performs much better than the baseline MobileNetV2(1.0x)
without increasing the total network parameters and FLOPS
significantly. Our method performs even better than Mo-
bileNetV2(1.2x), which has more parameters and FLOPS
than the baseline and our model. Similarly, for the ImageNet
image classification task (Table 2) our approach performs bet-
ter than the baseline and a wider network MobileNetV2(1.2x)
without significantly increasing the parameters/FLOPs.
3.2. Object Detection
For object detection, we trained the Faster R-CNN [14] archi-
tecture on the MS-COCO dataset [15]. The ResNet-50 model
used in the Faster R-CNN network [14] is modified with our
CPWC. We use a publicly available code for Faster R-CNN
with ResNet-50 as a base network [16]. In the Faster-RCNN,
we use ROI Align and use stride=1 for the last block of the
convolutional layer (layer 4) in the base ResNet-50 network.
Table 3 shows a significant improvement in performance
Table 4. Classification accuracy (%) on the CIFAR-100
dataset for ResNet-164 after removing 1× 1 convolution.
Models Acc.
ResNet-164 (Baseline) 77.0
ResNet-200 77.5
ResNet-164 (CPWC w/o PWC & Stage 2 ) 70.8
ResNet-164 (CPWC w/o PWC ) 71.6
ResNet-164 CPWC (Ours) 78.4
in object detection when the context is added to the PWCs
used in ResNet-50. This result is significant since context
information plays a major role in object detection.
From all the experiments, it is clear that adding context
into the pointwise convolution has a significant positive im-
pact on the network performance and helps the network per-
form as well as and even better than heavier models. There-
fore, CPWC leads to more efficient performance improve-
ments than by simply increasing the network depth/width.
4. ABLATION STUDIES
We validate our proposed approach by performing ablation
experiments after removing components from our approach
CPWC. We study the effects of removing the stage 2 context
extraction unit and the 1× 1 convolution from CPWC.
Multi-scale context vs Single scale context: In our pro-
posed design, we perform context extraction at 2 scales (Stage
1, 2) using 3 × 3 convolutions. As an ablation, we remove
Stage 2, thereby effectively performing the context extraction
at a single scale only. Table 1, 2 shows a significant reduc-
tion in performance when we remove stage 2 from CPWC for
both ResNet-164 and ResNet-50 over the CIFAR-100 and Im-
ageNet datasets respectively. Therefore, context extraction at
multiple scales leads to better performance.
Effect of removing the 1 × 1 convolution: We removed
the 1 × 1 convolution from CPWC, leaving only a context
extraction unit that also performs channel reduction. We per-
form classification on CIFAR-100 dataset with this design.
Table 4 shows that the removal of the PWC results in a mas-
sive decrease in the performance of CPWC. This may be be-
cause inside our context extraction unit, the input channels
are split into groups and processed as separate groups. As a
result, the channel-wise correlation cannot be fully extracted
by such a unit. The PWC performs this role of extracting
channel-wise correlation and is hence, vital to our design.
5. CONCLUSION
Through our experiments, we showed that the loss of context
due to the use of pointwise convolution (1 × 1) is significant
and should not be ignored. We proposed an efficient design
for adding context to the pointwise convolution. We modified
the 1 × 1 convolution used in many popular neural networks
to incorporate context using our approach. We experimen-
tally showed how our modification resulted in significant im-
provement in the performance of those networks and brought
them at par with deeper/wider models, which used the origi-
nal 1×1 convolution. Therefore, our approach delivers a more
efficient performance improvement than produced by simply
increasing the depth/width of the network.
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