Let d(n; q) be the number of labeled graphs with n vertices, q N =
1 Introduction and statement of results.
For integers n and q, an (n; q)-graph is a labeled graph having n vertices and q edges. In a recent paper 1] we studied c(n; q), the number of connected (n; q)-graphs. We proved the following asymptotic formula, with error bound uniform in q, c(n; q) = u k N q ! F(x) n A(x)(1 + o(1)); (1.1) wherein k = q?n, N = n 2 , x = q=n, and u k is a known function with u k = 1+O(1=k). The functions F(x) and A(x) appearing in (1.1) may be obtained by substituting the expression N q F(x) n A(x) for c(n; q) into an exact recursion for c(n; q), rearranging to obtain 1 on one side of the equation, expanding the other side as an asymptotic series, and then \equating coe cients." The last step leads to di erential equations involving F(x) and A(x) which turn out to have exact solutions. One may say that (1.1) is the formal asymptotic solution of the recursion satis ed by c(n; q). The proof that the formula so obtained provides a uniformly good estimate of c(n; q) is long and messy.
It is of interest to see if this method of \formal solution" can succeed on other classes of graphs, and also to see if the general form of (1.1) holds for other classes of labeled graphs. The present paper begins this further study. The class of graphs singled out for investigation are the (n; q)-graphs having no isolated vertices. The number of such graphs will be denoted d(n; q), \d" being both the next letter after \c" and also the rst letter of the word \dumbbell," which is the typical component for small q. (See Lemma 3.1.) This class is interesting for two reasons. First, the recursion satis ed by d(n; q), (see (1.2) below), is simpler than the nonlinear recursion satis ed by c(n; q), (see 1, (1.11)]). Hence, it may be easier to gain insight into the method from the results on d(n; q) than from those on c(n; q). Second, the functions F(x) and A(x) in (1.1) reduce when q = 1 2 n ln n + n, to an expression for c(n; q) equivalent to a famous theorem of Erd} os and R enyi featured in the classic paper 3]. As is well known in the study of random graphs, the proof of the latter theorem begins by showing that, for the stated range of q, \connected" and \no isolated vertices" are roughly equivalent properties. With a uniform estimate of d(n; q) we can compare these two properties for the entire range of q.
Here is the recursion satis ed by d(n; q), the number of (n; q)-graphs having no isolated vertices, with N = n 2 qd(n; q) = (N ? q + 1)d(n; q ? 1) + n(n ? 1)d(n ? 1; q ? 1) + Nd(n ? 2; q ? 1): (1.2) With the boundary conditions d(0; q) = q;0 and d(n; 0) = n;0 , the above determines d(n; q). The proof of (1.2) is immediate: the removal of an edge from a graph counted by d(n; q) creates either zero, one, or two isolated vertices, respectively.
In the remainder of this paper, we will use the following notation: Thus, associated with the pair (n; q) is a triple of values (k; x; y), and given n, any one of q; k; x; or y determines the other three. If k and n are given rather than q and n, it is always understood that q = (n+k)=2 is an integer, that is, we assume that k n (mod 2). Similarly, if x or y is given rather than k or q, it is understood that they are such that q is an integer. By expanding x = ? ln(1 ? y)=2y as a power series in y, it is clear that x 7 ! y(x) is an increasing bijection from 1=2; 1) to 0; 1). We use the notation (n) s for n falling factorial s, that is, the product n(n ? 1) (n ? s + 1).
For k > 0 we de ne Remark. Experimental evidence suggests that the estimate in Theorem 1 has an actual relative error of O(1=q) uniformly over n; by direct computation we have found d(n; q) d (n; q) ? 1 < 1:35 q for n 160: We obtain Theorem 1 from the following three theorems, which give better estimates for the error in d(n; q)=d (n; q) for various ranges of x. Theorem 2. Let k 0 and k = o(n 2=3 ). Then, uniformly in k as n ! 1, Uniformly in x > 3 ln n as n ! 1,
Theorem 4. Let > 0 be a real constant and let n=2 < q N. Then, uniformly in q as n ! 1
) :
To obtain Theorem 1, use Theorem 2 for k n 2=5?
, Theorem 3 for k > 6n ln n, and Theorem 4 for the remaining range.
Once isolated points are forbidden, there are only nitely many graphs with q edges. We will prove the following two theorems. As for Theorem 1, the relative error in Theorem 5 appears to be (1=q). The rest of the paper is organized as follows. Section 2 develops a few facts about the function y = y(x), and some other related functions. Sections 3, 4, and 5 are devoted to Theorems 2, 3, and 4, respectively. We prove Theorem 2 by a combinatorial argument, Theorem 3 by computing the expected number of isolated vertices, and Theorem 4 by induction based on (1.2), using the results of Theorems 2 and 3 for extreme ranges of x. Theorems 5 and 6 are proved in Section 6. In Section 7 we discuss further avenues for exploration.
2 Some analytic facts.
We want our asymptotic estimate of d(n; q) to be in the form N q expfn'(x) + a(x)g, and so we introduce the functions '(x) and a(x), de are all bounded for y 1 2 . Note that in the range y 1=2 each of ' 00 (x) and a 0 (x) is expressable as 1=y times a power series in y convergent for y < 1. The lemma follows.
The nal lemma of this section will play an important role later. It is a bit di erent from the other four lemmas in that the variables k and n are again involved. This proves the lemma for the case y 1=2. For y 1=2 we observe from the expansion of 2x ? 1 = k=n as a power series in y that y must be greater than some constant times k=n.
The lemma follows.
We remark, but will not use, that c 1 in the previous lemma can be taken equal to 1=2.
3 The proof of Theorem 2.
The proof of Theorem 2 appears after we state and prove ve preliminary lemmas. Throughout this section we let D(n; q) be the class of graphs with n vertices and q edges having no isolated vertices; thus, jD(n; q)j = d(n; q):
We shall see that when k = o(n 2=3 ), most graphs in D(n; q) contain only four types of components: a single edge, a path with three vertices and two edges, a star with a central vertex joined to three others, and a path with four vertices and three edges. These are the four possible trees with four or less vertices, and we shall refer to them by the names K 2 ; P 3 ; K 1;3 ; and P 4 , respectively. Lemmas 3.2 and 3.4 below are examples of \switching arguments." Switching has proven to be a useful enumerative tool, especially in asymptotic enumeration where it eliminates hard to estimate sums with alternating signs from inclusion/exclusion. No survey exposition has appeared yet; see however 5] and 6] for early examples. Proof. Given a graph in M h , remove an edge which belongs to a cycle and use it to join two K 2 's into a P 4 . The resulting graph belongs to M h?1 . Since the corank is the dimension of the cycle space, there are at least h edges which belong to a cycle. Thus the operation of removing an edge from a cycle and joining two K 2 's may be done in at least 1 2 h (n ? 3k)(n ? 3k ? 2) ways. A given graph in M h?1 is obtained by such an operation in at most (3k=4) 3k 2 ways. In the latter estimate, the rst factor bounds the number of P 4 components and the second factor bounds the choices of two vertices in the same component which are not joined by an edge. The rst assertion of the lemma now follows easily, and the second assertion is obtained by summing.
The next lemma is an easy consequence of the Pr u er algorithm 7, p. 229].
Lemma 3.3. Let L be an ordered set of labels with L = jLj 5. Then there is an injection from R 1 to R 2 , where R 1 = fT : T is a tree on the set Lg, R 2 = n (T; X 1 ; X 2 ; : : : ; X L?4 ) : T is a rooted tree with three vertices from the set L, and each X i 2 L o .
Proof. As in the usual Pr ufer algorithm, prune the given tree T of one leaf at a time, always pruning the leaf with the smallest label. Each time a leaf is removed, write down in sequence the vertex to which it was attached, except for the (L ? 3)-rd, which is the last. When the (L?3)-rd vertex is removed, let the point of its attachment become the root of the remaining tree of size 3. That this process is injective follows from the usual Pr ufer bijection.
The algorithm for realizing the injection of Lemma 3.3 will be referred to as the \partial Pr ufer algorithm," since it amounts to applying the usual algorithm and stopping just a few steps early.
We now write ) of the graphs in D(n; q) are forests whose components belong to the set fK 2 ; P 3 ; K 1;3 ; P 4 g.
Proof. First, we claim there is a injection from S 1 to S 2 where S 1 = n (G; C; X 1 ; X Although the sets S 1 and S 2 are lengthy in description, the bijection is not: Given (G; C; : : :) in S 1 , apply the partial Pr ufer algorithm to the tree C, obtaining a rooted tree T of Proof
We are now ready for the proof of Theorem 2.
Proof. (of Theorem 2) When k = 0, and n is even, we have d(n; n=2) = n! (n=2)! 2 n=2 = p 2 n n=2 e ?n=2 (1 + O(1=n)); which is consistent with the rst equality in the theorem. The second equality follows easily.
Henceforth in the proof we assume k 1, and note, uniformly in k, n! n?3k ) + x = 3=4 + O(k=n): Putting the above together yields the second equality in Theorem 2. 4 The proof of Theorem 3. The probability that there is an isolated vertex in a randomly chosen (n; q)-graph is no greater than the expected number of isolated vertices. With X denoting the random variable which counts isolated vertices, we calculate E(X) = n ( where '(x) and a(x) are given by (2.1) and (2.2). Our object is to establish an upper bound on b(n; k). Throughout this section we shall use the three inequalities y 1=2; x ln 2; and k (2 ln 2 ? 1)n interchangeably, without repeatedly remarking on the equivalence. We de ne the function = (n; q) by = 1=k; if y 1=2, 1=n; if y > 1=2. Substituting (5.1) into the recurrence (1.2) and dividing through by q N q expfn'(x)+a(x)g, we nd 1 + b(n; k) = W 0 (1 + b(n; k ? 2)) + W 1 (1 + ; for 3 i 7:
Proof. The assertions about e 3 ; e 4 ; and e 5 are very simple, and that about e 6 follows from the preceding lemma and the fact (Lemma 2.2) that g 0 (x)+g 1 (x)+g 2 (x) = 0. 6 . For the second and third terms, we note rst by Lemma 5.1 2W 0 + W 1 = 2y + 2g 0 (x) + g 1 (x) n + 2e 0 (n; q) + e 1 (n; q)
n + e 1 (n; q) + 2e 2 (n; q): Using Lemma 2.4 we check that all three of g i (x) are uniformly bounded, as are the W i by Lemma 5.1. Since both 1=k and 1=n are O( ), we obtain the desired bound on e 7 from the known bounds on e 0 ; : : : e 6 . This concludes the proof of Lemma 5. ). With these two constants and known in advance, we claim that C may be chosen as follows:
C1. Choose n 0 su ciently large that, for all n n 0 , C2. Choose C su ciently large that (5.7) and (5.8) hold for the nitely many pairs (n; q) with n < n 0 .
C3. Choose C su ciently large, by Theorem 2, that (5.7) and (5.8) hold provided k n 3=5 .
C4. Choose C su ciently large, by Lemma 4.1, that (5.8) holds provided x 3 ln n.
C5. Choose C su ciently large that (a) (324c 2 =c 1 )((ln n) 4 =n ) C for n n 0 .
(b) (1944c 2 =c 1 )((ln n)
) C for n n 0 .
We now prove that (5.7) and (5.8) hold for this choice of C, using proof by contradiction. Assume that the set of pairs (n; q) for which one of (5.7) or (5.8) fails is nonempty, and choose one such pair which is minimal with respect to the product partial order on N N. By Conditions C2, C3, and C4 we must have n n 0 ; k > n 3=5 , and x 3 ln n. Because (n; q?1), (n?1; q?1), and (n?2; q?1) are all smaller than (n; q) in the product partial order, and because Condition C1(a) implies k ? 2 contradicting the assumption that jb(n; k)j > Ck A =n B . This completes the proof. 6 The proof of Theorems 5 and 6.
We require the following estimate for d(n + t; q). It remains to be shown that larger values of t do not signi cantly contribute. We begin by establishing a log-concavity result. For any q > 0 and all n, de ne (n; q) = , which is negative for z < 2. Hence, e When t < ?q 2=3 , the ratio q=(n 0 + t) is strictly larger than q=n 0 = log 2 > 1 2 , and so a(q=(n 0 + t)) is bounded. ), we may now follow the same argument used for t < q ?2=3 .
Theorem 6 follows from Equation (6.1) and the tail bounds established above.
7 Some unexplored trails. n log n + n, routine analysis shows that this is asymptotically a Poisson distribution with parameter e ?2 , as noted by Erd} os and R enyi 3]. One might explore the entire range from this Poisson to the normal distribution that occurs when q is small. 2. Let G be a connected labeled graph with s vertices and t edges, and de ne X = X(G; n; q) to be the expected number of components isomorphic to G in a random labeled graph with n vertices, q edges, and no isolated vertices. Then, E(X) = (n) s j Aut(G)j d(n ? s; q ? t)=d(n; q):
In this equation Aut(G) is the graph G's automorphism group. Using Theorem 1, we can estimate E(X) uniformly. Similarly, any moment of the distribution of X can be estimated. In many cases, this would allow us to infer a Poisson or normal asymptotic distribution for X. A more challenging project would be to consider deeper questions such as the point at which a large component appears when q increases. 3 . For what range of q is it true that almost all (n; q) graphs without isolated vertices have only tree and unicyclic connected components ? Preliminary calculations indicate that the boundary is near the point x = 1 2 e=(e ? 1).
4. Having no isolated vertices is the same as requiring that the minimum degree be at least 1. Can one obtain similar results when the minimum degree is 2? (Requiring the minimum degree to be at least t > 2 may bring in new di culties.) 5. It might be possible to prove the stronger relative error estimate O(1=q) mentioned in the Remark after Theorem 1 by applying our method to N q ! expfn'(x) + a(x) + 1 (x) n g:
Presumably formal expansion yields a di erential equation for 1 (x). Theorem 3 probably su ces for large x, but Theorem 2 may need to be extended to a larger range of k with an explicit term of the form ck 3 =n 2 in the exponential. On the other hand perhaps there is a di erent and better method awaiting discovery.
6. Can our results be generalized to the case in which each component has at least t vertices? If so, do the functions corresponding to '(x) and a(x) converge to those found in 1] for connected graphs as t ! 1? It seems likely that '(x) will converge but it may be too much to ask the same of a(x).
Note added in proof. It has come to our attention that A. D. Korshunov 4] has independently studied the numbers d(n; q), and obtained a number of results. We state here his Theorem 1.5 which is similar to the main result of our paper, (we convert his notation to the x and y as de ned in the present paper) By using Stirling's formula on the binomial coe cients, one can show the above to be consistent with our Theorem 1 for q in the stated range. Korshunov has other theorems to cover other ranges of q. His proofs proceed along di erent lines, using probability and not relying on the recursion as we do; he does not state explicit error bounds in his theorems. Korshunov has worked out the distribution of the number of isolated points, and obtained results described in unexplored area 1 above.
