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Immiscible alloys under severe plastic deformation (SPD) or irradiation form non-
equilibrium microstructures at steady state with microstructural features of a characteristic 
length scale that are stable over prolonged processing times.  Such alloys have been termed 
‘driven alloys’ as these steady-state microstructures are formed and stabilized as a 
consequence of the dynamical competition between the applied extrinsic driving force that 
tends to homogenize the microstructure and the thermodynamic driving force restoring 
its phase-separated equilibrium state. In recent years, non-equilibrium processing of 
immiscible alloys by SPD or ion-beam mixing have attracted significant interest as they 
enable the synthesis of novel nano-composite alloys with desirable properties such as 
enhanced mechanical strength, high electrical/thermal conductivity, creep resistance and 
radiation tolerance. Nonetheless, some major roadblocks must be overcome before the 
promise of these alloys can be realized. Currently, there is no general theoretical framework 
that can predict the microstructures formed under driven conditions. Furthermore, present 
understanding of the mechanisms underlying microstructural evolution in driven alloys is 
still rather limited.  
One approach to rationalize the novel microstructure that evolve in driven alloys 
has been the effective temperature model (ETM) which posits that the non-equilibrium 
phases formed during processing will correspond to the equilibrium phase at a different, 
typically higher, effective temperature different from the ambient one. The underlying 
intuition behind this model is that the extrinsic forcing via irradiation or SPD represents 
an entropy-like contribution to the free energy of the system. Thus, to a first 
approximation, the evolution of driven alloys will be determined by the relative 
magnitudes, captured in the forcing intensity parameter, of the chemical diffusivities 
corresponding to ballistic mixing and vacancy-mediated thermal diffusion (typically 
accelerated by the excess vacancies produced by the forcing mechanism).  
In this work, the validity of such ETM’s is investigated using atomistic simulations 
of two different alloy systems. Firstly, molecular dynamics simulations are used to study 
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the phase evolution during low temperature shear deformation of highly immiscible alloys 
(Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚). Key findings from this work that support the ETM concept are: (i) a two-
phase microstructure evolves at steady state despite the absence of thermal diffusion and 
significant co-deformation of the two phases; (ii) the observed steady-state supersaturation 
varies with the precipitate size reminiscent of Gibbs-Thomson-like behavior; (iii) the 
effective temperature scales with the shear modulus of the alloy, thereby supporting the 
proposal of a modified ETM (METM) for low temperature SPD of immiscible alloys. The 
simulations are also shown to agree very well on a semiquantitative basis with experimental 
studies, providing new insights in understanding phase stability in real alloys, as well as 
elucidating the mechanisms underlying microstructural evolution during low-temperature 
SPD.  
The second part of the thesis employs kinetic Monte Carlo (KMC) simulations to 
investigate the evolution of moderately immiscible alloys ( Ω = 0.33 𝑒𝑉/𝑎𝑡𝑜𝑚 ) during 
irradiation at elevated temperatures. The effective temperature of these systems is shown 
to scale with the forcing intensity parameter as predicted by the ETM. Furthermore, it is 
shown that when the system is in the compositional patterning regime, defined by the 
presence of clusters of a characteristic size distribution, the system follows an inverse 
Gibbs-Thomson relation upon increasing the nominal composition of the alloy, i.e. the 
steady-state solubility increases with increasing cluster size.   
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1.1 OVERVIEW OF EFFECTIVE TEMPERATURE MODELS FOR DRIVEN ALLOYS 
Technological alloys are seldom used in their equilibrium states. Rather, the desired 
properties of a given alloy system are only realized after certain processing steps are 
undertaken that serve to tailor the underlying microstructure. Indeed, this recognition of 
the importance of processing-structure-property relationships has been the basis of 
modern metallurgy, while an empirical understanding of processing-property relationships 
has informed much of ancient metallurgy [1, 2].  One of the more important metal-working 
techniques involves processing via deformation which results in changes in the external 
shape of the material, as well as inducing changes in the microstructure, without varying 
the overall chemical composition [3]. While the traditional objective of deformation 
processing has been strengthening of the material through strain-hardening, in the late 
1960’s, high-energy mechanical milling was used in the synthesis of oxide dispersion 
strengthened (ODS) Ni- and Fe-based superalloys [4, 5]. This process was termed 
‘mechanical alloying’ (MA) as the repeated fracture of the surface oxide layer and its 
incorporation into the material through cold-welding resulted in the formation of a new 
composite material that was chemically different from the starting powders. The resultant 
microstructure featured a homogeneous distribution of oxide particles of ~100 𝑛𝑚 in the 
underlying matrix that was conducive to high-temperature strength for aerospace and gas 
turbine applications [5]. 
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Further development in ensuing years cemented MA as a novel, non-equilibrium 
processing technique that enabled the synthesis of metastable structures such as 
amorphous [6, 7, 8] and nanocrystalline alloys [9, 10], and alloying of equilibrium-
immiscible components [11, 12]. A detailed account of the historical development of MA, as 
well as a critical review of the technique itself and comparisons with other non-equilibrium 
processing methods has been compiled by Suryanarayana [13]. Recently, MA has also been 
considered from the wider perspective of mechanochemistry [14, 15], i.e. chemical reactions 
induced by input of mechanical energy. Furthermore, it has been suggested that a 
distinction can be made between gradual and self-propagating reactions (if the alloying is 
exothermic), or a third reaction type that is intermediate between these two in terms of the 
kinetics and involves local melt-driven reactions [16]. 
 A long-standing issue with MA via ball-milling techniques, however, has been the 
potential for powder contamination due to the milling atmosphere, equipment, or process 
control agents [13, 17]. While different strategies have been devised to minimize the level 
of contamination [13], this does appear to be an intrinsic draw-back that cannot be entirely 
eliminated. That being said, this limitation can be largely side-stepped by utilizing severe 
plastic deformation (SPD) methods such as high-pressure torsion (HPT) [18] and equal-
channel angular pressing (ECAP) [19]. Experiments comparing yttria-stabilized zirconia 
(YSZ) powders processed via ball-milling and HPT have also suggested that the two 
processes result in similar mechanical deformation conditions, as inferred from the final 
properties of the samples tested [20]. 
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The main attraction of these various processing methods is that they offer a 
convenient synthesis route for bulk nanostructured materials [21, 22, 23], i.e. samples with 
more than ~1,000 grains along any given direction in the sample, and where the average 
grain size was on the order of ~50 𝑛𝑚. This is achieved through the gradual structural 
decomposition of a coarse-grained material into increasingly fine-grained structure after 
extensive plastic deformation. Although the details of how this occurs are still debated, the 
general view proposes that dislocations self-organize into a cellular structure which then 
forms sub-grains through recovery [23, 24, 17]. With additional strain, the misorientation 
between neighboring sub-grains increases until high-angle grain boundaries are formed 
[25, 26, 27]. Thus, SPD has been used to create bulk alloys with high strength by creating 
microstructures with ultra-fine grain sizes (Hall-Petch strengthening) [24, 28, 29], by 
greatly extending alloy solubilities (solid solution hardening) [12, 30], and by forming 
nanocomposite alloys [31, 32, 33, 34]. A more complete overview of the historical 
development of SPD and the current state-of-the-art are presented in these references [24, 
35, 36, 18, 19], among others. 
While SPD techniques have emerged as a promising non-equilibrium processing 
technique in the production of bulk nanostructured alloys with novel functional properties, 
the actual fabrication of these alloys has been largely left as an art [8]. Consequently, there 
is little theoretical guidance beyond general heuristics on how a certain microstructure 
arises under some prescribed set of processing conditions. For example, some of the early 
work on MA of equilibrium-immiscible alloys via ball-milling rationalized the formation of 
metastable structures using mainly thermodynamic considerations [37, 25, 38]. It was 
4 
 
suggested that the driving force for the formation of supersaturated solid solutions arises 
from the large excess enthalpies in the sample due to the accumulation of defects under 
the extensive plastic deformation, namely the internal strains and high dislocation density, 
as well as the large volume fraction of grain boundaries. In a similar fashion, one can 
rationalize amorphization during MA as the destabilization of the crystalline phase 
following the gradual accumulation of deformation-generated crystal defects [39, 40], i.e., 
when Δ𝐺𝑐→𝑎 < Δ𝐺𝑑, where Δ𝐺𝑐→𝑎 is the difference in free energy between the crystalline 
and amorphous phases, and Δ𝐺𝑑 is the excess free energy due to the deformation-induced 
crystal defects. 
Similar considerations also arise in the prediction of the metastable phases formed 
during irradiation and, in fact, were first proposed to rationalize various results in this 
context. For example, irradiation of Si and Ge at low temperatures (< 50∘𝐶) by ions of 20-
200 keV energy (similar to that of neutron irradiation) resulted in the formation of an 
amorphous phase [41]. On the other hand, the sample remained crystalline after neutron 
irradiation even up to much higher fluences. It was proposed that amorphization occurs 
spontaneously when the free energy of the amorphous phase equals that of the radiation-
damaged crystalline specimen; thus, the defect concentration in the crystalline phase must 
be greater than some threshold value before the transformation can occur. This criterion 
would be satisfied under ion irradiation as the fluxes are around 5 orders of magnitude 
greater than that of neutron irradiation; whereas, under neutron irradiation, the flux would 
be too low to allow a sufficient build-up in the defect population to trigger amorphization. 
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Immediately, this suggests to us that increasing the temperature during ion 
irradiation ought to mitigate against amorphization as the defects now have greater 
mobility and are able to anneal at a faster rate, thereby slowing the build-up of the defect 
concentration. Indeed, Mazey et al. [42] found that the threshold ion dose required to form 
an amorphous phase in Si increased with increasing irradiation temperature. A similar 
framework has also been applied to analyze other phenomenon that arise under irradiation, 
namely, the formation/dissolution of precipitates [43], ordering/disordering of solid 
solutions [44], and the extension of solid solubility of equilibrium-immiscible alloys [45].  
So far in this introduction, SPD has been considered as an attractive technique for the 
fabrication of bulk, nanostructured alloys. In recent years, processing via ion-beam mixing 
has also emerged as a novel fabrication route to materials with unique properties that 
cannot be fabricated with conventional methods [46].  A common theme in considering 
either SPD or irradiation is that the steady-state microstructures are formed because of the 
dynamical competition between some extrinsic forcing that is driving the system to a non-
equilibrium phase and thermal relaxations that restore it to its equilibrium phase. Such 
systems have been termed ‘driven alloys’ [47] as the evolution of the alloy is not determined 
by equilibrium thermodynamics but by various processing parameters. Consequently, 
there is strong fundamental and technological interest in the development of a theoretical 
framework that can predict the microstructural evolution as a function of these processing 
parameters, and from which design rules can be established for the synthesis of novel 
microstructures using these techniques.  
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Alloys subjected to sustained driving forces such as energetic particle irradiation or 
shear deformation are typically forced away from their equilibrium structures to a new 
steady-state configuration that is controlled by the temperature and the intensity of the 
driving forces [47]. Indeed, such behavior has been recognized for over half a century in 
the radiation damage community owing to its importance for materials degradation under 
extended neutron irradiation in nuclear reactors [48, 49, 50, 51]. The underlying reason for 
this behavior is that high-energy external forcing relocates atoms in the lattice with little 
regard to minimization of the Gibbs free energy. Thus the framework for understanding 
alloy evolution in driven systems, whether it concerns particle irradiation or SPD, is built 
on two processes: (i) a defect production process that raises the free energy of the system 
and (ii) the relaxation of the alloy by thermally activated diffusion. For example, irradiation 
of an alloy results in the displacement of atoms from their lattice sites by energetic recoils, 
thus creating point defects, i.e. vacancies and interstitials, and inducing atomic mixing [46, 
52]. Since the displacement energies are large, the mixing tends to homogenize chemical 
compositions and disrupt chemical ordering. The relaxation process generally occurs on a 
longer time scale as thermally activated diffusion tends to restore thermodynamic 
equilibrium. It should be noted that thermally activated diffusion is often enhanced by 
point defects created in the defect production process. For many years these two processes 
were treated more or less independently, but it is now well recognized that this approach 




Building on the insight that the steady-state microstructures in driven alloys arises 
from the dynamical competition between disordering processes due to extrinsic forcing 
and the vacancy-mediated diffusion that restores the equilibrium phase, Martin proposed 
that the disordering contribution can be thought of as a ballistic diffusion process that 
serves to increase the configurational entropy of the system [53]. Ballistic in this sense 
implies that the chemical mixing is random, independent of any local chemical interactions 
in the vicinity of the atom undergoing relocation. Thus, the expression for the diffusional 
flux becomes 𝐽 = 𝐽𝑡ℎ. + 𝐽𝑏, where 𝐽𝑡ℎ. is the usual thermal contribution that serves to erase 
gradients in the chemical potential, and 𝐽𝑏 is ballistic contribution that erases gradients in 
the concentration. Martin derives an expression for the ballistic flux, while using Cahn’s 
expression for the free energy functional [54] to express the thermal flux, and goes on to 
show that the free energy of the alloy under the ballistic mixing, 𝜙, can be defined using 
the following partial differential equation [53] 






,    (1.1) 
 where 𝑐 is the concentration of the solute atom, and 𝑓 is the free energy of the alloy 




⁄  represents the ratio of the 
diffusion coefficients arising from ballistic atomic jumps, 𝐷𝑏
∞ , and thermally activated 
atomic jumps (usually mediated by point defects), 𝐷𝑡ℎ. Integrating Eq. 1.1 using boundary 
conditions such that 𝜙 = 𝑓 at 𝑐 = {0,1} (no chemical mixing is possible in a pure sample), 
and substituting the regular solution model for 𝑓 (with heat of mixing parameter Ω), the 
following expression for the free energy of the driven alloy is obtained 
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𝜙 = Ω𝑐(1 − 𝑐) + 𝑘𝐵𝑇(1 + 𝛾𝑏
∞)[𝑐𝑙𝑛𝑐 + (1 − 𝑐)ln (1 − 𝑐)].   (1.2) 
 Thus, the primary result of the Martin theory is that an alloy system undergoing 
forced mixing attains a steady-state microstructure that corresponds to the equilibrium 
structure at some higher “effective” temperature, given by [53] 
𝑇𝑒𝑓𝑓 = 𝑇(1 + 𝛾𝑏






⁄  is the forcing intensity parameter. The main advantage of this model 
is that the non-equilibrium structures that evolve during extrinsic forcing can be predicted 
by using the equilibrium phase diagram and simply finding the corresponding state at an 
effective temperature, 𝑇𝑒𝑓𝑓. Indeed, Martin was able to rationalize many different steady-
state microstructures observed under irradiation such as the extended solubilities of 
equilibrium-immiscible alloys, amorphization, and disordering of intermetallic 
compounds.  
Other studies have also extended this model to explain the disordering of 
intermetallics during prolonged mechanical deformation and the shear-induced mixing of 
immiscible alloys. For example, Pochet et al. [55] mechanically milled an FeAl intermetallic 
at various temperatures and milling intensities and measured the long-range order 
parameter (LRO). From Martin’s ETM, it is expected that decreasing the temperature, and 
therefore 𝐷𝑡ℎ, ought to increase the value of 𝛾𝑏
∞ and 𝑇𝑒𝑓𝑓 (from Eq. 1.3) which subsequently 
leads to decrease in LRO, and this was indeed verified by the experimental observations. 
On the other hand, Ma et al. [39, 56] considered both the ballistic contributions due to the 
shear mixing, as well as the reduction in the driving force for the formation of metastable 
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phases due to the presence of deformation-induced defects, e.g. high density of interphase 
interfaces. Both these effects were expected to raise the effective temperature, and a value 
of 2400 K was determined for the Cu-Fe system by which they were able to rationalize the 
stabilization of a solid solution over the whole compositional range. They further 
concluded that the heat of mixing of the Ag-Fe system was too high (Ω ≈ 100 𝑘𝐽/𝑚𝑜𝑙) for 
the applied shearing to have any tangible effect on the observed supersaturations. 
Further insight was provided by Bellon and Averback [57] who performed KMC 
simulations that investigated the steady-state microstructures that evolve under two 
competing dynamics: shear-mixing modeled by the shuffling of lattice planes that 
Figure 1.1. Comparison of the effective temperature from Martin’s model (blue line) which 
diverges at low temperatures, and the modified model (see text for details) with process 




homogenizes the microstructure versus a temperature-dependent vacancy migration that 
restores the equilibrium two-phase structure (for an equilibrium-immiscible alloy). Thus, 
a direct comparison to the Martin model was facilitated as the forcing intensity parameter, 
𝛾𝑏
∞, could be arbitrarily varied in the simulation. As expected, at low temperatures and high 
shearing rates, a homogeneous solid solution was obtained; whereas a macroscopic phase-
separated structure formed at high temperatures and low shearing rates. Furthermore, at 
intermediate values of 𝛾𝑏
∞, a nanocomposite structure is observed with a characteristic 
length scale that inversely scales with the forcing intensity. Subsequent experimental 
investigations of shear-induced mixing in Cu-Ag systems at varying temperatures [58, 59, 
60, 61] showed very good qualitative agreement with the KMC results, namely, formation 
of homogeneous solid solutions at low temperatures, and nanocomposite microstructures 
at elevated temperatures.  
One consequence of Martin’s ETM is that at low temperatures, as 𝐷𝑡ℎ → 0  and 
𝑇𝑒𝑓𝑓 → ∞, all alloys are predicted to homogenize. This is illustrated in Fig. 1.1 where the 
effective temperature is seen to diverge for the Martin model at low temperatures, thus the 
ETM model fails to describe recent experimental observations of chemical ordering in 
highly immiscible alloys during low temperature SPD [62, 63, 64], and which will discussed 
in detail in section 1.2 below. The Martin model, however, was proposed to describe 
materials subjected to irradiation with energetic particles where ballistic jumps refer to 
energetic recoil events that are far greater than chemical binding energies. SPD, in contrast, 
involves local shear stresses ( ~1 𝐺𝑃𝑎 ) that force atoms over local potential barriers, 
providing at most a few tenths of eV per atom, so that strong interatomic interactions are 
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likely to bias this motion, and give rise to short-range ordering. The original ETM model, 
therefore, was revised to account for these chemical interactions by defining a new effective 
temperature [64], 







𝑇0⁄ )    (1.4) 
where the forcing intensity is now given by 𝛾𝑏
𝑇0 = 𝐷𝑏
𝑇0/𝐷𝑡ℎ . In this expression, the 
deformation-mediated chemical diffusion coefficient 𝐷𝑏
𝑇0  does not result in random 
displacements but in one that is characteristic of an effective “process” temperature, 𝑇0. 
Now, as 𝑇 → 0 , the effective temperature does not diverge but tends to the intrinsic 
“process” temperature, 𝑇0.  
A rough estimate of 𝑇0  in this present model can be made by noting that the 
maximum work performed per unit volume during shear deformation is 𝜏𝑡ℎ ⋅ 𝜖, where 𝜏𝑡ℎ 
is the theoretical strength of the material, and 𝜖 is the strain. For copper, assuming 𝜏𝑡ℎ
𝐶𝑢 ≈
𝐺/10 = 4.5 𝐺𝑃𝑎 [65], where 𝐺 is the shear modulus, the average work done on each atom 
undergoing one jump during shear, i.e., after a local strain of unity, is ~0.35 𝑒𝑉, which 
corresponds to an effective temperature of 𝑇0~4,000 𝐾. Corresponding behavior during 
particle irradiation involves thermal spikes, whereby diffusion takes place in a local liquid-
like environment so that in Cu, 𝑇0~2,000 𝐾 [66, 67, 68, 69], explaining why phase evolution 
during SPD and irradiation are often quite similar and why neither leads to 
homogenization in strongly immiscible alloys. 
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1.2 SPD OF IMMISCIBLE ALLOYS AT LOW TEMPERATURE 
In recent years, nanocrystalline alloys have garnered considerable interest owing to 
the unique properties that are enabled by its highly non-equilibrium structure [70, 71, 72]. 
At low temperatures, where thermally activated diffusion is suppressed, SPD of a 
moderately immiscible is expected to homogenize the microstructure and the chemical 
distribution of the constituent elements. Indeed, this has been observed to be the case for 
many immiscible systems such as Cu-Ag [73, 74, 75], Cu-Fe [37, 11, 76], and Cu-Co [73, 38]. 
The same is true for irradiation of these alloys [77, 78]. In the context of the ETM introduced 
by Martin, this has been rationalized by considering the shear-induced mixing in an 
analogous manner to the ballistic mixing during energetic particle irradiation. Thus, at 
these low temperatures, as 𝐷𝑡ℎ → 0, 𝑇𝑒𝑓𝑓 → ∞  and the alloy homogenizes. Indeed, this 
would be the expected behavior for all immiscible systems at temperatures where vacancies 
are immobile, and the extrinsic forcing should erase any gradients in the concentrations. 
However, experiments have shown that highly-immiscible systems such as Cu-Nb [79, 62, 
80], Cu-Mo [79, 81, 82], Cu-Ta [83, 84], Cu-Cr [85, 86], Cu-V [87, 88], and Ag-Ni [89, 90] do 
not homogenize even after extensive deformation. Many of these systems, moreover, tend 
to approach these steady-state microstructures independent of their initial conditions [62, 
63, 64], making SPD an attractive processing method for developing advanced 
nanocomposite alloys with high strength, microstructural stability at high temperatures, 
good creep resistance, high electrical/thermal conductivity, and resistance to radiation 
damage [91, 31, 24, 72, 36]. 
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Before attempting to explain these various SPD experiments, it is useful to first 
explain how mixing takes place during SPD. Bellon and Averback [57] demonstrated using 
KMC simulations that shear-mixing of immiscible alloys could occur through kinetic 
roughening as dislocations glide through the interphase interface leading to gradual 
refinement of the microstructure. It was shown that this process competes with thermally-
activated diffusion that restores the equilibrium phase-separated structure. However, these 
simulations utilized a rigid lattice and the shearing modeled by the shuffling of lattice 
planes, a rather ad-hoc approach that cannot capture the details of how shear-induced 
chemical mixing occurs in two-phase alloys. To address these problems, Odunuga et al. 
[92] performed MD simulations of immiscible matrix-particle composites which showed 
that the shear-mixing is facilitated by dislocation glide in the system. Moreover, the slip 
initiates at the precipitate-matrix interface and partial dislocations propagate into both the 
precipitate and the matrix. Finally, it was observed that the atomic transport and mixing 
facilitated by the dislocation glide resembles that of turbulent flow as the effective diffusion 
coefficient of a pair of atoms scaled with the pair separation distance, 𝑅. The reason for this 
is that the probability that two atoms (or particles) are displaced by a dislocation gliding in 
between them increases with 𝑅, with an upper bound corresponding to the grain size. This 
is in contrast to diffusional transport where one would expect the pair diffusion coefficient 
to be independent of the separation distance. Indeed, it was suggested that the self-
organization (narrow size distribution of precipitates) under steady-state shearing arises 
due to this difference in the length-scale at which the forced mixing and thermal diffusion 
are most efficient.  
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Returning now to strongly-immiscible alloys which do not homogenize even after 
extensive strains at low temperatures, one approach to understand this departure from 
Martin’s ETM is that the atomic mixing due to shearing is not truly ‘ballistic’ but that the 
atomic relocations are biased by the local energy landscape [93, 63, 94, 62]. Indeed, this 
reasoning underlies the introduction of the diffusion coefficient 𝐷𝑏
𝑇0 in the modified ETM 
where 𝑇0  is some characteristic process temperature. This has been supported by past 
simulations employing  2D molecular statics [95] that showed a high heat of mixing, 
Δ𝐻𝑚𝑖𝑥 > 20 𝑘𝐽/𝑚𝑜𝑙  at the equiatomic composition, is sufficient to prevent complete 
homogenization and that the steady-state chemical ordering was consistent with an 
equilibrium structure at 𝑇0 = 2000 𝐾, obtained using MC simulations. Similar conclusions 
were drawn by a later study employing 3D molecular dynamics (MD) simulations [93] of 
shear-induced mixing of model immiscible alloys, but required a slightly higher threshold 
value for the heat of mixing (Δ𝐻𝑚𝑖𝑥 > 27 𝑘𝐽/𝑚𝑜𝑙 at the equiatomic composition) before 
chemical ordering was observed. None of these earlier studies reported, however, the 
formation a two-phase, steady-state microstructure typically observed in experimental 
studies of highly-immiscible alloys. 
Other attempts to explain why these systems do not homogenize have suggested that 
the deformation could be localizing in the softer phase, thereby preventing atomic mixing 
across the interface as dislocations are impeded from transferring between phases [30, 96, 
97, 98].  Indeed, studies employing MD simulations of model immiscible alloys have 
demonstrated that such shear localization does prevent complete alloy homogenization 
[92, 99]. Complementary studies employing KMC simulations have also shed more light on 
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how differences in phase strengths affect the shear-induced chemical mixing of alloys [96]. 
On the other hand, recent experimental work on a Cu-Co composite has demonstrated that 
complete homogenization can yet occur despite a mismatch in phase strengths [100]. 
There, it was shown that the shear-induced mixing occurs in stages. Initially, the 
deformation localizes in the softer Cu phase, but this also results in strengthening of the 
Cu phase through work-hardening, refinement of the grain size, and some solute-
strengthening. Thus, it is observed that the intermixing becomes more efficient as the 
difference in hardness between the two phases decreases, and co-deformation occurs when 
this difference is less than 30%, eventually forming a homogeneous solid solution at steady 
state. 
Additional MD simulations performed by Ashkenazy et al. [101] investigating the 
shear-induced mixing of various matrix-particle systems demonstrated that shear-mixing 
is highly dependent on whether dislocations can shear the particle. In this work, various 
alloys featuring a single precipitate of either Ag, Ni, Fe, Nb or V embedded in an FCC Cu 
matrix were investigated. For the FCC-FCC systems (Cu-Ag and Cu-Ni), the precipitate co-
deformed with the matrix and shear-mixing occurred by dislocations crossing the matrix-
precipitate interface; whereas, for the FCC-BCC systems (Cu-Nb, Cu-V, Cu-Fe), the 
dislocations were impeded at the interface and the precipitate consequently undergoes 
very little deformation. Rather, atomic mixing occurred via erosion of the precipitate at the 
matrix-precipitate interface. Furthermore, an amorphous layer was observed to form 
around the precipitate, thickness of which increased with the total plastic deformation. A 
follow-up study [102] showed Cu-Ta, another highly immiscible FCC-BCC system, formed 
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a two-phase crystalline-amorphous microstructure at steady state. Furthermore, the 
amorphous phase featured a size distribution of Ta-rich clusters that resembled the 
equilibrium structure of the alloy at 2000 𝐾. 
Building on these past works, this part of the thesis will employ MD simulations to 
investigate the phase evolution of highly immiscible FCC-FCC systems during low 
temperature SPD. It will be shown that even with co-deformation of the two phases, a two-
phase microstructure is formed at steady state. It will be shown that the requirement for a 
stable two-phase microstructure is that dislocations do not transfer across the interface; 
for FCC-FCC metals, this requires a very high heat of mixing. 
1.3 COMPOSITIONAL PATTERNING IN IRRADIATED ALLOYS AT ELEVATED TEMPERATURE 
It is now recognized that irradiation of two-phase alloys often leads to self-
organization, or compositional patterning (also termed ‘nano-patterning’) [77, 103, 104, 105, 
106], whereby patterns of chemical order develop on a fixed length scale. For example, it 
has been observed that Ni3Al precipitates in supersaturated Ni-Al alloys [43], or Co 
precipitates in Cu-Co alloys [107] adopt a fixed steady-state size (on the order of a few nm) 
under prolonged irradiation. Such patterning clearly does not correspond to an equilibrium 
state of such alloys at any temperature, illustrating that an ETM cannot provide a complete 
description of these systems. What remains interesting, however, is whether the ETM 
predicts the correct microstructure in what might be considered a constrained system, i.e., 
does the ETM still yield, to a good approximation, the correct solubilities as a function of 
irradiation flux and temperature.  
17 
 
As noted earlier in this chapter, the ETM was developed to describe driven alloys at 
high temperatures where the dynamics of ballistic mixing competes with the dynamics 
controlled by thermally activated diffusion. For immiscible alloys, the ETM would predict 
that the solubilities would be enhanced by irradiation since the effective temperature, 𝑇𝑒𝑓𝑓, 
increases with 𝛾𝑏
∞ (see Eq. 1.3). In fact, assuming a constant rate of ballistic mixing, 𝐷𝑏
∞, the 
alloy should completely homogenize at low temperatures since 𝑇𝑒𝑓𝑓 → ∞, while at high 
temperatures the alloy should approach equilibrium, 𝑇𝑒𝑓𝑓 → 𝑇. Indeed, this is consistent 
with the Martin ETM as seen in Fig. 1.1. 
In the simulations that will be performed in this part of the study, the ambient 
temperature will be fixed to simplify the model by keeping the alloy thermodynamics and 
the vacancy diffusivity constant. Nonetheless, the value of the forcing intensity parameter, 
𝛾𝑏
∞, can be ‘tuned’ in simulations, by independently varying the ballistic mixing rate, Γ, and 
the atomic displacement rate, 𝐾0, which controls the rate at which vacancy-interstitial pairs 
are created under irradiation. This will have the effect of changing the effective thermal 
diffusivity such that 𝐷𝑡ℎ → ?̃?𝑖𝑟𝑟  due to the enhanced point defect concentrations under 




∞ ∝ Γ is the ballistic diffusion coefficient. 
For values of 𝛾𝑏
∞~1 , and a value of the characteristic relocation distance of the 
ballistic mixing, 𝑅 > 𝑅𝑐, a highly supersaturated alloy system behaves as follows; at small 
length scales on the order of a few nm, the system behaves as if it were in equilibrium, i.e., 
solute atoms precipitate and these precipitates coarsen. At larger length scales, however, 
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the alloy system tends to become random, or homogenize. As a result, precipitates grow to 
a fixed size on the order of a few nm, creating a unique steady-state micrsotructure 
featuring precipitates of a well-defined size distribution. Indeed, this behavior is a 
consequence of the different length scales of 𝐷𝑏
∞ and 𝐷𝑡ℎ; thermal jumps occur over nearest 
neighbor distances, whereas ballistic jumps dominate at length scales given by the 
relocation distance, 𝑅, which tends to be on the order of a few lattice parameters. Thus, 
thermal jumps can dominate on short length scales while ballistic jumps often dominate 
on larger length scale.  
This concept of “compositional patterning” was originally proposed by Nelson et al. 
(1972) [43] and developed more formally by Enrique and Bellon (2000) [108] who 
Figure 1.2. Dynamical phase diagram of an immiscible equiatomic binary alloy under 
irradiation illustrating the steady-state structures achieved as a function of the relocation 
distance, 𝑅, and the forcing intensity, 𝛾 = 𝐷𝑏/𝐷𝑡ℎ  (see text for details). Original figure 
from [108].  
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constructed a dynamical phase diagram to capture the dependence of the steady-state 
microstructure on the various processing parameters as shown in Fig. 1.2. Nonetheless, 
there has been little consideration of whether the ETM still provides a reasonable 
description of the alloy; namely, does the system behave as though it were at a 
corresponding higher temperature as 𝛾𝑏
∞  is increased. While the ETM cannot explain 
patterning, it may yet predict approximately correct solubility limits, i.e., the system resides 
in a constrained equilibrium state. Indeed, this very question will be addressed using KMC 
simulations in this part of the thesis. Specifically, the effect of varying the nominal 
composition of a model immiscible binary alloy in the patterning regime will be 
investigated. The primary observables will be the size and density of the precipitates, as 
well as the observed supersaturations in the matrix. These calculations will also be of value 
for gaining a better understanding of patterning. For example, it is not known how the 
length scale in the patterning regime and the radiation-enhanced solubility depend on 
alloy concentration.  
1.4 THESIS OBJECTIVES AND OUTLINE 
The work described in this thesis evaluates the validity of effective temperature 
models (ETM) for driven alloys. The thesis is divided in two parts. Firstly, the phase 
evolution during low temperature SPD of strongly immiscible alloys is investigated. Here, 
molecular dynamics (MD) simulations are employed to investigate the mechanisms of 
phase evolution in driven system in the absence of long-range thermally activated 
diffusion. In most practical alloys, this situation corresponds to SPD at room temperature 
and below.  
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While the METM can rationalize why highly-immiscible alloys show only limited 
solubilities during low temperature SPD, there has been rather little consideration of how 
it relates to the detailed atomic transport mechanisms occurring during SPD. This work 
addresses these issues by using molecular dynamics simulations in a systematic study of 
the effects of the chemical interactions and elastic properties on microstructural evolution 
during prolonged SPD. Indeed, a key part of this present research work is to explore the 
physical significance of 𝑇0 in Eq. 1.4 and how it is affected by alloy properties and the details 
of the forced-mixing due to shearing. Furthermore, the implications of this model on the 
kinetics of phase evolution will be considered, i.e., how does the microstructure evolve to 
a given steady state when starting from different initial conditions, namely, from either a 
random solid solution or a phase-separated alloy.  
The second part uses kinetic Monte Carlo (KMC) simulations to investigate the 
steady-state microstructures that evolve under irradiation at elevated temperatures where, 
now, vacancy-mediated thermal diffusion is in direct competition with the ballistic mixing. 
This dynamical competition is captured in Martin’s ETM (Eq. 1.3) by the forcing intensity 
parameter, 𝛾𝑏
∞, and was used to rationalize the different metastable structures that were 
observed experimentally. As discussed earlier, when the diffusivities corresponding to 
these two processes are of comparable magnitude, the system shows compositional 
patterning, which is outside the scope of an ETM. Nonetheless, the ETM may yet predict 
the enhanced steady-state solubilities as a function of 𝛾𝑏
∞ in the patterning regime.  
Additional questions that will be explored in this part of the thesis is how varying the 
alloy nominal composition within patterning regime affects the steady-state 
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microstructures. For example, from the ETM, one would expect a lever rule type behavior 
that controls how additional solute atoms are partitioned between two co-existent phases. 
Thus, increasing the average solute concentration in a phase-separating alloy would result 
in an increase in the steady-state precipitate size with a corresponding decrease in the 
solubility, i.e., the system follows the Gibbs-Thomson relation. However, within the 
patterning regime, it is unknown if the system follows similar behavior. Furthermore, does 
the system remain in the patterning regime over the entire composition range, and if it 
does, what is the effect on the patterning length scale and the steady-state solubilities?  
The organization of the thesis is as follows. In chapter 2, the simulation scheme 
involved in investigating SPD of immiscible alloys will be detailed. This includes defining 
the interatomic potentials used and specifying the shear deformation procedure as 
implemented in the MD code LAMMPS. Chapter 3 will summarize and discuss the main 
results of low temperature SPD of immiscible alloys in the context of the METM (Eq. 1.4) 
introduced earlier. The steady-state microstructures attained during prolonged shearing 
will be described and the mechanisms of shear-mixing from an initially phase-separated 
will be detailed, including the effect of decreasing precipitate size on the kinetics of 
chemical mixing via shearing. Chapter 4 will present the phase evolution during SPD from 
an initially random solid solution. Chapter 5 will consider the effect of varying the shear 
modulus, as well as of a mismatch in the phase strength on the shear-induced mixing. 
Finally, chapter 6 will detail the KMC simulation scheme used to investigate driven alloys 
under irradiation, as well as the results on the effect of varying alloy nominal composition 
in the patterning regime.  
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2 ATOMISTIC SIMULATIONS OF LOW TEMPERATURE SPD 
In this chapter, the simulation methods used to study the microstructural evolution of 
immiscible alloys during SPD will be detailed. Key results relevant to later chapters will 
also be presented such as the thermodynamic and elastic properties of the interatomic 
potentials employed. Finally, the choice of alloy parameters to be investigated in the 
remainder of the work are rationalized. 
As mentioned in the introduction, many immiscible alloy systems do not homogenize 
under low temperature shearing but form a dual phase microstructure at steady state. To 
better understand the mechanistic details of how this occurs, molecular dynamics (MD) 
simulations have been performed in this work to study the microstructural evolution 
during shear deformation. The advantage of using MD simulations is that it enables direct 
tracking of atomic relocations during external forcing, providing an understanding of the 
underlying physical mechanisms at an atomic length scale. Furthermore, the choice of the 
interatomic potential enables certain alloy properties such as the heat of mixing and the 
shear modulus to be systematically varied. Thus, the effect of these different alloy 
properties on the shear-induced microstructural evolution can be systematically 
investigated, and a fundamental limitation of experimental investigations can be 
circumvented in this virtual laboratory. 
As part of this study, MC (Monte Carlo) simulations have also been performed to 
efficiently sample the equilibrium phases and thermodynamic properties of the model alloy 
systems considered. This enables a direct comparison between the steady-state structures 
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formed during the MD shearing and the observed equilibrium microstructures at a given 
ambient temperature, from which an effective temperature can be determined. Indeed, this 
correspondence of states between the driven and equilibrium conditions was cited by 
Martin [53] as a primary motivation for defining an effective temperature parameter. MC 
simulations also enable a direct comparison of the solubilities to those obtained from 
mean-field approximations such as the regular solution model. Finally, by varying the 
nominal composition of the alloy, the canonical MC simulations can determine the 
equilibrium sizes of the precipitates and the corresponding solubilities. This data will be 
used to determine the free energy of the interface between the two phases through the 
Gibbs-Thomson relation. 
The remainder of this chapter is organized as follows. Firstly, the interatomic potential 
used to represent the immiscible systems will be described. Building on past work in this 
area, the Cleri-Rosato [109] potential is used, and initial results showing how the 
thermodynamic and elastic properties vary with the choice of model parameters are also 
presented. Secondly, the simulation procedure in MD will be described, and this will serve 
as the virtual analog to processing via SPD, a scheme that will be hereafter termed MD-
SPD. It will be shown that a model alloy with elastic properties of both phases 
corresponding to that of pure copper but with a heat of mixing between the constituent 
elements of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 is well-suited for the purposes of this study as it results in the 
formation of two distinct phases during the MD shearing procedure. Finally, the method 
will be extended to a range of alloy systems with varying elastic properties, as well as a two-
phase alloy featuring a mismatch in the shear strengths of the two phases where the 
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tetragonal shear modulus of one phase has ~50% greater value than the other, to examine 
the role of shear strength on the forced mixing. 
2.1 THERMODYNAMIC AND ELASTIC PROPERTIES OF MODEL IMMISCIBLE ALLOYS 
The first challenge in this study, then, is to develop a simulation scheme that can 
capture the key observations of immiscible systems during SPD, namely, the formation of 
a non-equilibrium dual-phase microstructure [63, 64]. Following previous works that have 
investigated the forced chemical mixing of immiscible alloys during SPD [92, 93], this work 
utilizes an implementation of the second moment approximation to the tight-binding 
model (SMA-TB) developed by Cleri-Rosato [109]. A good overview of TB potentials and 
Figure 2.1. Variation of (a) the elastic constants and (b) the heat of mixing, 𝛺 (𝑒𝑉/𝑎𝑡𝑜𝑚), of 
the Cu(1)-Cu(2) binary system with the parameter, 𝜉𝛼𝛽, defined by the Cleri-Rosato potential 
(see text for details). The blue vertical dashed line corresponds to pure copper. 
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the underlying physics is available in this reference from Ducastelle [110]. This interatomic 
potential has the following functional form 





𝑗=1 − √∑ 𝜉𝛼𝛽







𝑖=1 , (2.1)  
where 𝛼 and 𝛽 refer to the chemical identity of atoms 𝑖 and 𝑗. Furthermore, 𝑟𝑖𝑗 is the radial 
separation distance between atoms 𝑖 and 𝑗; whereas, 𝑟𝛼𝛽
0  is the first neighbor distance in an 
𝛼𝛽 lattice [109]. Important here is that by varying the parameter 𝜉𝛼𝛽  in Eq. 2.1, i.e., the 
hopping integral, the heat of mixing in a binary alloy can be systematically changed, while 
leaving the elastic properties of the alloy nearly the same. This is demonstrated in Fig. 2.1 
for an artificial binary alloy, Cu(1)-Cu(2), which has been constructed such that the 
Figure 2.2. Variation of the heat of mixing parameter, 𝛺 (𝑒𝑉/𝑎𝑡𝑜𝑚), with the fraction 
of Cu(2) atoms, 𝑋𝐵 , in a Cu(1)-Cu(2) binary system with the indicated values of the 
cross-interaction parameter 𝜉𝛼𝛽 from the Cleri-Rosato potential. 
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interactions between like atoms are identical to that of pure copper (indicated by the blue 
dotted line). However, by tuning the cross-interaction parameter, 𝜉𝛼𝛽, between Cu(1) and 
Cu(2) atoms, the heat of mixing, characterized here by the interaction energy parameter Ω 
(eV/atom) in the regular solution model, can be systematically varied. Fig. 2.1 shows that 
even with large values of the heat of mixing (Fig. 2.1(b)), there is only a small effect on the 
different elastic constants, as indicated by the arrows in Fig. 2.1(a) for a range of solute 
concentrations. For example, for Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 , the resultant effect on the elastic 
constants was a decrease of ~0.7% per addition of 1 𝑎𝑡. % 𝐶𝑢(2). The corresponding effect 
on the lattice strain was even smaller with a total volumetric strain of < 0.2% per addition 
Figure 2.3. Solubilities from regular solution model (dotted line) and from canonical 
Monte Carlo simulations using Cleri-Rosato potentials show good agreement for two 
different values of the heat of mixing as indicated. 
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of 1 𝑎𝑡. % 𝐶𝑢(2) , thus the model alloys that will be investigated in this work are 
characterized by a large heat of mixing between the two phases while keeping all other 
alloy parameters more-or-less constant. Furthermore, Fig. 2.2 shows that the heat of mixing 
values are nearly constant over the entire compositional range. 
 Canonical Monte Carlo (MC) simulations were performed to compare the 
equilibrium solubility at a given temperature with the expected value from the regular 
Figure 2.4. (a) Average number of Cu(2) nearest neighbors, 𝑁𝐵𝐵
𝑎𝑣𝑔.
, for each Cu(2) atom 
that is in-solution in the matrix and (b) enthalpy of mixing, Ω (𝑒𝑉/𝑎𝑡𝑜𝑚), of in-solution 
Cu(2) atoms following MC simulations of equiatomic Cu(1)-Cu(2) alloys with Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚. The heat of mixing parameter is seen to be fairly uniform at relatively lower 
temperatures, but as the coordination of the Cu(2) atoms that are in-solution starts 
increasing at higher temperatures (shown by the increase in 𝑁𝐵𝐵
𝑎𝑣𝑔.
), there is a slight 





solution model (RSM), 𝑋𝐶𝑢(2) = exp (−
𝛺
𝑘𝐵𝑇
), and it is seen that the RSM is a fairly good 
approximation for these model pseudo-alloys, even at temperatures of ~7000 𝐾 or greater. 
Indeed, in Fig. 2.3, it is seen that there is a good agreement with the regular solution model 
for two different values of the heat of mixing of either Ω = 0.25 𝑒𝑉/𝑎𝑡𝑜𝑚  or Ω =
2.0 𝑒𝑉/𝑎𝑡𝑜𝑚. 
To better understand the observed departure from the regular solution model of the 
results for Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 at 𝑇 ≥ 7000 𝐾, the average coordination of Cu(2) atoms that are 
in-solution in the Cu(1)-rich matrix were determined and these are shown in Fig. 2.4(a) for 
an equiatomic alloy. In Fig. 2.4(b), the enthalpy of mixing has also been determined for the 
Figure 2.5. Binary pseudo-alloy of Pt(1)-Pt(2) constructed in a similar fashion to the 
Cu(1)-Cu(2) system where, now, the interaction of Pt(1) atoms or Pt(2) atoms are 
defined by the corresponding platinum parameters from the Cleri-Rosato TB-SMA 
[109]. The cross-interaction parameter, 𝜉𝛼𝛽, can again be varied to tune the heat of 
mixing of the alloy as shown in (a). The plot in (b) shows the elastic moduli do not vary 
significantly even for large values of the heat of mixing. The shear moduli, 𝐶44 and 𝐶
′, 
in particular do not greatly change even with solute additions of up to 10 at.% Pt(2) as 
indicated by the arrows. 
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in-solution Cu(2) atoms. These results illustrate that as the equilibrium solubility increases 
at higher temperatures, the greater coordination between Cu(2) atoms in the Cu(1) matrix 
slightly decreases the effective heat of mixing.  
An additional advantage of the Cleri-Rosato potential is that parameters have been 
determined for numerous FCC metals, including Ag, Pt and Ni. Thus pseudo-alloys similar 
to the Cu(1)-Cu(2) can be developed for a range of different alloys with varying elastic 
properties. The behavior of the Cleri-Rosato TB-SMA potentials for these metals is similar 
to that established for copper earlier. As before, the heat of mixing can be varied over a 
wide range of values with only a  minimal effect on the elastic moduli, as evidenced in Fig. 
2.5 for Pt(1)-Pt(2). This enables an investigation into the effect of varying the elastic 
properties on the microstructural evolution during SPD. 
Finally, parameters for binary alloys such as Cu-Co have also been developed [111]. 
This system is characterized by a small size difference between the two elements, but a 
large mismatch in the elastic properties; the copper phase has a tetragonal shear modulus 
of 𝐶𝐶𝑢
′ = 26 𝐺𝑃𝑎, whereas, that of cobalt is 𝐶𝐶𝑜
′ = 39 𝐺𝑃𝑎, representing a 50% increase from 
the copper strength. Here, the cobalt potential represents the high-temperature FCC phase. 
Furthermore, in Fig. 2.6, the heat of mixing is shown to vary fairly symmetrically for the 
CuCo alloy, i.e. varying the hopping integral, 𝜉𝐶𝑢𝐶𝑜, will result in the same values of the 
interaction energy parameter Ω (eV/atom) regardless of whether the system is in the dilute 
cobalt or dilute copper region of the compositional range. This will be used to our 
advantage later when exploring the forced mixing behavior of model immiscible alloys 
featuring a mismatch in the elastic properties of its constituent phases.  
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2.2 MD SIMULATION SCHEME FOR SHEAR DEFORMATION OF IMMISCIBLE ALLOYS 
While the previous section established that the Cleri-Rosato TB-SMA potential is 
indeed a suitable interatomic potential for the purposes of relating SPD behaviors to alloy 
properties, a major omission was any discussion of the actual value of the heat of mixing 
that will be used in this study. Indeed, it will be seen that this choice depends on how the 
microstructure evolves during the deformation scheme implemented in MD. Due to the 
nature of the pseudo-alloys employed in this work, and the complexity of SPD processes in 
experimental investigations, merely choosing a value the heat of mixing of an immiscible 
system such as Cu-Nb ( Ω~1 𝑒𝑉/𝑎𝑡𝑜𝑚 ) does not guarantee that a dual-phase 
Figure 2.6. (a) Dependence on the CuCo Cleri-Rosato TB-SMA hopping integral 
parameter, 𝜉𝛼𝛽 , of the alloy heat of mixing values in the CuCo model alloy as 
measured by the interaction energy parameter, Ω  (eV/atom), from the regular 
solution model. The blue dots correspond to the values calculated from the dilute 
copper region (𝑋𝐶𝑢 < 0.005) of the compositional range; whereas, the red dots 
correspond to calculations in the dilute cobalt region, 𝑋𝐶𝑜 < 0.005 . (b) Mutual 
solubilities obtained using canonical MC simulations of a planar equiatomic Cu-Co 
alloy with the heat of mixing parameter tuned to Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚. The dotted line 
is the expected solubility from the regular solution model (RSM).  
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microstructure will evolve under prolonged shear deformation in MD simulations. It was 
therefore first necessary to explore the dependence of the SPD microstructure on the heat 
of mixing, before a detailed study was commenced.  
In this work, the MD code LAMMPS [112] was used to model the shear deformation 
of the alloys as cyclic bi-axial compressive strains along two orthogonal axes at an ambient 
temperature of 100K. A schematic of this deformation process is presented in Fig. 2.7. Using 
a strain rate of 𝜖̇ = 5 ×  109 𝑠−1, and a total strain of ~20% along each axis, each step in 
this 3-step cycle lasts for 240 ps and is followed by a 20 ps relaxation at zero pressure. 
Varying the strain rate between 108 𝑠−1  to 5 × 109 𝑠−1  had no significant effect on the 
steady-state structure [102]. To avoid shear localization which can lead to trapping of the 
microstructure in transient configurations, the choice of axes along which the bi-axial 
compressions are applied is ‘shuffled’ after each 3-step cycle. In this manner, a ‘new’ nine-
step cycle is defined which follows the path {{y, x, z}, {x, z, y}, {z, y, x}}, where the each letter 
refers to the ‘free’ axis for which  𝜎𝑖𝑖 = 0 (see schematic in Fig. 2.7), and with a 20 ps 
relaxation at zero pressure after each 3-step sub-cycle. The effect of box size was examined 
by comparing the results from simulation cells with length along each dimension of L=28, 
40, or 60 lattice parameters (𝑎0), or in terms of the total number of atoms in the system, 
87,808, 256,000 or 864,000 atoms, respectively. Discussion of effects of box size will be 




To survey how the choice of the heat of mixing affects the final microstructure after 
prolonged deformation, the evolution of chemical short range order of a binary 
25 𝑎𝑡. % 𝐶𝑢(2) alloys with varying Ω values was monitored as a function of strain. For this 













B − 1,    (2.2) 
where, 𝑋𝐴 and 𝑋𝐵 are the atomic fractions of the two constituent species in the immiscible 
system, and 𝑁𝛼
𝛽
 is the mean number of nearest neighbors of type 𝛽 around each 𝛼 atom. 
The results are shown in Fig. 2.8(a) for the indicated values of the heat of mixing and 
initialized as a random solid solution (𝑆𝑅𝑂 = 0). After a strain of ~200 , the systems 
Figure 2.7. Schematic of one 3-step sub-cycle of the cyclical, bi-axial compressions as 
implemented in LAMMPS to model the SPD of immiscible alloys. The ‘free’ axis, indicated 
by the red, dotted arrow, dilates outwards in response to the applied compressive strains 
on the other two axes, indicated by the solid blue arrows. Denoting the ‘free’ axis at each 
step, the deformation cycle is {z, y, x}. The full 9-step cycle is constructed by taking the 
other two permutations of these three compressive steps, and alternating between the 
three sub-cycles, thus the full deformation process is {{y,x,z},{x,z,y},{z,y,x}}. 
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approach their steady-state values, which are plotted in Fig. 2.8(b) as a function of the 
interaction energy parameter, Ω. Also shown in Fig. 2.8(b) are the equilibrium values of the 
SRO parameter at the indicated temperatures, as well as the steady-state microstructures 
from the MD shearing simulations. 
The main results from this survey are that, firstly, the steady-state microstructure 
appears to be independent of the initial configuration as shown by the Ω = 1.1 𝑒𝑉/𝑎𝑡𝑜𝑚 
run initialized from the phase-separated state (𝑆𝑅𝑂 ≈ −1) which then converges to the 
same steady-state value. Secondly, increasing the heat of mixing of the alloy results in a 
systematic change of the steady-state microstructure towards a phase-separated state, as 
Figure 2.8. (a) Evolution of the short-range order (SRO) parameter as a function of strain 
for immiscible binary alloys with the indicated values of the heat of mixing, Ω (eV/atom). 
All systems were initialized as a random solid solution, while the Ω = 1.1 𝑒𝑉/𝑎𝑡𝑜𝑚 
system was also initialized with a single precipitate in the matrix ( 𝑆𝑅𝑂 ≈ −1 ), and 
converges to the same steady state. (b) Plot of the steady-state SRO values from the MD 
shearing simulations as a function of the heat of mixing parameter. Also plotted are the 
equilibrium values of the SRO parameter obtained using canonical MC simulations 
performed at the indicated temperatures. Insets show the steady-state configuration 
from the MD shearing simulations. 
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expected. However, this change is non-linear with respect to Ω and shows a transition as 
Ω ≥ 1.5 𝑒𝑉/𝑎𝑡𝑜𝑚  which coincides with the formation of a dual-phase microstructure. 
Thirdly, the corresponding effective temperature of these systems are different when the 
microstructure transitions from single-phase ( Ω~1.1 𝑒𝑉/𝑎𝑡𝑜𝑚 ) to a phase-separated 
system (Ω ≥ 1.6 𝑒𝑉/𝑎𝑡𝑜𝑚). In the system with the lower heat of mixing, the equilibrium 
SRO values at 7000 𝐾  agreed with that from the shearing runs; whereas, once the 
secondary phase was formed, the effective temperature decreased to ~5000 𝐾. 
Figure 2.9. (a) Short-range order (SRO) parameter as a function of the heat of mixing 
parameter,  (eV/atom), for equiatomic copper (solid blue line) and platinum (dashed red 
line) alloys after steady-state shearing via the molecular dynamics severe plastic 
deformation (MDSPD) method detailed in the text. Also plotted are the equilibrium short-
range order parameter values, SROeq (alternating dashed and dashed-dotted black lines), 
at temperatures ranging from 3000 K to 8000 K in increments of 500 K. (b) Shown are 
cross-sectional slices of the computational cell at steady state for both Pt(1)-Pt(2) and 
Cu(1)-Cu(2) alloys at the indicated values of  (eV/atom). 
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This analysis was repeated for equiatomic compositions of the Cu(1)-Cu(2), as well 
as for Pt(1)-Pt(2). The results are presented in Fig. 2.9. Again, the effective temperature is 
~7000 𝐾 at lower heats of mixing for both systems; however, at higher heats of mixing, the 
platinum pseudo-alloy, which has a greater shear strength than copper, shows a larger 
degree of forced-mixing of the constituent atoms corresponding to a higher effective 
temperature. This is evident in the steady-state microstructures shown in Fig. 2.9(b) for the 
two systems. One key distinction between the two compositions is that for Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, 
the 25 𝑎𝑡. % 𝐶𝑢(2) system featured a single precipitate, which was fairly equiaxed in its 
morphology, in equilibrium with a background supersaturation. In contrast, both the 
copper and platinum alloys with equiatomic compositions showed a planar structure. 
Nonetheless, it is clear from these results that the alloy with heat of mixing of Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚 yields a dual-phase microstructure at steady state.  Thus, this value for the heat 
of mixing represents a good choice for further simulations investigating the microstructural 
evolution under shear deformation, the stated objective of this study. 
2.3 CALCULATION OF THE INTERFACE FREE ENERGY FROM CANONICAL MC SIMULATIONS 
The previous sections established that the shear deformation scheme in MD, along with 
the choice for the heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 for the Cu(1)-Cu(2) pseudo-alloys yields 
the dual-phase steady-state microstructure that is of interest in the work. In this section, 
canonical MC simulations will be performed to establish some additional results that will 
be useful in later chapters. In particular, by varying the nominal composition of the alloy, 
a relation can be established between the equilibrium precipitate size and the solubility in 
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the matrix from which the interface free energy can be determined using the Gibbs-
Thomson equation, 
𝑋𝐶𝑢(2)(𝑟) = 𝑋𝐶𝑢(2)(𝑟 = ∞) exp [
2𝜎𝑉𝑚
𝑟𝑅𝑇
],    (2.3) 
where 𝜎 is the interface free energy, 𝑉𝑚 the molar volume. Thus, decreasing the precipitate 
size has the result of increasing the observed equilibrium solubility of the Cu(2) atoms 
(assuming this is the more dilute species in the alloy), 𝑋𝐶𝑢(2), in the Cu(1)-rich matrix. To 
Figure 2.10. Matrix solubilities, 𝑋𝐶𝑢(2)
𝛾1 , determined using canonical MC simulations and 
varying nominal alloy compositions which resulted in a single precipitate from which the 
corresponding equilibrium precipitate size can be determined. These results were used 
to determine the interface free energy, 𝜎 (𝐽/𝑚2), as function of temperature using the 
Gibbs-Thomson relation (dotted lines). Data at 𝑟−1 were determined using an alloy with 
equiatomic composition and initialized in a slab structure to form a planar interface. 
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distinguish between the two phases of the Cu(1)-Cu(2) pseudo-alloys studied in this work, 
the Cu(1)-rich and Cu(2)-rich phases will be hereafter referred to as the 𝛾1 and 𝛾2 phases, 
respectively. 
The results of the canonical MC simulations performed for Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 alloys with 
varying nominal compositions have been plotted in Fig. 2.10 at a range of temperatures. In 
all the simulations performed, the initial state featured a single 𝛾2  precipitate in a 𝛾1 
matrix. Note, however, that the points at 𝑟−1 = 0  were determined by performing the 
Figure 2.11. Plot of the interface free energies from Fig. 2.10 as function of 
temperature (circles, blue line). Also plotted are interface enthalpies, 𝜎𝐻 , calculated 
from the steady-state microstructures obtained from the MC simulations and the 
interface entropy, 𝜎𝑆 = (𝜎𝐻 − 𝜎)/𝑇, scaled by 103. 
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canonical MC simulations for an equiatomic composition initialized with a slab structure 
resulting in a planar interface between the two phases. 
 The interface free energies, 𝜎 (𝐽/𝑚2), are then determined from the linear fit to the 
data, and these have been plotted as a function of temperature in Fig. 2.11. For comparison, 
the interface enthalpy was also plotted. These values were calculated by directly measuring 
the excess enthalpy of the final configurations obtained from the MC simulations of the 
planar interfaces at the different temperatures. These microstructures are shown in Fig. 
2.12 where the slices of the simulation cell perpendicular to the interface have been shown, 
as well as corresponding plots showing the enthalpy of atoms. Recall that the enthalpy of 
mixing of the Cu(2) atoms that are in-solution in the Cu(1)-rich 𝛾1 phase (or Cu(1) atoms in 
𝛾2) were previously shown in Fig. 2.4. These results show that the interface free energy 
decreases almost linearly with increasing temperature; and for 𝑇 ≲ 4000 𝐾, the interface 
free energy is largely determined by the enthalpic contribution. Note that due to the low 
Figure 2.12. Snapshots of the final microstructure following MC simulations at 
increasing temperatures of 4000 𝐾 to 8000 𝐾 (from left to right). Top panel shows a 
slice across the simulation cell perpendicular to the planar interface. The bottom panel 
shows the enthalpy of the atoms with the scale bar shown in units of eV. 
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solubilities, the interface free energy could not be determined at temperatures lower than 
4000 𝐾 using the canonical MC simulations.  Thus, a value of 𝜎 = 1.85 𝐽/𝑚2 will be used 
in the analysis of results corresponding to the Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 in the remainder of this 
work. Finally, it should be noted that repeating the calculations of the interface enthalpy 
using the steady-state microstructures from the MD shearing simulations agreed with this 
value. For example, a cross-section through the 𝛾2 precipitate at steady state is shown in 
Fig. 2.13 where the enthalpy of atoms in the precipitate and the matrix in the vicinity of the 
interface are shown. This interface enthalpy was also unchanged for different precipitate 
sizes or when comparing planar and spherical interfaces 
Figure 2.13. Cross-section through a 𝛾2 precipitate embedded in the 𝛾1 matrix after 
steady-state shearing. The coloration corresponds to the enthalpy of each atom, thus 
the atoms colored red are either Cu(2) atoms in the 𝛾1 matrix or Cu(1) atoms in the 𝛾2 
precipitate. The interface enthalpy was determined to be 𝜎 = 1.85 𝐽/𝑚2  from the 
excess enthalpy of the system normalized by the precipitate-matrix interface area. 
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3 PHASE EVOLUTION OF IMMISCIBLE ALLOYS DURING SHEAR 
DEFORMATION 
In this chapter, the steady-state microstructures for 𝐶𝑢(1) − 𝐶𝑢(2) pseudo-alloys with 
varying nominal compositions will be presented and discussed in the context of the 
modified effective temperature model. Moreover, the kinetics of phase evolution of the 
alloys from an initially phase-separated state will be investigated. 
3.1 STEADY-STATE STRUCTURE OF IMMISCIBLE ALLOYS UNDER SPD 
The previous section established that SPD of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚  immiscible alloys 
results in the formation of dual-phase microstructures. Furthermore, it was observed that 
while an alloy with equiatomic composition formed a planar structure, the 25.0 at.% Cu(2) 
resulted in an equiaxed precipitate. Fig. 3.1 plots the Cu(2) molar fraction in the 𝛾1-matrix, 
𝑋𝐶𝑢(2)
𝛾1 , as a function of the total strain for these two alloys along with three additional 
nominal compositions. Recall that 𝛾1 and 𝛾2 denote the Cu(1)-rich and Cu(2)-rich phases, 
respectively. The inset in Fig. 3.1 shows that the steady-state solubility of the equiatomic 
composition is constant for the different simulation cell sizes considered in this work.  
Fig. 3.1 also shows that that the molar fractions for the 5 at.% Cu(2) alloy, initialized 
as either a random solid solution or featuring a single 𝛾2  precipitate in the 𝛾1  matrix, 
converge to the same value at steady state 𝑋𝐶𝑢(2)
𝛾1 ≈ 0.38 𝑎𝑡. % 𝐶𝑢(2). Indeed, for all the 
alloys with non-equiatomic compositions, the steady-state microstructure featured a single 
𝛾2 precipitate with a fairly equiaxed morphology, similar to that shown inset in Fig. 2.8(b) 
for the 25 𝑎𝑡. % 𝐶𝑢(2) alloy with Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚. Moreover, the MD shearing runs tracked 
41 
 
in Fig. 3.1 follow the trend that the steady-state supersaturations increase with decreasing 
nominal composition of the alloy, with the lowest value of 𝑋𝐶𝑢(2)
𝛾1 ≈ 0.18 𝑎𝑡. % 𝐶𝑢(2) for the 
equiatomic alloy with a planar interface. This relation between the steady-state precipitate 
sizes and solubilities, which is reminiscent of the Gibbs-Thomson effect, will be discussed 
further in the next section. 
Figure 3.1. Evolution of the Cu(2) concentration in the matrix, 𝑋𝐶𝑢(2)
𝛾1 , versus strain for 
various nominal alloy compositions. Most runs were initialized with a single spherical 
Cu(2) particle in a pure Cu(1) matrix using a cell size with dimensions of 40 lattice 
parameters (L=40), corresponding to 256,000 atoms. For the 5 at.% alloy, the evolution 
starting from a random solid solution (RSS) is also shown (dashed, green line). Inset 
shows the steady-state solubility for an equiatomic alloy is constant for the three 
different box sizes investigated in this work, where the value of 𝐿 indicates the length 
along each dimension of the simulation cell in units of the lattice parameter, 𝑎0. 
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 Previously, it was shown that the equilibrium solubilities determined using MC 
simulations agreed very well with the regular solution model, especially for the dilute alloys 
observed in Fig. 3.1. Thus, an effective temperature can be ascribed to the Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, 
equiatomic alloy of 𝑇𝑒𝑓𝑓 = ln(𝑋𝐶𝑢(2)
𝛾1 𝛺𝑅⁄ ) ≈ 3700 𝐾, which agrees very well with the value 
of ~4,000 𝐾 determined from the correspondence between the equilibrium SRO values at 
steady state and the equilibrium values (see Fig. 2.9(a)). 
Figure 3.2. Steady-state solubilities after shearing in the matrix (open symbols), 𝑋𝐶𝑢(2)
𝛾1 , and 
in the precipitate (closed symbols), 𝑋𝐶𝑢(1)
𝛾2 , as a function of the reciprocal precipitate size, 
r-1 (nm-1) for different system sizes. The dotted lines are expected solubilities from the 
Gibbs-Thomson relation at the indicated temperatures using a value for the interface free 
energy of  𝜎 = 1.85 𝐽/𝑚2 (see 2.3 for details). 
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3.2 EFFECT OF VARYING ALLOY NOMINAL COMPOSITION: GIBBS-THOMSON RELATION 
The steady-state solubilities of the various alloys in Fig. 3.1 were seen to increase as 
the nominal compositions decreased. Furthermore, each system featured a single 
precipitate at steady state. As the cluster was more-or-less equiaxed, it can be approximated 







⋅ 𝑎0,     (3.1) 
where 𝑁𝐶𝑢(2) is the number of atoms in the 𝛾2 precipitate and 𝑎0 the lattice parameter. 
This data is plotted in Fig. 3.2 for both the solubility in the matrix, 𝑋𝐶𝑢(2)
𝛾1 , and in the 
precipitate, 𝑋𝐶𝑢(1)
𝛾2 , as a function of the inverse of the precipitate radius. Thus, it is seen that 
for a range of alloy compositions, the concentration of Cu(2) is an increasing function of 
𝑟−1 in both the 𝛾1 and 𝛾2 phases. Furthermore, it should be emphasized that this result is 
independent of the three different box sizes considered. 
As noted earlier, this relation is reminiscent of the Gibbs-Thomson (G-T) effect (see 
Eq. 2.3), and using the value for the interface free energy of 𝜎 = 1.85 𝐽/𝑚2 determined in 
Ch. 2.3, yields an effective temperature of 𝑇𝑒𝑓𝑓
𝐺𝑇,𝛾1 ≈ 1,400 ± 25 𝐾  from the matrix 
solubilities, and 𝑇𝑒𝑓𝑓
𝐺𝑇,𝛾2 ≈ 2300 ± 200 𝐾  from the precipitate solubilities. While these 
values are larger by an order of magnitude than the actual ambient temperature of 100 K, 
they are still lower than the temperatures deduced from the solubility data and the short 
range order (~4,000 𝐾); the two values, moreover, are also somewhat different from each 
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other. This discrepancy will be addressed later in this chapter, after additional information 
bearing on this issue is provided. 
Fig. 3.3 provides a demonstration of the operation of this ‘driven’ Gibbs-Thomson 
effect for a simulation cell initialized with precipitates of two different sizes, and with the 
initial background Cu(2) concentration set in equilibrium with the larger precipitate. As 
expected, the smaller precipitates which are in an under-saturated matrix with respect to 
their steady-state solubilities undergo dissolution resulting in an increase in the Cu(2) 
Figure 3.3. Plot of the matrix supersaturation, 𝑋𝐶𝑢(2)
𝛾1  (top panel), and the cluster sizes 
(bottom panel) as a function of the total strain for a system initialized with 1 cluster 
with radius of 2.5 nm and 4 clusters with a radii of 1.1 nm. The initial supersaturation 
in the matrix is set in equilibrium with the larger cluster. Inset in the second panel 




concentration in the 𝛾1 matrix. As the larger precipitate starts ‘sensing’ this increase in the 
background supersaturation, it starts growing through accreting Cu(2) solutes until it 
arrives at its new steady-state size. Note, however, that this is a rather slow mechanism for 
cluster growth, and it leaves open the question as to what is the primary mechanism by 
which precipitate growth occurs in these driven alloys under shear deformation.  This will 
be discussed later in this thesis in the context of growth via cluster agglomeration.  
3.3 DISSOLUTION OF PRECIPITATES DURING SHEAR DEFORMATION 
To investigate how the motion of dislocations through the sample facilitates the 
forced-mixing of the immiscible alloys during shear deformation, the local structure of 
Figure 3.4. Shown are slices of 0.5 nm width of MD snapshots of alloys with a heat of 
mixing of either (a)-(b) 𝛺 = 1 𝑒𝑉/𝑎𝑡𝑜𝑚  or (c)-(h) 𝛺 = 2 𝑒𝑉/𝑎𝑡𝑜𝑚  after the indicated 
amount of applied strain, 𝜖. The coloration corresponds to the local symmetry around 
each atom according to the common neighbor analysis (CNA) method. FCC lattice sites 
with Cu(1) atoms have been omitted for clarity; whereas, those with Cu(2) atoms are light 
blue. Low symmetry, disordered sites are colored black. HCP sites with Cu(1) atoms 
(yellow) or Cu(2) (red) correspond to the glide paths of partial dislocations. All systems 
were initialized with a single 𝛾2 precipitate with the indicated radii in a 𝛾1 matrix.  
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atoms in the simulation cell was characterized using the common neighbor analysis 
method as implemented in OVITO [113]; this analysis is presented in Fig. 3.4. The glide 
paths of partial dislocations can be identified by the atoms with HCP symmetry, and thus 
monitoring these atoms provides insight into the details of the atomistic transport 
mechanisms underlying the phase evolution of the system. For example, the partial 
dislocations are seen to transfer across the matrix-precipitate interface for the Ω =
1 𝑒𝑉/𝑎𝑡𝑜𝑚 alloy (Fig. 3.4(a)), and after a strain of 30 (Fig. 3.4(b)), the precipitate has largely 
dissolved. The details of such random mixing by dislocation glide has been described in 
detail elsewhere [57, 92, 114]. The Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 system, however, does not feature such 
HCP sites that signify dislocation transfer across the interface. Note, some dislocations 
nucleate at the interface, but they do not cross it. Thus, while the two phases are co-
deforming under the applied shearing, as is expected for two phases with identical elastic 
properties, the degree of inter-mixing of the two phases is minimal. The interface also 
remains fairly sharp, in contrast to the gradual broadening of the interface observed in MD 
simulations of FCC-BCC systems [101]. There is also a large fraction of interface atoms that 
have low local symmetry (~40% of interface atoms are on disordered sites in Fig. 3.4(c) 
versus ~20% for the 1 eV system in Fig. 3.4(a)). Lastly, Figs. 3.4(e)-(h) show that even for 
the Ω = 2 𝑒𝑉 alloy, dislocations begin transferring across the interface when the precipitate 
radius falls below 2 nm, cutting the precipitate as is expected [115]. 
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 These results establish that while the two phases in the Cu(1)-Cu(2) are generally 
coherent and undergo a considerable degree of co-deformation, the atomic mixing occurs 
via some type of interface reaction, possibly facilitated by the considerable fraction of 
disordered sites as observed in Fig. 3.4(c)-(d). Fig. 3.5 shows the concentration fields of the 
Cu(2) atoms in the matrix around 𝛾2 precipitates of two different sizes at increasing values 
of the total strain. Note that the total strain required for gradients in the concentration 
fields to be erased agrees with the strain values required to reach the steady-state 
supersaturation in Fig. 3.1 for the corresponding alloy composition. 
Fig. 3.5 also illustrates that while the Cu(2) concentration is greater at the interface 
of the smaller precipitate, the concentration gradients are also steeper so that the total 
volume fraction of Cu(2) atoms transported into the matrix initially scales with the radius 
Figure 3.5. Concentration fields, 𝑋𝐵
𝛼 , of solute atoms in the matrix in an annular 
section or ‘shell’ of width 0.3 𝑛𝑚, at increasing distance from the precipitate-matrix 
interface for a precipitate of radius (a) 3.3 nm (5.0 𝑎𝑡. % 𝐶𝑢(2)) or (b) 2.4 nm 
(2.0 𝑎𝑡. % 𝐶𝑢(2)). The concentration profiles are plotted for increasing values of the 
strain, 𝜖, where 1 strain cycle (‘sc’) is equal to a strain of 1.2. 
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of the particle. Indeed, the integral of the concentration fields corresponds to the total 
number of Cu(2) atoms that have been ‘eroded’ into the matrix which is  given in Fig. 3.6(a). 
Moreover, the plot in Fig. 3.6(b) confirms that the initial dissolution rate scales directly 
with the precipitate radius, showing a quadratic dependence at precipitate sizes 𝑟 > 2 𝑛𝑚. 
This indicates that the erosion rates are proportional to the surface area of the precipitate. 
However, for precipitate sizes below the threshold size of 𝑟 ≤ 2 𝑛𝑚, the erosion rate is seen 
to increase with decreasing size, possibly due to the shearing of the smaller precipitates by 
dislocations as illustrated by the MD snapshots in Fig. 3.4. 
 The initial erosion rates from Fig. 3.6(b) are then further normalized by the total 
interface area and these are plotted in Fig. 3.7(a). Extrapolating the data for precipitates of 
size 𝑟 ≥ 2.5 𝑛𝑚 to the y-intercept yields a value of around 4 × 10−3 𝑛𝑚−2 for the number 
of Cu(2) atoms transported into the 𝛾1 phase from a planar interface per unit strain. Indeed, 
this is validated by the plot in Fig. 3.7(b), which shows that the area-normalized erosion 
rates from planar interfaces are constant for the three different box sizes considered in this 
work. 
 Finally, in Fig. 3.8, the interface area-normalized erosion rates of these precipitates 
are shown to scale with the thermodynamic driving force for dissolution [116] 
𝑘 =
2(𝑋𝐶𝑢(2)






⁄ ,   (3.2) 
where, 𝑋𝐶𝑢(2)
𝛾𝑖 , refers to the value of the molar fraction of the Cu(2) atoms in the phase, 𝛾𝑖. 
𝑋𝐶𝑢(2)
𝐼 (𝑟) = 𝑋𝐶𝑢(2)
𝛾1,𝑆𝑆 (𝑟) , the steady-state solubility in the matrix following the shear 
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deformation for a given precipitate radius, 𝑟, as shown in Fig. 3.1 and Fig. 3.2. As all the 
simulation runs explored here consist of an initially phase-separated system featuring a 𝛾2 
precipitate of pure Cu(2) atoms in a 𝛾1  matrix, 𝑋𝐶𝑢(2)
𝛾1 = 0, and 𝑋𝐶𝑢(2)
𝛾2 = 1. Substituting 
these values into Eq. 3.2, it follows that the driving force for dissolution is 𝑘 = 2 ⋅ 𝑋𝐶𝑢(2)
𝛾1,𝑆𝑆 (𝑟). 
In Fig. 3.8, the interface area-normalized erosion rate is further normalized by 𝑘, and the 
resulting quantity is shown to be more-or-less constant for precipitate sizes of 𝑟 ≳ 2 𝑛𝑚. 
 The main insight from this analysis of the dissolution rates of the 𝛾2 precipitates 
under shear deformation is that there is a systematic kinetic effect that will increase the 
Figure 3.6. (a) For an initially phase-separated alloy featuring a single 𝛾2 precipitate of 
pure Cu(2) atoms in a 𝛾1  matrix, the number of solute atoms, 𝑁𝐵 , that leave the 
precipitate and ‘erode’ into the matrix due to the applied shearing is plotted as a 
function of strain. The top panel is for a simulation cell with dimensions of 40 lattice 
parameters (256,000 atoms); whereas, the bottom panel is for 864,000 atoms. The 
different plots correspond to systems with varying nominal compositions, thereby 
also changing the initial precipitate size. The red lines are polynomial fits to the data 
(black lines). (b) Initial erosion rates computed for the data in (a) by taking the slope 
at zero strain of the polynomial fits to the erosion data for the different precipitate 
sizes. Note that the data used to determine the erosion rates for the two smallest 




erosion rates of smaller precipitates due to dislocations shearing the particle. This is an 
effect that is outside the scope of the METM; nonetheless, it does hint at the origin of the 
discrepancy in the effective temperatures determined from the solubilities (or the SRO 
values in Fig. 2.9) and that from the Gibbs-Thomson relation in Fig. 3.2. This will be 
discussed further in the next chapter after determining the growth rate of precipitates given 
a background supersaturation. 
  
(a) (b) 
Figure 3.7. (a) Erosion rates determined from Fig. 3.6(b) normalized by the initial 
surface area of the spherical precipitates. The lines are extrapolations to the origin 
using either all the data (black dotted line) or only the larger particles (orange dotted 
line) with 𝑟 > 2.5 𝑛𝑚. The value at the y-intercept gives the erosion rate from a planar 
interface (𝑟−1 = 0). (b) The number of Cu(2) atoms that have eroded from a planar 
interface normalized by the interface area is plotted as a function of the strain. The 
erosion rate can be determined using the slope at zero strain and is seen to be 
constant for the three different box sizes. It also shows very good agreement with the 




Figure 3.8. Erosion rates, 𝑑𝑁2
𝛾1/𝑑𝜖, of Cu(2) atoms from the 𝛾2 precipitate during shear 
deformation normalized by the precipitate surface area and the driving force for 
dissolution, 𝑘 (see text for details). These rates were determined for an initially phase-
separated system, i.e. the 𝛾1 matrix is initially depleted of any solute atoms, and N2
γ1 is 
the number of Cu(2) atoms in the 𝛾1  phase. Note that the value at 𝑟
−1 = 0  was 







4 × 10−3 𝑛𝑚−2, which was constant for the three different cell sizes considered in this 
work. The horizontal dashed-dotted line is a guide for the eye to distinguish between 
the two regimes observed for the erosion rates where precipitates of size 𝑟 <
2 𝑛𝑚 (𝑟−1 > 0.5 𝑛𝑚−1) show an enhanced erosion rate. Finally, plotted in the inset is 
the actual erosion rate as a function of the precipitate size, and results are shown for 
two simulation cell sizes, L=40 (circles) or L=60 (triangles). 
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4 SHEAR-INDUCED NUCLEATION, GROWTH AND COARSENING 
OF PRECIPITATES 
In this chapter, the phase evolution of immiscible alloys initialized as random solid 
solutions will be investigated. In Fig. 3.1, it was shown that the 5 𝑎𝑡. % 𝐶𝑢(2) converged to 
the same final configuration regardless of the initial condition. Indeed, the existence of a 
unique steady-state microstructure of the alloy independent of the starting conditions is 
expected were an effective temperature model description strictly valid. However, the 
atomistic details of how the nucleation and growth of precipitates during shear 
deformation occurs is not well understood and will be investigated here. 
Figure 4.1. (a)Total number of clusters as a function of strain for an initially random solid 
solution with nominal compositions of 3.0, 4.0, or 5.0 at.% B. (b) For the 5 at.% B alloy, 
the sizes of all clusters are plotted at each strain value (blue points). Also plotted is the 
evolution from an initially phase-separated alloy (black points). Inset shows the clusters 




4.1 PRECIPITATION FROM A RANDOM SOLID SOLUTION VIA SHEAR DEFORMATION 
The phase evolution of initially random immiscible alloys during shearing was 
investigated by, firstly, tracking the formation of Cu(2) clusters. In this work, clusters are 
defined as consisting of Cu(2) atoms that had 50% of their nearest neighbors being other 
Cu(2) atoms, or were themselves bonded to another Cu(2) atom that met this criterion. 
Thus, the minimum size for a cluster was 6-7 Cu(2) atoms consisting of the central Cu(2) 
atom and its first nearest neighbors that were also Cu(2) (local distortions in the lattice 
could change the coordination of a particular lattice site). In Fig. 4.1(a), the total number 
of clusters are plotted as a function of strain for varying alloy nominal compositions and 
initialized as a random solid solution, whereas in Fig. 4.1(b), the sizes of all clusters in the 
5 at.% Cu(2) alloy are plotted. There, it is seen that even at the smallest strain values, a very 
large number of clusters are formed, which agglomerate to form a few larger clusters. 
Indeed, Fig 4.1(a) shows a very sharp increase in the total number of clusters which reaches 
(a) (b) 
Figure 4.2. For Cu(1)-Cu(2) alloys with the indicated nominal compositions and initialized as 
a random solid solution, the (a) size of the largest cluster, as well as the (b) mean size of the 
five largest clusters are plotted as a function of the strain. 
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a maximum after a strain of around 100 and then starts decreasing as the clusters begin to 
coarsen until there is only a single precipitate remaining in the cell after a strain ~1250. It 
is notable that much of the absolute growth in the cluster sizes are due to this 
agglomeration process. 
Figure 4.3. For the 3.5 at.% Cu(2) alloy, the 15 largest clusters are shown at the 
indicated strain values, tracking the large ‘dip’ in the respective plot in Fig. 4.2(b). 
Furthermore, at each strain value, the 5 largest clusters are circled, and the 
corresponding atoms in these clusters at a strain of (i) 𝜖 = 293 have been colored 
blue. Thus, at the subsequent strain values, the evolution of the original 5 largest 
clusters can be tracked. At (ii), one of these clusters has broken up into 3 smaller 
clusters, but then two of the daughter clusters agglomerate again at (iv). The identity 
of the 5 largest clusters is also seen to alternate between the different strain values. 
At (iv), four of the five largest clusters consist of primarily blue tagged atoms from (i) 
but there are also non-tagged atoms, i.e. these are solute atoms that have joined the 
clusters from the matrix. 
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 Similar behavior can be identified for the 4 at.% Cu(2) alloy, although the maximum 
number of clusters formed is not as large as that for the 5 at.% Cu(2) alloy. In contrast, the 
3 at.% Cu(2) does not appear to nucleate stable clusters that are then able to grow or 
agglomerate with other clusters to form larger ones. Fig 4.2(a) shows that the size of the 
largest cluster in the cell for this alloy fluctuates rapidly with strain, even reaching sizes of 
up to 50 atoms, but it never shows the steady growth observed for the alloys with nominal 
compositions > 3.0 𝑎𝑡. % 𝐶𝑢(2).  
The plot of the mean size of the five largest clusters in Fig. 4.2(b) further illustrates 
this more-or-less continuous growth of the clusters for the 4.0 at.% and 5.0 at.% alloys; 
whereas the 3.0 at.% alloy fluctuates around 20 atoms. The 3.5 at.% Cu(2) alloy, however, 
shows a behavior that is intermediate to these two cases as it shows growth but also 
significant fluctuations in the average sizes. 
To understand the origin of these fluctuations, in Fig 4.3, the 15 largest clusters in 
the 3.5 at.% Cu(2) alloy were plotted at four values of strain to track their morphology 
through the large ‘dip’ observed in the mean cluster size at around a strain of 300. The five 
largest clusters at the first reference strain, (i) 𝜖 = 293 , were also tagged ‘blue’. It is 
observed that with further strain increments, one of these tagged clusters fragmented into 
three smaller clusters (see (ii)). Eventually, in (iii), two of the formerly largest clusters were 
‘overtaken’ in size by two other clusters without any tagged atoms. Finally, as seen in (iv), 
one of the original tagged clusters was able to grow again by picking up other non-tagged 




This analysis captures the highly stochastic nature by which cluster nucleation and 
growth occur in these driven immiscible systems. For alloys that have a large enough 
supersaturation such as the 4.0 at.% and 5.0 at.% system, the mean behavior results in fairly 
uniform growth of the clusters (Fig. 4.2(b)). Conversely, for alloys with ≤ 3.0 𝑎𝑡. % 𝐶𝑢(2), 
the fluctuations are not large enough to allow the system to nucleate precipitates and it 
does appear that the microstructure remains ‘kinetically-trapped’ in this metastable state. 
In discussing whether the growth can be mainly attributed to the agglomeration of 
clusters or through the gradual accretion of solutes, it should be noted that both growth 
mechanisms are due to the convective transport mediated by dislocations gliding in the 
matrix during the applied shear deformation. Consequently, the relative motion of clusters 
of atoms (including single atoms) is nearly independent of their size, so that single atoms 
can join clusters or clusters can agglomerate. At low values of strain, most Cu(2) atoms are 
monomers or comprise small clusters, so the growth of clusters appears continuous. At 
larger values of strain, many of the Cu(2) atoms are found in large clusters, thus cluster 
agglomeration begins to dominate. For example, in Fig. 4.4, the integral volume fraction of 
Cu(2) atoms contained in precipitates up to size 𝑁𝐶𝑢(2) is plotted as a function of 𝑁𝐶𝑢(2). It 
is seen that at all values of strain shown, the distribution is nearly linear, indicating that 
Cu(2) atoms are distributed equally in clusters of all sizes (by volume). Then as the clusters 
grow and the matrix is increasingly depleted of individual solute atoms and small clusters, 
much of the growth is from the agglomeration of large clusters, as seen in the sharp jumps 
in the distribution at larger cluster sizes. 
57 
 
4.2 COMPARISON OF SHEAR-INDUCED PRECIPITATION WITH CLASSICAL NUCLEATION THEORY 
To understand why the 3 at.% Cu(2) alloy fails to nucleate even after prolonged 
shearing, the expected time scale and critical radius for nucleation was determined using 
classical nucleation theory (CNT). However, vacancies are immobile at the low 
temperatures investigated here, so atomic transport does not occur via thermal diffusion 
but is facilitated by dislocation glide. As discussed in the introduction, the pair diffusivity 
due to shear-mixing mediated by dislocation glide becomes more efficient as the pair 
separation distance increases [92, 114]. Nevertheless, to a first approximation the 
Figure 4.4. Volume-weighted cumulative distribution function (CDF) or the integral volume 
fraction of Cu(2) atoms in clusters up to size  as a function of  for systems 
initialized as random solid solutions and after the indicated values of the total strain.  
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dislocation-mediated diffusion coefficient will be taken simply to be 𝐷𝑏
(𝑇0)~𝜖̇𝑏2, where 𝜖̇ is 
the strain rate and 𝑏 the Burger’s vector.  
Now, using CNT in conjunction with the METM, and making the assumption that 
𝐷 = 𝐷𝑡ℎ + 𝐷𝑏
𝑇0 ≈ 𝐷𝑏
𝑇0, the critical radius can be computed by solving for the maximum of 
the nucleation free energy which is a sum of the volumetric and interfacial contributions 















𝐶𝑢,    (4.1) 
Where 𝑁𝑎𝑣𝑜𝑔. is Avogadro’s number and 𝐿𝐹𝐶𝐶 =
16𝜋
3
 is a geometric factor corresponding to 
the formation of a spherical precipitate in an FCC lattice with lattice parameter, 𝑎0
𝐶𝑢 . 
Furthermore, the incubation time for precipitation is a function of the critical cluster 
radius, 𝑟𝑐𝑟𝑖𝑡., and is given by the expression (see references [117, 118] for a concise overview 




,    (4.2) 
where Z represents the Zeldovich factor and is a measure of the ‘flatness’ of the nucleation 
free energy curve around the critical cluster size, which in turn depends on the free energy 









2 )1/3 is a geometric factor that depends on the molar volume of a copper, 
V𝐶𝑢 = 7.0922 × 10
−6 𝑚3/𝑚𝑜𝑙 , and σ ≈ 1.85 J/m2  is the interface energy. β(𝑟𝑐𝑟𝑖𝑡.)  is the 







,     (4.4) 
where 𝑥𝐵 is the nominal composition of B atoms in the alloy and 𝑦𝑒𝑞. is the composition of 
B atoms in the precipitating B-rich phase. 
 The key component in all these equations is an expression for Δ𝐺𝑛𝑢𝑐𝑙. which we can 
derive from the regular solution model which was previously shown to be in good 
agreement with the interatomic potential employed in this study (see Fig. 2.3). Assuming 
that 𝑥𝐵 > 𝑥𝑒𝑞., i.e. the nominal B composition is greater than the solubility limit of B in the 
A-rich phase, 𝑥𝑒𝑞., 
Δ𝐺𝑛𝑢𝑐𝑙.(𝑥𝐵) = (1 − 𝑦𝑒𝑞.)𝑅𝑇𝑙𝑛 (
1−𝑥𝑒𝑞.
1−𝑥𝐵
) + 𝑦𝑒𝑞.𝑅𝑇𝑙𝑛 (
𝑥𝑒𝑞.
𝑥𝐵
) + Ω(𝑥𝐵 − 𝑥𝑒𝑞.),  (4.5) 
where Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 is the heat of mixing of the immiscible alloy (following again [117]). 
Fig. 4.5 shows the incubation time and the critical radius for three different alloy 
compositions at a range of temperatures. 
Using an effective temperature ~4,000 𝐾 determined from the SRO values in Fig. 2.8 
and Fig. 2.9, 𝑟𝑐𝑟𝑖𝑡. < 𝑎0
𝐶𝑢  for the 4 at.% and 5 at.% alloys, i.e. it is less than one lattice 
parameter and even clusters of around 10-12 Cu(2) atoms would be expected to grow. On 
the other hand, for the 3 at.% alloy, 𝑟𝑐𝑟𝑖𝑡. ≈ 0.38 𝑛𝑚, which corresponds to a cluster of 
~20 𝐶𝑢(2)  atoms. However, it should be noted that the above value for the effective 
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temperature only holds upon the formation of an interface. Again, from Fig. 2.8 and Fig. 
2.9, it was seen that at lower heats of mixing, where a homogeneous microstructure was 
formed, 𝑇𝑒𝑓𝑓~7,000 𝐾. Only upon the formation of an interface does the 𝑇𝑒𝑓𝑓 then decrease 
to the value of ~4,000 𝐾. Thus the failure of the 1-3 at.% alloys to undergo precipitation can 
be attributed to derive from this same underlying mechanism. If the alloy system is 
initiated from a random solution, i.e., absent of interfaces, it initially behaves as if were at 
some effective temperature > 4,000 𝐾. This may not be a major issue for the 4 at.% and 5 
at.% alloys as the initial density of clusters that are formed is also very high and subcritical 
Figure 4.5. The critical cluster size, 𝑟𝑐𝑟𝑖𝑡 (𝑛𝑚), and the incubation time, 𝑡𝑖𝑛𝑐 (𝑛𝑠), for 




clusters can quickly agglomerate with other such clusters to reach a stable size, thus 
forming an interface and decreasing 𝑇𝑒𝑓𝑓.  
To test this hypothesis the local atomic ordering around Cu(2) atoms in the random 
3 at.% Cu(2) alloy was investigated during the shearing. The results are plotted in Fig. 4.6 
where the probability distribution for the coordination of Cu(2) atoms are compared with 
the equilibrium values from MC simulations. Indeed, the coordination of Cu(2) atoms in 
the 3 at.% alloy under the shearing agrees very well with the corresponding equilibrium 
distribution at 5,000 K. From Fig. 4.5, the corresponding value for the critical size is 𝑟𝑐𝑟𝑖𝑡. =
0.65 𝑛𝑚, which consists of a cluster of ~100 𝐶𝑢(2) atoms. Taking this analysis one step 
further, the 3 𝑎𝑡. % 𝐶𝑢(2) random solution was seeded with clusters of ~80 𝐶𝑢(2) atoms 
Figure 4.6. (a) Comparison of the coordination of Cu(2) atoms during shear deformation 
of the 3 at.% Cu(2) alloy initialized as a random solid solution (black line) to the pre-
nucleation, thermal distributions obtained using canonical MC simulations performed at 
the indicated temperatures.  (b) Corresponding values of the short-range order (SRO) 
parameter which again shows good agreement between the alloy during low temperature 
steady-state shearing (MD-SPD) and the thermal distribution at 5,000 K. 
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and remarkably, these clusters grew under subsequent shear, as shown in Fig. 4.7, but 
clusters smaller than ~60 𝐶𝑢(2) atoms dissolved. Previously, it was seen in Fig. 4.2(a) that 
the 3 at.% alloy did feature fluctuations in the size of the largest cluster, with a maximum 
value of ~50 𝐶𝑢(2) atoms. It is thus very reasonable to expect that at longer time or length 
scales of the simulation, fluctuations will result in the formation of clusters larger than 
~80 𝐶𝑢(2), which is taken to be the effective critical size for nucleation of this alloy. 
4.3 STEADY-STATE SOLUBILITIES FROM PRECIPITATE GROWTH VS EROSION RATES 
In section 3.3, it was established that while the dissolution rates of precipitates during 
shear deformation depend on the thermodynamic driving force at the effective 
Figure 4.7. Cluster size evolution with strain of a 3 𝑎𝑡. % 𝐶𝑢(2) random solid solution 
seeded with clusters of either 60 atoms, 80 atoms or 90 atoms, corresponding to the 
panels from left to right. Shown in the first panel inset is the corresponding initial 
configuration. Note that on the second panel, there is a large jump in the size of one 
cluster at strain ~10 due to two seed clusters agglomerating. 
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temperature, this relation no longer held true for precipitate sizes smaller than ~2 𝑛𝑚. At 
these smaller precipitate sizes, dislocations were seen to cut through the precipitate, and 
this resulted in an enhanced erosion rate. This kinetic effect increasing the dissolution rate 
of small precipitates was then cited as a possible reason for the discrepancy between the 
value of 𝑇0 determined using the steady-state supersaturations (or the SRO values) and that 
from the Gibbs-Thomson relation. Here, this possibility is explored by (i) determining the 
growth rates of precipitates as a function of their size and the degree of Cu(2) 
supersaturation and (ii) comparing these results with precipitate dissolution to construct 
a relationship between solubility and precipitate size .   
In Fig. 4.8(a), the change in the Cu(2) concentration, 𝑋𝐶𝑢(2)
𝛾1 , is plotted as a function 
of strain for precipitates of three different sizes embedded in a 𝛾1 matrix with an initial 
Figure 4.8. (a) For three different precipitate sizes with radii of either 2.0 nm, 2.6 nm, or 3.1 
nm, the change in the matrix solubility with strain is plotted as a function of strain for an 
initial background solubility of ~0.9 𝑎𝑡. % 𝐶𝑢(2) . (b) Determination of the effective 
diffusivity during shearing using the initial rates of solute atom depletion in the matrix, i.e. 
the growth rate of the precipitates. 
64 
 
background concentration of 0.9 at.% Cu(2). The rate at which the matrix is depleted of 




𝑖𝑛𝑖𝑡.,     (4.6) 
Where 𝑐𝑃 is the precipitate density in the simulation cell, which here would just be the 
inverse of the simulation cell volume. 𝐷 is the effective diffusivity due to the convective 
transport of the solute atoms via the motion of dislocations. Here, 𝐷 = 𝐷𝑏
𝑇0, the ballistic 
diffusion coefficient from the modified ETM, and it was previously approximated as 𝐷𝑏
𝑇0 ≈
𝜖̇𝑏2 = 3.27 × 10−10𝑚2/𝑠, which agrees very well with the value determined in Fig. 4.8(b) 
using the growth rate of three different precipitate sizes with a background supersaturation 
of 0.9 at.% Cu(2) and Eq. 4.6, above. 
Figure 4.9. Growth rate of precipitates normalized by the background Cu(2) 
concentration plotted as a function of the precipitate size. The red, dotted line is a 
quadratic fit to the data. 
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 Similarly, the growth rates for a range of different precipitate sizes and 
supersaturations were investigated; the results are plotted in Fig. 4.9. Here the growth rate, 
𝑑𝑁2
𝛾2/𝑑𝜖 , which is normalized by the background supersaturation, is seen to have a 
quadratic dependence on precipitate radius. Recall that the erosion rates observed in Fig. 
3.6(b) also scales with the square of the precipitate radius for 𝑟 > 2 𝑛𝑚. Thus, the steady-
state solubilities can then be determined for a given precipitate size by taking the ratio of 
the erosion rates and the supersaturation-normalized growth rates, i.e. ensuring a flux 
balance of the Cu(2) atoms leaving and entering the 𝛾2 precipitate. These calculations of 
Figure 4.10. The steady-state solubility that ensures the growth rate for a precipitate of a 
given size is equal to the erosion rate. This is determined by dividing either the data in Fig. 
3.6(b) (blue crosses) or the quadratic fit in Fig. 3.6(b) (yellow line), by the quadratic relation 
determined from Fig. 4.9(a). Also shown for comparison are the steady-state solubilities 
determined using the Gibbs-Thomson relation (dotted lines) using a value for the interface 
free energy of 𝜎 = 1.85 𝐽/𝑚2, and the indicated effective temperatures. Note that the 
solubility value at 𝑟−1 = 0, i.e. for a planar interface, corresponds to 𝑇𝑒𝑓𝑓 = 3700 K using 
the regular solution model with Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚. 
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the expected steady-state solubilities have been plotted as a function of the precipitate 
radius in Fig. 4.10 using either the actual data points in Fig. 3.6(b) (blue crosses) or the 
quadratic fit to the data at 𝑟 > 2 𝑛𝑚 (yellow line). Also shown on the plot are the expected 
solubilities from the Gibbs-Thomson equation with 𝜎 = 1.85 𝐽/𝑚2 (interface free energy), 
and at the indicated temperatures, 𝑇𝑒𝑓𝑓
𝐺𝑇 , although, it should be noted that the solubilities 
at 𝑟−1 = 0 corresponds to the equilibrium solubility of a planar interface at 𝑇𝑒𝑓𝑓 = 3,700 𝐾 
(from the steady-state supersaturations of the planar interface in Fig. 3.1). 
From this analysis is quite clear that the solubilities corresponding to a Gibbs-Thomson 
effective temperature of 𝑇𝑒𝑓𝑓
𝐺𝑇 = 3700 𝐾  cannot easily be distinguished from the values 
obtained when  𝑇𝑒𝑓𝑓
𝐺𝑇 = 1400 𝐾 . When the data at very small precipitate size, where 
precipitate cutting is significant, are excluded, the Gibbs-Thomson effect is relatively 
insensitive to temperature at these very high temperatures. Consequently, even a small 
influence of precipitate cutting, which is dependent on 𝑟, could influence the effective 




5 DEPENDENCE OF THE EFFECTIVE TEMPERATURE ON THE 
ELASTIC PROPERTIES 
5.1 EFFECTIVE TEMPERATURE SCALES WITH THE SHEAR MODULUS 
In the introductory section, a physical rationalization for the effective temperature was 
provided by considering the work done on an atom per unit shear strain, i.e., .  
Since the theoretical strength is related to the shear modulus, it is expected that the 
effective temperature should be related to the elastic constants. Increasing the shear 
moduli of the alloys would increase the work done on each atom, enabling it to overcome 
the local chemical barriers required for forced mixing to occur during the shear 
deformation.  
This hypothesis is investigated here by repeating the simulations performed on the 
Cu(1)-Cu(2) pseudo-alloys and tracking the degree of forced mixing that is achieved for 
other FCC metals (Ag, Pd, Pt, Ni, Co and Rh) with varying elastic moduli, and for which 
Cleri-Rosato potentials are also available. Note that the interatomic potential for the high-
temperature FCC Co phase is considered here. Previously, it was established that is possible 
to tune the heat of mixing to very large values for these pseudo-alloys without affecting the 
elastic properties significantly. In Fig. 5.1(a), the solubility is tracked as a function of strain 
for pseudo-alloys with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 , and initialized as a phase-
separated alloy with a planar interface between the two phases. The results for the Cu(1)-







Indeed, there is a clear trend of the steady-state solubilities in the pseudo-alloys, 𝑋𝐵, 
scaling with the tetragonal shear moduli, 𝐶′. This relation is made more explicit in Fig. 
Figure 5.1. For FCC pseudo-alloys M(1)-M(2), where M is the FCC metal Cu, Pt, Ni, Co (high 
temperature allotrope), or Rh and with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, the evolution 
of solubility with increasing strain is plotted in (a). The steady-state solubilities are plotted 
in (b) with respect to the inverse of the tetragonal shear moduli. Also indicated on the plot 






5.1(b) by plotting the steady-state solubilities, from which the effective temperature can be 
computed using the regular solution model as 𝑇𝑒𝑓𝑓 = −
Ω
𝑅⋅ln(𝑋𝐵)
, and these have been 
indicated next to the relevant data point on the plot. As the plot is with respect to the 
inverse of the shear moduli of the alloys, this suggests that there is a general trend of, 𝑇𝑒𝑓𝑓 ∝
𝐶′. The steady-state microstructure of these alloys are shown in Fig. 5.2. 
Note that a difficulty does arise in calculating the 𝑇𝑒𝑓𝑓  for certain alloys where the 
prescribed heat of mixing value of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 does not yield a two-phase structure 
Figure 5.2. Snapshots of the simulation cell at steady-state following MD shear 
deformation of pseudo-alloys with Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, and with elastic properties given 
by the FCC metals (a) Pt, (b) Ni, (c) Co (high-temperature allotrope), and (d) Rh. 
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during the applied shearing. For the more refractory materials such as Rh, the shear 
modulus is very high so that the alloy becomes a single-phase homogeneous alloy during 
SPD, as viewed in the snapshot in Fig. 5.2(d). For the cobalt system, although it has a lower 
shear modulus than Ni, the alloy undergoes greater mixing of the constituents, as 
evidenced by the larger steady-state solublity in Fig. 5.1(b). Furthermore, while it still 
features two distinct phases at steady state (see Fig. 5.2(c)), it no longer has the planar 
structure observed for Cu, Pt and Ni (see Fig. 5.2(a)-(b)). The resultant increased curvature 
at the interface for the cobalt pseudo-alloy could account for the increased steady-state 
solubility observed. On the other hand, for Ag and Pd, the value of the heat of mixing was 
too large, resulting in the as-initialized planar structure de-laminating under the applied 
deformation. 
Nonetheless, a more comprehensive curve for FCC metals can be constructed by using 
different values of Ω, as shown in Fig. 5.3. Here, the expression for solubility from the 
regular solution model is again used to determine the effective temperature,  
𝑇𝑒𝑓𝑓 = Ω/𝑘𝑙𝑛(𝑋𝑀(2)




𝛾1  is the steady-state solubility corresponding to the particular choice of the heat 
of mixing parameter, Ω (eV/atom), and the FCC metal, 𝑀, with its corresponding value for 
the tetragonal shear modulus, C’. The actual solubility values have been plotted in the inset 
in Fig. 5.3.  Overall, the linear fit between the 𝑇𝑒𝑓𝑓 and 𝐶′ in Fig. 5.3 is quite satisfactory 
considering the complexity of plastic deformation and the details of the simulations. As 
remarked before, some subtleties do arise that are not fully accounted for by the METM. 
Take, for example, the three alloy systems with 𝐶′ = 26 𝐺𝑃𝑎 (see data points 1), 4), 5) in 
Figure 5.3. Analogous to the Cu(1)-Cu(2) system, the effective temperature during steady-
state shear deformation is determined for various equiatomic immiscible M(1)-M(2) alloys, 
where M={Ag, Cu, Ni, Pd, Pt, Rh}, and shown to scale with the tetragonal shear modulus, 
𝐶′ (𝐺𝑃𝑎), of the matrix. Inset shows the actual steady-state solubilities, 𝑋𝑀(2)
𝛾1  achieved for 
a given choice of system parameters, i.e. the heat of mixing, 𝛺 (𝑒𝑉/𝑎𝑡𝑜𝑚), and the FCC 
metal, M, with its corresponding shear modulus, 𝐶′(𝐺𝑃𝑎). 
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Fig. 5.3). There, the observed steady-state solubilities appear to show some systematic 
variation with the heat of mixing, so that the alloy with the larger heat of mixing (Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚) has a lower 𝑇𝑒𝑓𝑓 than expected from the linear fit, whereas the other two data 
points with Ω = 1.7 𝑒𝑉/𝑎𝑡𝑜𝑚  and Ω = 1.5 𝑒𝑉/𝑎𝑡𝑜𝑚  both have slightly higher 𝑇𝑒𝑓𝑓 . The 
linear relationship between 𝑇𝑒𝑓𝑓 and C’ is nevertheless quite remarkable considering the 
complexities of shear mixing. 
5.2 EFFECT OF MISMATCH IN PHASE STRENGTH: CU-CO 
As discussed earlier in this work, Cleri-Rosato potentials have been derived for Cu-Co 
alloys. This is an interesting system to further explore phase evolution under shear 
deformation as it consists of two constituent elements with roughly similar atomic sizes, 
but the ‘Co’ phase has a 50% larger shear modulus than that of copper, (𝐶𝐶𝑢
′ = 26 𝐺𝑃𝑎, 
whereas, 𝐶𝐶𝑜
′ ≈ 40 𝐺𝑃𝑎). Thus far, the immiscible pseudo-alloys that have been studied 
featured identical elastic properties of the two phases, and the supersaturations that 
resulted from the shear deformation were shown to scale with the shear moduli, i.e. the 
effective temperature increased as the shear strength of the alloy increased. Now, the effect 
of a mismatch in the phase strengths on the forced mixing behavior will be investigated 
using the Cu-Co system with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚. Furthermore, in Fig. 2.6, it 
was established that the heat of mixing value is constant throughout the compositional 
range for this alloy, so the heat of mixing of Cu in a Co-rich alloy will be the same as that 
of Co atom in a Cu-rich alloy. 
Fig. 5.4 shows the evolution with strain of the equiatomic Cu-Co system with Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚, and initialized as a phase-separated planar structure. Also plotted in Fig. 5.4 
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for reference are the corresponding results for the copper and cobalt pseudo-alloys, also 
with Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 , with the effective temperature corresponding to the final 
supersaturation values are indicated. The planar interface between the two phases is 
retained at steady state, and it is also very sharp, as illustrated by the concentration profile 
in Fig. 5.5. The width of the interface appears to be ~0.4 𝑛𝑚, as measured by sweeping a 
thin layer of 0.1 𝑛𝑚 across the interface and measuring the concentration of solutes in that 
shell. Indeed, the appearance of the microstructure is not far different from those of some 
of the pseudo-alloys investigated earlier, including Cu(1)-Cu(2); however, owing to the 
Figure 5.4. Evolution with strain of the solubility in a Cu-Co system featuring a 
mismatch in the relative phase strengths, and with heat of mixing of Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚 . The Co(1)-Co(2) and Cu(1)-Cu(2) pseudo-alloys are also shown for 
reference. Calculation of the 𝑇𝑒𝑓𝑓 assumes a regular solution model. 
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difference in the shear strength of the two phases, the mutual solubilities in the two phases 
are different. While the solubility of Cu in the Co-rich phase is increased with respect to 
that of Cu(2) in 𝛾1  (Cu(1)-rich phase), that of Co in the Cu-rich phase has decreased 
compared to the Co(1)-Co(2) steady-state solubilities. 
Figure 5.5. Concentration profile through the Cu-Co (Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 ) interface as a 
function of distance from the interface. As it is difficult to define the interface boundary, 
the inset shows the simulation cell at steady state with a thin layer of thickness 0.3 𝑛𝑚 
that has been ‘highlighted’, and this corresponds to the ‘zero’ on the x-axis. Thus, the 
‘zero’ on the axis is situated slightly behind the interface as can be discerned by eye, rather 
than ‘on’ it. The different ‘shell widths’ plotted looks at the effect of increasing the layer 
thickness from 0.1 𝑛𝑚 to 0.5 𝑛𝑚 on the concentration profile. 
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Lastly, it is of some note to examine the dislocation activity in the Cu-rich and Co-
rich phases. A simple measure of this quantity is the mean square relative displacement of 
nearest neighbor atoms (MSRD) which can be computed as follows [92] 






𝑖=1 ) 2 ∑ 𝑍(𝑖, 𝑡0)
𝑁
𝑖=1⁄ ,  (5.2) 
Figure 5.6. For the equiatomic Cu-Co (Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚) system initialized with a planar 
structure, the MSRD values are computed from the Cu and Co atoms both with the 
interface atoms included (larger circles), and excluding the interface atoms. Overall, 
excluding the interface atoms results in a slight decrease in the MSRD values, but the Cu 
atoms certainly show greater displacements than the Co, indicating some degree of 
shear localization in the weaker Cu-rich phase. Note that after a certain simulation time 
or, equivalently, strain value, the MSRD starts to saturate as the magnitude of atomic 




𝑡  is the vector distance between atom 𝑖 and 𝑗 at some time 𝑡, and 𝑍(𝑖, 𝑡1) are the 
first nearest neighbors of atom 𝑖 at time 𝑡0. It can be seen in Fig. 5.6 that the values are 
virtually the same in the two phases, which is reasonable given the periodic boundary 
conditions and the bilayer structure of the cell. 
Figure 5.7. Plot of the number of solute atoms that have eroded from the precipitate to the 
matrix, 𝑁𝐵. All four runs feature alloys with nominal composition of 5 at.% initialized with 
a single spherical precipitate (of either 5 at.% Cu(2) or Co(2)) embedded in a matrix (of 
either Cu(1) or Co(1)) with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚. The expected steady-state 
solubility has been deduced using the initial erosion rates, Δ𝑁 (NB/unit strain), determined 
from the polynomial fits to the data (shown by the dotted lines) and relating that to the 
thermodynamic driving force, 𝑘. 
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5.3 MISMATCH IN SHEAR MODULI BETWEEN MATRIX AND PRECIPITATE 
Having considered the effect of a mismatch in shear moduli for an equiatomic alloy 
with a planar interface, here, the dissolution behavior of a precipitate embedded in a matrix 
with phase strength that is either greater or weaker than the particle is investigated. Again, 
the Cu-Co system with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 serves as the model system of 
investigation. Four different configurations are considered of a initially phase-separated 5 
Figure 5.8. MSRD displacements for either a 5 at.% Cu embedded in a Co matrix, or vice 
versa, with heat of mixing of Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚 for all systems. The values corresponding 
to the matrix phase are indicated by diamonds, whereas those for the precipitate phase 
rare indicated by circles. The Cu particle is seen to co-deform with the Co matrix, while 
there is significant shear localization in the Cu matrix in the Cu-0.05 Co alloy. 
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at.% alloy featuring a single precipitate of one atom type embedded in a matrix of the other. 
These four systems are, 𝐶𝑜(1) − 0.05 𝐶𝑜(2) , 𝐶𝑜 − 0.05 𝐶𝑢 , 𝐶𝑢 − 0.05 𝐶𝑜 , 𝐶𝑢(1) −
0.05 𝐶𝑢(2), and the phase evolution at early strain values are presented in Fig. 5.7 where 
the number of solute atoms that have eroded from the precipitate into the matrix, 𝑁𝐵, are 
plotted as a function of total strain. The initial erosion rates, Δ𝑁, are then determined from 
the polynomial fits to the data. Furthermore, using the relation 𝑘 =
2𝑋𝐵(𝑟)
1−𝑋𝐵(𝑟)
, where 𝑘 is the 
thermodynamic driving force for dissolution (see Eq. 3.2), and relating that to the initial 
dissolution rate normalized by the total interface area between the precipitate and 









.   (5.3) 
Thus, the steady-state solubility given the precipitate size can be obtained. Comparing to 
the steady-state solubilities from the equiatomic composition of these alloys, it is clear that 
the expected solubilities for these precipitates are greater. 
 Fig. 5.8 plots again the MSRD values for atoms in the matrix and the precipitate for 
both the 𝐶𝑢 − 0.05 𝐶𝑜 and 𝐶𝑜 − 0.05 𝐶𝑢 alloys. The first observation is that while the Cu 
precipitate co-deforms with the Co matrix and displays the nearly exact same MSRD as that 
of the Co (or Cu) matrix, the Co precipitate shows a significantly smaller MSRD, indicating 
that the shearing is localizing in the copper matrix.  
 In Fig. 5.7, the initial dissolution rates of the precipitates indicated that the steady-
state supersaturations for off-equiatomic Cu-Co (Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚) alloys would be greater 
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than for a planar interface. Indeed, this was investigated for various Cu-Co nominal 
compositions featuring a single Cu precipitate in a Co matrix, or vice versa. The steady-
state solubilities 
are plotted in Fig. 5.9 as a function of the inverse precipitate radius. As with the Cu(1)-Cu(2) 
pseudo-alloy, it is seen to follow a Gibbs-Thomson-like relation. Again, the effective 
temperature can be determined from this relation, assuming the interface free energy can 
be determined. To a good first approximation, it is expected that this value will be in close 
agreement with that determined for the 𝛾1 − 𝛾2  interface of the 𝐶𝑢(1) − 𝐶𝑢(2)  alloy, 
i.e. 𝜎 = 1.85 𝐽/𝑚2 . This can be rationalized as the contribution to the interface energy 
mainly arises from the interactions with the first nearest neighbor shell. Since the heat of 
mixing is also Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, and the lattice parameters of the Cu and Co are similar, it 
follows that the interface energy should not deviate greatly between the two systems. 
Furthermore, a fairly sharp, planar interface is maintained between the two phases at 
steady-state under the shear deformation, and it was previously determined that the 
interface free energy and enthalpy varies only ~20% for varying the temperature around 
5000 𝐾 ± 1000 𝐾 (see Fig. 2.10 and Fig. 2.11), thus any effect of the difference in the 𝑇𝑒𝑓𝑓 
from the varying supersaturations observed in Fig. 5.4 would introduce only a small 
correction to the results. 
 The remarkable finding in Fig. 5.9 appears to be that the exact same Gibbs-
Thomson-like behavior is observed Co precipitates in Cu as for Cu precipitates in Co even 
though the MSRD values in the precipitates are largely different. This suggests, possibly, 
that the underlying explanation is thermodynamic rather than kinetic. For example, the 
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stress applied to the Cu-rich phase only occasionally results in a local stress sufficient to 
nucleate a dislocation entering the Co precipitate, and enabling Cu to enter the Co-rich 
precipitate, but this required stress is determined by the elastic properties of the Co and 
thus to the effective temperature of the Co-rich phase. While this explanation is presently 
speculative, it is an interesting question for future study.  
Figure 5.9. Steady-state solubilities of the Cu-Co (Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚) system featuring 
a single precipitate of one phase embedded in a matrix of the other. The solubilities 
at 𝑟−1 = 0 correspond to the data in Fig. 5.4 (planar interface). The values of 𝑇𝑒𝑓𝑓
𝐺𝑇  
indicated on the plot are calculated using a value of 𝜎 = 1.85 𝐽/𝑚2 for the interface 
free energy (see text for details). The schematic shows a Co precipitate in a Cu matrix 
from which the data for solubility of 𝑋𝐶𝑜 in the Cu-matrix (solid purple line) and 𝑋𝐶𝑢 
in the Co-precipitate (dashed yellow line) can be determined as a function of the Co 
precipitate radius. The complementary set of data can be obtained from simulations 
with a Cu precipitate in a Co matrix. 
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6 KMC SIMULATIONS OF HIGH-TEMPERATURE IRRADIATION 
OF IMMISCIBLE ALLOYS 
In this chapter, KMC simulations will be employed to investigate the validity of 
Martin’s ETM (Eq. 1.3) for irradiated immiscible alloys at elevated temperatures that are in 
the nanopatterning regime (see Fig. 1.2). As discussed in the introduction, when 𝛾𝑏
∞~1, i.e. 
the ballistic and thermal diffusivities are of comparable magnitudes, the system develops a 
steady-state microstructure with a characteristic patterning length. This arises because 
thermally-activated diffusion controls the phase evolution at length scales on the order of 
an atomic distance, and solute atoms are expected to form precipitates and coarsen. At 
larger length scales defined by 𝑅, the characteristic relocation distance, the ballistic mixing 
dominates which results in the dissolution of precipitates beyond that size. The result of 
the dynamical competition of these two processes is that precipitates are stabilized within 
a narrow size distribution. Precipitates that are smaller than this characteristic size are 
expected to grow. Conversely, larger precipitates dissolve until they reach the characteristic 
cluster size. 
In contrast to SPD at low temperatures, thermally activated diffusion is now active and 
in direct competition with ballistic mixing due to irradiation. The relative magnitudes of 
these two dynamical processes was captured in the forcing intensity parameter from 




2〉Γ/?̃?𝑖𝑟𝑟.    (6.1) 
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Γ is the ballistic jump frequency and represents the temperature-independent disordering 
process, and 〈𝑅𝑏
2〉 is the mean-squared distance of the ballistic jumps. Note that the factor 
of two accounts for the fact that each ballistic jump involves the exchange of two atoms. 
On the other hand, ?̃?𝑖𝑟𝑟. is the effective thermal diffusivity that is dependent on both the 
temperature and the irradiation intensity, 𝐾0 , through the production of irradiation-
induced point defects. Following Martin [53], the irradiation-enhanced chemical diffusivity 
may be approximated as ?̃?𝑖𝑟𝑟. ≃ ?̃?(𝑐𝑉/𝑐𝑉
0), i.e., the chemical diffusivity in the absence of 
irradiation,  ?̃?, is re-scaled by the irradiation-enhanced vacancy concentration, 𝑐𝑉, relative 
to the equilibrium vacancy concentration, 𝑐𝑉
0. 
Experimentally, the value of 𝛾𝑏
∞ can be varied by varying the ambient temperature. At 
low temperatures, the ballistic mixing dominates ( 𝛾𝑏
∞ ≫ 1 ) due to the low chemical 
diffusivity and the microstructure forms a single-phase solid solution. At high temperatures 
(𝛾𝑏
∞ ≪ 1), the system remains close to its equilibrium phase-separated state. 
As was remarked in the introduction, the onset of patterning is not consistent within 
an ETM framework. Nonetheless, it is of interest whether the enhanced steady-state 
solubilities due to increasing 𝛾𝑏
∞ can be captured by a corresponding effective temperature. 
Particularly as the microstructure transitions from macroscopic phase separation to the 
patterning regime, can the observed supersaturations be rationalized using a simple model 
such as Martin’s ETM? Additionally, the effect of varying the nominal compositions for an 
alloy in the patterning regime will be considered. For example, how does increasing the 
nominal composition affect the steady-state solubilities, the patterning length scale, the 
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size distribution of precipitates, the density of precipitates? Furthermore, does the alloy 
remain in the patterning regime at higher nominal compositions? 
6.1 DETAILS OF KMC SIMULATIONS 
The KMC simulation code used for this project has been well described in the 
literature [119], nonetheless, the main details pertinent to the present work will be 
elaborated here. Firstly, the defect production due to irradiation is modeled by removing 
an atom from a lattice site, leaving a vacancy behind, and inserting the recoil atom to an 
interstitial site. The main control parameter in the KMC simulations that defines the rate 
at which these defects are produced is the irradiation intensity, 𝐾0 (𝑑𝑝𝑎 ⋅ 𝑠
−1). On the other 
hand, the ballistic mixing is modeled by randomly exchanging two atoms, regardless of 
their chemical identity, at a frequency given by Γ (relocations per atomic displacement per 
second, 𝑟𝑝𝑎 ⋅ 𝑠−1), while the radial separation between the two atoms is sampled from an 
exponential distribution, exp (−𝑟/𝑅), where 𝑅 is the characteristic relocation distance set 
to be 1.5𝑎𝑛𝑛 (𝑎𝑛𝑛 is the nearest neighbor distance of an FCC lattice). 
The simulations are performed on a perfect, rigid FCC lattice, where the model binary 
alloy was defined by setting the first nearest-neighbor interactions between an A-B atom 
pair to have ordering energy of ωAB = 2𝜖𝐴𝐵 − 𝜖𝐴𝐴 − 𝜖𝐵𝐵 = 0.0553 𝑒𝑉 , where 𝜖𝑖𝑗  is the 
interaction energy between atoms 𝑖  and 𝑗 . This corresponds to a value of the regular 




⋅ 𝜔𝐴𝐵 = 0.3318 𝑒𝑉/𝑎𝑡𝑜𝑚, 
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where 𝑍 = 12  is the coordination number for an FCC lattice site. The corresponding 
equilibrium critical temperature is 𝑇𝑐 = 1573 𝐾 which approximates that of a hypothetical 
Cu-Co alloy where alloy melting would take place at temperatures higher than 𝑇𝑐  [120] 
[120]. In Fig. 6.1, the equilibrium solubility of the alloy determined using grand canonical 
MC (GCMC) simulations is compared to the regular solution model. As expected, at higher 
temperatures, the corresponding solubility is greater than that given by the mean field 
model due to the presence of solute clustering.  Additionally, the ratio of the vacancy-
mediated chemical diffusivities are set to be equal, 𝑑𝐵
𝑉/𝑑𝐴
𝑉 = 1, and the vacancy migration 
energy is ≈ 0.8 𝑒𝑉 in pure A, which is close to the experimental value for Cu [121]. 
Figure 6.1. Comparison of the equilibrium solubilities calculated using grand canonical 
MC simulations (solid line) versus the regular solution model with heat of mixing of 
Ω = 0.33 𝑒𝑉/𝑎𝑡𝑜𝑚. 
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 To simplify the details of the simulation, no sinks were included in the simulation 
cell, so point defects could only annihilate via recombination. Thus, the steady-state defect 
concentration will be proportional 𝐾0
1/2
 [122]. Furthermore, the migration energy of the 
interstitials was set to be much greater than that of the vacancies so that they were virtually 
immobile, and recombination could only occur when a vacancy migrated to an interstitial. 
This ensures that all the KMC steps involved one of either (i) creation of point defects, (ii) 
ballistic relocation or (iii) vacancy migration. The frequency of the first two of these events 
are specified by 𝐾0, while that of the vacancy migration is determined using standard rate 
theory where the activation energy is determined using a broken-bond model. The time 
elapsed is determined using the residence time algorithm [118] which calculates the time 
elapsed at each KMC step by taking the inverse of the sum of all possible event frequencies, 
𝜏𝐾𝑀𝐶 = (∑ Γ𝑖𝑖 )
−1. Note that when a vacancy is within the recombination distance of an 
interstitial, this is performed instantaneously without incrementing the simulation time, 
i.e. the process has infinite frequency. 
 The ambient temperature in these simulations is held at 𝑇 = 580 𝐾, which means 
the vacancy diffusivity is constant, 𝐷𝑉 = 𝐷𝑉
0. Nonetheless, the chemical diffusivity under 
irradiation can be tuned by varying 𝐾0, which changes the steady-state concentration of 
point defects. The radiation-enhanced diffusion rate scales as ?̃?𝑖𝑟𝑟. ∝ 𝑐𝑉 ∝ 𝐾0
1/2
 in this 
quasi-steady-state recombination regime [122]. The full expression for the irradiation-






, where 𝑟𝑐  is the recombination 
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radius and 𝜌 is the number of atoms per unit volume. Thus, the forcing intensity parameter 

























1/2⁄  (6.2) 
In the last expression, 𝐷𝑡ℎ
𝑅𝐸𝐷 = (?̃?/𝑐𝑉
0) (𝜌4𝜋𝑟𝑐𝐷𝑉
0)1/2⁄  is a constant term, thus 𝛾𝑏
∞ is shown 
to scale directly with the term Γ/𝐾0
1/2
, which are the two simulation parameters. Recall 
that ?̃? is the chemical diffusivity at 580 K in the absence of irradiation, thus it is a constant 
in all simulation runs performed in this study. One can also interpret 𝐷𝑡ℎ




?̃?𝑖𝑟𝑟.(𝐾0 = 1.0 𝑑𝑝𝑎 𝑠
−1)
(1.0 𝑑𝑝𝑎 𝑠−1)1/2
⁄  ,  (6.3) 
i.e. 𝐷𝑡ℎ




 to ensure correct units). The value of ?̃?𝑖𝑟𝑟.(𝐾0 = 1.0 𝑑𝑝𝑎 𝑠
−1) can be computed 
using the product of the strictly-thermal vacancy diffusivity and the irradiation-enhanced 
vacancy concentration, 𝑐𝑉 , which can be accessed from the simulations. Corresponding 
values of  ?̃?𝑖𝑟𝑟.  for different 𝐾0  can be computed by simply re-scaling ?̃?𝑖𝑟𝑟.(𝐾0 =






 . Lastly, three different nominal compositions (5.0, 10.0 and 
17.0 at.% B) will be investigated for each choice of simulation parameters Γ and 𝐾0.  
6.2 EFFECT OF VARYING NOMINAL COMPOSITION OF IMMISCIBLE ALLOYS UNDER IRRADIATION 
The complete set of results for the different choices of the simulation parameters 𝐾0 
and Γ investigated are tabulated in Table 6.1. The following dependencies are observed. 
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Firstly, for fixed value of Γ, say Γ = 20.0 𝑟𝑝𝑎 𝑠−1, increasing 𝐾0 results in an increase in the 
patterning length scale (mean cluster size). Conversely, for fixed 𝐾0  value, increasing Γ 
results in a decrease of the patterning length scale. Furthermore, at the smallest values of 
Γ , the system only features a single precipitate. Fig. 6.2 illustrates the steady-state 
microstructures that were observed for an alloy with 5 at.% B nominal composition and 
𝐾0 = 0.05 𝑑𝑝𝑎 𝑠
−1. It is clear that increasing Γ leads to refinement of the characteristic 
patterning length scale. Thus, the system transitions from macroscopic phase-separation 
featuring a single precipitate in the simulation cell (Fig. 6.2(a)) to the patterning regime 
with a characteristic size distribution of the clusters (Fig. 6.2(b-d)). Indeed, these findings 
are consistent with those in experiments [43, 107] that showed the steady-state size of 
precipitates increased with increasing temperature and decreasing irradiation intensity. 
For some systems, the steady-state microstructure featured precipitates that were 
‘overlapping’ or ‘touching’ and were considered as forming a larger precipitate. To mitigate 
for this, 5% of the largest clusters and 5% of the smallest clusters were omitted and the 
mean cluster size re-calculated, but this did not appear to greatly change the result. Recall 
that  ?̃?𝑖𝑟𝑟. ∝ 𝐾0
1/2
, and increasing 𝐾0 (or decreasing Γ) results in a decrease in the forcing 
intensity parameter, 𝛾𝑏
∞. Therefore, the effect of increasing 𝛾𝑏
∞ is a further refinement of 
the patterning length scale. 
An additional result of increasing the forcing intensity is that the precipitate density 
also increases (simulation cell size is fixed for all data shown here so the number of clusters 
is directly proportional to the density). Note that this trend appears to break for 𝐾0 =
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0.05 𝑑𝑝𝑎 𝑠−1 and nominal alloy compositions of either 5 or 10 at.% B. The reason for this is 
that the system is very close to the boundary between patterning and a random solid 
solution.   
  
Figure 6.2. Steady-state microstructure for a 5 𝑎𝑡. % 𝐵 alloy with simulation parameters of 
𝐾0 = 0.05 𝑑𝑝𝑎 𝑠
−1 and (a) Γ = 1.0, (b) Γ = 5.0, (c) Γ = 10.0, (d) Γ = 20.0. 
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Table 6.1. For the different alloy systems with indicated nominal compositions and values of the 
KMC simulation parameters Γ and K0, the average number of clusters and the mean cluster sizes 
are shown. Also shown are the volume-weighted mean cluster size and similar statistics after 
excluding 5% of the smallest and 5% of the largest clusters. 
  
𝑲𝟎 = 𝟎. 𝟎𝟓 
















𝚪 = 𝟏. 𝟎 5 at.% B 1 11927 11927 - - 
10 at.% B 1 25144 25144 - - 
17 at.% B 1 43607 43607 - - 
𝚪 = 𝟓. 𝟎 5 at.% B 64 126 163 128 140 
10 at.% B 123 162 221 159 174 
17 at.% B 145 250 437 233 281 
𝚪 = 𝟏𝟎. 𝟎 5 at.% B 104 30 42 29 32 
10 at.% B 277 41 60 38 43 
17 at.% B 439 49 83 44 52 
𝚪 = 𝟐𝟎. 𝟎 5 at.% B 20 14 16 14 15 
10 at.% B 141 17 21 16 16 
17 at.% B 309 18 23 17 17 
𝑲𝟎 = 𝟎. 𝟓      
𝚪 = 𝟏. 𝟎 5 at.% B 1 12458 12458 - - 
10 at.% B 1 25666 25666 - - 
17 at.% B 1 43895 43895 - - 
𝚪 = 𝟐𝟎. 𝟎 5 at.% B 74 102 136 102 118 
10 at.% B 148 129 181 126 141 
17 at.% B 169 207 370 191 227 
𝚪 = 𝟓𝟎. 𝟎 5 at.% B 65 19 24 19 20 
10 at.% B 260 26 36 24 26 
17 at.% B 473 30 46 27 30 
𝑲𝟎 = 𝟏. 𝟎      
𝚪 = 𝟓. 𝟎 5 at.% B 1 11917 11917 - - 
10 at.% B 1 25236 25236 - - 
17 at.% B 1 43559 43559 - - 
𝚪 = 𝟐𝟎. 𝟎 5 at.% B 24 390 549 420 547 
10 at.% B 65 337 1519 269 259 
17 at.% B 79 494 14491 197 105 
𝚪 = 𝟓𝟎. 𝟎 5 at.% B 107 32 45 31 35 
10 at.% B 269 45 67 43 49 
17 at.% B 404 59 103 53 63 
90 
 
This transition between the patterning regime to random solid solution is better 
illustrated in Fig. 6.3 where the 𝑇𝑒𝑓𝑓 is plotted as a function of Γ/𝐾0
1/2
, which is directly 
proportional to the forcing intensity, 𝛾𝑏
∞. Here, 𝑇𝑒𝑓𝑓 has been determined using the steady-
state solubilities observed for simulation run and finding the corresponding temperature 
that yields the same solubility at equilibrium (see Fig. 6.1). Thus, as the ratio Γ/𝐾0
1/2
 
increases, the 𝑇𝑒𝑓𝑓 also increases, as is expected from the ETM. Furthermore, the system is 
Figure 6.3. Plot of the effective temperature, 𝑇𝑒𝑓𝑓 , corresponding to the steady-state 
solubilities in Fig. 6.2 for different values of the simulation parameters, Γ and 𝐾0. The 
ambient temperature is 𝑇 = 580 𝐾 , whereas the 𝑇𝑒𝑓𝑓  was determined using the 
observed solubilities from the GCMC simulations for this model alloy in Fig. 6.1. Also 
plotted is the expected result from Martin’s ETM (see Eq. 6.2 for details). 
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seen to transition from macroscopic phase separation to the patterning regime when 
Γ/𝐾0
1/2
> 10. At higher values of Γ/𝐾0
1/2
, the 𝑇𝑒𝑓𝑓 for the three alloy nominal compositions 
considered are shown to diverge by a larger margin. This is indicative of the system now 
transitioning from the patterning to solid solution as the steady-state solubility will be 
Figure 6.4. Steady-state microstructures for simulation parameters 𝐾0 = 0.5 𝑑𝑝𝑎 𝑠
−1 and 
Γ = 20.0, for increasing alloy nominal compositions of (a) 5 𝑎𝑡. % 𝐵, (b) 10.0 𝑎𝑡. % 𝐵, (c) 
17.0 𝑎𝑡. % 𝐵. 
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simply the nominal composition. Thus, for Γ/𝐾0
1/2
≈ 90 (Γ = 20 and 𝐾0 = 0.05 𝑑𝑝𝑎 𝑠
−1), 
the 5 at.% and 10 at.% B systems are very close to a random solid solution. 
Also plotted in Fig. 6.3 is the predicted effective temperature from Martin’s ETM (see 
Eq. 6.1-6.3). As discussed in the previous section, the value for 𝛾𝑏
∞ can be determined by re-
scaling Γ/𝐾0
1/2
 with the correct pre-factor, namely, the ratio of the mean-squared 
relocation distance of the ballistic jumps to the radiation-enhanced chemical diffusivity 
(2〈𝑅𝑏
2〉/𝐷𝑡ℎ
𝑅𝐸𝐷). From comparison with the simulation results, Martin’s ETM is shown to be 
in very good agreement at smaller values of Γ/𝐾0
1/2
, i.e., when the system is in the phase-
separating regime (single precipitate at steady state). Interestingly, the model also predicts 
the correct 𝑇𝑒𝑓𝑓 when the system transitions into the patterning regime. However, at larger 
values of Γ/𝐾0
1/2
, as the microstructure is further refined and the precipitate density 
increases, the actual 𝑇𝑒𝑓𝑓 is less than that predicted by Martin’s model. One reason for this 
could be that as the volume fraction of interphase interfaces in the system increases, there 
is vacancy trapping at these interfaces, thereby decreasing the rate of recombination and 
an increase in the steady-state defect population. This leads to a greater value of the 
chemical diffusivity which decreases 𝛾𝑏
∞, and therefore the observed 𝑇𝑒𝑓𝑓 is less than that 
predicted using Martin’s ETM which does not take into consideration the details of the 
microstructure. Nevertheless, the model provides a good starting-point from which to 
rationalize these observations, and any departures from its predictions serve to highlight 
where closer attention needs to be directed. 
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Considering now the effect of varying the nominal composition, in the data presented 
in Table 6.1, the effect of increasing nominal composition resulted in an increase in the 
mean cluster size and the cluster density for all the systems investigated. Shown in Fig. 6.4 
are the steady-state microstructures for increasing alloy compositions (𝐾0 = 0.5 𝑑𝑝𝑎 𝑠
−1 
and Γ = 20.0). Note the similarity of the two microstructures in Fig. 6.2(b) and Fig. 6.4(a) 
where the respective changes in the simulation parameters effectively cancel to yield a 
similar value for the forcing intensity parameter, 𝛾𝑏
∞. 
 In Fig. 6.3, as discussed earlier, the effect of varying the nominal composition on the 
𝑇𝑒𝑓𝑓 only become pronounced at higher values of Γ/𝐾0
1/2
. Interestingly, while the 𝑇𝑒𝑓𝑓 is 
highest for the 17 at.% B alloy in the patterning regime, the trend is reversed in the 
macroscopic phase separation regime (when Γ/𝐾0
1/2
< 10). Thus, as the precipitate size 
increases, the effect on the solubility (whether it increases or decreases) depends on where 
the system is in the dynamical phase diagram (Fig. 1.2). This suggests that while the system 
follows a conventional Gibbs-Thomson relation between precipitate size and steady-state 
solubility when only a single precipitate is present in the system, as it transitions to the 
patterning regime, this trend is reversed. 
This trend is shown more directly in Fig. 6.5 where the steady-state solubilities are 
plotted as a function of 𝑁−1/3, where 𝑁 is the mean cluster size. When the system is in the 
phase-separating regime and features a single precipitate at steady state, increasing the 
nominal composition results in a larger final cluster size with a commensurate decrease in 
the solubilities, as expected from the Gibbs-Thomson relation. Consider the case when Γ =
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0 (no ballistic mixing) which is plotted in Fig. 6.5 for two different temperatures. The 
solubilities increase with decreasing cluster size, and this relation is used to calculate values 
for the interface free energy of 0.27 ± 0.05 𝐽/𝑚2 and 0.29 ± 0.09 𝐽/𝑚2, respectively, at 580 
K and 870 K. Similar scaling is observed for the simulations runs with {Γ = 1.0, 𝐾0 =
{0.05, 0.5} 𝑑𝑝𝑎/𝑠}, and {Γ = 5.0, 𝐾0 = 1.0 𝑑𝑝𝑎/𝑠}.  
Figure 6.5. The steady-state solubilities as a function of the inverse cube-root of the mean 
cluster size. For three different values of the atomic displacement rate, 𝐾0, and three 
different nominal compositions of 5.0, 10.0, or 17.0 at.% B, and the corresponding ballistic 
mixing rate, Γ, the steady-state supersaturation is plotted as a function of the inverse 
cube-root of the mean cluster size. Superimposed on the plot (dot-dashed horizontal 
lines) are the equilibrium solubilities of the same model alloy at temperatures from 𝑇 =
0.05 𝑒𝑉 (580 K) to 𝑇 = 0.105 𝑒𝑉 (1220 K) in increments of 0.005 𝑒𝑉 (~60 𝐾). The data 
for the solubility-vs-cluster size with no ballistic mixing (Γ = 0) are also plotted at two 
different temperatures, and these correspond to the strictly thermal case. 
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In the patterning regime, however, the relation between the observed steady-state 
solubilities and mean cluster size reveals inverse Gibbs-Thomson behavior, as seen from 
the corresponding slopes in Fig. 6.5 for these systems (negative slopes).  As the nominal 
composition of the alloy is increased, the mean size of the clusters also increases, as does 
the density of clusters (see data in Table 6.1). This effect is also larger at smaller cluster 
sizes where the steady-state solubilities can vary significantly with a small change in the 
cluster size. For example, for the system with 𝐾0 = 0.5  and Γ = 50.0 , increasing the 
nominal composition of the alloy from 5 at.% B to 17 at.% B, the mean cluster size increases 
from ~19 atoms to ~30 atoms per cluster (see table 6.1), while the steady-state solubility 
increases from ~4 𝑎𝑡. % 𝐵 to ~8 𝑎𝑡. % 𝐵. The cluster density also increases from 65 clusters 
in the simulation cell of 643 lattice sites to 473 clusters (roughly 7-fold increase). It thus 
appears that changing the concentration has a relatively minor effect on precipitate size 
and solubility, with the main consequence being the increase in precipitate density. By 
comparison, decreasing the ballistic mixing frequency to Γ = 20.0, the difference between 
the two nominal compositions is an increase of the mean cluster size from ~100 atoms to 
~200 atoms, and a doubling of the cluster density. However, the corresponding change in 
the steady-state solubility is from 1.8 𝑎𝑡. % 𝐵 to 2.1 𝑎𝑡. % 𝐵. 
6.3 SUMMARY 
From these KMC simulations, several insights are gleaned. Firstly, for the 
microstructure initialized with a single cluster in the matrix, increasing the forcing 
intensity, 𝛾𝑏
∞ , results in the system crossing the 𝛾1  boundary (see Fig. 1.2) into the 
patterning regime. Further increasing 𝛾𝑏
∞ results in the clusters shrinking, while the cluster 
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density increases (see Fig. 6.2). There is also an increase in the observed steady-state 
solubilities with 𝛾𝑏
∞. These are plotted in Fig. 6.5 along with the equilibrium solubilities 
determined using the GCMC simulations (see Fig. 6.1) at temperatures from 𝑇 =
0.05 𝑒𝑉 (~580 𝐾  to 𝑇 = 0.105 𝑒𝑉 (~1220 𝐾)  in increments of 0.005 𝑒𝑉 (~60 𝐾) . 
Comparing these values with those obtained from the KMC simulations can be used to 
assign a value for 𝑇𝑒𝑓𝑓 to the different systems investigated here, and then compared with 
the corresponding values for  𝛾𝑏
∞. The results of this analysis are shown in Fig. 6.3. It was 
shown that the 𝑇𝑒𝑓𝑓 predicted using Martin’s ETM agrees with the observed 𝑇𝑒𝑓𝑓 even as 
the system transitions from the phase-decomposed to the patterning regime when 
Γ/𝐾0
1/2
≈ 20 . This is quite remarkable considering the complexity of interactions that 
dictate the steady-state microstructure. For example, as the precipitate density increases, 
there is greater vacancy trapping at matrix-particle interfaces, yet a simple model such as 
Martin’s ETM appears to capture the overall effect on the steady-state solubilities. A 
significant deviation with the model only appears at smaller cluster sizes where the system 
is close to the 𝛾2 boundary (again, see Fig. 1.2), and beyond which it forms a random solid 
solution. 
The effect of alloy nominal composition in the patterning regime was also 
investigated and 𝑇𝑒𝑓𝑓 only changed by ~0.005 𝑒𝑉 (~60 𝐾). Thus, the main effect of varying 
the alloy composition in the patterning regime appears to be an increase in the precipitate 
density. However, the relation between the steady-state precipitate size and solubility 
shows an inverse Gibbs-Thomson relation, i.e., as the precipitate size increases (with 
increasing nominal composition), the steady-state solubilities also increase. For future 
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work, it would be worthwhile to investigate the effect on the steady-state solubilities of 
varying the nominal composition over a range such that the system morphology will 
undergo a transition from isolated precipitates to a percolating network, for example by 
increasing the composition up to 50 𝑎𝑡. % 𝐵.  
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7 CONCLUSIONS, PERSPECTIVES AND FUTURE 
OPPORTUNITIES 
In this thesis, the validity of effective temperature models (ETM) for driven alloys 
under SPD or irradiation have been investigated using atomistic simulations. 
The first ETM that was considered was that of Martin [53] which treated the 
disordering process due to irradiation as a ballistic atomic jump that was in direct 
competition with thermally-activated diffusive jumps restoring the equilibrium state. This 
competition was captured by the forcing intensity parameter, 𝛾𝑏
∞ = 𝐷𝑏/𝐷𝑡ℎ , and it was 
shown using KMC simulations that even this relatively simple model could predict the 
steady-state solubilities in a moderately immiscible system in the patterning regime. This 
suggests that, at least for sufficiently coarse patterning length scale, the details of the 
microstructure do not greatly affect the steady-state solubilities. Furthermore, increasing 
the nominal composition resulted in an increase in the density of precipitates with only 
small effects on the 𝑇𝑒𝑓𝑓 and the patterning length scale (mean cluster sizes). The results 
also suggest that a random solid solution that is close to the 𝛾2 boundary can be pushed 
into the patterning regime by increasing the alloy composition. Finally, it was observed 
that in the patterning regime, the system follows an inverse Gibbs-Thomson relation upon 
increasing the nominal composition of the alloy, i.e. the steady-state supersaturation 
increases with increasing cluster size.  
Having established these results, future work could further investigate why the 
observed steady-state solubilities start deviating from the ETM in Fig. 6.3. This ties back to 
the broader question of how and when the details of the microstructure affect the value of 
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𝑇𝑒𝑓𝑓 . Finally, Fig. 6.5 suggests that while the data in the patterning regime follows an 
inverse Gibbs-Thomson trend, the fit is not linear and shows a curvature that transitions 
from concave-down to concave-up at higher 𝑇𝑒𝑓𝑓 (corresponding values of Γ/𝐾0
1/2
 are also 
larger, whereas, mean cluster sizes decrease). The reason for this result is not clear at 
present and additional data could yield some insight. For example, it would be worth 
considering the effect on the steady-state microstructure, i.e. the patterning length scale 
and the steady-state solubilities, of further increasing the alloy nominal composition 
beyond the percolation limit and even up to an equiatomic alloy.  
This work also considered the phase evolution during SPD of highly-immiscible 
alloys at low temperatures where vacancy mobility is negligible; therefore, there is no 
thermally-activated diffusion restoring the equilibrium phase. The Martin ETM was found 
inadequate to describe these systems as it could not rationalize the two-phase 
microstructures that are formed at steady state. This was attributed to the fact that the 
chemical mixing due to dislocation motion is not ‘ballistic’ but is biased by the local 
chemical environment. Thus, a modified effective temperature model (METM) was 
introduced where, now, 𝑇𝑒𝑓𝑓  is given by an effective process temperature, 𝑇0 , that is 
expected to scale with the elastic properties of the underlying matrix. 
 Molecular dynamics simulations were used to track the microstructural evolution 
during cyclic shear deformation of model immiscible alloys to very large strains. Many of 
the features of phase evolution revealed by the MD simulations can indeed be understood 
by the METM on a semiquantitative basis. The main successes are that the model explains 
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phase separation and the surprising observation of Gibbs-Thomson-like behavior during 
SPD. The model is also consistent with the observation that, at least in alloys with 
concentrations above 3 𝑎𝑡. % 𝐵 , the steady-state microstructure is independent of the 
initial state of the alloy. Moreover, the correlation between the magnitude of 𝑇0 and the 
shear moduli of the alloy provides a physical basis for the model which is a notable success. 
The major discrepancies from the model are that values of 𝑇0  determined by 
different measures are not completely consistent. For example, the value of 𝑇0 determined 
using the steady-state solubilities appear to differ from that obtained using the Gibbs-
Thomson relation. However, this was rationalized by considering the dissolution 
mechanism of precipitates during the applied deformation. It was observed that for 
precipitates below a certain threshold size of ~2 𝑛𝑚, dislocations could shear the particle 
which gave rise to an enhanced dissolution rate. Consequently, this resulted in a systematic 
effect that increased the 𝑇𝑒𝑓𝑓 calculated using the Gibbs-Thomson relation.  
A similar appeal to kinetic effects can also be used to rationalize why random alloys 
with nominal composition < 3.0 𝑎𝑡. % 𝐵 failed to nucleate even after large strains, as well 
as why the effective temperature deduced from the SRO decreases for Ω < 1.4 𝑒𝑉/𝑎𝑡𝑜𝑚 
when a two-phase alloy is no longer formed. Here, the 𝑇𝑒𝑓𝑓 depends on the details of the 
microstructure and the exact shear mechanisms involved. Indeed, a general weakness of 
ETM’s are that it fails to capture the effect of inhomogeneities in the microstructure. The 
ETM of Martin shares this same difficulty. For example, defect production and annihilation 
depend on the local compositions, phases and defect sinks. 
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This dependence of 𝑇0 on the local microstructure and shearing mechanism is also 
evident with the Cu-Co (Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚) system where the two phases had different 𝑇0, 
owing to the differences in their phase strengths. Nonetheless, despite the mismatch in 
shear moduli, and the considerably decreased atomic mixing in the Co precipitate as 
measured by the MSRD parameter (Fig. 5.8), the system evolved to a steady-state solubility 
that was consistent with the METM and a value of 𝜎 = 1.85𝐽/𝑚2  for the interface free 
energy. This suggests that it is indeed the alloy thermodynamics and elastic properties that 
are controlling the steady-state microstructures formed under SPD and not the kinetics. 
Further work is currently underway to investigate the phase evolution during SPD of this 
system. In particular, the role played by the interface in determining the efficiency of 
chemical mixing across the Cu-Co interface during the applied shearing needs to be 
considered in greater detail. 
Indeed, a key question that merits further study is the role played by the interface 
in determining 𝑇0 and how it relates to various aspects of the microstructural evolution 
during SPD. For example, Fig. 2.9 showed that the formation of the two-phase structure 
(after sufficiently high heat of mixing) in the alloy resulted in a decrease in the 𝑇0  as 
determined using the SRO parameter. Furthermore, in Fig. 5.2, it was observed that 
although the 𝐶′ value of Ni was greater than that of the fcc-Co, the planar interface was not 
stable in the latter system and this resulted in a greater 𝑇0 as determined using the steady-
state solubilities. Additional work is required to understand how the interplay of the alloy 
heat of mixing and elastic properties controls the interface properties which in turn dictate 
the deformation mechanisms that lead to a particular steady-state microstructure.  
102 
 
Past studies have employed atomistic simulations to investigate how the alloy heat 
of mixing and interface crystallography affects the interface shear strength in FCC-BCC 
systems [123, 124]. Moreover, it was found that while the interface shear strength decreases 
with increasing alloy heat of mixing, this leads to an increase in the slip transmission barrier 
across the interface [125]. Indeed, similar conclusions were made in this study (see Fig. 3.4) 
where the dislocations were observed to not cross the matrix-precipitate interface (except 
when the precipitate was smaller than some threshold size). However, it is not clear how 
the interface strength and elastic properties of the alloy determines 𝑇0 using the Gibbs-
Thomson relation (Fig. 3.2 and Fig. 5.9). For example, for a Pt(1)-Pt(2) alloy with Ω =
2 𝑒𝑉/𝑎𝑡𝑜𝑚, it was found that 𝑇0~5000 − 6000 𝐾 as determined from the SRO parameter 
(Fig. 2.9) and the steady-state solubilities (Fig. 5.3). Would the 𝑇0 determined from G-T 
now also be higher (compared to Cu(1)-Cu(2) Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚  system), and would the 
threshold size for precipitate shearing increase? These are questions that warrant further 
investigation. 
Recently, some new insights have been provided by atomistic simulations of ternary 
alloys during SPD. Starting from the Ω = 2 𝑒𝑉/𝑎𝑡𝑜𝑚, Cu(1)-50 at.% Cu(2) system which 
formed a two-phase alloy at steady state (𝑇0 = 3700 𝐾), additions of 5 at.% Cu(3) with zero 
heat of mixing (Ω = 0 𝑒𝑉/𝑎𝑡𝑜𝑚) interactions with both Cu(1) and Cu(2) had the following 
effect. The ternary solute showed enrichment at the interface ( ~10 𝑎𝑡. % 𝐶𝑢(3)  at 
interface), with a corresponding decrease in the concentration in the grain interior of both 
the 𝛾1 and 𝛾2 phases (~4.5 𝑎𝑡. % 𝐶𝑢(3)). Thus, while there is a small reduction in the alloy 
heat of mixing due to the additions of Cu(3), the steady-state mutual solubilities of Cu(2) 
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in the 𝛾1 phase (and of Cu(1) in 𝛾2) increased 5-fold to yield a new value of 𝑇0 ≈ 5000 𝐾. 
This is quite a dramatic change that points to the importance of the interface in controlling 
the phase evolution during SPD. Further work on this theme is expected to provide a better 
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