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Abstract--The l~per deals with the discrete-time v rsion of Bagchi's regional investment allocation 
model M a two-level Stackelberg game where a leader is the central planning board and followers 
are regional authorities. Each regional saving rate is determined by a discrete rna~imairn principle 
under inequality constraints, maximi~ag its intertempc~al utility function, given a tax rate and 
an allocation parameter. On the other hand, the central planning board will select he alh>cation 
parameter, without disturbing the reaction function of each region, so as to min|mise the ~ c e  
between regional capital stocks per capita and to maximize total capital stocks as a whole in the 
final period. Relations among capital and co-state variables are analyzed in phase diagrams, and 
numerical examples provide feasible series of optimnm solutions for both Cobb-Douglas and CES 
production function cases. 
1. INTRODUCTION 
Arunabha Bagchi and his associates [1-3] proposed regional allocation of investment as a 
hierarchical optimization problem. Their models were formulated in continuous time, so that 
differential game techniques were applicable. The present paper deals with the discrete time ver- 
sion of the Bagchi's regional investment allocation model, where each regional authority seeks an 
optimum sequence of its saving rates period after period to maximize its own regional intertem- 
pored welfare, while the central planning board is concerned with the optimum allocation of total 
development funds between two regions to maximize certain overall satisfaction criterion for the 
economy as a whole (in Section 2). Taking the allocation parameter as a constant hroughout 
the planning period, each regional authority decides its optimal saving strategy without regard 
to the other region's decision. To this region-level optimization problem, we apply the discrete 
maximum principle (in Section 3) and, as a result, we analyze the phase relationships among 
variables (in Section 4). Then the central planning board, as a leader in the Stackelberg ame, 
searches for such an optimum transfer ate of total allocation fund that best satisfies overall econ- 
omy criterion, given an appropriate income tax rate (in Section 5). In numerical examples, we 
assume different production parameters for our two regions, and obtain such optimum solutions 
to saving rates and all others by iterative computations that are not 'bang-bang' in character. 
We compute such solutions for Cobb-Douglas production function case in Section 6, and for CES 
production function case in Section 7. 
2. THE D ISCRETE-T IME MODEL OF REGIONAL ALLOCATION PROBLEM 
Following Bagchi et ai., [1], we denote the production function in region i by Fi, which is linear 
homogeneous in capital Ki and labor Li. Net output Y~ is expressed as 
Yi(t)=Fi(Ki(t),Li(t)), i=  1,2, (1) 
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where Fi is an increasing and concave function in each production factor, and t represents a
period in discrete time. The initial values of capital and labor are given as 
Ki(O) -- Kio, Li(O) = Lio, i - 1, 2. (2) 
Denoting the per capita quantities by the corresponding small letters and denoting Fi(ki(t), 1) 
by fi(ki(t)), we rewrite (1) as 
9i(t) = f,(]¢i(t)), f l  > O, fl' <~ O. (3) 
We also assume a constant growth rate n of working population in each region, i.e., 
Li(t + 1) = (1 + n)Li(t), i = 1,2. (4) 
Hence, the ratio of L1(t) to L2(t) remains unchanged through time. We denote the ratio as L, 
i.e., 
L10 LI(O 
L - = L2(O" (5) 
Now we introduce our new notations. The first is the savings rate st(t) of Region i in Period t, 
and the second one is the tax rate r levied on net output in each region. The former is the 
control variable of the region concerned, and the latter is to be determined by mutual agreement 
between regional authorities and the central planning board. Let/~(7) be the proportion of the 
total tax of Region 1(2) which is reinvested back into the same region, the rest being allocated 
to the other region. Since all the savings of each region are assumed to be reinvested back into 
the same region, the equations of capita] increments are expressed as 
AKI(t)  ----- {(1 - 1")81(t ) -~- ~l"}Yl(t)  Jc (1 - ~/) T Y2(~), (6a) 
AK~(t) = (1 - ~) rYl(t)  + {(1 - r)s~(t) + 7r}Ya(t). (6b) 
Noting that our time is discrete, and taking account of (3)-(5), we obtain the per capita coun- 
terparts of Equations (6a) and (6b) as follows: 
(1 - n)kl(t-F 1) - kt(t) = {(1 - r) Sl(t) + ~r}ft(kt(t ) )  + (1 - 7) r fa(k2(t)) (Ta) 
L 
(1 - n) k2(t + 1) - k2(t) = (1 - / / )  r f l (k l ( t ) )L  + {(1 - r)s2(t) W 7 r}/2(k2(t)). (7b) 
The per capita consumption in Region i is represented as 
ci(t) - (1 - ai(t))(1 - r)fi(lri(t)), i - 1,2. (8) 
We assume that ci(t) is not less than a minimum level ~i: 
c,(t) >__ ~,, i = 1,2, (9) 
and that savings rate st(t) is nonnegative: 
si(t) _> O, i=  1, 2. (10) 
Letting u~(c~(t)) be the utility function of Region i in Period t, we also assume the following 
intertemporai utility function Ji to be the criterion of the region: 
T-1 
Ji = E u,(c,(t)) + b, ks(T), i = 1,2, (11) 
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where T is a finite planning horizon and bi is a positive constant. Given ~, 7 and ~', each regional 
authority tries to choose such a sequence of st(t) (t - 0, 1,...  ,T) that maximize the objective 
function (11) under the constraints (7a), (Tb), (9) and (10). 
On the other hand, knowing the pattern of savings reaction of each region, the central planning 
hoard is supposed to determine ~ and 7 so that an appropriate overall criterion he satisfied. In 
choosing the criterion, two factors are taken into account. One is to eliminate inequality in final 
capital between the two regions and the other is to increase the total stock of final capital in the 
economy as a whole [2, p. 90]. Thus we define the following criterion J0 that the central planning 
board wants to minimize. 
1 { LI(T)L2(T)ikl(T)-k2(T)[ } 
Jo = El(T)  + K2(T) LI(T) + L2(T) + Kxo + K~o 
1 (ikx(T)-7+.kL(T)IL Lklo'}'k2o} 
= Lkx(T) + k2(T) + (1 + n) r " 
(12) 
Finally, to solve explicitly the above-mentioned two-level hierarchical optimization problem, 
we specify our utility function as below: 
u,(c, (0)  = (1 - v,)-a[c,(t) - a , ] l - " ,  (o < ~, < 1). (13) 
Using this specific utility function and the neo-classical production function (3), we shall solve 
the region-level optimization problem in the following section. 
3. OPTIMUM SAVING RATES OF REGIONS 
Each region is assumed to behave independently without regard to the other region's behavior, 
and, hence, we may consider the maximization problem in one region alone, which will determine 
si(t) (t = O, 1,... ,T - 1) so as to maximize the objective 
T-1 
Ji = (1 - vi) -1 E{c i ( t )  - ~i) x-' '  + bike(T), (14) 
s.w.0 
subject o the state equations 
kl(t + 1) = (1 + n) -x [k l ( t  ) -'l-- {(1 - T)Sl(~ ) -J¢- j~ T)fx(kl(t)) -t -  (1 -- "[) ~.f2(k2(|)).] , (15a) 
k2(t+ 1)= ( l+n)  -1 [k2(t)+ {(1 - r ) s2( t )+Tr} f2(k2( t ) )+ (1 - /~)?x(k l ( t ) ) . ] ,  
with given initial values ki(O) = kio (i = 1, 2), under the constraints 
(15b) 
c,(t) >_ ~,, (18a) 
and 
si(t) >_ O, (16b) 
where 
el(t) = (1 - si(t))(1 - r)fi(ki(t)). (17) 
To this problem, we apply the discrete maximum principle of Holmes [4]. 
Representing the right-hand sides of Equations (1 ha) and (15b) by ~1 (t) and ¢~ (t), respectively, 
we define the Lagrangian functional 
Ft ( t )  -" (1 - vd) - l [ c i ( t )  - ['i] 1-~' -I.- p i ( t  + 1) [q l ( t )  - kx(t "F 1)] 
+ ~,(t + 1)[¢'2(0 - k2(t + 1)] + .'XdO[c,(O - ~'d + , , (0~, (0 ,  
(18) 
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where p~(t) and q~(t) are auxiliary variables, and ,~(t) and pi(t) are Lalpmzse multipliers. First 
we consider the case of i - I. The relationship between LaIFaBge nmltipliers and an suxilis~y 
variable (for t - 0, I , . . . ,  T - 1 ) are derived from the following condition (19): 
OFI(z) 
0 = ~ = {(1 + - ) - lp l ( t  + 1) - (el(t) - ~,)-", - ~(t )}  (1 - ~) /~(k l (0)  + ~( t ) .  (19) 
Condition (19) implies 
As(t) = (1 + n)-Ipl(t + I) - [c1(~ ) - -  C'1]--"' J~" p1(t)[(1 -- r)J1(kl(t))} -I. (20) 
According to the max imum principle, suxiliary variables must satisfy the following conditions: 
pI(T) = bl, (21a) 
ql(T) = 0, (21h) 
and for t = 0 ,1 , . . . ,T -  1 
aFl(t) (22a) p1(0 = ak~(t)' 
OFI(O (22b) 
ql(t) = Ok2(t)" 
Using (15), we arrange (22a) and (22b) as follows: 
pl(t) --(1% T/,) -1 [pl(t + 1){1 "1" ((1 -- 'r)81(t ) -.[-/31")fl'(/~l(t))} 
% q1(t % 1)(1 - jg)rLy1'(k1(t))] (22g) 
"~- {(C1(~) -- C1) -el "{" Al(t)}(l - st(t))(1 - ~')f1'(kl(t)), 
ql (t) =(1 + n)-  1 [Pl (t + 1)(1 - 7) 1" f2'(k2 (t))L- 1 (22b') 
+ ql(t % 1){(1% ((1 - I-) s2(t) -I- 71")f2'(k~(t))}]. 
Here we assume that Region 1 is more developed than Region 2 throughout the planning 
period, so that the reinvestment proportion/~ of Region 1 is set to be less than unity, while 7 is 
put to one. Then (21b) and (22'b) yield ql(t) = 0 for all t, and (21a) and (22°a) reduce to: 
pl(~) ~-~(1 J#= ")--Ip1(~ "~- 1)[1 + {(1 - "/')81(~ ) + ]~9"}fl/(kl(~))] (23) 
+ (1 - el(t)) (I - ~')fl'(k1(t)) {(Cl(t) - ~I) -"I + At(t)}, 
for t - 0, 1,... , T -  1 with pI(T) = bl. 
Other requirements for the present maximization are 
~(t)[c~(t)  - ~1] = 0, (24a) 
Al(t) _> 0, (24b) 
p1(t) _> O. (25b) 
We shall establish the optimum saving rate in the case of cl(t) > cl, where AI(t) = 0 holds in 
view of (24a). Then, it follows from (20) that a positive optimum saving rate takes the form: 
[ s~(t) = 1 - 1(1 - ~')/~(kl(t))} -~ el + ~,/h(t -I- 1) ' (26) 
due to/at(t) - 0 in view of (25a); and at the same time 
p~(t + I) > (1 + ,)[(1 - ~')fl(/~(t)) - el]-"', (T/a) 
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must hold. On the other hand, if sx(t) = 0 in the present case, then (20) and (25b) imply 
pl(t -l" I) ~ (1 + n)[(1 - T)f~(k~(t)) - ~1]-"'. (27b) 
Note that Equation (23) reduces to (28a) and to (28b) as below when sx(t) is determined by (26) 
and when sx(t) = 0, respectively, in the case of cx(t) > 61. 
p1(t) -- (1 + n)-Ip1(t + 1)[1 + (1 - ~" -l-/~ ~')f1'(kl (t))], (28a) 
p~(t) = (1 + . ) -~p l ( t  + 1)[1 +/~ ~fl ' (kl(t))]  + (1 - ~)f~'(t~(t))[(1 - ~) /~(t l ( t ) )  - ex]-"'. 
(28b) 
The behavior of state variable kx is shown below in (29), which is derived from (15a) by setting 
"/=1: 
kl(t -t" 1) -- (1 + n)-l[k1(t) q- {(1 - 1")sl(t) +/~'}fx(kl(t))]. (29) 
Thus, we know that kl, sl and pl are interrelated with one another in a system of Equa- 
tions (26), (28) and (29). 
As for the second region's olution, we proceed in the same way as before, confining ourselves 
to the case of c2(t) > ~,  and reach the following consequences. The positive optimum rate of 
savings of Region 2 is determined as 
• 2(t) = 1 - {(1 - ~-) l~(k2(t) )} -~ 2 + ( q~(t + 1) " (30) 
Then auxiliary variable q2(t) is described recursively by 
q2(t) - (1 + n)-lq~(t + 1)[1 + f2'Ck~(t))], (31a) 
for t = 0, 1 . . . .  ,T  - 1 with q2(T) = b2; and the following inequality holds: 
q2(t + 1) > (1 + . ) [ (1  - ~) /2 (k2( t ) )  - ~2] -~  (32a) 
If optimal s2(t) is zero, q2(t) is described by 
q2(t) = (1 -t- n)-lq2(t + 1)[1 + ~'f2'(k2(t))] + (1 - r)f2'(k2(t))[(1 - ~')f2(k2(t)) - ~2] -v2' (31b) 
and the following inequality holds: 
q~Ct + 1) < (1 + n)[(1 - r)fn(k2(t)) - ~2] -~2. (32b) 
And the movement of h~ is driven by 
k2(t + 1) = (1 + n)-l[k2(t) + {(1 - r)s2(t) + ~'}f2(k2(t)) + (1 - ~)rfl(kx(t))L]. (33) 
Note that Equation (33) involves kl (t) besides k2(t). Hence, we have to predetermine an optimum 
sequence of kl(t) (t = 1,. . .  ,T) before determining k2, s2 and q2 in a system of simultaneous 
Equations (30), (31) and (33). 
Finally, we mention to two additional assumptions on sufficiency for the present maximization. 
The first one is that the consumption function ci(t) in (17) is concave in admissible si(t) and ki(t), 
and the second assumption is that function Hi(t) defined below is concave in admissible sl(t) 
and s2(t). 
Hi(t) = (1 - vi)-l[c~(t) - ~i] 1-~' + pi(t + 1) ~bl(t) + qi(t + 1) ~b~(t), (34) 
where ~l(t) represents the right-hand side of Equation (15a), and ~2(t) that of Equation (15b). 
By differentiations, we easily see that these assumptions are fulfilled. 





Figure 1. l~lati~x betwt~m kl and Pl. 
4. RELATIONSHIP BETWEEN CAPITALS AND AUXILIARY VARIABLES 
First we consider the relation between kl(t) and pl(t) in the case of el(l) > cl. In this case, an 
optimum positive (or zero) rate of savings sl(t) is guaranteed if and only if inequality (T/a) 
(or (27b)) holds. Since auxiliary variable Pl is deseibed by Equations (28a) and (28b), we 
rewrite (27a) and (27b), respectively, as below: 
pl(t) ~> [1 -I- (I -- I" -I" j~T)fl/(~l('t))] [(1 -- T)fl(kl(t)) -- C1] -u' , (35a) 
p l ( t )  ~ [1 "t" (1 -- T "t" ~T) f l / (~ l ( t ) ) ]  [(1 -- T ) f l (~ l ( t ) )  -- ~'1] -u '  . (35b)  
In Figure 1, the equal case of the inequality (35b) is depicted by curve SS, and its strict 
inequality corresponds to the domain below the curve, while inequality (35a) corresponds to the 
domain above the curve SS (kl is the solution to the equation fl(kl) - ~1/(1 - ~')). 
Variation in pl(t), defined as Apl(t) -- pl(t + 1) --pl(t), is formulated from (28a) and (28b), 
respectively, as follows: for sl(t) > 0 
~kpl(~ ) " "  p l ( t ) [1  Jr" (1 - 7" + p l " ) f l ' ( k l ( t ) ) ] - l [ .  - (1 - ~ + ~T) f l / (k l (~: ) ) ]  (368.) 
and, for Sl(t) = O, 
Apl ( t )  - -  (1 -I- n ) [p l ( t )  -- (1 --  l " )A ' (k l ( t ) ){ (1  - l " ) f l (k l ( t ) )  - ~1} -v~ ] 
x [I -I- ~1"f1'(k1(t))] -I - p1(t). (36b) 
Hence, zero variation Apl(t) - 0 holds if and only if for sl(t) > 0 
" (37a) I i ' (k l ( t ) )  = (1 - ~ + p , ) '  
and, for el(t) = O, 
p l ( t )  = (1 -I'- n ) (1  - r ) f l ' ( k l ( t ) ) [n  - ~'r I l ' ( k l ( t ) ) ] - l [ (1  - " r ) f l ( /C l ( t ) )  - ~1] -v '  , (37b)  
whose picture is shown by kinked curve PP  in Figure 1. k~ is the solution to (37a). Variation LXpx 
is positive (negative) to the right (left) of curve PP. 
Variation in k~(t), defined as Akl(t) =_ kl(t-I-1)-kl(t), must satisfy the following Equation (38) 
in view of (29). 
Ak~(O = (1 + " ) -~[{0  - ~')'~(0 + ~'d.h(k~(O) - .k~(O]. (38) 
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Thus, Akx(t) = 0 holds if and only if for sl(t) > 0, in view of (26) and (28a), 
p1(t) = [1 + (1 - 1" +/~1")flt(kl(t))] [(1 - 1" + #1")f1(k1(t)) - n k1(t) - ~11 -"a, (39a) 
and, for sl(t) = O, 
n kl (t) = b~ 1" f l  (kl (t)), (39b) 
which is depicted by kinked curve KK in Figure 1. kl is the solution to (39b). Variation Akl is 
positive above the curve and negative below it. Note that curve KK intersects with curve PP  
at point E, where pl(t) is decreasing. 
In Figure 1, point E is situated above curve SS and this situation is secured by the following 
assumption (40), which will be usually fulfilled in such circumstances as those numerical examples 
given in Sections 6 and 7, 
nk; > ~1.fl(k~). (40) 
There are several domains eparated by curve PP  and curve KK.  Each domain is characterized 
by a specific phase of motions of kl(t) and pl(t), as indicated by arrows. Thus, we can approach 
toward point E only from s north-west direction or from a south-east direction. In our investment 
problem, the initial value kl(0) will be smaller than the terminal value kl(T). Fixing on a location 
for pl(T)  = bl in the neighbourhood f point E, therefore, we have to select an optimum path of 
movement of (kl(t), pl(t)) in the north-west domain. In practice, the selection is possible only 
in numerical methods; i.e., starting with a plausible wlue of pl(0), we compute pl(t) recursively 
using Equation (28a), together with sl(t) and kl(t) by Equations (26) and (29), and calculate 
finally Pl (T). In the case that the calculated value pI(T) differs from bl, we restart with another 
plausible value of pl(0), proceed in a similar way, and reach another calculated value pI(T). 
If the value of PI(T) is almost exactly equal to bl, then the last round of iterative numerical 
computations will yield optimum sequence of (kl(t), pl(t), sl(t)). 
rt, (t), 
0 /~, (0 





. . . .  . . . . .  
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Figure 2. Relation between ~ and g2. 
NexL we consider the relation between ks(t) and/~(t) in the case of c~(t) > c2. Since the steps 
of arguments bear a close parallel to those in the previous paragraphs, we confine ourselves to 
minimcm explanations of Figure 2, where curve SS depicts the equality relationship out of the 
following inequality: 
-- - -V  2 q2(t) < (>)[1 + f2'(k2(t))] [(1 - 1.)f2(k2(t)) - c~] , (41) 
which is derived from Equations (31) and (32), and corresponds to s2(t) = (>) 0. k2 is the 
solution to f~(k2) = ~2/(1 - r). Aq~(t) _= q2(t + 1) - q2(t) = 0 holds if and only if for 82(t) > 0, 
= . ;  (42a) 
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and, for sa(t) = O, 
q2(t) -'- (1 + n)(1 - r)f2'(k2(t))[n - r/2'(k2(0)] - :  [(1 - r)f2(k~(t)) - ~a]-~. (42b) 
The picture of (42) is shown by kinked curve QQ. k~ is the solution to (42a). To the right (left) 
of curve QQ, variation Aq~(t) is positive (negative). Curve KK in Figure 2 depicts the following 
equations: for s~(t) > 0, 
q2(t) = Lf~(k2(O) - .k2(t)  - a2 + (1 - ~) ~ L/~ (k: (t))] - "  [1 + 12'(k2(0)]; (43a) 
and, for s2(t) - 0, 
. k2( t )  - ~f2(k~( t ) )  = (1 - ~) rL f l (k~( t ) ) ,  (43b) 
which correspond to Ak2(t) = k2(t + 1) - k2(t) - 0. Note that Equation (43) involves kl(t) 
besides k2(t), so we assume an optimum sequence of hi(t) to be predetermined. Curve KK 
intersects with curve QQ at point E, which is situated in the area above curve SS in Figure 2. 
The situation is secured by the assumption (44) below: 
(1 - ~)~L/ l (k~(t ) )  < .k ;  - ~/2(k;) .  (44) 
When f2(k2(t)) = a2k2(t) a2, a Cobb-Douglas function, (44) can be expressed as 
(1 - B)rLf l(t l (t))  < (q2 - r)f2(I¢;), (44,) 
which means roughly that the fund transferred from Region 1 to Region 2 is less than the amount 
of reinvestment when k2(t) = k~ in Region 2. The phases arround point E in Figure .2 are quite 
similar to those in Figure 1. Hence, an optimum sequence of (k2(t), q2(t), s2(t)) can be found 
from iterative numerical computations ofq2(t) using Equation (43a), intending the least difference 
between q2(T) and b2, in the same way as before. 
5. OPTIMUM REINVESTMENT RATE 
Each regional authority establishes its own optimum reaction function of savings for given 
tax rate r and reinvestment rate ~, as elaborated in Section 3. Tax rate on income will be 
fixed at some plausible value in numerical examples later, because this rate is supposed to be 
settled by negotiations between regional and central authorities. As r increases, the development 
funds under the control of central authority rise, while regional consumption levels go down. 
In particular, after-tax incomes hould be larger than the minimum consumption level of each 
region, and hence r has to be some positive value satisfying 
~'1 ~'~ ).] (45) _< rain 1 - f l (k (t)) '  1 f~( ( t )  
Thus, the central planning board is assumed to arrange an appropriate value of tax rate r, 
taking these regional circumstances into consideration, before it determines reinvestment rate ~, 
whereby r can be regarded as exogenous parameter. 
Given r and patterns of regional savings behavior, the central planning board tries to cho~e 
such a value of fl that minimizes the criterion J0 in (12), Since we assume that Region 1 is 
more advanced than Region 2 in the sense of kl0 > k~0 in the initial period, per capita capital 
of Region 2 needs to increase faster than that of Region 1, resulting in smaller J0. In order 
to minimize J0, we put its denominator to a maximum and its numerator to a minimum. The 
numerator of J0 takes a minimum when the following holds: 
kl(T) = k2(T). (46) 
It is numerically verified that condition (46) is almost sufficient for 100% optimality of securing 
the minimal value of criterion (12). Hence, we want to select a value for f~(~ 0) so as to satisfy 
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condition (46). Since k l (T)  and k2(T) can be calculated only numerically for given/~, we must 
reiterate such computations for different values of/~ to find out the desired/L If this/~ fulfills 
the inequality relation (40), it is the optimum reinvestment rate of/~. 
Here we specify production function as Cobb-Douglas (CD) one: 
f i (ki(t))  = aiki(t) ~', (a, > O, 0 < ~, < 1) .  (47) 
Then inequality (40) will be simplified as 
/~ < (1  - r)ax 
r(1 - Oil)" ('40') 
Maximum possible values (_< 1) of/~ satisfying inequality (40 ~) are shown in ~Ikble 1. According 
to the table, for example, when ~t = 0.3 and ~ = 0.4, optimim value of/~ should be less than 
0.643. A blank in the table means no restriction on ~. If ~- is less than 0.3, there is no restriction 





Table 1. Values of ~1 (1 - ~)1((1 - <~1 )r), [< 1]. 
0~ 0.4 0.5 0.6 0.7 0.8 0.9 
0.643 0.429 0.286 0.164 0.107 0.048 
1 0.667 0.444 0.286 0.167 0.074 
1 0.667 0.429 0.250 0.111 
1 0.643 0.375 0.167 
When our production function is specified as CES one (48) below, inequality (40) will be- 
come (40"). 
f i (ki(t))  - ai[~iki(t)" + 1 - O¢i] 1/¢i,  (ai > O, 0 < ai < 1), (48) 
where 
1 
ei - 1 - - - ,  (0 < cri), 
cr i
and where ai is the elasticity of substitution (i = 1, 2). 
(n~ t-¢' 
/~r(1 - r + ~r) -°~ < ~1 \a'111 " 
Obviously, if ~1 is unity, (40") will reduce to (40'). 
(49) 
(40") 
6. NUMERICAL  RESULTS FOR CD CASE 
We shall compute optimum sequences of saving rates, per capita capitals, auxiliary variables, 
and optimum values of reinvestment rate, and central and regional objective criterions in each 
of four numerical examples given below, of which the first two are our own examples and the 
rest are the same as Bagchi's [3, p. 107]. Throughout this section, we assume the Cobb-Douglas 
production function (47) and 
I 
T 10, u, = 0.6. b, = 5, ~ = ~:, (k~(0)) .  
In this CD case, k~, k~, p~ and q~ are computed as follows: 
k~ = [n-laiotl(1 - ~-+/~r)]x/(i-ax), 
k~ = (n-Xa2ot2)tlO-a2), 
pl = (1 + n)[(1 - ~ + #- )Y l (k ; )  - , k ;  - ~1]-'~, 
q~ = (1 + n)Lf2(k~) - nk~ - ~2 + (x - ~)~L/~(kD] - " .  
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Table 2. Vslues of parameters  in examples.  
Exam~ n L al a2 ~1 a2 kl0 ~o 
A 0.01 0.5 0.2 0.2 0.6 0.4 0A 0.2 0.2 
B 0.01 0.5 0.2 0.2 0.4 0.6 0.4 0.2 0.2 
C 0.0488 0.1 0.32 0 .1~ 0.6 0.4 0.1 0.02 0.3 
D 0 .04~ 0.1 0.32 0 .1~ 0.6 0.4 0.1 0.93 0.2 
Table 3. Opt imum solution for Example A. 
/~ ---- 0.608, J0 -~ 0.337, J1 -- 9.81, J2 = 10.02. 
t ~1 (t) k~ (t) p~ (t) o2(t) k2 (t) q2(t) 
0 0.250 0.400 16.93 0.231 0.200 17.14 
1 0.256 0.432 14.75 0.247 0.242 14.31 
2 0.255 0.467 12.90 0.254 0.289 12.17 
3 0.249 0.504 11.33 0.253 0.340 10.52 
4 0.235 0.541 9.99 0.245 0.394 9.22 
5 0.214 0.578 8.84 0.230 0.449 8.17 
6 0.183 0.614 7.85 0.208 0.505 7.30 
7 0.142 0.648 6.99 0.180 0.561 6.58 
8 0.087 0.677 6.24 0.145 0.616 5.97 
9 0.015 0.700 5.58 0.103 0.668 5.45 
10 0.715 5.00 0.715 5.00 
Table 4. Opt imum solution for Example  B. 
= 0.554, J0 = 0.356, J1 = 10.13, ,/2 = 9.27. 
t o1(0 kl(0 pl(0 °2(0 ~(¢) q2(t) 
0 0.210 0.400 12.43 0.255 0.200 23.50 
1 0.205 0.434 11.15 0.283 0.234 19.32 
2 0.197 0.469 10.05 0.302 0.274 16.07 
3 0.184 0.503 9.11 0.310 0.318 13.51 
4 0.165 0.537 8.29 0.307 0.366 11.47 
5 0.142 0.569 7.57 0.294 0.417 9.82 
6 0.113 0.599 6.94 0.269 0.471 8.47 
7 0.077 0.626 6.37 0.232 0.526 7.37 
8 0.033 0.648 5.87 0.181 0.581 6.44 
9 0.000 0.665 5.42 0.114 0.632 5.66 
10 0,677 5.93 0.677 5.00 
Numerical values of parameters are listed in Table 2. Note that in Examples C and D we 
adopt k~0 -" 0.02, the largest value of k20 in the Bagchi's example. 
Tables 3 and 4 show the optimum solutions to our regional investment allocation problem 
for parameter combinations given in Examples A and B, respectively. These solutions meet the 
required inequalities (16a), (44~), (45), and condition (46). 
In Tables 3 and 4, we see that an interchange of values of ~1 and ~ affects all aspects of 
optimum solutions, but we also observe that the pattern for movement of each variable is un- 
changeable. That is, per capita capitals increase monotonously in both regions, and the saving 
rate of Region I is always declining, while that of Region 2 increases initially and then decreases. 
Using the optimum values of~, we calculate the values (denoted by an asterisk) of pl and q~, at 
the point E in Figure 1 and Figure 2 as well as k~ and k~, i.e., 
p~ -- 0.562, q~ = 1.235, k~ - 406.7, k~ = 32.0 for Example A, 
p~ "- 1.775, q~ - 0.492, k~ - 27.4, k~ - 498.8 for Example B. 
Thus, bl(= b~ = 5) is not so far from the values ofp~ and q~, but the terminal value k1(10) = 
k~(10) is quite far from k~ and k~, respectively. As for Example A, the optimal paths of both 
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regions are situated in the area above curve SS, while for Example B, the end point of the optimal 
path of Region 1 touches curve SS, since s1(9) = 0. 
We now turn to Examples C and D, for which the optimum solutions are shown in "I~bles 5 
and 6, respectively. These solutions satisfy required inequalities (16a), (44~), (45) and condi- 
tion (46), except that the solution for Example D does not satisfy tha last condition, due to 
~=0.  
Table 5. Optimum solution for Example C. 
= 0.109, J0 ---- 0.092, J1 = 5.67, J2 = 5.99. 
t ol(t) kl(t) p~(t) ~2(t) k2(t) q2(~) 
0 0.238 0.100 47.22 0.118 0.020 47.04 
1 0.260 0.110 38.59 0.170 0.932 30.39 
2 0.275 0.123 28.65 0.177 0.048 21.74 
3 0.280 0.136 22.67 0.152 0.066 16.68 
4 0.272 0.151 18.13 0.101 0.085 13.42 
5 0.246 0.166 14.63 0.026 0.163 11.16 
6 0.195 0.180 11.91 0.000 0.119 9.49 
7 0.109 0.190 9.77 0.000 0.135 8.13 
8 0.000 0.193 8.05 0.000 0.151 6.95 
9 0.000 0.188 6.57 0.000 0.167 5.92 
10 0.163 5.00 0.183 5.00 
Table 6. Optimum solution for Example D. 
-- 0.0, Jo -- 0.163, ./1 = 6.66, J2 - 5.97. 
t o l ( t )  kl(t) p~(t) ,2(0 ~(~) q2(t) 
0 0.327 0.100 44.63 0.232 0.020 47~7 
1 0.358 0.115 33.77 0.275 0.032 30.93 
2 0.382 0.134 25.96 0.280 0.047 22.08 
3 0.394 0.155 20.27 0.256 0.064 16.88 
4 0.394 0.180 16.07 0.209 0.083 13.53 
5 0.378 0.206 12.91 0.140 0.100 11.22 
6 0.344 0.232 10.51 0.046 0.116 9.51 
7 0.285 0.256 8.64 0.000 0.127 8.20 
8 0.193 0.275 7.16 0.000 0.138 7.03 
9 0.050 0.284 5.97 0.000 0.145 5.99 
10 0.276 5.00 0.155 5.00 
Comparing "I~ble 6 with Table 5, we know that the reduction in tax 
the decrease in optimum reinvestment rate ~ from 0.109 to zero, i.e., 
Using the values of ~, we calculate p~, q~,/c~ and/c~ as follows: 
rate r from 0.3 to 0.2 entails 
the maximum transfer rate. 
p~ = 1.767, q~ = 3.600, k~ = 14.1, /c~ = 1.40 for Example C, 
p~ = 1.531, q~ = 3.?07, k~ = 17.6, k~ = 1.40 for Example D. 
Thus, b2(- 5) becomes closer to q~ for both Examples C and D than for the previous ones A 
and B, while the terminal values of kl(10) are still far from k~ for the present examples. As for 
Example C, the optima] paths of both regions cross over curve/~'K from the north-west direction 
and then enter the area of s~(t) = 0 (i = !, 2). Table 6 implies that a too low value of ~" yields an 
unrealistic solution. As a matter of fact, if I" is replaced by zero in Example D, optimum value 
of ~ will be unity, i.e., no transfer between regions. 
We should note that inequalities (40 ~) and (44 ~) are both fulfilled in each of the above numerical 
examples. 
Finally, we mention to the other cases where k20 is put to 0.002 or 0.007 instead of 0.02 in 
Examples C and D, as in Bagchi's example. The properties of optimum solutions for Examples C 
and D hold true even in these modified cases. 
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7. NUMEEICAL RESULTS FOR CES CASE 
We shall now generalize the previous numerical results by adopting the CES production func- 
tion (48) in place of the CD (47). In this CES case, k~ and k~ are computed by: 
/~ = "{alex(1 - 1" + f l~ ' ) . - l )  1 -° ,  - o~lj 
f 1 - 1'"" = (SSb) 
L(o~- I - -~Y  -~,  - ~2  J 
The corresponding computations of p; and q~ are obtained by inserting CES J'~(k~) into formu- 
lae (52a) and (52b), respectively. Inequality (44) in the CES case will reduce to 
(x -  ~)~L/~(k~(~))  < .2  °~ - -  - /2 (k2" )  \a2 /  
(,.4") 
Table 7. Opt in- ,m solutioa for Example B with u : 1.10. 
: 0.561, J0 = 0.358, 31 = 10.15, J2 = 9.29. 
t o, lt) k,(,) ~,,(t) ,, ,:,(t) ~( t )  .(,) 
0 0.206 0.400 12.12 0.252 0,200 22.61 
1 0.201 0.434 10.91 0.2'1'9 0.238 18.Y0 
2 0.192 0.469 9.86 0,296 0.275 15.64 
3 0.178 0.504 8.96 0,302 0.320 13.22 
4 0.160 0.537 8.20 0,299 0.368 11.28 
5 0,137 0.569 7.51 0.285 0.419 9.T0 
6 0.107 0.598 6.90 0.260 0.473 8.40 
7 0.072 0.625 6.35 0.223 0.527 7.32 
8 0.028 0.646 5.86 0.173 0.580 6.42 
9 0.000 0.982 5.42 0.106 0.630 5 .66 
10 0.674 5.03 0.674 5.00 
p l*  : 1.60, ~*  = 0.17, k : "  : 50.90, k2" : 6534.75 
Table 8. Opt ; ram solution for Example B with a = 0.90. 
B : 0.546, Jo : 0.355, 31 : 10.11, J2 : 9.23. 
t . , ( , )  k~(t) e,(t) . ( t )  ~( t )  " !9  
0 0.216 0,400 12.83 0.259 0.200 24.58 
1 0.212 0.434 11.45 0.290 0.234 20.08 
2 0.204 0.469 10.28 0.310 0.273 16.60 
3 0.191 0.504 9.27 0.320 0,316 13.67 
4 0.173 0.538 8.41 0.318 0.365 11.71 
5 0.150 0.571 7.65 0.305 0.416 9.98 
6 0,120 0.601 6.99 0.280 0.471 8Xdl 
7 0,084 0.629 6.41 0.243 0.526 7.43 
8 0,039 0.651 5.89 0.191 0.581 6.47 
9 0.000 0.668 5.43 0.124 0.634 5.68 
10 0.680 5.00 0.680 5.00 
P1" : 2,21, ~"  ----- 0.64, kl* : 16.54, k,~* : 121.90 
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Table 9. Opt;rmim solution for Example B with u = 0.75. 
= 0.526, J0 = 0.353, J1 = 10.05, ./2 = 9.16. 
0 0.225 0.400 13.66 0.264 0.200 26.59 
1 0.224 0.434 12.06 0.300 0.232 21.52 
2 0.217 0.469 10.72 0.324 0.270 17.61 
3 0.204 0.504 9.60 0.335 0.313 14.57 
4 0.187 0.539 8.64 0.335 0.361 12.18 
5 0.163 0.572 7.81 0.323 0.413 10.29 
6 0.133 0.603 7.I0 0.298 0.468 8.77 
7 0.096 0.631 6.48 0.261 0.524 7.54 
8 0.050 0.655 5.93 0.268 0.581 6.53 
9 0.000 0.672 5.44 0.139 0.635 5.70 
10 0.683 5.00 0.683 5.00 
Pz* = 2.60, q2* = 1.32, kz* = 8.84, k 2" = 31~5 
Table 10. Opt imum solution for Example B with o = 0.50. 
= 0.446, J0 = 0.354, ./1 = 9.82, J2 = 8.94. 
t o~(t) k~(t) p~(t) o2(t) ~(t)  q2(t) 
0 0.250 0.400 16.27 0.273 0,200 31.08 
1 0.253 0.432 14.00 0.317 0.229 24.92 
2 0.250 0.465 12.15 0.348 0.264 20.12 
3 0.240 0.500 10.64 0.366 0.304 16.~8 
4 0,223 0.535 9.38 0.370 0.3,50 13.44 
5 0.200 0.569 8.33 0.360 0.401 11.14 
6 0.168 0.601 7.45 0.335 0.457 9.32 
7 0.128 0.630 6.70 0.295 0.515 7.87 
8 0.077 0.655 6.06 0.239 0.574 6.71 
9 0.014 0.673 5.50 0.165 0.631 5.77 
I0 0.683 5.00 0.682 5.00 
Pl" = 3.13, q2* = 1.97, kz* = 3.78, k2' = 7.16 
Table U .  Optimum solution for Example B with o = 0.25. 
= 0.232, J0 = 0.381, ,/i = 9.02, ./2 = 8.43. 
0 0.288 0.400 22.91 0.270 0.200 34.08 
1 0.298 0.425 19.23 0.315 0.226 27.86 
2 0.302 0.452 16.29 0.350 0.256 22.79 
3 0.299 0.481 13.71 0.372 0.291 18.66 
4 0.286 0.511 11.67 0.380 0.331 15.30 
5 0.262 0.542 9.99 0.372 0.377 12.56 
6 0.226 0.571 8.60 0.346 0.427 10.35 
7 0.175 0.598 7.45 0.299 0.480 8.56 
8 0.105 0.619 6.50 0.229 0.535 7.11 
9 0,010 0.632 5.69 0.128 0.588 5.94 
10 0.634 5.00 0.634 5.00 
pl* = 3.55, q2* = 2.42, kl* = 1.85, k2* = 2.45 
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Employ ing  the  CES funct ion  (48) and  the  same numer ica l  va lues of  parameters  as assumed 
in  (50)  and  Tab le  2, we compute  opt imum sequences  of  sav ing  ra tes ,  percap i ta  cap i ta l s ,  aux i l i a ry  
var iab les ,  and  opt imum va lues  o f  re investment  ra te  ~, cent ra l  and  reg iona l  ob jec t ive  c r i te r ions  
( Jo ,  J1 ,  J~)  together  w i th  p~, q~, k~ and k~ in each  numer ica l  example ,  for the  d i f ferent  va lues  
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of ~1 = ¢2 - ~ which are 1.10, 0.90, 0.75, 0.50, 0.25 and 0.10. (Note that in the case of 
= 1, numerical results are the same as in Section 6.) In the following, we shall exhibit main 
computational results in Tables 7 to 11 for Example B only, simply because other results are 
8inli]ar. 
These tables are comparable with Table 4 in Section 6 where ~ = 1. As the value of ~ declines, 
sequences si(t) as a whole tend to rise (i = 1, 2), while optimal fl tends to decrease. Other 
systematic changes responding to different values of ~ are easily readable from these tables. We 
note that inequalities (40") and (44") are almost fulfilled in each of the above computations, with 
a few reversions of inequality (44"). 
Our final table (Table 12) shows how optimal ~ will change as ~ decreases for Examples A, B 
and C. 
Table 12. Optimal values of 8. 
I . I0 1.00 0.90 0.T5 0.50 0.25 0.I0 
Example A 0.603 0.608 0.615 0.624 0,621 0.481 0.206 
Exmnple B 0.561 0.554 0.546 0.526 0.446 0.232 0.074 
Example C 0.123 0.109 0.090 0.030 0.000 - 
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