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We theoretically investigate the dynamics of a spin-qubit periodically driven in both longitudinal
and transverse directions by two classical fields respectively a radio-frequency (RF) and a microwave
(MW) field operating at phase difference φ. The qubit is simultaneously locally subject to a linearly
polarized magnetic field which changes its sign at a degeneracy point in the longitudinal direction and
remains constant in the transverse direction. We superimpose the RF and MW signals respectively
to the longitudinal and transverse components of the magnetic field. The proposed model may be
used to optimize the control of a qubit in quantum devices. The various fields applied are relevant
to nearly-decouple the spin-qubit from its environment, minimize decoherence effects and improve
on the coherence time. The study is carried out in the Schro¨dinger and Bloch pictures. We consider
the limits of weak and strong longitudinal drives set up by comparing the characteristic time of non-
adiabatic transitions with the coherence time of the longitudinal drive. Expressions for populations
are compared with numerics and remarkable agreements are observed as both solutions are barely
discernible.
I. INTRODUCTION
Among the various mechanisms for controlling spin flips dynamics in quantum or semi-quantum devices, the Landau-
Zener-Stu¨ckelberg-Majorana (LZSM)1–4 mechanism remains one of the few concepts that allows nearly-optimal control
of population inversion at singlet-triplet anti-crossing in real/artificial devices including two- three- and multi-level
systems (electrons, photons, atoms, molecules)5–10. This is most likely not only due to the desirable minimal number
of two controllable parameters involved (the sweep velocity v and the tunnel matrix element ∆), the simplicity of
its large positive time asymptotic solution but mainly to its minor sensitivity to certain types of noise (such as
diagonal quantum or classical noises11). It has opened a promising avenue for implementing logical gates with high
fidelity6 and developing quantum technologies. The LZSM mechanism permits to realize coherent superposition of
singlet and triplet spin-qubit (unit of binary quantum information) states in double quantum dots7, to encode and
coherently control a qubit in the spin of a two-electron state system7,8, to design single qubit operations for controlling
superconducting qubits9,10, to estimate the energy gap in nanomagnets12, to measure the decoherence time in quantum
information processing10,13 etc.
Although, the incommensurable list of successes ascribed to the LZSM model, several drastic drawbacks unfortu-
nately go along with the model. The linear drive achieves infinitely large values as the time goes to infinity. The
inter-level distance between level position always remains constant and never turns off. In addition, the model allows
only a single passage at an avoided energy-level and is not in general desirable experimentally to infer information
about the complex dynamics of a system bathing in its environment. Thus, it is commonly required that the system
traverses several crossings or the same crossing several times back and forth. One way of achieving these, consists
of periodically changing one of the control parameters of the system (detuning and/or Rabi frequency for instance).
As a consequence, the wave function splits and evolves through different paths accumulating a phase difference. If it
is driven back and passes through the same avoided level crossing, it recombines and leads to interference patterns
referred to as LZSM interferences that are inspected in spectroscopy analysis to capture the features of the system.
They are also used to control the final state probability in solid states quantum devices14. As an example, a chirped
microwave has recently enabled to generate avoided level crossings in 3D transmons where these were not expected
and LZSM interferences were reported15.
The LZSM model is amended in various ways. Remarkably, changing the detuning as vt → A cos(ωt) (where A
and ω are respectively the amplitude and frequency of the longitudinal drive) is the archetype of several passed and
ongoing discussions carried out both theoretically and/or experimentally14,16–20. Thus, hallmark quantum effects
such as cascaded LZSM transitions10 (that are indicators revealing that the periodically driven system intrinsically
goes through several crossings), multiphoton transitions, coherent destruction of tunneling21 and interference patterns
(indicating that passing through crossings, the system splits and recombines several times) are observed. This renor-
malization receipt applied to the LZSM model has stimulated intensive theoretical works. Among other things, by
superimposing the detuning as vt→ vt+A cos(ωt) and preserving the gap, cascaded LZSM transitions are observed
in both the high- and low- frequency regimes of the periodic modulation for weak couplings17. These reveal that the
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2electric field is quasiquantized in the high frequency regime while the low-frequency regime leads to real crossings.
The LZSM mechanism by periodic drive is therefore a useful tool for creating energy-level crossings in systems where
these should not have been necessarily found. In the same vein, by preserving the detuning while renormalizing the
energy gap as ∆→ Af cos(ωf t+φ) (where Af and ωf are respectively the amplitude and frequency of the transverse
drive), it was shown in Refs.[18, 22, and 23] that the LZSM serves as an excellent tool for electromagnetic control of
qubit. Similarly, the detuning and the gap were periodically modified in [19] for control of qubit in nitrogen vacancy
center.
In this paper, the LZSM model is yet amended. Here, instead of renormalizing the detuning and/or the Rabi
frequency, as in previous works, we superimpose two periodic drives respectively to the diagonal and off-diagonal
components of the traditional LZSM Hamiltonian. The new scenario permits to investigate the dynamics of a two-
level system subject to a magnetic field (whose longitudinal component changes its sign at a resonance point while
the transverse part remains constant) and is simultaneously periodically driven in both longitudinal and transverse
directions. Special emphasis is put on spin qubit for potential applications in quantum information processing. This
protocol enables optimizing spin-qubit control during LZSM transitions. The various fields applied may be tuned to
nearly-decouple the qubit from its environment in semiconductor quantum dots, minimize decoherence and increase
the coherence time of the qubit. The remaining part of the paper is organized as follows: The generic model of the
study is presented in Section II. It is investigated in the Schro¨dinger picture in Section III while Section IV does
similar investigations in the Bloch picture. In Section V, we compare our results with previous ones and conclude the
paper in Section VI by highlighting our main achievements.
II. THEORETICAL MODEL
The two levels of the qubit are linearly swept in the quantization direction by a linearly changing-in-time magnetic
field. They come close and cross offering the possibility for non-adiabatic transitions between bare states (states of
the system in the absence of coupling) at the level crossing in the fast drive regime. Let us maintain the coupling
between levels as constant throughout the course of time; the qubit levels hybridize at the level crossing rather creating
an avoided level crossing. This offers the possibility for adiabatic transitions in the slow sweep limit. Now, let us
subject the qubit to two classical fields such that interactions between the dipole moment of the qubit and the classical
radiation reads −Dˆ ·E(t) where Dˆ = dˆxex+ dˆzez and E(t) = EMW(t)ex+ERF(t)ez are respectively the dipole moment
operator and the electric field vector; ex and ez being polarization vectors. In the dipole moment, and rotative-wave
approximations the minimal model which describes this setup is globally of the form (~ = 1 hereafter)
H(t) = HLZ(t) +HRF(t) +HMW(t). (2.1)
The first term describes the spin vector ~S of the qubit coupled to the linearly varying-in-time magnetic field ~bLZ(t) =
[∆, 0, vt]T (the traditionally known LZSM effect) where v > 0 is the constant sweep velocity of the control protocol and
∆ the strength of coupling between the bare states (T designates hereafter the transposed vector). This interaction
writes ~S ·~bLZ(t) or
HLZ(t) = ε(t)2 σz +
∆
2 σx, (2.2)
where the detuning is linearized at the vicinity of t = 0 as ε(t) = ε0 + (dε(t)/dt|t=0)t and dε(t)/dt|t=0 ≡ v. Here,
σx,z are pseudo-spin operators Pauli’s matrices generating the two-dimensional rank 1 su(2) Lie algebra [σα,σβ ] =
2iαβγσγ where αβγ (Levi-Civita symbols) are structure constants on the group SU(2). An energy diagram associated
with the model (2.1) is presented in Fig.1 for various values of the static shift ε0. The RF and MW Hamiltonians are
respectively given by
HRF(t) = A cos(ωt)2 σz, HMW(t) =
Af cos(ωf t+ φ)
2 σx. (2.3)
Here, A and ω are respectively the amplitude and frequency of the longitudinal drive. Similarly, Af and ωf are
those of the transverse drive. Remark, HMW(t) adds periodic variations onto the tunnel amplitude ∆ allowing
control of LZSM transitions in the spin-qubit in the transverse direction. ε0 and ∆ are interpreted as the principal
signal (zero frequency-signal) of two bichromatic longitudinal and transverse signals εRF(t) = ε0 + A cos(ωt) and
εMW(t) = ∆ + A cos(ωf t+ φ) respectively. The qubit may now be regarded as a two-level system undergoing LZSM
transitions and controlled by two trains of bichromatic signals coming from longitudinal and transverse directions.
This is a dressed qubit; it keeps information much longer than the standard qubit10. For now, and for further
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FIG. 1. a). Energy diagram for the LZSM model (2.2) plotted for various values of the static part ε0 in the detuning. We
have considered for calculations δ = ∆2/v = 3.5. We clearly see from here that by continuously changing ε0 > 0, this shifts the
avoided level crossing to the left of t = 0. The shift occurs at the right of t = 0 for ε0 < 0. b) and c) on one hand d) and e) on
the other hand respectively describe non-adiabatic and adiabatic LZSM transitions in the Bloch sphere. During non-adiabatic
transitions, the Bloch vector (red arrow) leaves the north pole at time t0 = −∞ but remains near the equatorial plane in the
south pole. This indicates that the system in average stays in its initial state. During adiabatic transitions, the Bloch vector
leaves the north pole and migrate to the south pole where it dwells. This testifies a spin-flip or population inversion. The time
is in the unit of 1/
√
v.
purposes, let us rewrite the Hamiltonian as a trajectory in the basis of Pauli’s matrices through the magnetic field
vector ~b(t) = [εMW(t), 0, vt+ εRF(t)]T as
H(t) = ~σ ·
~b(t)
2 , (2.4)
where ~σ = [σx,σy,σz]. The Hamiltonian in this form is equivalent to a classical Hamiltonian describing a gyromagnet
precessing in the magnetic field ~b(t) or a spin vector precession in a Bloch’s sphere (see Figs.1 b) and 1 c)). Thus,
the eigenenergies of H(t) write E↑,↓(t) = ±bx(t)csc 2ϕ(t)/2 where ϕ(t) = arctan(−bx(t)/bz(t))/2. Two equivalent and
complementary pictures are investigated: the Schro¨dinger and Bloch’s pictures.
III. SCHRO¨DINGER PICTURE
We wish to evaluate the zero-transferred population P↑→↑(t) (survival probability) and the population transferred
P↑→↓(t) (transition probability). Quantum mechanics tells us that our goal compulsory passes through the time-
dependent Schro¨dinger equation (TDSE) (or its equivalent Bloch’s form)
i
d
dt
|Φ(t)〉 = H(t)|Φ(t)〉, (3.1)
(~ = 1) subject to the initial condition |Φ(−∞)〉 = |s′〉 and the constraint 〈Φ(t)|Φ(t)〉 = 1. Let us denote as {|↑〉, |↓〉}
the set of eigenstates of σz. They are orthogonal (〈s|s′〉 = δs,s′ with s′ =↑, ↓) and satisfy the closure relation∑
s |s〉〈s| = 1ˆ (where 1ˆ is a 2 × 2 unit matrix). Thus, |↑〉 = [1, 0]T and |↓〉 = [0, 1]T respectively correspond to the
north and south poles of the Bloch sphere (see Fig.1) and form a basis for a two-dimensional Hilbert space in which
quantum mechanics suggests to expand the total wave function as
|Φ(t)〉 = C↑(t) exp
[
− i
(vt2
4 +
A
2ω sin(ωt) +
ε0t
2
)]
|↑〉+ C↓(t) exp
[
i
(vt2
4 +
A
2ω sin(ωt) +
ε0t
2
)]
|↓〉. (3.2)
4Here, C↑(t) = |〈↑|Φ(t)〉| and C↓(t) = |〈↓|Φ(t)〉| are respectively the norm/amplitude of vectors resulting from the
projections of |Φ(t)〉 onto the directions of |↑〉 and |↓〉. They are also probability amplitude for detecting the spin-
qubit in the states |↑〉 and |↓〉 respectively. Their evaluation allows estimation of populations and subsequently
manipulation of the spin qubit for the fabrication of quantum devices. Thus, for an initialization of the qubit in
the state |Φ(−∞)〉 = |↑〉, then, P↑→↑(t) = |C↑(t)|2 and P↑→↓(t) = |C↓(t)|2. For these reasons, we rewrite the wave
function as |Φ(t)〉 = U(t)C(t) where C(t) = [C↑(t), C↓(t)]T is a two-component vector probability amplitude and
U(t) = e−iϑ(t)σz/2 with ϑ(t) = (vt22 +
A
ω sin(ωt) + ε0t) is the rotation operator that permits to rotate the TDSE (3.1)
from the Schro¨dinger to Dirac/interaction picture
i
dC(t)
dt
= HR(t)C(t), (3.3)
where
HR(t) = U†(t)H(t)U(t)− iU†(t)dU(t)
dt
, (3.4)
and where the symbol † denotes the Hermitian conjugate. Interestingly, HR(t) does not contain fast oscillating
terms. To clearly see this, let us use the rotation laws U†(t)σxU(t) = e−iϑ(t)σ+ + eiϑ(t)σ− and U†(t)σzU(t) = σz
where σ± = (σx± iσy)/2 [These operators, also known as ladder operators are off-diagonal traceless two-dimensional
matrices. Together with σz they form yet another basis for the SU(2) group]. These operations unavoidably lead
us to HR(t) = εMW(t)(e−iϑ(t)σ+ + eiϑ(t)σ−)/2. Given that when t increases, the dominant contribution to the
Hamiltonian (2.1) comes from vt/2, we move to the basis of the dimensionless time τ = t
√
v, and subsequently make
use of the Jacobi-Anger relation26 eix sin y =
∑∞
n=−∞ Jn(x)einy, where Jn(x) is the Bessel function of the first kind, of
order n and argument x. These additional operations cast HR(τ) into the form HR(τ) =
∑∞
n=−∞Hn(τ), which is an
indication that the spin-qubit repeatedly passes through an avoided level crossing. This interesting fact is supported
by the infinite summation that arises. On the other hand, each passage is governed by Hn(τ) =
∑
α=−,0,+H
α
n (τ).
The presence of a summand here also indicates that during a single passage, the qubit successively traverses three
resonance points each associated with one of the possible values of α. According to these, it appears that the RF
field creates n crossings (n paths) and the MW field creates three subcrossings at each of the n crossings generated
by the RF field. Thus, at the subcrossing points marked by the index α, the qubit evolution is ruled by the auxiliary
Hamiltonian
H αn (τ) = J αn
(A
ω
)[ 0 ei[τ+ωαn ]2/2e−iΨαn
e−i[τ+ω
α
n ]
2/2eiΨ
α
n 0
]
, (3.5)
which with precision of notations, clearly describes the nth passage of the spin-qubit through the αth crossing point
ταn = −ωαn subject to an exponential phase jump e−iΨ
α
n . This corresponds to SU(2) LZSM transitions between two
bare states coupled through a time-independent transverse signal of amplitude the effective Rabi couplings
J αn
(A
ω
)
= ∆α4
√
v
Jn
(A
ω
)
, (3.6)
and of frequencies
Ψαn =
(ωαn)2
2 − φα, (3.7)
where
ωαn = [ε0 + nω + αωf ]/
√
v. (3.8)
In the process of describing the double periodic drive in this picture through equations written in compact form, we
have defined the three-valued coupling ∆α (α = 0,+,−) such that ∆0 = 2∆ and ∆+ = ∆− = Af . The phase shifts
are substituted as φ+ = −φ− = φ and φ0 = 0. By simply noticing that the Hamiltonian (3.5) transforms via a phase
gate Fαn = eiΨ
α
nσz/2 as
FαnH αn (τ)Fα†n = J αn
(A
ω
)[ 0 ei[τ+ωαn ]2/2
e−i[τ+ω
α
n ]
2/2 0
]
, (3.9)
this confirms that at the nth passage through the αth sub-level crossing, the spin-qubit does not only undergo
LZSM transitions, but is equally subjected to an exponential phase jump eiΨαn . Such a jump may be experimentally
5created by simultaneously applying two magnetic fields of equal amplitude, one of envelope cos Ψαn along the x-
direction and another of envelope sin Ψαn along the y-direction such that their contribution to the Hamiltonian reads
cos[Ψαn]σx+ sin[Ψαn]σy. This may yet be another means to experimentally set up the protocol described by the model
(2.1).
All the above equations are exact as no approximation has been made so far. Given that the model proposed in
this piece of work cannot be solved in an exact basis, some relevant approximations are considered.
A. Strong RF drive
The ratio A/ω determines the magnitude of the coupling between diabatic states in the presence of drives. When
A/ω = jn,k (where jn,k is the kth zero of the Bessel function) we observe a coherent destruction of tunneling (CDT)
as no population transfer occurs21. If the RF and MW fields are tuned such that their frequencies and the amplitude
of the RF field achieve very large values, the qubit stays at the resonance and performs a single LZSM transition. As
a consequence, ωαn = 0 and the relevant contributions to the series of Bessel functions come from
n ≡ nα = −[ε0 + αωf ]/ω. (3.10)
Indeed, the ωαn -dependence of the exponential phases in (3.4) washes out. The dynamical phase accumulated vanishes
in average and do not lead to interferences. The resulting Hamiltonian is nothing but the conventional LZSM with
the modified LZSM parameter
δ =
∑
α,β
J αnα
(A
ω
)
J βnβ
(A
ω
)
cos[φα − φβ ] =
[
J 0n0
(A
ω
)
+
∑
α6=0
J αnα
(A
ω
)
cosφα
]2
+
∑
α,β 6=0
J αnα
(A
ω
)
J βnβ
(A
ω
)
sinφα sinφβ .
(3.11)
The time-evolution of the vector probability amplitudes m(t) extracted from (3.3) within the time interval τi ≤ τ ≤ τf
(τi and τf are the initial and final times respectively) is ruled by the evolution operator Uˆ(τf , τi) as24
m(τf ) = Uˆ(τf , τi)m(τi), (3.12)
where
Uˆ(τf , τi) =
[
a(τf , τi) b(τf , τi)
−b∗(τf , τi) a∗(τf , τi)
]
, (3.13)
and where
a(τf , τi) = − iΓ(iδ + 1)√2pi
[
D−iδ(−izf )D−iδ−1(izi) +D−iδ(izf )D−iδ−1(−izi)
]
, (3.14)
and
b(τf , τi) =
Γ(iδ + 1)e−ipi/4√
2piδ
[
D−iδ(−izf )D−iδ(izi)−D−iδ(izf )D−iδ(−izi)
]
, (3.15)
are Caley-Klein parameters set with the condition |a|2 + |b|2 = 1 which ensures the unitary of Uˆ(τf , τi). Here
zκ(τ) = τκe−ipi/4 and Dν(x) is the parabolic cylinder Weber’s function of index ν and argument x; Γ(...) is the Euler
Gamma function26. Equations (3.14) and (3.15) are of central interest in archetypes for probing quantum systems
undergoing LZSM transitions28. A celebrated relation known as the LZSM formula obtained by setting the initial
and final times respectively to τi = −∞ and τf = +∞ in (3.14) is given by1–4
P↑→↑(∞) = e−2piδ. (3.16)
This formula with (3.11) holds for arbitrary driving regime of the magnetic field. A numerical test is implemented
in order to check/confirm its range of validity. We have observed that it perfectly fits the exact data of numerical
calculations for large A, ω, ωf and arbitrary ∆, φ (see Fig.2). We have however observed a discrepancy between
analytical and numerical results when ε0 achieves large values. Thus, our results hold for moderately large values of
the static shift of the detuning ε0. In the extreme limit ε0 = 0, the LZSM parameter (3.11) takes the form
δ =
[ ∆
2
√
v
+
(
JQ
(A
ω
)
+ J−Q
(A
ω
))
cosφ
]2
+
(
JQ
(A
ω
)
− J−Q
(A
ω
))2
sin2 φ, (3.17)
which with Q = ωf/ω is reminiscent to the results of the quantized form (two-mode) of (2.1) discussed in Refs[11, 29,
and 30]. A correspondence between the semi-classical and quantum forms of (2.1) may be investigated [this falls out
of the scope of this paper].
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FIG. 2. Analytical (blue solid balls) versus numerical solution (red solid lines) of the Schro¨dinger equation (3.1) in the
strong RF and MW driving regimes. We have calculated the LZSM transition probability with the parameter (3.11). We have
considered ω = 100
√
v, ωf = 200
√
v, Af = 0.08√v and ε0 = 0.0. The integration time runs from t√v = −50 to t√v = 50. The
two solutions are in excellent agreement. Similar agreement is observed when the probabilities are treated as functions of φ.
B. Weak RF drive
It is worth noticing that each of the three phases in the right hand side of Eq.(3.5) obeys a quadratic dependence
and thus contribute for each n only at relevant times ταn = −ωαn (crossing points) where the phases are stationary.
The exact solution is approximated by considering the dominant contributions occurring at crossing times. Let N be
the total number of LZSM transitions executed by the qubit from n = −∞ at initial time τi = −∞ to n = +∞ at
final time τf = +∞. Let U(τf , τi) describes its full time-evolution from τi to τf by propagating the vector probability
amplitude as C(τf ) = U(τf , τi)C(τi). As the system is continuously driven back and forth about an avoided level
crossing, its full evolution can be subdivided into N interconnected individual evolutions Uκ(τκ, τκ−1) such that
U(τf , τi) =
1∏
κ=N
Uκ(τκ, τκ−1), (3.18)
where τf = τN = +∞, τi = τ0 = −∞ and C(τ0) = |s′〉 with s′ =↑, ↓. Our goal then is to construct U(τf , τi)
i.e. the propagator Uκ(τκ, τκ−1) of sub-evolutions. Let us consider an evolution within an arbitrary time interval
τκ−1 ≤ τ ≤ τκ with τκ−1 6= τi. Thus, the relevant vector probability amplitude C(τκ) = Uκ(τκ, τκ−1)C(τκ−1).
Denoting as Cκ(τ) = C(τκ) the vector probability amplitude in the time-domain around the κth avoided level
crossing, it can be shown that Uκ(τκ, τκ−1) ≡ Uκ(ζ) obeys the ζ-dependent Schro¨dinger equation
i
dUκ(ζ)
dζ
=
∑
α=−,0,+
H ακ (ζ)Uκ(ζ). (3.19)
This equation is solved under the assumption that the system starts off at time ζ = τκ−1 and stops at ζ = τκ. Let us
now introduce the transfer matrix Sα(ζ) as solution to the ζ-dependent Schro¨dinger equation
i
dSα(ζ)
dζ
=H ακ (ζ)Sα(ζ). (3.20)
Assuming that the Sα(ζ)-transformation weakly affects the Hamiltonian H ακ (ζ) in the limit J ακ (A/ω) 1, then the
Baker-Campbell-Haursdorff formula27 for expansion of exponential operators allows us to write Sα(ζ)H βκ (ζ)S†α(ζ) ≈
H βκ (ζ) +O[J ακ J βκ ] where the second term is the rest of the expansion. Thus, in a general basis Sα(ζ)H βκ (ζ)S†α(ζ) ≈
H βκ (ζ) and in accordance with (3.19) we construct
Uκ(τκ, τκ−1) ≈ S−(τκ, τκ−1)S0(τκ, τκ−1)S+(τκ, τκ−1), (3.21)
where
Sβ(τκ, τκ−1) =
[
aβκ b
β
κe
iΨβκ
−bβ∗κ e−iΨ
β
κ aβ∗κ
]
, (3.22)
7and where
aβκ = −
iΓ(iδβκ + 1)√
2pi
[
D−iδβκ (−iz
β
κ)D−iδβκ−1(iz
β
κ−1) +D−iδβκ (iz
β
κ)D−iδβκ−1(−iz
β
κ−1)
]
, (3.23)
and
bβκ =
Γ(iδβκ + 1)e−ipi/4√
2piδβκ
[
D−iδβκ (−iz
β
κ)D−iδβκ (iz
β
κ−1)−D−iδβκ (iz
β
κ)D−iδβκ (−iz
β
κ−1)
]
, (3.24)
are SU(2) Caley-Klein parameters defined such that |aβκ|2 + |bβκ|2 = 1. Here, δβκ = J βκ (A/ω)J βκ (A/ω) and zβκ(τ) =
(τκ + ωβκ)e−ipi/4. Returning to Eq.(3.21) equipped with (3.22), we compute
Uκ(τκ, τκ−1) ≈
[
cκ dκ
−d∗κ c∗κ
]
. (3.25)
Here,
cκ = a+κ
(
a0κa
−
κ − b0∗κ b−κ e−i[Ψ
0
κ−Ψ−κ ]
)
− b+∗κ
(
a−κ b
0
κe
i[Ψ0κ−Ψ+κ ] + a0∗κ b−κ ei[Ψ
−
κ−Ψ+κ ]
)
, (3.26)
and
dκ = b−κ eiΨ
−
κ
(
a0∗κ a
+∗
κ − b0∗κ b+κ e−i[Ψ
0
κ−Ψ+κ ]
)
+ a−κ
(
a+∗κ b
0
κe
iΨ0κ + a0κb+κ eiΨ
+
κ
)
. (3.27)
As the ratio A/ω  1, the main contribution in the product of propagators (3.25) and the series expansion of Bessel
functions comes from κ = 0. The desired populations are given by P↑→↑(+∞) = |〈↑|Uκ=0(+∞,−∞)|↑〉|2 for the
population remained and P↑→↓(+∞) = |〈↑|Uκ=0(+∞,−∞)|↓〉|2 for the population transferred. We confirm this with
the help of a numerical text (see Fig.3) implemented by considering the large time asymptotic τ = +∞ of equations
(3.23) and (3.24) i.e.
aβκ=0 =
√
exp(−2piδβκ=0), and bβκ=0 =
√
1− exp(−2piδβκ=0) exp(−iχβκ=0), (3.28)
where χβκ = pi/4 + arg Γ(1 − iδβκ) + δβκ(log δβκ − 1) is the Stokes phase originating from the large series expansion of
Weber’s functions. Our analytical solutions read
P↑→↑(∞) =
4∑
j,j′=1
PjPj′ cos[ξj − ξj′ ], (3.29)
and P↑→↓(∞) = 1− P↑→↑(∞) with the functions (different from probabilities)
P1 =
∣∣∣a−κ=0a0κ=0a+κ=0∣∣∣, P2 = −∣∣∣b−κ=0b0κ=0a+κ=0∣∣∣, P3 = −∣∣∣a−κ=0b0κ=0b+κ=0∣∣∣, P4 = −∣∣∣b−κ=0a0κ=0b+κ=0∣∣∣, (3.30)
and
ξ1 = 0, ξ2 = [Ψ0κ=0 −Ψ−κ=0]− [χ0κ=0 − χ−κ=0],
ξ3 = [Ψ0κ=0 −Ψ+κ=0]− [χ0κ=0 − χ+κ=0], ξ4 = [Ψ−κ=0 −Ψ+κ=0]− [χ−κ=0 − χ+κ=0]. (3.31)
In general in this case, a+κ=0 = a−κ=0 and b+κ=0 = b−κ=0. These results hold in the limits ∆α/
√
v  1 and A/ω  1 for
arbitrary ε0 and φ. Important remark, for application of these formula, we only require the RF field to be tuned such
that A  ω to guarantee that A/ω  1; in other words A/√v and ω/√v can be arbitrarily chosen as long as the
condition of validity A/ω  1 is satisfied. For example on Fig.3 upper panel, A/√v = 1 and ω/√v = 50 and on the
lower panel A/
√
v = 29 and ω/
√
v = 100. These two cases fall in the range of validity required. This is confirmed by
the satisfactory agreement observed between analytical and numerical results. The Schro¨dinger picture investigated
here is relevant to describe population dynamics and population transfer in the spin qubit. To perform coding and
reading out of information, another complementary picture is more appropriate: the Bloch’s picture.
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FIG. 3. Comparison between analytical solutions (3.26), (3.27) and numerical solutions of the Schro¨dinger equation (3.1). For
calculations, t0
√
v = −50 and t√v = 50; (upper panel) A/√v = 1, ω/√v = 50, Af/√v = 0.08, ωf/√v = 1 and ∆/√v = 0.07;
(lower panel) A/
√
v = 29, ω/
√
v = 100, Af/√v = 0.08, ωf/√v = 1 and ∆/√v = 0.0075. Blue solid balls are exact numerical
results while red solid lines are analytical results. We observe a remarkable agreement between analytical and numerical results
in the indicated limits (A/ω  1 and ∆α/√v  1) given that both results are barely discernible.
IV. BLOCH PICTURE
Given that the wave function |Φ(τ)〉 in the Schro¨dinger picture has symmetry operations that belong to the finite
dimensional Lie group SU(2) and given that SU(2)/C2 (where C2 is the permutation group of two objects) doubly
covers SO(3) (group of rotations and angular momentum), the local isomorphism SO(3) ≈ SU(2)× SU(2) allows us
to define the object ρ(τ) = |Φ(τ)〉〈Φ(τ)|, known as density matrix (DM) with SO(3) symmetry and satisfying the
von Neumann equation iρ˙(τ) = [H(τ),ρ(τ)]. In the diabatic basis, ρ(τ) = ∑2n,m=1 ρnm(τ)|n〉〈m| and
iρ˙nm(τ) =
2∑
κ=1
(
Hnκ(τ)ρκm(τ)−Hmκ(τ)ρnκ(τ)
)
, (4.1)
whereHnκ(τ) are matrix elements ofH(τ). This equation describes a set of four coupled equations: two for populations
ρ11(τ), ρ22(τ) (diagonal elements) and two for spin polarizations ρ12(τ), ρ21(τ) (off-diagonal elements). The index
κ = 1, 2 indicate the crossing levels |↑〉 and |↓〉. In general, in the absence of decay and/or dissipation ρκκ(τ) = ρ∗κκ(τ)
and ρκκ′(τ) = ρ∗κ′κ(τ). This allows us to move to a more convenient space suitable for describing qubit dynamics: the
Bloch space. We introduce the Bloch vector as ~u(τ) = [2Reρ12(τ), 2Imρ21(τ), ρ11(τ)−ρ22(τ)] and relate it to the DM
as ρ(τ) = (1 + ~σ · ~u(τ))/2. This representation ensures that if |~u(τ)| = 1 then Trρ2(τ) = 1 for pure states. Hereby,
the equation for the components of the Bloch vector uα = Tr(σαρ) (with α = x, y, z) is obtained as
duα
dτ
=
∑
β,γ
αβγbβuγ , (4.2)
9(Here, β, γ = x, y, z) after considering Tr(σασβ) = 2δαβ (where δαβ is the Kronecker Delta symbol which takes value
1 when α = β and zero otherwise) and the fact that the single Casimir operator ~σ2 commutes with all the generators
σα of the su(2) algebra. From here, using the properties of the fully anti-symmetric Levi-Civita symbol, one can show
that the dynamics of the Bloch vector is equivalent to the classical motion of magnetic moment in a magnetic field i.e.
~˙u(τ) = −~u ∧~b(τ) (where the overhead dot denotes time derivative). If we assume uα(τ) = 〈σα(τ)〉, then the average
of the spin vector 〈~S(τ)〉 = 〈~σ(τ)〉/2 and a pure state |Φ〉 = cos[ϑaz/2] exp[−iϑpol/2]|↑〉+ sin[ϑaz/2] exp[iϑpol/2]|↓〉 is
represented on the surface of the Bloch sphere through the Bloch vector ~u(τ) = [sinϑaz cosϑpol, sinϑaz sinϑpol, cosϑaz]
providing the azimuthal and polar angles ϑaz = arcsin[u2x +u2y]1/2 and ϑpol = arctan(uy/ux) respectively (an example
is shown in Fig.1 for the standard LZSM problem) with 0 6 ϑpol 6 2pi and 0 6 ϑaz 6 pi. A spin flip is achieved at
τflip when the various fields are tuned such that the Bloch vector leaves the north pole and migrate to the south pole
by sweeping an angle ϑaz(τflip) = pi and in this case uz(τflip) = −1.
After eliminating all coherence factors from the equation for population difference, one achieves
ux(τ) = 2
∑
n
Jn
(A
ω
)∑
β,m
J βm
(A
ω
)∫ τ
−∞
dτ1 sin
[
K0n(τ)−Kβm(τ1)
]
uz(τ1), (4.3)
uy(τ) = −2
∑
n
Jn
(A
ω
)∑
β,m
J βm
(A
ω
)∫ τ
−∞
dτ1 cos
[
K0n(τ)−Kβm(τ1)
]
uz(τ1), (4.4)
and
uz(τ) = 1−
∑
n,m
∑
α,β
J αn
(A
ω
)
J βm
(A
ω
)∫ τ
−∞
dτ1
∫ τ1
−∞
dτ2 cos
[
Kαn(τ1)−Kβm(τ2)
]
uz(τ2), (4.5)
where
Kαn(τ) =
1
2 [τ + ω
α
n ]2 −Ψαn. (4.6)
(Here, n,m run from −∞ to +∞ while α, β = −, 0,+). Equation (4.5) is the central equation in this picture given
that the desired populations are obtained as P↑→↑(τ) = [1 + uz(τ)]/2 and P↑→↓(τ) = [1− uz(τ)]/2. Equations (4.3)
and (4.4) as spin polarizations technically help realizing spin flip and performing coding and reading out of qubit31.
They also help minimizing the time spent by the spin in other directions than the z-direction. They may also be
employed for controlling and speeding up spin flip (see Ref.32 for ample discussion). For instance, in order to achieve
a full spin flip, it is mandatory to impose by all possible means that uy(τ) = 0. Amongst other things Eq.(4.3)
allows to evaluate the spin flip duration. For the aforementioned reasons, Eqs.(4.3)-(4.5) should be solved. On the
other hand, due to their actual complexity, they cannot be exactly solved and their solutions written in closed-form.
However, the limit ∆2α/v  1 provides a solid test-bed for approximating the gross temporal profile of population
during non-adiabatic evolutions and evaluation of spin polarizations. Thus, in the non-adiabatic limit ∆2α/v  1,
Eqs. (4.3)-(4.5) are perturbatively solved considering the initial conditions ~u(−∞) = [0, 0, 1]T (the Bloch vector is at
the north pole of the Bloch sphere). After a long, tedious but straightforward algebra, we obtain
ux(τ) ≈ 2
√
pi
∑
n,α
J αn
(A
ω
)(
ac(τ)L
(
τ + ωαn ,Ψαn
)
+ as(τ)M
(
τ + ωαn ,Ψαn
))
+O
[(∆α∆β
v
)3]
, (4.7)
uy(τ) ≈ 2
√
pi
∑
n,α
J αn
(A
ω
)(
as(τ)L
(
τ + ωαn ,Ψαn
)
− ac(τ)M
(
τ + ωαn ,Ψαn
))
+O
[(∆α∆β
v
)3]
, (4.8)
uz(τ) ≈ 1− 2pi
([∑
n,α
J αn
(A
ω
)
L
(
τ + ωαn ,Ψαn
)]2
+
[∑
n,α
J αn
(A
ω
)
M
(
τ + ωαn ,Ψαn
)]2)
+O
[(∆α∆β
v
)4]
, (4.9)
where L(x, y) = C(x) sin(y)−cos(y)S(x) and M(x, y) = C(x) cos(y)+sin(y)S(x) and where we have defined C(x) = (12 +
C( x√
pi
)) and S(x) = (12 +S( x√pi )). Here, C(...) and S(...) are cosine and sine Fresnel integrals respectively26. We have
used the properties (A9) and (A10) and defined ac(τ) =
∑
n Jn(A/ω) cosK0n(τ) and as(τ) =
∑
n Jn(A/ω) sinK0n(τ).
For further relevant purposes, let us note that a2c(τ) + a2s(τ) =
∑
n,m Jn(A/ω)Jm(A/ω) cos[K0n(τ)−K0m(τ)] and that
a2c(τ) + a2s(τ) = 1 when n = m or n = m = 0 given that
∑
n Jn(A/ω) = 1. In this last case, it is clear that |~u(τ)| = 1.
For nearly-optimal control of qubit, it is relevant to compute the cost functional31,32. This requires evaluation of the
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square of spin polarizations. We now wish to open doors for such tasks for evaluation of u2x(τ), u2y(τ) and u2z(τ).
Then, one may need the properties (A3) and (A4) which for instance simplifies the population difference as
uz(τ) ≈ 1− 4pi
∑
n,m
∑
α,β
J αn
(A
ω
)
J βm
(A
ω
)
Nα,βn,m(τ) +O
[(∆α∆β
v
)4]
, (4.10)
where
Nα,βn,m(τ) = cos[Ψαn −Ψβm]F+(τ + ωαn , τ + ωβm)− sin[Ψαn −Ψβm]G−(τ + ωαn , τ + ωβm)
]
. (4.11)
The functions F±(x, y) and G±(x, y) are deferred in Appendix A (see Eqs.(A5) and (A6) respectively). The analytic
results (4.7)-(4.9) are compared with exact numerical ones obtained by numerically solving the von Newman equation
in the non-adiabatic limit (see Figs.4-5). They hold for arbitrary ε0, ω, ωf and φ. Cascaded LZSM transitions are
observed when the amplitude of the RF field widely exceeds the static detuning i.e. A  ε0. This is illustrated in
Fig.4 where simultaneously we observe a remarkable agreement between analytical and numerical data. For all plots,
we have demonstrated that the phase difference φ between the RF and MW signals alter the coherent dynamic of
the qubit. It might be a good parameter for controlling population inversion in the qubit. For instance, on Fig.4,
the population P↑→↓(t) rises from 0.06 to 0.1 as φ successively takes the values 0, pi/4 and pi/2. Remark, at the
resonances ωαn = ωβm = 0, the index n and m in Eqs.(4.7)-(4.10) respectively take the values n ≡ nα = −[ε0 +αωf ]/ω
and m ≡ mβ = −[ε0 +βωf ]/ω. The population difference uz(τ = +∞) ≈ 1−4piδ with δ in Eq.(3.11). Considering the
probability (3.16) in the limit J αn (A/ω) 1, we observe a prefect agreement between the results of the Schro¨dinger
and Bloch pictures investigations. It should also be noted that when the argument of the Bessel function is A/ω  1,
the dominant contributions in the series of Bessel functions comes from n = m = 0. This ideally reduces the number of
iterations in Eqs.(4.7)-(4.10). When the ratio A/ω achieves one of the zeros of the Bessel function, ux(τ) = uy(τ) = 0
and uz(τ) = 1: the qubit points into the z-direction. In such a case, there is in addition a coherent destruction of
tunneling.
At large negative time τ = −∞, the functions in Eqs.(A5) and (A6) all vanish. The Bloch vector is at the north
pole of the Bloch sphere and its amplitude is maximal (|~u(−∞)| = 1). Ideally, there is a population inversion when
the Bloch vector finally ends at the south pole. At large positive time τ = +∞, the functions Eqs.(A5)-(A6) simplify
and read F+(+∞,+∞) = G+(+∞,+∞) = 1 and F−(+∞,+∞) = G−(+∞,+∞) = 0. As a direct consequence,
uz(+∞) ≈ 1− 4pi
∑
n,m
∑
α,β
J αn
(A
ω
)
J βm
(A
ω
)
cos[Ψαn −Ψβm] +O
[(∆α∆β
v
)4]
. (4.12)
This expression reveals how the spin can be controlled in the quantization direction. It is useful as external clock probe
for LZSM tunneling times22. Moreover, the results of this section are also relevant for nuclear magnetic resonance
(NMR).
V. MORE RESULTS
In this section, we establish some parallelisms with previous models devoted to qubit controlled by an electromag-
netic field17–20,22,23 and implement new results in the absence of magnetic field. Indeed, the choice we have made to
ascribe a cosine shape to all the drives (electric fields) allows us to establish several relevant connections with previous
models. If for instance, the transverse drive is switched-off (Af = 0), the present study reduces to the one in Ref.[17].
Our results in Section III are in agreement with those of that reference while the results in Section IV (Bloch picture
investigation) yield additional information. If instead, the longitudinal drive is switched-off (A = 0), we return to
Ref.[18] (for an analytic treatment) by equally switching off the transverse component (∆ = 0) of the magnetic field
or to Ref.[23] (for a numerical treatment) by maintaining it (∆ 6= 0).
If now instead of turning off the periodic drives, we rather do so with the magnetic field, depending on the phase shift
difference φ, the two situations respectively faced in [19] and [20] are met: If we allow the two drives to operate with a
phase shift difference φ = 0, we are transported to Ref.[19] and if instead, φ = pi/2 we move to Ref.[20]. Our analytical
results cannot be applied in these cases given that we have in general assumed v > 0. However, these situations remain
interesting and deserve our attention. We wish to quickly implement some relevant results for the cases (ωf = ω, φ = 0)
and (ωf = 2ω, φ = pi/2). Let us recall that the model of interest reads H(t) = A2 cos(ωt)σz + Af2 cos(ωf t − φ)σx.
We adopt the change of variable τ = sin(ωt). For the first case, this transforms the TDSE to the Rabi problem
i∂|Φ(z)〉∂z = [
A
2ωσz +
Af
2ω σx]|Φ(z)〉. After solving this equation for the probability amplitude, we obtain
P↑→↓(t) =
A2f
A2 +A2f
sin2
[√A2 +A2f
2ω sin(ωt)
]
, (5.1)
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FIG. 4. Cascaded LZSM transitions. Comparison between analytical (4.10) and numerical solutions of the von Neumann
equation (4.2). For calculations, A/
√
v = 25, ε0/
√
v = 0.5, Af/√v = 0.08, ω = ωf = √v and ∆/√v = 0.07. The indexes n
and m are truncated to 40 such that the analytical results match the numerical solutions. Blue solid lines are exact numerical
results while red dashed lines are analytical results. We observe a remarkable agreement between analytical and numerical
results in the said limit given that both results are barely discernible.
and
P↑→↑(t) =
A2
A2 +A2f
+
A2f
A2 +A2f
cos2
[√A2 +A2f
2ω sin(ωt)
]
. (5.2)
For the second case, the change of variable leads us to the inverse LZSM problem i∂|Φ(τ)〉∂τ = H(τ)|Φ(τ)〉 where
H(τ) = A2ωσz + Afτω σx. The resulting TDSE is rotated with the help of R = exp(−ipiσy/4) and we recover the
traditional LZSM problem R†H(τ)R = − A2ωσx+ Afτω σz. In the τ -basis, the model has an exact solution. Comparing
this with the LZSM model (2.2), it is obvious that v = 2Af/ω, ∆ = −A/ω and the Landau-Zener parameter reads
δ = ∆2/4v. Starting off at time ti = 0 (with τ(0) = 0) and ending at a final time tf > 0, the propagator of such an
evolution is different from (3.13) (see Ref.33 for detailed technique of construction) and yield the measured populations
P↑→↓ =
(
Rea(tf , ti)
)2
+
(
Reb(tf , ti))
)2
, (5.3)
and
P↑→↑ =
(
Ima(tf , ti))
)2
+
(
Imb(tf , ti))
)2
. (5.4)
Here, a and b are Caley-Klein parameters in Eqs.(3.14) and (3.15) with z =
√
v sin(ωt)e−ipi/4. Eqs.(5.3) and (5.4)
are yet other contributions to the work in [20] for the case ωf = 2ω which was not considered there. The results of
this section are numerically tested [but not shown] and have depicted a perfect with agreement numerical data. We
conclude that taking separately the models in Ref.[17–20, 22, and 23], our model Eq.(2.1) is quite rich as compared
to each of them.
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FIG. 5. Comparison between analytical (solid blue lines) and numerical results (red dashed lines) for spin polarizations. For
calculations, A/
√
v = 0.05, Af/√v = 0.085, ω = √v and ∆/√v = 0.07. The indexes n and m are truncated to 40 such that
the analytical results match the numerical solutions. The integration time runs from t
√
v = −50 to t√v = 50. It is barely
impossible to distinguish between both solutions.
VI. CONCLUSION
We have considered a two-level system (TLS) subjected to a linearly polarized magnetic field which substantially
changes its sign at time τ = 0 in the longitudinal direction where it is equally unbounded and in addition, never
turns off in its single transverse direction. The TLS is simultaneously periodically driven in both longitudinal and
transverse directions with respectively a RF and a MW signal. A special attention is granted to spin qubit due to
versatile potential applications in quantum technology, cryptography, metrology etc. It is on the other hand underlined
that the presented results find applications in a wide range of two-level systems from electron spins, atoms, to nuclear
(nuclear magnetic resonance) etc. We have considered the ideal situation when the qubit is isolated from unwanted
external nuisances. The various control fields applied may be used in realistic situations (where hyperfine and/or
spin-orbit interactions prevail) to nearly-decouple the qubit from its environment and minimize the effects of nuclear-
spin interactions (spin and boson baths). The coherence time (i.e. the time the qubit preserves information) may be
improved.
The dynamics of the TLS is investigated in two equivalent bases: The Schro¨dinger and Bloch pictures. In the
first basis, we evaluate the probabilities of non-adiabatic transitions in the weak and strong driving regimes of the
longitudinal drive (RF field). We have established analytical expressions for survival and transition probabilities. Our
analytical results are tested by comparing them with data of numerical calculations obtained by directly integrating
the time-dependent Schro¨dinger equation. This basis stood out to be appropriate for such a task. In order to gain
more insight into the dynamics of the spin qubit under the driving protocol proposed here, we move on to the Bloch
picture. Therein, we reduced the optical Bloch vector to three characteristic integral-differential equations: two for
coherence factors (spin polarizations) and one for population difference (population inversion). The followings are
integrated in the weak driving regime of all the fields. Our analytical results are tested with numerics steaming from
the von Neuman equation. Excellent agreements are observed. We have argued that the presented results are adapted
for spin manipulations and a few cases are discussed.
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Appendix A: Additional Properties
We present additional properties of the functions
L(x, y) = C(x) sin(y)− cos(y)S(x), (A1)
and
M(x, y) = C(x) cos(y) + sin(y)S(x), (A2)
namely,
L(x, y)L(x′, y′) = cos(y − y′)F+(x, x′)− cos(y + y′)F−(x, x′)− sin(y + y′)G+(x, x′)− sin(y − y′)G−(x, x′), (A3)
and
M(x, y)M(x′, y′) = cos(y − y′)F+(y, y′) + cos(y + y′)F−(x, x′) + sin(y + y′)G+(x, x′)− sin(y − y′)G−(x, x′),(A4)
where
F±(x, x′) =
1
2
[
C(x)C(x′)± S(x)S(x′)
]
, (A5)
and
G±(x, x′) =
1
2
[
C(x)S(x′)± S(x)C(x′)
]
. (A6)
Remark
L(x, y)L(x′, y′) +M(x, y)M(x′, y′) = 2 cos(y − y′)F+(x, x′)− 2 sin(y − y′)G−(x, x′). (A7)
This property was used to obtain Eq.(4.10). Similarly,
L(x, y)L(x′, y′)−M(x, y)M(x′, y′) = −2 cos(y + y′)F−(x, x′)− 2 sin(y + y′)G+(x, x′). (A8)
It can also be shown that by shifting the second argument in (A1) and (A2) this transforms the functions as
L(x, y + y′) = cos(y′)L(x, y) +M(x, y) sin(y′), (A9)
and
M(x, y + y′) = cos(y′)M(x, y)− L(x, y) sin(y′). (A10)
When x = x′ and y = y′, one can prove from Eqs.(A7) and (A8) that L(x, y) = [F+(x, x) − cos 2yF−(x, x) −
sin 2yG+(x, x)]1/2 and M(x, y) = [F+(x, x) + cos 2yF−(x, x) + sin 2yG+(x, x)]1/2. The derivative properties of L(x, y)
or M(x, y) read
dL(x, y)
dy
= M(x, y), dM(x, y)
dy
= −L(x, y). (A11)
Therefore,
d2L(x, y)
dy2
+ L(x, y) = 0, d
2M(x, y)
dy2
+M(x, y) = 0. (A12)
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