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Abstract
This paper concerns a double fronts free boundary problem for the reaction–diffusion equation with a
nonlocal nonlinear reaction term in space. For such a problem, we mainly study the blowup property and
global existence of the solutions. Our results show that if the initial value is sufficiently large, then the
blowup occurs, while the global fast solution exists for a sufficiently small initial data, and the intermediate
case with a suitably large initial data gives the existence of the global slow solution.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
As we know, there are several biological and physical phenomena that can be generally mod-
eled by the following scalar differential equation:
ut (t, x) = Eu(t, x)+ f
(
x,u(t, x)
)
,
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in RN . In this equation, the relation between the unknown function u and its derivatives is local
in space in the sense that all functions are taken at the same point x.
However, there are some cases where a stronger, more global, spatial coupling occurs in
the phenomena portrayed and has to be joined in the model. One feasible way of doing this
is throughout an integrating over a region in space. Such models have a long history in mathe-
matical literature and at least date back to Liouville who studied the equation
ut = uxx − b2x
1∫
0
xut dx
relating to some problems in thermo-mechanics [26]. Since then, a number of other models of
this type have been proposed and investigated. One of the most salient examples may be the
original equation described as a model for turbulence in [2]:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
du
dt
= P − u
R
−
1∫
0
v2 dx,
vt + 2vvx = 1
R
vxx + uv,
where u denotes the velocity in a channel produced by some applied force P , while v is on behalf
of the turbulent perturbation of the motion and R is the Reynolds constant associated with the
viscosity of the fluid. Recently, there have been some literature devoted to the research of this
type in the following form:
ut −u = f (x,u,u),
where u = ∫
Ω
g(y,u(t, y))dy represents the type of strong coupling.
These problems have been applied in many areas, for example, obstacle problems [25], bi-
ological evolution [4], population dynamics [5,16], combustion theory [1], phase separation in
binary mixtures [6,15,29] and so on. What deserves mentioning here is that there is another way
in which nonlocal reaction term of an integral form in space may arise when some simplification
is introduced in a local problem, and one can consult [20] for more details.
Recently the free boundary problem has attracted much attention in many areas, for exam-
ple, the American option prizing problem [18,22], the wound healing [7], the combustion under
gravity conditions [19], the tumor growth [9] and so on. Furthermore, the well-known Stefan
condition has been used in the modeling of a number of applied problems. For example, it was
used to describe the melting of ice in contact with water [28], the spreading of species [11,12,
21,24]. There is a vast literature on the Stefan problem, and some important theoretical advances
can be found in [3,8].
In this paper, we will study the behavior of the positive solution u(t, x) to the following free
boundary problem with space integral term:
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
ut − duxx = a
h(t)∫
g(t)
up(t, x)dx, t > 0, g(t) < x < h(t),
u
(
t, g(t)
)= 0, g′(t) = −μux(t, g(t)), t > 0,
u
(
t, h(t)
)= 0, h′(t) = −μux(t, h(t)), t > 0,
g(0) = −h0, h(0) = h0, u(0, x) = u0(x), −h0  x  h0,
(1.1)
where both x = g(t) and x = h(t) are moving boundaries to be determined, h0 > 0, p > 1, d,μ
and a are positive constants, and the initial function u0 satisfies{
u0 ∈ C2
([−h0, h0]),
u0(−h0) = u0(h0) = 0, and u0 > 0 in (−h0, h0).
(1.2)
A corresponding work in a fixed domain with Dirichlet boundary condition can be found
in [30], where reaction–diffusion equations with several kinds of nonlocal nonlinearities were
respectively discussed and the author presented new blowup results for every case. The equation
relating to ours is as follows:
⎧⎪⎨
⎪⎩
ut −u = um(t, x)
∥∥u(t, .)∥∥p
k
− auq(t, x) − b∇ur(t, x), t > 0, x ∈ Ω,
u(t, x) = 0, t > 0, x ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(1.3)
where ‖u(t, .)‖k = (
∫
Ω
|u|k(t, y)dy) 1k , a ∈ R and b ∈ RN . It’s easy to see that when m = 0,
k = p and a = b = 0, the system above is exactly the corresponding problem in a fixed domain
to (1.1). What’s more, for problem (1.3), under the assumptions that p,q, r  1, m = 0 or m 1,
1 k +∞, u0 = λϕ with ϕ ∈ C(Ω), ϕ  0, ϕ|∂Ω = 0 and u is a solution to (1.3), the author
proved that when m + p > max(q, r), there exists Λ(ϕ) > 0 such that if λ > Λ(ϕ), the solution
u would blow up; and when m + p  q and a > 0 (with a large enough in case of equality),
or m + p  r and b = 0 (with |b| large enough in case of equality), u is global and bounded.
However, in this paper, we will discuss whether the solution u to problem (1.1) blows up or exists
globally by altering the size of the initial data not comparing the sum of m and p with q or r .
In addition, by the alteration of the initial value, we will give global solutions a more detailed
category: global fast solution and global slow solution, which were first proposed in [14,17], and
we will also give the definition later.
Another kind of nonlocal problems in space occurs when the intensity of the source at the
point x depends on the value of u at a particular curve x0(t) or a single point x0, different
from x. Some physical or chemical phenomena where the reaction is driven by the temperature
at a single site can be modeled by the following equation:
ut −u = f
(
u
(
t, x0(t)
))
, t > 0, x ∈ Ω.
In [32], the authors considered a specific localized problem with f (u) = up and x0(t) ≡ 0 in one-
dimensional case, and they changed the ending points of a fixed interval into two free boundary
fronts, which are governed by the famous Stefan condition. Furthermore, they also investigated
the blowup result and global existence of the solution. Nevertheless, when they give the existence
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which results that the two free boundary fronts are symmetric. Hence, the double fronts case is
essentially one free boundary case. In our work, we will overcome this difficulty, i.e. without the
restriction to the initial function, we still can give the existence of global slow solution in the
double free boundary fronts case.
In 2001, a similar system as follows to ours was studied in [10]:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ut −
(
um
)
xx
= a
l∫
−l
up(t, x)dx, t > 0, x ∈ (−l, l),
u(t,±l) = 0, t > 0,
u(0, x) = u0(x), x ∈ [−l, l],
(1.4)
where l > 0, a > 0, and q > m > 1. When m > 1, the above system can be regarded as degen-
erate, based on which, the authors mainly investigated the blowup rate. Obviously, a striking
difference between (1.1) and (1.4) is that, in the latter system, the domain investigated is a fixed
and bounded domain, while in ours, the region keeps changing as time increases, which is more
complicated. Furthermore, the primary purpose between [10] and this paper is completely dis-
tinct, for we aim to discuss the global existence of the solution to (1.1) especially a more detailed
category about the global solutions, rather than the blowup rate.
In this paper, we consider the nonlocal problem with free boundary (1.1) and aim to study the
blowup property and the long time behavior of the solutions. Next, we introduce several concepts
which will be used later. We say the solution exists globally if Tmax = +∞, whereas if the solu-
tion stops to exist in finite time, i.e., Tmax < +∞ and limt→Tmax ‖u(t, x)‖L∞([0,t]×[g(t),h(t)]) =
+∞, we say blowup occurs. Global fast solution means that Tmax = ∞, limt→∞ h(t) < ∞
and limt→∞ g(t) < ∞, since the solution decays uniformly to 0 at an exponential rate, while
if Tmax = ∞, limt→∞ h(t) = ∞ and limt→∞ g(t) = ∞, it is called global slow solution, whose
decay rate is at most polynomial, see [14,17] for details.
In Section 2 below, we first prove the local existence and uniqueness of the solution to prob-
lem (1.1) by using the contraction mapping theorem. This largely depends on some existing
techniques in [7,32]. Then, we make use of the Hopf lemma and the maximum principle to show
two significant properties of the double free boundary fronts, see Theorems 2.2 and 2.3 respec-
tively. In particular, Theorem 2.3 plays a very important role when establishing the existence
of global slow solution in Section 4. Finally, a fundamental and useful comparison principle is
displayed.
Section 3 is devoted to the investigation of the blowup property. By applying the comparison
principle and a known result (Theorem A in [30]), we first present a result (Theorem 3.1) which
indicates that the solution of problem (1.1) will blow up if the initial data is sufficiently large.
Next, we take advantage of suitable estimates on the solution (see Lemma 3.1) to verify the main
result that all solutions that exist for finite time would blow up in the L∞ sense (see Theorem 3.2).
In Section 4, we mainly deal with the existence of global fast solution and global slow so-
lution. The existence of global fast solution can be established easily by constructing a suitable
upper solution (see Theorem 4.1), while for the global slow solution, we need to give some a
priori estimates for global solutions first (see Lemmas 4.1 and 4.2).
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Firstly, we prove the local existence and uniqueness of the solution to (1.1) by applying the
contraction mapping theorem.
Theorem 2.1. For any given u0 satisfying (1.2) and any α ∈ (0,1), there exists a positive num-
ber T such that problem (1.1) admits a unique solution
(u,h, g) ∈ C(1+α)/2,1+α(DT )×C1+α/2
([0, T ])×C1+α/2([0, T ]);
moreover,
‖u‖C(1+α)/2,1+α(DT ) + ‖h‖C1+α/2([0,T ]) + ‖g‖C1+α/2([0,T ])  C, (2.1)
where DT = {(t, x) ∈ R2: t ∈ (0, T ], x ∈ (g(t), h(t))}, C and T only depend on h0, α and
‖u0‖C2([−h0,h0]).
Proof. Motivated from [12] or [32], we first straighten the double free boundary fronts by mak-
ing the following change of variable:
y = 2h0x
h(t) − g(t) −
h0(h(t) + g(t))
h(t)− g(t) , v(t, y) = u(t, x).
Then the problem (1.1) can be deduced to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt −Avy −Bvyy = C
h0∫
−h0
vp(t, y)dy, t > 0, −h0 < y < h0,
v = 0, h′(t) = − 2h0μ
h(t)− g(t)
∂v
∂y
, t > 0, y = h0,
v = 0, g′(t) = − 2h0μ
h(t) − g(t)
∂v
∂y
, t > 0, y = −h0,
h(0) = h0, g(0) = −h0, v(0, y) = v0(y) := u0(y), −h0  y  h0,
(2.2)
where A = A(h,g, y) = y h′(t)−g′(t)
h(t)−g(t) + h0 h
′(t)+g′(t)
h(t)−g(t) , B = B(h,g) =
4h20d
(h(t)−g(t))2 and C =
C(h,g) = a h(t)−g(t)2h0 . Notice though this transformation changes the free boundary x = h(t) and
x = g(t) to the fixed line y = h0 and y = −h0 respectively, the equation itself becomes more
complex, since now the coefficients in the first equation of (2.2) contain unknown functions h(t)
and g(t).
Denote −μv′0(−h0) and −μv′0(h0) by k1 and k2 respectively, and set
GT =
{
g ∈ C1[0, T ]: g(0) = −h0, g′(0) = k1,
∥∥g′(t)− k1∥∥ 1},
HT =
{
h ∈ C1[0, T ]: h(0) = h0, h′(0) = k2,
∥∥h′(t)− k2∥∥ 1},
UT =
{
v ∈ C([0, T ] × [−h0, h0]): v(0, y) = v0(y), ‖v − v0‖C([0,T ]×[−h ,h ])  1}.0 0
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D((v1, g1, h1), (v2, g2, h2))= ‖v1 − v2‖C([0,T ]×[−h0,h0]) + ∥∥g′1 − g′2∥∥C([0,T ])
+ ∥∥h′1 − h′2∥∥C([0,T ]).
Noticing g1(0) = g2(0) = −h0 for g1, g2 ∈ GT , we can easily deduce
‖g1 − g2‖C([0,T ])  T
∥∥g′1 − g′2∥∥C([0,T ]). (2.3)
Analogously we have
‖h1 − h2‖C([0,T ])  T
∥∥h′1 − h′2∥∥C([0,T ]), (2.4)
for h1, h2 ∈ HT .
First let T  T ∗ := h02(1+|k1|+|k2|) , then for any (v, g,h) ∈ ΓT , g(t)−h0/2 and h(t) h0/2.
Therefore the transformation introduced at the beginning of the proof is well defined. Applying
standard Lp theory and the Sobolev imbedding theorem [23], we find that for any (v, g,h) ∈ ΓT ,
the following initial boundary value problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
v˜t −Av˜y −Bv˜yy = C
h0∫
−h0
vp(t, y)dy, −h0 < y < h0, 0 < t  T ,
v˜(t, h0) = v˜(t,−h0) = 0, 0 < t  T ,
v˜(0, y) = v0(y) 0, −h0  y  h0
(2.5)
admits a unique solution v˜ ∈ C(1+α)/2,1+α([0, T ] × [−h0, h0]) with
‖v˜‖C(1+α)/2,1+α([0,T ]×[−h0,h0])  ‖v˜‖C(1+α)/2,1+α([0,T ∗]×[−h0,h0])  C1, (2.6)
where A, B and C are the same as that in (2.2), p = 31−α , C1 is a constant depending on α,h0
and ‖u0‖C2[−h0,h0].
Define
s˜2 = (2h0)2 − 4h0μ
t∫
0
v˜y(τ, h0)− v˜y(τ,−h0)dτ, (2.7)
so s˜(0) = 2h0. Based on s˜(t), we further define
h˜(t)− h0 =
t∫ −2h0μ
s˜(τ )
v˜y(τ, h0)dτ (2.8)0
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g˜(t)+ h0 =
t∫
0
−2h0μ
s˜(τ )
v˜y(τ,−h0)dτ. (2.9)
From (2.8) and (2.9), we can derive
h˜′(t) = −2h0μ
s˜(t)
v˜y(t, h0),
and
g˜′(t) = −2h0μ
s˜(t)
v˜y(t,−h0),
which imply
h˜′(t)− g˜′(t) = s˜′(t)
in the view of (2.7). Observe that h˜(0) − g˜(0) = s˜(0) = 2h0, so h˜(t) − g˜(t) = s˜(t). Till now, we
achieve two important equations as follows:
h˜′(t) = −2h0μ
h˜(t)− g˜(t) v˜y(t, h0), (2.10)
and
g˜′(t) = −2h0μ
h˜(t)− g˜(t) v˜y(t,−h0), (2.11)
with h˜(0) = −g˜(0) = h0, h˜′(0) = k2, and g˜′(0) = k1, and hence h˜′(t), g˜′(t) ∈ Cα/2([0, T ]) with
∥∥h˜′(t)∥∥
Cα/2([0,T ])  C2 := μC1, (2.12)
and
∥∥g˜′(t)∥∥
Cα/2([0,T ])  C2 := μC1. (2.13)
Now we define a map F : ΓT → C([0, T ] × [−h0, h0])×C1[0, T ] ×C1[0, T ] by
F(v(t, y), g(t), h(t))= (v˜(t, y), g˜(t), h˜(t)).
Clearly (v(t, y), g(t), h(t)) ∈ ΓT is a fixed point of F if and only if it satisfies (2.2). From (2.6),
(2.12) and (2.13), we see
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‖v˜ − u0‖C([0,T ]×[−h0,h0])  ‖v˜ − u0‖C(1+α)/2,0([0,T ]×[−h0,h0])T (1+α)/2  C1T (1+α)/2.
Thus if we choose T min{T ∗, (C2)−2/α,C−2/(1+α)1 }, then F maps ΓT into itself.
Next we prove that F is a contraction mapping over ΓT for T > 0 sufficiently small. In fact,
let (vi, gi, hi) ∈ ΓT (i = 1,2) and denote (vi, gi, hi) =F(vi, gi, hi). Then it follows from (2.6),
(2.12) and (2.13) that
‖vi‖C(1+α)/2,1+α([0,T ]×[−h0,h0])  C1,∥∥g′i (t)∥∥Cα/2[0,T ]  C2, ∥∥h′i (t)∥∥Cα/2[0,T ]  C2.
Setting W = v1 − v2, we find that W(t, y) satisfies
Wt −A(h1, g1, y)Wy −B(h1, g1)Wyy
= [A(h1, g1, y)−A(h2, g2, y)]v2,y + [B(h1, g1)−B(h2, g2)]v2,yy
+C(h1, g1)
h0∫
−h0
v
p
1 (t, y)dy −C(h2, g2)
h0∫
−h0
v
p
2 (t, y)dy, t > 0, −h0 < y < h0,
W(t,−h0) = 0, W(t, h0) = 0, t > 0,
W(0, y) = 0, −h0  y  h0.
Using the Lp estimates for parabolic equations and Sobolev’s imbedding theorem again, we
obtain
‖v1 − v2‖C(1+α)/2,1+α([0,T ]×[−h0,h0])  C3
(‖v1 − v2‖C([0,T ]×[−h0,h0])
+ ‖h1 − h2‖C1([0,T ]) + ‖g1 − g2‖C1([0,T ])
)
, (2.14)
where C3 depends on C1,C2, and the functions A,B and C in the definition of (2.2). Taking the
difference of the equations for h1 and h2 results in∥∥h′1 − h′2∥∥Cα/2([0,T ])  μ(‖v1,y − v2,y‖Cα/2,0([0,T ]×[−h0,h0])). (2.15)
Similarly we have∥∥g′1 − g′2∥∥Cα/2([0,T ])  μ(‖v1,y − v2,y‖Cα/2,0([0,T ]×[−h0,h0])). (2.16)
Combining inequalities (2.14), (2.15) and (2.16), and assuming T  1, we get
‖v1 − v2‖C(1+α)/2,1+α([0,T ]×[−h0,h0]) +
∥∥h′1 − h′2∥∥Cα/2([0,T ]) + ∥∥g′1 − g′2∥∥Cα/2([0,T ])
 C4
(‖v1 − v2‖C([0,T ]×[−h ,h ]) + ∥∥h′ − h′ ∥∥ + ∥∥g′ − g′ ∥∥ )0 0 1 2 C[0,T ] 1 2 C[0,T ]
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T := min
{
1,
(
1
2C4
)2/α
, T ∗, (C2)−2/α,C−2/(1+α)1
}
,
we have
‖v1 − v2‖C([0,T ]×[−h0,h0]) +
∥∥h′1 − h′2∥∥C([0,T ]) + ∥∥g′1 − g′2∥∥C([0,T ])
 T (1+α)/2‖v1 − v2‖C(1+α)/2,1+α([0,T ]×[−h0,h0])
+ T α/2(∥∥h′1 − h′2∥∥Cα/2([0,T ]) + ∥∥g′1 − g′2∥∥Cα/2([0,T ]))
 C4T α/2
(‖v1 − v2‖C([0,T ]×[−h0,h0]) + ∥∥h′1 − h′2∥∥C([0,T ]) + ∥∥g′1 − g′2∥∥C([0,T ]))
 1
2
(‖v1 − v2‖C([0,T ]×[−h0,h0]) + ∥∥h′1 − h′2∥∥C([0,T ]) + ∥∥g′1 − g′2∥∥C([0,T ])).
Thus for this T , F is a contraction mapping. Now, it follows from the contraction mapping theo-
rem thatF has a unique fixed point (v(t, y), g(t), h(t)) in ΓT . In other words, (v(t, y), g(t), h(t))
solves (2.2) and therefore (u(t, x), g(t), h(t)) is the solution of problem (1.1). Moreover, by
the Schauder estimates, we have additional regularity for the solution, namely, g(t), h(t) ∈
C1+α/2(0, T ] and u ∈ C1+α/2,2+α((0, T ] × (g(t), h(t))). Thus (u(t, x), g(t), h(t)) is a classical
solution of problem (1.1). 
Remark 2.1. If the initial function u0 is smooth and satisfies the consistency condition:
−du′′0(h0)−μu′0(h0)u′0(h0) = a
h0∫
−h0
u
p
0 (x)dx
and
−du′′0(−h0)−μu′0(−h0)u′0(−h0) = a
h0∫
−h0
u
p
0 (x)dx,
then the solution (u, g,h) ∈ C1+α/2,2+α([0, T ] × [g(t), h(t)]) × C1+(1+α)/2([0, T ]) ×
C1+(1+α)/2([0, T ]).
Next we present a description of the monotone behavior of the moving boundaries g(t)
and h(t).
Theorem 2.2. The two free boundary fronts g(t) and h(t) to problem (1.1) are strictly monotone
decreasing and increasing respectively, i.e., for any solution in (0, T ], we have
g′(t) < 0, h′(t) > 0 for 0 < t  T .
3418 P. Zhou, Z. Lin / Journal of Functional Analysis 262 (2012) 3409–3429Proof. By applying the Hopf lemma to the problem (1.1), we can deduce that
ux
(
t, g(t)
)
> 0, ux
(
t, h(t)
)
< 0 for 0 < t  T .
Then, combining the above two inequalities with the Stefan conditions gives the desired re-
sult. 
In addition, the double free boundary fronts g(t) and h(t) not only have the character of
monotonicity described in Theorem 2.2, but also have another significant property which will be
displayed in the following theorem.
Theorem 2.3. Let (u, g,h) be a solution to problem (1.1) defined for t ∈ [0, Tmax) and x ∈
[g(t), h(t)], where [0, Tmax) denotes the maximal time interval in which the solution exists. Then
we have
−2h0 < g(t) + h(t) < 2h0 for t ∈ [0, Tmax).
Proof. By continuity we know that g(t)+ h(t) > −2h0 holds for small t > 0. Define
T := sup{s: g(t)+ h(t) > −2h0 for all t ∈ [0, s)}.
We claim that T = Tmax. Otherwise, 0 < T < Tmax and
g(t)+ h(t) > −2h0 for t ∈ [0, T ), g(T )+ h(T ) = −2h0.
Hence
g′(T )+ h′(T ) 0. (2.17)
To get a contradiction, we consider the function
w(t, x) := u(t, x) − u(t,−x − 2h0)
over the region
Ω := {(t, x): t ∈ [0, T ], x ∈ [g(t),−h0]}.
It’s easy for us to check that w is well defined for (t, x) ∈ Ω , and it satisfies
wt = wxx for 0 < t  T , g(t) < x < −h0,
and
w(t,−h0) = 0, w
(
t, g(t)
)
< 0 for 0 < t < T .
Moreover,
w
(
T ,g(T )
)= u(T ,g(T ))− u(T ,−g(T )− 2h0)= u(T ,g(T ))− u(T ,h(T ))= 0.
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w(t, x) < 0, for 0 < t  T and g(t) < x < −h0, and wx
(
T ,g(T )
)
< 0.
But
wx
(
T ,g(T )
)= ux(T ,g(T ))+ ux(T ,h(T ))= −[g′(T )+ h′(T )]/μ,
which implies
g′(T )+ h′(T ) > 0,
a contradiction to (2.2). Hence we prove
g(t)+ h(t) > −2h0 for all 0 < t < Tmax.
Analogously we can prove g(t) + h(t) < 2h0 for all 0 < t < Tmax by considering v(t, x) :=
u(t, x) − u(t,2h0 − x) over the region Ω ′ := {(t, x): t ∈ [0, T ′], x ∈ [h0, h(t)]} with T ′ :=
sup{s: g(t)+ h(t) < 2h0 for all t ∈ [0, s)}. The proof is complete. 
Remark 2.2. The above theorem implies that the double free boundary fronts g(t) and h(t) are
both finite or infinite at the same time.
In the last part of this section, we give a fundamental result which will be used later.
Lemma 2.1 (The Comparison Principle). Suppose that T ∈ (0,∞), h,g ∈ C1([0, T ]), u ∈
C(D∗T )∩C1,2(D∗T ) with
D∗T =
{
(t, x) ∈ R2: 0 < t  T , g(t) < x < h(t)}
and ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ut − duxx  a
h(t)∫
g(t)
up(x)dx, t > 0, g(t) < x < h(t),
u = 0, h′(t)−μux, t > 0, x = h(t),
u = 0, g′(t)−μux, t > 0, x = g(t).
If
h0  h(0), −h0  g(0) and u0(x) u(0, x) in [−h0, h0],
then the solution (u, g,h) of the free boundary problem (1.1) satisfies
h(t) h(t), g(t) g(t) in (0, T ],
u(t, x) u(t, x) for (t, x) ∈ (0, T ] × (g(t), h(t)).
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set h0 := h0(1 − ) and μ := μ(1 − ), and let u0 be a function in C2([−h0, h0]) satisfying
0 < u0(x) u0(x) in
[−h0, h0], u0(h0)= u0(−h0)= 0
and as  → 0,
u0
(
h0
h0
x
)
→ u0(x)
in the sense of C2([−h0, h0]). Let (u, g, h) denote the unique solution of (1.1) with h0, μ and
u0 replaced by h0, μ and u

0 respectively. We first prove the following assertion:
h(t) < h(t) and g(t) > g(t) for all t ∈ (0, T ].
Clearly this is true for small t > 0. If our assertion does not hold, then we can find a first 0 <
t∗  T such that h(t) < h(t), g(t) > g(t) for t ∈ (0, t∗), and either h(t∗) = h(t∗) or g(t∗) =
g(t∗) holds.
We first suppose that h(t∗) = h(t∗) holds, then
h′
(
t∗
)
 h′
(
t∗
)
. (2.18)
Now we compare u and u over the region Ωt∗ := {(t, x) ∈ R2: 0 < t  t∗, g(t) < x < h(t)},
and it follows from the strong maximum principle that u(t, x) < u(t, x) in Ωt∗ . Let w(t, x) :=
u(t, x) − u(t, x), then w(t, x) > 0 in Ωt∗ with w(t∗, h(t∗)) = 0. Thus wx(t∗, h(t∗))  0,
which implies h′(t∗) < h′(t∗) due to (u)x(t∗, h(t∗)) < 0 and μ < μ, a contradiction to (2.18).
In the other case, i.e., g(t∗) = g(t∗) holds, we can deduce a contradiction by the same argu-
ments, so the assertion is true.
Next we may apply the usual comparison principle over ΩT := {(t, x) ∈ R2: 0 < t  T ,
g(t) < x < h(t)} to conclude that u < u in ΩT . Since the unique solution of (1.1) depends
continuously on the parameters in (1.1), we see as  → 0, (u, g, h) → (u, g,h), the unique
solution of (1.1). The desired result then follows by letting  → 0 in the inequalities u < u,
g > g and h < h. 
Remark 2.3. The pair (u, g,h) in Lemma 2.1 is usually called an upper solution of the prob-
lem (1.1). We can define a lower solution of the problem (1.1) by reversing all the inequalities
in the obvious places. Furthermore, one can easily prove an analogue of Lemma 2.1 for lower
solutions.
3. Finite time blowup
In this section, we primarily discuss the blowup behavior of the solution to problem (1.1).
Firstly, we give a sufficient condition under which the blowup occurs.
Theorem 3.1. Let ϕ(x) satisfy (1.2), and u(t, x) be the solution of problem (1.1) with u0(x) =
λϕ(x) and λ > 0. Then there exists a number Λ(ϕ) > 0 such that u(t, x) blows up in finite time
if λ >Λ(ϕ).
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illustrate the above theorem. Consider the following auxiliary problem:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vt − dvxx = a
h0∫
−h0
vp(t, x)dx, −h0 < x < h0, 0 < t < T,
v(t, h0) = v(t,−h0) = 0, 0 < t < T,
v(0, x) = u0(x), 0 < t < T .
(3.1)
We claim that u(t, x) v(t, x) on (0, T ] × [−h0, h0] by using the comparison principle.
On the other hand, according to Theorem A in [30], we know that there exists a number
Λ(ϕ) > 0 such that v(t, x) ceases to exist at a finite time if λ > Λ(ϕ), Therefore the blowup
result also holds for u(t, x) as u(t, x) is an upper solution, which completes the proof. 
Remark 3.1. From Theorem 3.1, it’s obvious for us to see if λ is sufficiently large, then the
corresponding solution will grow to infinity.
In what follows, we aim to verify that all solutions that exist for finite time would blow up in
the L∞ sense. Before giving this result, we need to make some estimates first.
Lemma 3.1. Assume u is a solution to problem (1.1) defined for t ∈ [0, T0) for some T0 ∈ (0,∞),
and there exists a positive number M1 such that u(t, x)M1 for t ∈ [0, T0) and x ∈ (g(t), h(t)),
then there exists a constant K independent of T0 and C(S) such that
0 < h′(t),−g′(t) C(S),
and
h0  h(t), −g(t)
[
KT0/2 + (2h0) 12
]2 for t ∈ [0, T0),
where S is a fixed number with T0 < S.
Proof. Inspired by [12] or [11], we define
w(t, x) = M1
[
2M
(
h(t)− x)−M2(h(t)− x)2]
for some appropriate M over the region
ΩM =
{
(t, x): t ∈ (0, T0), h(t) − 1
M
< x < h(t)
}
.
Next, we prove by suitable choosing of M , w is a upper solution. Direct calculations show
that, for (t, x) ∈ ΩM ,
wt = 2M1Mh′(t)
(
1 −M(h(t) − x)) 0,
−wxx = 2M1M2.
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h(t)∫
g(t)
up dx  C(T )Mp1 ,
where C(T ) := h(T )− g(T ) < +∞. It follows that
wt − dwxx  2dM1M2  a
h(t)∫
g(t)
up dx in ΩMT
if M2  aC(T )2d M
p−1
1 , where ΩMT := (t, x) ∈ [0, T ] × (g(t), h(t)). On the other hand,
w
(
t, h(t) −M−1)= M1  u(t, h(t)−M−1), w(t, h(t))= 0 = u(t, h(t)).
Thus if we can choose M such that u0(x)w(0, x) for x ∈ [h0 − M−1, h0], then we can apply
the maximum principle to w − u over ΩMT to deduce that u(t, x)w(t, x) for (t, x) ∈ ΩMT . It
would then follow that for t  T ,
ux
(
t, h(t)
)
wx
(
t, h(t)
)= −2MM1, h′(t) = −μux(t, h(t))M ′ := 2MM1μ. (3.2)
In what follows, we only have to find some M such that u0(x)w(0, x) for x ∈ [h0 −M−1,
h0]. To obtain this, we divide the interval [h0 − M−1, h0] into two parts of equal length. For
x ∈ [h0 − (2M)−1, h0], we calculate
wx(0, x) = −2M1M
[
1 −M(h0 − x)
]
−M1M.
Without loss of generality, we can assume ( ah0
d
)
1
2 M
p+1
2
1 
4‖u0‖C1([0,h0])
3 since we can let M1 be
sufficiently large. Therefore, setting
M :=
(
aC(T )
2d
) 1
2
M
p−1
2
1
(

4‖u0‖C1([0,h0])
3M1
)
,
we will have
wx(0, x) u′0(x) for x ∈
[
h0 − (2M)−1, h0
]
.
Since w(0, h0) = u0(h0) = 0, the above inequality implies
w(0, x) u0(x) for x ∈
[
h0 − (2M)−1, h0
]
.
Moreover, for x ∈ [h0 −M−1, h0 − (2M)−1], we have
w(0, x) 3
4
M1, u0(x) ‖u0‖C1([0,h0])M−1 
3
4
M1.
Therefore u0(x)w(0, x) for x ∈ [h0 −M−1, h0].
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h′(t) = −μux
(
t, h(t)
)
K
(
h(T )− g(T )) 12 for t ∈ [0, T ],
where K := ( 2a
d
)
1
2 M
p+1
2
1 μ, independent of T as well as T0. Similarly, we can define
w(t, x) = M1
[
2M
(
x − g(t))−M2(g(t)− x)2]
over the region
Ω ′M =
{
(t, x): t ∈ (0, T0), g(t) < x < g(t)+ 1
M
}
,
and obtain
−g′(t) = μux
(
t, g(t)
)
K
(
h(T )− g(T )) 12 for t ∈ [0, T ],
where K is defined as above. Then combining the inequalities of h′(t) and −g′(t) yields
h′(t)− g′(t)K(h(T )− g(T )) 12 for t ∈ [0, T ].
In particular, we have h′(T )− g′(T )K(h(T )− g(T )) 12 , which implies
[(
h(T )− g(T )) 12 ]′  K
2
(3.3)
and
(
h(T )− g(T )) 12  K
2
T0 + (2h0) 12 for T ∈ [0, T0). (3.4)
Since T0 < S, by (3.2), (3.3) and (3.4), we can easily deduce
0 < h′(T ), −g′(T ) C(S), (3.5)
where C(S) := K[KS2 + (2h0)
1
2 ] and
h0  h(T ), −g(T )
[
KT0/2 + (2h0) 12
]2
, (3.6)
which completes the proof due to the arbitrariness of T . 
Theorem 3.2. Let [0, Tmax) be the maximal time interval in which the solution (u, g,h) of (1.1)
exists. If Tmax < ∞, then we have
lim sup
t→Tmax
∥∥u(t, x)∥∥
L∞([0,t]×[g(t),h(t)]) = ∞. (3.7)
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lim sup
t→Tmax
‖u‖L∞([0,t]×[g(t),h(t)]) < ∞,
then there exist S,M1 > 0 such that Tmax < S < ∞ and ‖u‖L∞[g(t),h(t)] M1 < ∞ for all t ∈
[0, Tmax). Then according to the above lemma, there exists a constant K independent of Tmax
and C(S) such that
0 < h′(t), −g′(t) C(S),
and
h0  h(t), −g(t)
[
KTmax/2 + (2h0) 12
]2 for t ∈ [0, Tmax).
Now we fix δ ∈ (0, Tmax) and according to standard Lp estimates, the Sobolev embedding
theorem and the Hölder estimates for parabolic equations, we can find M2 > 0 depending only
on δ0, M1 and C(S) such that ‖u(t, ·)‖C2([g(t),h(t)]) M2 for t ∈ [δ0, Tmax). It then follows from
the proof of Theorem 2.1 that there exists a τ > 0 depending only on M2, C(S) and M1 such that
the solution of problem (1.1) with the initial time Tmax − τ/2 can be extended uniquely to the
time Tmax − τ/2 + τ , which is a contradiction to the definition of Tmax itself. Hence the desired
result follows. 
4. Global fast solution and global slow solution
In this section, we mainly investigate the long time behavior of the global solutions of (1.1).
Similarly to the work in [14,17], we also aim to find global fast solution and global slow solution.
Here, we first give the existence of global fast solution in the following theorem.
Theorem 4.1 (Fast solution). Let u be a solution of problem (1.1). If u0 is so small such that:
‖u0‖∞  12 min
{[
d/
(
128ah30
)] 1
p−1 , d/(8μ)
}
,
then Tmax = ∞. Moreover, h∞ < ∞, g∞ > −∞ and there exist real numbers C and β > 0
depending on u0 such that ∥∥u(t)∥∥∞  Ce−βt , t  0. (4.1)
Proof. It suffices to construct a suitable global supersolution. Motivated by [27], we define
ϑ(t) = 2h0
(
2 − e−γ t), λ(t) = −ϑ(t), t  0, V (y) = 1 − y2, −1 y  1,
and
v(x, t) = εe−βtV (x/ϑ), λ(t) x  ϑ(t), t  0,
where γ,β and ε > 0 to be determined later. A direct computation yields:
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ϑ(t)∫
λ(t)
vp(t, x)dx = εe−βt
[
−βV − xϑ ′ϑ−2V ′ − dϑ−2V ′′
− a
ϑ(t)∫
λ(t)
εp−1e−β(p−1)tV dx
]
 εe−βt
[
−β + d
8h20
− 8h0aεp−1
]
for all t > 0 and λ(t) < x < ϑ(t).
On the other hand, we can easily get ϑ ′(t) = 2γ h0e−γ t > 0 and −vx(t,ϑ(t)) = 2εe−βt /ϑ(t).
Setting γ = β = d16h20 , and ε  ε0 = min{[d/(128ah
3
0)]
1
p−1 , d/(8μ)}, it follows that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt − dvxx − a
ϑ(t)∫
λ(t)
vp(t, x)dx  0, λ(t) < x < ϑ(t), t > 0,
ϑ ′(t) > −μvx
(
t, ϑ(t)
)
, λ′(t) < −μvx
(
t, λ(t)
)
, t > 0,
v
(
t, ϑ(t)
)= v(t, λ(t))= 0, t > 0,
ϑ(0) = 2h0 > h0, λ(0) = −2h0 < −h0.
Assume that ‖u0‖∞  12 min{[d/(128ah30)]
1
p−1 , d/(8μ)} and choose ε = 2‖u0‖∞, we also get
u0(x) < v(x,0) for −h0  x  h0. By applying the comparison principle, one can see that h(t) <
ϑ(t), g(t) > λ(t), and u(x, t) < v(x, t) for g(t) x  h(t), as long as u exists. In particular, it
follows from the continuation property (3.7) that u exists globally. The proof is complete. 
Remark 4.1. The above result indicates that the free boundaries both converge to finite limits
as t tends to infinity and the solution u(t, x) decays uniformly to 0 at an exponential rate. The
solution is therefore called fast solution compared with the case in Theorem 4.2 where the double
free boundary fronts will both grow up to infinity.
Before giving the existence of global slow solution, we need the following lemma which
provides a priori estimate for the global solution.
Lemma 4.1. Let (u, g,h) be a solution to the problem (1.1) with Tmax = ∞ and −g∞, h∞ <
+∞, where h∞ := limt→+∞ h(t) and g∞ := limt→+∞ g(t). Then there exists a constant C =
C(‖u0‖C1+α , h0,1/h0), such that
sup
t0
∥∥u(t, x)∥∥
L∞(g(t),h(t))  C,
where C remains bounded for ‖u0‖C1+α , h0, and 1/h0 bounded.
Proof. This is almost identical to the proof of Proposition 2 in [14]. So we omit the details. 
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than Lemma 4.1 by a new and different approach from that in Theorem A in [14].
Lemma 4.2. Under the same condition as in Lemma 4.1, the solution satisfies
lim
t→+∞
∥∥u(t, x)∥∥
L∞(g(t),h(t)) = 0.
Proof. Assume that δ := lim supt→+∞ ‖u(t, x)‖L∞(g(t),h(t)) > 0 by contradiction. Then there
exists a sequence (tk, xk) in (0,∞) × (g(t), h(t)) such that u(tk, xk)  δ/2 for all k ∈ N , and
tk → ∞ as k → ∞. Since −∞ < g∞ < xk < h∞ < +∞, we then have that a subsequence
of {xk} converges to x0 ∈ (g∞, h∞). Without loss of generality, we assume xk → x0 as k → ∞.
Define
uk(t, x) = u(t + tk, x) for t ∈ (−tk,∞) and x ∈
(
g(t + tk), h(t + tk)
)
.
According to the above lemma, we know uk is bounded, hence from the parabolic regularity it
follows that {uk} has a subsequence uki such that uki → u as i → ∞ and u satisfies
ut − duxx = a
h∞∫
g∞
up(t, x)dx for t ∈ (−∞,+∞) and x ∈ (g∞, h∞).
Note that u(0, x0) δ/2, therefore u > 0 in (−∞,+∞) × (g∞, h∞). Using Hopf lemma to the
above equation u satisfying at the point (0, h∞) and (0, g∞) yields ux(0, h∞)  −σ < 0 and
ux(0, g∞) σ > 0.
On the other hand, h(t) is increasing and bounded, so is g(t). Hence for any α ∈ (0,1), there
exists a constant C depending on α, h0, ‖u0‖C1+α[−h0,h0], h∞ and g∞ such that
‖u‖C(1+α)/2,1+α([0,∞)×(g(t),h(t))) + ‖h‖C1+α/2([0,∞)) + ‖g‖C1+α/2([0,∞))  C. (4.2)
In fact, let
y = 2h0x
h(t)− g(t) −
h0(h(t) + g(t))
h(t) − g(t) , v(t, y) = u(t, x).
Then v(t, y) satisfies
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vt −Avy −Bvyy = C
h0∫
−h0
vp(t, y)dy, t > 0, −h0 < y < h0,
v(t, h0) = v(t,−h0) = 0, t > 0,
v(0, y) = v0(y) := u0(y) 0, −h0  y  h0,
(4.3)
where A, B and C are defined as that in (2.2). This transformation changes the free boundary
x = h(t) and x = g(t) to the fixed line x = h0 and x = −h0 respectively, but at the expense of
making the equation more complex. Here we can use exactly the same argument as in Lemma 3.1
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be replaced by h∞ −g∞ which is finite and independent of t . And obviously v is bounded in L∞,
hence by standard LP theory and the Sobolev imbedding theorem we can find C∗ depending on
α, h0, ‖u0‖C1+α[−h0,h0], h∞ and g∞ such that
‖v‖C(1+α)/2,1+α([0,∞)×(−h0,h0))  C∗,
which immediately leads to (4.2).
Since ‖h‖C1+α/2([0,∞)) + ‖g‖C1+α/2([0,∞))  C and h(t), g(t) are bounded, we then have
h′(t) → 0 and g′(t) → 0, i.e. ux(tk, h(tk)) → 0 and ux(tk, g(tk)) → 0 by the Stefan con-
dition. Furthermore, the fact ‖u‖C(1+α)/2,1+α([0,∞)×(g(t),h(t)))  C implies ux(tk + 0, h(tk)) =
(uk)x(0, h(tk)) → ux(0, h∞) and ux(tk + 0, g(tk)) = (uk)x(0, g(tk)) → ux(0, g∞) as k → ∞,
which leads to a contradiction to the fact ux(0, h∞)−σ < 0 and ux(0, g∞) σ > 0. Thus
lim
t→+∞‖u(t, x)‖L∞(g(t),h(t)) = 0.
The proof is ended. 
Theorem 4.2 (Slow solution). Let ϕ(x) satisfy (1.2). Then there exists λ > 0 such that the solution
of (1.1) with initial data u0 = λϕ is a global slow solution, which satisfies that h∞ = −g∞ = ∞.
Proof. We denote the solution to (1.1) by u(u0; ·) to emphasize the dependence of u on the
initial data when necessary. So do g(t), h(t), g∞, h∞ and the maximal existence time T .
Motivated by [14], we define
Σ = {λ > 0: T (λϕ) = ∞, g∞(λϕ) < ∞ and h∞(λϕ) < ∞}.
According to Theorem 4.1, we know λ ∈ Σ if λ is small, so Σ is not empty. Conversely, when
λ is large enough, it follows from Theorem 3.1 that the corresponding solution will blow up, i.e.
T (λϕ) < ∞, hence Σ is bounded.
Let
λ∗ := supΣ ∈ (0,∞), v = u(λ∗ϕ; ·), σ = h(λ∗ϕ; ·),
ζ = g(λ∗ϕ; ·) and τ = T (λ∗ϕ).
First of all we say τ = ∞. In fact, by continuous dependence (see [13] and [31]), for any fixed t ∈
[0, τ ), u(λϕ; t, x) converges to v(t, x) in L∞(−∞,∞) and h(λϕ; t) → σ(t) as λ ↑ λ∗. Here we
extend u(t, x) by 0 for x ∈ (−∞, g(t))∪(h(t),∞). It follows from Lemma 4.1 that ‖v(t)‖∞  C
for all t ∈ [0, τ ) because T (λϕ) = ∞ for all λ ∈ (0, λ∗). Thus we have τ = ∞ since nonglobal
solutions should satisfy lim supt→T ‖u(t, x)‖L∞(g(t),h(t)) = ∞.
Next we claim σ∞ = ∞ and ζ∞ = ∞. In what follows we use the contradiction argument.
Without loss of generality we assume σ∞ < ∞, then by Theorem 2.3 we obtain ζ∞ < ∞. Since
‖v(t)‖∞ → 0 as t → ∞ by Lemma 4.2, we can choose t0 sufficiently large such that ‖v(t0)∞‖ <
1
2 min{[d/(128ah3t0)]
1
p−1 , d/(8μ)}. By continuous dependence, we can deduce that
∥∥u(λφ; t0, x)∥∥ ∞  1 min{[d/(128ah3t )] 1p−1 , d/(8μ)}L (g(t0),h(t0)) 2 0
3428 P. Zhou, Z. Lin / Journal of Functional Analysis 262 (2012) 3409–3429for λ > λ∗ sufficiently close to λ∗. But this implies that g∞(λϕ) < ∞ and h∞(λφ) < ∞ by
Theorem 4.1, which is a contradiction to the definition of λ∗. This completes the proof. 
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