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Abstract
For a connected symplectic manifold X, we determine the universal
central extension of the Lie algebra ham(X) of hamiltonian vector fields.
We classify the central extensions of ham(X), of the Lie algebra sp(X)
of symplectic vector fields, of the Poisson Lie algebra C∞(X), and of its
compactly supported version C∞
c
(X).
1 Introduction
In this paper, we classify continuous central extensions of several infinite di-
mensional Lie algebras associated to a symplectic manifold (X,ω); the Poisson
Lie algebra C∞(X), the compactly supported Poisson Lie algebra C∞c (X), the
Lie algebra of hamiltonian vector fields ham(X), and the Lie algebra sp(X) of
symplectic vector fields.
If g is the Lie algebra of a locally convex Lie group G, then central extensions
of g by R are the infinitesimal versions of central extensions of G by U(1), whose
classification plays a pivotal role in projective unitary representation theory
[PS86, Nee02a, JN15]. If X is compact, then the Lie algebra of hamiltonian
or symplectic vector fields is the Lie algebra of the group of hamiltonian or
symplectic diffeomorphisms, respectively. If, moreover, ω is integral, then the
Poisson Lie algebra is the Lie algebra of the quantomorphism group [Sch78,
RS81]. Although the link with Lie groups is important for applications, the
present paper is only concerned with Lie algebras, so we will be able to handle
noncompact as well as compact manifoldsX . The integrability issue is addressed
in a forthcoming paper.
Continuous central extensions of a locally convex Lie algebra g by R are
classified by the continuous second Lie algebra cohomology H2(g,R) with co-
efficients in R. Therefore, a large part of this paper is devoted to determining
this cohomology group for the above mentioned Lie algebras associated to a
symplectic manifold X .
This problem is somewhat different in flavour from determining the cohomol-
ogy with adjoint coefficients, cf. [Lic73, Lic74, DWL83b, DWL83a, DWLG84],
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in the sense that our 2-cocycles come from distributions on X × X that can
be singular in all directions. Cohomology with real coefficients was studied in
[GKF72, GM92] for ham(X), where X is a formal neighbourhood or a torus,
respectively. Lie algebra cohomology for various Lie algebras of vector fields
is treated in [Fuk86]. Our description of the second cohomology goes back to
Kirillov [Kir90] (for dimension 2) and Roger [Rog95] (for arbitrary dimension),
but no proof has appeared in the literature to the best of our knowledge.
1.1 Summary of the Results
We give a brief summary of our main results: the continuous second Lie algebra
cohomology of C∞c (X), C
∞(X), ham(X), and sp(X), and the universal central
extension of ham(X) for a symplectic manifold (X,ω). It turns out that for X
noncompact, the same Lie algebra serves as the universal central extension of
the Poisson Lie algebra C∞(X).
1.1.1 Continuous second Lie algebra cohomology
The second Lie algebra cohomology of C∞c (X), C
∞(X), and ham(X) is deter-
mined in Section 4. The case sp(X) is based on this, but requires also some
different methods. It is done in Section 6.
Compactly supported Poisson Lie algebra. Let C∞c (X) be the Lie al-
gebra of compactly supported, smooth functions on a symplectic manifold,
equipped with the Poisson bracket. Then Theorem 4.15 shows that the cen-
tral extensions of C∞c (X) by R are classified by the first de Rham cohomology
of X ,
H2(C∞c (X),R) ≃ H
1
dR(X) . (1)
This theorem underlies all other results in this paper.
Poisson Lie algebra. Let C∞(X) be the Lie algebra of smooth functions
on X , equipped with the Poisson bracket. Then Theorem 4.16 shows that the
central extensions of C∞(X) by R are classified by the compactly supported
first de Rham cohomology of X ,
H2(C∞(X),R) ≃ H1dR,c(X) . (2)
Hamiltonian vector fields. Let ham(X) be the Lie algebra of hamiltonian
vector fields. Then Theorem 4.17 shows that continuous central extensions of
ham(X) by R are classified by
H2(ham(X),R) ≃ Z1c (X)/dΩ
0
c,0(X) , (3)
where Z1c (X) is the space of closed, compactly supported 1-forms on X , and
Ω0c,0(X) is the space of compactly supported smooth functions f on X that
integrate to zero,
∫
X
fωn/n! = 0. If X is compact, then (3) reduces to
H2(ham(X),R) ≃ H1dR(X) , (4)
as one can always change f by a suitable constant to make its integral zero.
If X is not compact, then there is precisely one ‘extra’ central extension. The
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1-dimensional kernel of the canonical surjection Z1c (X)/dΩ
0
c,0(X) → H
1
dR,c(X)
is spanned by the Kostant-Souriau class [ψKS ], so that for noncompact X , the
expression (3) reduces to
H2(ham(X),R) ≃ H1dR,c(X)⊕ R[ψKS ] . (5)
The class [ψKS ] corresponds to the central extension R→ C∞(X)→ ham(X),
which is trivial for compact X .
The result (4) for compact X was stated in [Rog95], but we are not aware
of any proof in the literature so far.
Symplectic vector fields. To describe the continuous second Lie algebra
cohomology of the Lie algebra sp(X) of symplectic vector fields, introduce the
bilinear form H1dR,c(X)×H
1
dR(X)→ R, defined by
([α], [β]) :=
∫
X
α ∧ β ∧ ωn−1/(n− 1)!,
and the 4-linear form H1dR,c(X)× ∧
3H1dR(X)→ R, defined by
([α], [β1], [β2], [β3]) :=
∫
X
α ∧ β1 ∧ β2 ∧ β3 ∧ ω
n−2/(n− 2)!.
If X is compact and connected, Theorem 6.7 shows that
H2(sp(X),R) ≃
∧2H1dR(X)∗ ⊕Kc, (6)
where Kc ⊆ H1dR(X) is the set of classes a ∈ H
1
dR(X) such that
(a, b1, b2, b3) =
1
vol(X)
∑
cycl
(a, b1)(b2, b3)
for all b1, b2, b3 ∈ H1dR(X).
If X is noncompact and connected, Theorem 6.13 shows that
H2(sp(X),R) ≃
∧2
H1dR(X)
∗ ⊕ R[ψ′KS ]⊕Knc , (7)
where ψ′KS(v, w) = ω(v, w)x is an extension to sp(X) of the Kostant-Souriau
cocycle ψKS , and Knc ⊆ H1dR,c(X) is the set of classes a such that (a, b) = 0
and (a, b1, b2, b3) = 0 for all b and b1, b2, b3 in H1dR(X).
The case of compact, connected X was treated in [Viz06] under the assump-
tion that H2(ham(X),R) ≃ H1dR(X), which is justified by the present paper.
The case of noncompact, connected X appears to be new.
1.1.2 The universal central extension
A Lie algebra possesses a universal central extension if and only if it is perfect
[vdK73]. Using results in [ALDM74], we show in Corollary 3.2, Proposition 3.3
and Corollary 3.7 that of the above Lie algebras, only ham(X) and C∞(X) are
perfect; the former for any symplectic manifold, the latter only if X has no
compact connected components.
3
g X H2(g,R)
compact H1dR(X)C∞c (X) noncompact H1dR(X)
compact H1dR(X)C∞(X)
noncompact H1dR,c(X)
compact H1dR(X)ham(X)
noncompact H1dR,c(X)⊕ R
compact Λ2H1dR(X)
∗ ⊕Kc
sp(X)
noncompact Λ2H1dR(X)
∗ ⊕Knc ⊕ R
Table 1: Results on second continuous Lie algebra cohomology
We describe the universal central extension of these two Lie algebras. Let
∗ : Ωk(X)→ Ω2n−k(X) be the symplectic Hodge star operator, which is defined
like the ordinary Hodge star operator, with the Riemannian form replaced by
the symplectic form. Its defining property is that for all α, β ∈ Ωk(X), β∧∗α =
(∧kω)(β, α)ωn/n!, where ∧kω is the (−1)k-symmetric form induced by ω on
∧kT ∗X .
From the de Rham differential d, one then obtains the canonical homol-
ogy operator δ := (−1)k+1 ∗ d ∗, which lowers rather than raises the degree,
δ : Ωk(X) → Ωk−1(X). The universal central extension is the Fréchet Lie alge-
bra
Ω1(X)/δΩ2(X) , (8)
with Lie bracket
[[α], [β]] := [δα · dδβ] . (9)
This is the universal central extension of ham(X) for any connected, symplectic
manifold X , and also of C∞(X) if X is noncompact.
Universal central extension for hamiltonian vector fields. To obtain
the universal central extension of ham(X), equip Ω1(X)/δΩ2(X) with the pro-
jection
z −→ Ω1(X)/δΩ2(X)
π
−→ ham(X) , (10)
defined by π([α]) := Xδα, whereXf is the hamiltonian vector field corresponding
to f ∈ C∞(X). The kernel of π is precisely the centre z = Ker(d ◦ δ)/δΩ2(X)
of Ω1(X)/δΩ2(X). If X is compact, then z is the first canonical homology
Hcan1 (X) := Ker(δ : Ω
1(X)→ Ω0(X))/Im(δ : Ω2(X)→ Ω1(X)) ,
which is isomorphic to the de Rham cohomologyH2n−1dR (X), with dim(X) = 2n,
by the Hodge star operator. If X is noncompact, then H2n−1dR (X) ⊂ z is a
subspace of codimension 1.
Theorem 5.6 shows that for X connected, the central extension (10) is uni-
versal for continuous extensions of ham(X) by a finite dimensional centre, and,
if H2n−1dR (X) is finitely generated, even for linearly split continuous extensions
by an infinite dimensional centre. The requirement that a Lie algebra extension
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be linearly split is quite natural, and automatically satisfied if it comes from a
Lie group extension.
Universal central extension for Poisson Lie algebra. For a noncompact,
connected, symplectic manifold X , the universal central extension of C∞(X) is
again Ω1(X)/δΩ2(X), but with a different projection. Corollary 5.8 shows that
the central extension
Hcan1 (X)→ Ω
1(X)/δΩ2(X)
δ
−→ C∞(X) (11)
is universal for continuous extensions of the Poisson Lie algebra C∞(X) by a
finite dimensional centre, and, if Hcan1 (X) is finite dimensional, also for linearly
split continuous extensions by an infinite dimensional centre.
Roger cocycles and singular cocycles. We describe two particularly rel-
evant classes of 2-cocycles on ham(X), related to de Rham cohomology and
singular homology of X .
By the universal property of (10) for a connected, symplectic manifold X ,
continuous 2-cocycles ψ of ham(X) correspond bijectively to continuous linear
functionals S on Ω1(X)/δΩ2(X) by
ψS(Xf , Xg) = S([fdg]) . (12)
In order to describe the isomorphism (3), it is most convenient to consider
the class of Roger cocycles ψα, related to de Rham cohomology of X [Rog95].
They come from a compactly supported, closed 1-form α ∈ Ω1c(X). Via the
functional Sα([β]) :=
∫
X
∗β ∧ α, they yield the 2-cocycle
ψα(Xf , Xg) = Sα([fdg]) =
∫
X
f(iXgα)ω
n/n! . (13)
The isomorphism Z1c (X)/dΩ
0
c,0(X) ≃ H
2(ham(X),R) is then given by [α] 7→
[ψα].
We also introduce a class of singular cocycles ψN that are expected to be of
particular relevance in the projective unitary representation theory of ham(X).
They come from (2n − 1)-dimensional submanifolds N of X . The functional
SN ([β]) =
∫
N ∗β on Ω
1(X)/δΩ2(X) yields the 2-cocycle
ψN (Xf , Xg) = SN ([fdg]) =
∫
N
fdg ∧ ωn−1/(n− 1)! . (14)
1.2 Outline
Having already summarised the main results of the present paper, we can be
brief about the outline.
In Section 2, we fix our notation and introduce the Hodge star operator. We
describe the relevant notions of central extensions and Lie algebra cohomology,
and prove some simple but useful lemmas.
In Section 3, we determine the characters of the Lie algebras associated toX ,
which amounts to determining their first cohomology with trivial coefficients.
We prove that ham(X) is perfect, as is C∞(X) for X noncompact.
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Section 4 is the heart of the paper. We prove that all continuous 2-cocycles
are diagonal, and hence described by differential operators. We then show that
they are of order at most 1. We investigate how the cocycles of the different Lie
algebras are related to each other. Starting from C∞c (X), we derive the specific
form of the cocycles for the Lie algebras associated to X .
In Section 5, we give a detailed description of the universal central extension
Ω1(X)/δΩ2(X) of ham(X), and show that it also serves as a universal central
extension of C∞(X) if X is noncompact.
In Section 6, we derive H2(sp(X),R) from the results in Section 4 using two
similar, but slightly different transgression arguments, one for compact and one
for noncompact manifolds X .
2 Preliminaries
In this section, we collect some useful and essentially well known results, and
adapt them to our setting. In Section 2.1, we fix some notation. In Section 2.3,
we give the precise link between (universal) central extensions of locally convex
Lie algebras and continuous Lie algebra cohomology. In Section 2.2, we describe
the Hodge star operator and canonical cohomology of symplectic manifolds.
Finally, in Section 2.4, we collect some basic lemmas that will be used later on.
2.1 Notation and Conventions
We fix some notation and conventions that will be used throughout the pa-
per. Let (X,ω) be a (second countable) symplectic manifold of dimension 2n,
not necessarily connected unless specified otherwise. Then the Lie algebra of
symplectic vector fields is denoted by
sp(X) := {v ∈ vec(X) ; Lvω = 0} .
The hamiltonian vector field Xf of f ∈ C∞(X) is the unique vector field such
that df = −iXfω. Since the Lie bracket of v, w ∈ sp(X) is hamiltonian with
−i[v,w]ω = dω(v, w), the Lie algebra of hamiltonian vector fields
ham(X) := {Xf ; f ∈ C
∞(X)}
is an ideal in sp(X). The map X 7→ −[iXω] identifies the quotient of sp(X) by
ham(X) with the abelian Lie algebra H1dR(X),
0→ ham(X)→ sp(X)→ H1dR(X)→ 0 . (15)
We equip the space C∞(X) of R-valued, smooth functions on X with the
Poisson bracket {f, g} = ω(Xf , Xg). The kernel of the Lie algebra homomor-
phism f 7→ Xf , the space H0dR(X) of locally constant functions, is central in
C∞(X). We thus we obtain a central extension
0→ H0dR(X)→ C
∞(X)→ ham(X)→ 0 . (16)
We also consider the subalgebra C∞c (X) of compactly supported functions.
The map C∞c (X)→ H
2n
dR,c(X) defined by f 7→ [fω
n/n!] is a Lie algebra homo-
morphism into an abelian Lie algebra; every commutator {f, g} = iXf dg maps
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to zero, as (iXf dg)ω
n/n! = dg∧ (iXfω
n/n!) = d(giXfω
n/n!) is exact. We define
the ideal C∞c,0(X) to be the kernel of this map,
C∞c,0(X) := {f ∈ C
∞
c (X) ; 0 = [fω
n/n!] ∈ H2ndR,c(X)} , (17)
so that we obtain an exact sequence
0→ C∞c,0(X)→ C
∞
c (X)→ H
2n
dR,c(X)→ 0 . (18)
IfX is connected, C∞c,0(X) is the space of zero-integral functions,
∫
X fω
n/n! = 0.
2.2 The symplectic hodge star operator
The symplectic Hodge star operator ∗ : Ωk(X)→ Ω2n−k(X) is uniquely defined
by the requirement that β ∧ ∗α = (∧kω)(β, α)ωn/n! for all β ∈ Ωk(X), where
∧kω is the (−1)k-symmetric form induced by ω on ∧kT ∗X . Alternatively, it is
described by contraction with the tensor
T = ωµ1ν1 · · ·ωµkνk ∂µ1 ∧ · · · ∧ ∂µk ⊗ i∂νk · · · i∂ν1ω
n/n!.
We define the canonical homology operator δ : Ωk(X)→ Ωk−1(X) by
δ := (−1)k+1 ∗ d ∗ . (19)
In the following theorem, we gather some facts about ∗ and δ that we will need
later.
Theorem 2.1 (Brylinski). The symplectic star operator satisfies the equalities
∗ f0df1 ∧ . . . ∧ dfk = (−1)
kf0iXfk . . . iXf1ω
n/n! and (20)
∗2 = Id. (21)
Furthermore, if π ∈ Γ(∧2TX) is the Poisson bivector field defined by ω, then
δ = iπ ◦ d− d ◦ iπ. For all f0, . . . , fk ∈ C∞(X), we thus have
δ(f0df1 ∧ . . . ∧ dfk) =
k∑
i=1
(−1)i+1{f0, fi}df1 ∧ . . . dfˆi . . . ∧ dfk (22)
+
∑
1≤i<j≤k
(−1)i+jf0d{fi, fj}df1 ∧ . . . dfˆi . . . dfˆj . . . ∧ dfk .
Proof. Equations (21) and (22) are proven in [Bry88, §2], and equation (20) in
[Bry90, §5].
Remark 2.2. The special cases k = 1 and k = 2 of (22) will be of special use
later on:
δ(f0df1) = {f0, f1} , (23)
δ(f0df1 ∧ df2) = {f0, f1}df2 − {f0, f2}df1 − f0d{f1, f2} . (24)
Lemma 2.3. dΩ0(X) ⊆ δΩ2(X).
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Proof. For f ∈ Ω0(X), we have ∗df = df ∧ ωn−1/(n− 1)! by eqn. (20), so with
∗2 = Id, we find df = ∗d(fωn−1/(n−1)!). Using δ = (−1)k+1 ∗d ∗, we then find
that df = −δ(∗fωn−1/(n− 1)!) is in δΩ2(X) as desired.
We define the compactly supported canonical homology Hcanc,• (X) to be the
homology of the complex (Ω•c(X), δ). By definition then, the star operator
∗ : Ωkc (X)→ Ω
2n−k
c (X), adorned with the sign (−1)
k(k−1)/2, defines an isomor-
phism of chain complexes
Ω0c(X)
d // Ω1c(X)
d // . . .
d // Ω2n−1c (X)
d // Ω2nc (X)
Ω2nc (X)
δ //

∗
OO
Ω2n−1c (X)
δ //

∗
OO
. . .
δ // Ω1c(X)
δ //

∗
OO
Ω0c(X),

∗
OO
hence an isomorphism HkdR,c(X) ≃ H
can
c,2n−k(X). Mutatis mutandis, the same
argument in the noncompactly supported case yields an isomorphismHkdR(X) ≃
Hcan2n−k(X).
Proposition 2.4. The symplectic Hodge star operator yields isomorphisms
HkdR(X) ≃ H
can
2n−k(X) and H
k
dR,c(X) ≃ H
can
c,2n−k(X).
Remark 2.5. For an arbitrary Poisson manifold, the canonical homologyHcan• (X)
is defined as the homology of the complex Ω•(X) with respect to the differen-
tial δ = iπ ◦ d − d ◦ iπ. Brylinski’s theorem 2.1 then shows that in case X is
symplectic, Hcank (X) ≃ H
2n−k
dR (X).
2.3 Lie algebra cohomology
The objective of this paper is to classify central extensions of certain locally
convex Lie algebras.
Locally convex Lie algebras. A locally convex Lie algebra is a locally convex
topological vector space g, together with a continuous Lie bracket [ · , · ] : g×g→
g.
Let (X,ω) be a symplectic manifold, which we will always assume to be
second countable. If K ⊆ X is a compact subset with open interior, then
C∞K (X) := {f ∈ C
∞(X) ; supp(f) ⊆ K}
and
vecK(X) := {v ∈ vec(X) ; supp(v) ⊆ K}
are locally convex Lie algebras for the Fréchet topology of uniform convergence
in all derivatives. We equip C∞(X) and vec(X) with the Fréchet topology that
comes from the inverse limit over K ⊆ X , and C∞c (X) with the LF-topology
that comes from the (strict) direct limit. The former makes sp(X), ham(X) and
C∞(X) into locally convex (Fréchet) Lie algebras, and the latter makes C∞c (X)
and C∞c,0(X) into locally convex (LF) Lie algebras [Trè67, §I.13].
Definition 2.6. A continuous central extension (ĝ, ι, π) of a locally convex Lie
algebra g by a locally convex vector space a is a continuous exact sequence
0→ a
ι
−→ ĝ
π
−→ g→ 0
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of locally convex Lie algebras such that ι(a) ⊆ ĝ is central. It is called linearly
split if there exists a continuous linear map σ : g→ ĝ such that π ◦σ = Idg, and
split if σ is a Lie algebra homomorphism. An isomorphism between (ĝ, ι, π) and
(ĝ′, ι′, π′) is a continuous Lie algebra isomorphism φ : ĝ→ ĝ′ such that φ◦π′ = π
and φ ◦ ι = ι′.
Remark 2.7. Continuous central extensions of g by R are automatically linearly
split. Indeed, the map ι−1 : ι(R)→ R extends to a continuous linear functional
γ : ĝ→ R by the Hahn-Banach theorem for locally convex vector spaces [Rud91,
Thm. 3.6], and σ is the inverse of π : Ker(γ)→ g.
Linearly split continuous central extensions a→ ĝ→ g are the infinitesimal
counterpart of central extensions A→ Ĝ→ G of infinite dimensional Lie groups
modelled on locally convex spaces [Mil84, Nee06]. Continuity of the Lie algebra
homomorphisms comes from smoothness of the group homomorphisms, and a
splitting of ĝ → g exists because, by assumption, Ĝ → G is a locally trivial
principal bundle [Nee02b].
Central extensions are classified by second Lie algebra cohomology. In order
to classify continuous central extensions, we will need continuous Lie algebra
cohomology.
Definition 2.8. The continuous Lie algebra cohomology Hn(g,R) of a locally
convex Lie algebra g is the cohomology of the complex C•(g,R), where Cn(g,R)
is the space of continuous alternating n-linear maps ψ : gn → R with differential
d : Cn(g,R)→ Cn+1(g,R) defined by zero on C0(g,R), and
dψ(x0, . . . , xn) :=
∑
0≤i<j≤n
(−1)i+jω([xi, xj ], x0, . . . , x̂i, . . . , x̂j , . . . , xn)
for n ≥ 1.
The cohomology in degree 1 classifies the continuous characters of g, that
is, the continuous Lie algebra homomorphisms g → R. Indeed, H1(g,R) is the
topological dual of the abelian Lie algebra (g/[g, g]), where [g, g] is the closure of
the commutator ideal. In particular, a locally convex Lie algebra is topologically
perfect (g = [g, g]) if and only if H1(g,R) vanishes.
The following standard result (cf. [JN15]) interprets H2(g,R) in terms of
central extensions.
Proposition 2.9. Up to isomorphism, the continuous central extensions of the
locally convex Lie algebra g are classified by H2(g,R).
Proof. Given a 2-cocycle ψ : g2 → R, we define the Lie algebra ĝψ by
ĝψ := R⊕ψ g
with the Lie bracket [(z, x), (z′, x′)] :=
(
ψ(x, x′), [x, x′]
)
. Equipped with the
obvious maps R→ ĝψ → g, this is a continuous central extension of g by R, and
a cohomologous cocycle ψ′ = ψ+dλ gives rise to an isomorphic Lie algebra ĝψ′ ,
where the isomorphism ĝψ → ĝψ′ is given by (z, x) 7→ (z−λ(x), x). Conversely,
every continuous central extension (ĝ, ι, π) admits a continuous linear splitting
σ : g → ĝ with π ◦ σ = Idg by the Hahn-Banach Theorem, cf. Remark 2.7. The
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continuous central extension R → ĝ → g is thus isomorphic to R → ĝψ → g
with
ψ(x, x′) := γ
(
[σ(x), σ(x′)]− σ([x, x′])
)
. (25)
The isomorphism ĝψ → ĝ is given by (z, x) 7→ σ(x) + ι(z).
If (ĝ, ι, π) is split, there exists a continuous character λ : ĝ→ R (a splitting)
such that λ◦ ι = IdR. The inverse of π : Ker(λ)→ g then yields a continuous Lie
algebra homomorphism σ : g → ĝ, so that (ĝ, ι, π) is isomorphic to the trivial
extension, and its class in H2(g,R) is zero. The space
{λ ∈ ĝ′ ; dλ = 0, λ ◦ ι = IdR}
of continuous splittings is then an affine subspace of H1(ĝ,R).
Definition 2.10. If g is a locally convex Lie algebra, and a a locally convex
space, then a continuous central extension
z→ ĝ→ g
of g is called a-universal if for every linearly split central extension a→ g♯ → g
of g by a, there exists a unique continuous Lie algebra homomorphism φ : ĝ→ g♯
such that the following diagram is commutative:
z // ĝ // g
a //

φ|z
g♯ //

φ
g.

Id
A central extension is called universal if it is linearly split and a-universal for
every locally convex space a.
If a universal central extension exists, then it is unique up to continuous
isomorphisms. A sufficient condition for existence is that g be a perfect Fréchet
Lie algebra with finitely generated H2(g,R) (cf. [Nee02b, Cor. 2.13]).
2.4 Some useful lemmas
We close this introductory section with two small lemmas that will be useful
throughout the text.
Lemma 2.11. If X is noncompact, then δ : Ω1(X)→ C∞(X) is surjective. If
X is compact, then Im(δ) = C∞c,0(X).
Proof. The cokernel of δ : Ω1(X)→ C∞(X) is by definition Hcan0 (X), hence iso-
morphic to H2ndR(X) (cf. Prop. 2.4). If X is noncompact, then H
2n
dR(X) vanishes,
so δ is surjective. If X is compact, the inclusion Im(δ) ⊆ C∞c,0(X) holds because
for all α ∈ Ω1(X), we have
∫
X(δα)ω
n/n! =
∫
X ∗δα =
∫
X d ∗ α = 0. Equality
follows because the cokernel Hcan0 (X) ≃ H
2n
dR(X) of δ is 1-dimensional.
Lemma 2.12. For α ∈ Ω1(X) and v1, v2, v3 and v in vec(X), we have
α(v)ωn/n! = α ∧ ivω ∧ ω
n−1/(n− 1)! , (26)∑
cycl
α(v1)ω(v2, v3)ω
n/n! = α ∧ iv1ω ∧ iv2ω ∧ iv3ω ∧ ω
n−2/(n− 2)! . (27)
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Proof. The proof is a simple computation. Equation (26) is obtained from
expanding iv(α ∧ ωn)/n! = 0. Applying this to α = −iwω, we find
ω(v, w)ωn/n! = ivω ∧ iwω ∧ ω
n−1/n! . (28)
Equation (27) is then derived by expanding
0 = iv3(α ∧ iv1ω ∧ iv2ω ∧ ω
n−1/(n− 1)!)
into an alternating sum of four terms, and applying (26) and (28) repeatedly.
3 Characters
In order to classify the continuous central extensions of the Poisson Lie algebra
and the Lie algebra of Hamiltonian vector fields (which, by Prop. 2.9, is equiv-
alent to determining the second Lie algebra cohomology), we will need the first
continuous Lie algebra cohomology. This is equivalent to finding the closure of
the commutator ideal, or, equivalently, the set of continuous characters g→ R.
3.1 Characters of C∞
c,0
(X) and C∞
c
(X)
For the following proposition and its proof, we follow closely the paper [ALDM74]
of Avez, Lichnerowicz and Diaz-Miranda.
Define the linear functional
λ : C∞c (X)→ R, λ(f) :=
∫
X
fωn/n!, (29)
and note that the ideal defined in (17) is C∞c,0(X) = Ker(λ).
Proposition 3.1. ([ALDM74, §12]) The commutator ideal of C∞c (X) is the
perfect Lie algebra C∞c,0(X),
[C∞c (X), C
∞
c (X)] = [C
∞
c,0(X), C
∞
c,0(X)] = C
∞
c,0(X) .
Proof. Suppose f ∈ C∞c (X) is a commutator, f = {g, h} for g, h ∈ C
∞
c (X). We
show that there exist g0, h0 ∈ C∞c,0(X) with f = {g0, h0}. Choose χ ∈ C
∞
c (X)
which is constant on supp(g)∪supp(h) and such that λ(χ) = 1, with λ defined in
(29). The functions g0 := g−λ(g)χ and h0 := h−λ(h)χ are then the elements of
C∞c,0(X) with the desired relation {g0, h0} = {g, h}, because {g, χ} = {h, χ} = 0.
By applying this to (finite) sums of commutators, we see that [C∞c (X), C
∞
c (X)]
equals [C∞c,0(X), C
∞
c,0(X)].
Because LXgω = 0 and {g, h} = LXgh, we have fω
n/n! = LXg (hω
n/n!),
and hence fωn/n! = d(hiXgω
n/n!). This shows that f = {g, h} is an element
of C∞c,0(X). Since this argument extends to finite sums of commutators, we find
[C∞c (X), C
∞
c (X)] = [C
∞
c,0(X), C
∞
c,0(X)] ⊆ C
∞
c,0(X) ,
and we record the useful equation
{g, h}ωn/n! = d(hiXgω
n/n!)
= −d(hdg ∧ ωn−1/(n− 1)!)
= dg ∧ dh ∧ ωn−1/(n− 1)! (30)
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for later use.
For the converse inclusion, suppose that fωn/n! = dψ with ψ compactly
supported. We show that Xf is in the commutator ideal. Write ψ =
∑m
k=1 ψk,
where ψk has compact support in an area with Darboux coordinates xi, pi. Note
that dxi∧ωn−1/(n−1)! and dpi∧ωn−1/(n−1)! constitute a basis for ∧2n−1TXx
at each point x ∈ X , so that we can write
ψk =
n∑
i=1
φikdx
i ∧ ωn−1/(n− 1)! + χikdp
i ∧ ωn−1/(n− 1)! ,
with φik and χ
i
k compactly supported. Then choose compactly supported ξ
i
k and
ηik that equal x
i and pi on the support of φik and χ
i
k respectively to obtain
ψk =
n∑
i=1
φikdξ
i
k ∧ ω
n−1/(n− 1)! + χikdη
i
k ∧ ω
n−1/(n− 1)! ,
and thus
dψ =
m∑
k=1
n∑
i=1
dφik ∧ dξ
i
k ∧ ω
n−1/(n− 1)! + dχik ∧ dη
i
k ∧ ω
n−1/(n− 1)! .
By eqn. (30), dψ = fωn/n! then implies
f =
n∑
i=1
m∑
k=1
{φik, ξ
i
k}+ {χ
i
k, η
i
k} .
This shows the inverse inclusion [C∞c (X), C
∞
c (X)] ⊇ C
∞
c,0(X).
Since C∞c,0(X) is perfect, it is in particular topologically perfect, so its first
continuous Lie algebra cohomology vanishes. Since C∞c,0(X) is closed in C
∞
c (X),
the first cohomologyH1(C∞c (X),R) is equal to (C
∞
c (X)/C
∞
c,0(X))
′. The volume
form ωn/n! then yields an isomorphism with the topological dual H2ndR,c(X)
′ =
(Ω2nc (X,R)/dΩ
2n−1
c (X,R))
′ of the compactly supported de Rham cohomology,
taking γ ∈ H2ndR,c(X)
′ to the class of the cocycle λγ(f) = γ([fωn/n!]). If X has
finitely many connected components, then the map H2n(X,R) → H2ndR,c(X)
′
defined by [X0] 7→ γX0 with γX0([β]) :=
∫
[X0]
β is an isomorphism. The
image of the integral singular cohomology H2n(X,Z) then yields a lattice in
H1(C∞c (X),R) with generators [λX0 ], where
λX0 (f) :=
∫
X0
fωn/n! (31)
and [X0] runs over the connected components of X .
Corollary 3.2. The continuous first Lie algebra cohomology H1(C∞c,0(X),R)
vanishes. Furthermore, H1(C∞c (X),R) is isomorphic to H
2n
dR,c(X)
′. If X has
finitely many connected components, then this is isomorphic to H2n(X,R).
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3.2 Characters of C∞(X)
We turn to the Poisson Lie algebra C∞(X) without compact support condition.
It is the direct product
C∞(X) =
∏
C∞(Xx),
where the product runs over the connected components Xx of X . If Xx is
compact, then by Corr. 3.2, the pullback of the cocycle λXx by the canonical
projection C∞(X)→ C∞(Xx) contributes to the first cohomology. The follow-
ing proposition says that there is no such contribution if Xx is noncompact.
Proposition 3.3. The first Lie algebra cohomology H1(C∞(X),R) of the Pois-
son Lie algebra C∞(X) is isomorphic to H2n(X,R). Moreover, C∞(X) is per-
fect, C∞(X) = [C∞(X), C∞(X)], if and only if X has no compact connected
components.
Proof. Let X = Xcpt ⊔ Xncpt, with Xcpt the union of the compact connected
components Xx, and Xncpt := X − Xcpt. By Corrolary 3.2, any continuous
character λ : C∞(X) → R restricts to a multiple of λXx (cf. eqn. (31)) on Xx.
By continuity, λmust then be a finite linear combination of λXx on C
∞(Xcpt,R).
Since C∞c,0(Xncpt) is dense in C
∞(Xncpt) for the topology of uniform convergence
of all derivatives on compact subsets, it follows from Prop. 3.1 that C∞(Xncpt)
is topologically perfect, so that the linear map
H2n(X,R)→ H
1(C∞(X),R)
defined by [Xx] 7→ λXx is an isomorphism. All that is left to show is that C
∞(X)
is perfect (rather than merely topologically perfect) if X has no compact con-
nected components. For this, we use the Brouwer-Lebesgue ‘Paving Principle’.
Since H2ndR(X) = 0, there exists a ψ ∈ Ω
2n−1(X) such that fωn = dψ. Find
a cover Uk,r of X where k ∈ N is a countable index, r ∈ {1, . . . , 2n + 1} is a
finite index, and Uk,r ∩ Uk′,r = ∅ for all k 6= k′. (Such a cover exists [HW41,
Thm. V1].) As in the proof of Prop. 3.1, we can write ψ =
∑∞
k=1
∑2n+1
r=1 ψk,r
with ψk,r supported in Uk,r. (Evaluated in a single point, the sum has at most
2n + 1 nonzero terms.) We define fk,r by dψk,r = fk,r ωn/n!, and follow the
proof of Prop. 3.1 to find 2n functions gik,r and h
i
k,r, supported in Uk,r, that
satisfy fk,r =
∑2n
i=1{g
i
k,r, h
i
k,r}. We set G
i
r :=
∑∞
k=1 g
i
k,r and H
i
r :=
∑∞
k=1 h
i
k,r,
and use the fact that {gik,r, h
i
k′,r} = 0 for k 6= k
′ to find
2n+1∑
r=1
2n∑
i=1
{Gir, H
i
r} =
2n+1∑
r=1
2n∑
i=1
∞∑
k=1
{gik,r, h
i
k,r} =
2n+1∑
r=1
∞∑
k=1
fk,r = f .
Remark 3.4. Note that if X has no compact connected components, then
f ∈ C∞(X) can be written as a sum of at most 2n(2n+ 1) commutators. By
the above reasoning, the same holds for f ∈ C∞c,0(X) if X is connected and
compact.
We summarise the classification of the characters of C∞c,0(X), C
∞
c (X) and
C∞(X). Since C∞c,0(X) is perfect by Prop. 3.1, it has no nontrivial charac-
ters, continuous or not. If Xx is a connected component of X , then λXx(f) =
13
∫
Xx
fωn/n! defines a character on C∞c (X). If we specify a real number ax ∈ R
for every connected component Xx ⊆ X , then
λ =
∑
axλXx (32)
is a character of C∞c (X). If Xx is compact, then λXx extends to a character
of C∞(X), and the characters of C∞(X) are finite linear combinations of the
λXx . The characters of C
∞(X) and C∞c (X) are automatically continuous.
3.3 The Kostant-Souriau extension
If X is a connected symplectic manifold, then the Lie algebra homomorphism
π : C∞(X) → ham(X) defined by f 7→ Xf has kernel R1. The continuous
central extension
R1
ι
−→ C∞(X)
π
−→ ham(X), (33)
called the Kostant-Souriau extension, plays a central role in geometric quan-
tization [Kos70, Sou70]. Evaluation in x ∈ X is a continuous linear map
evx : C
∞(X) → R with evx ◦ ι = IdR, and the corresponding linear map
ham(X) → C∞(X) maps Xf to f − f(x). This induces via (25) the Kostant-
Souriau cocycle
ψKS(Xf , Xg) := {f, g}x. (34)
The class [ψKS] ∈ H2(ham(X),R) is independent of x ∈ X by Prop. 2.9.
Remark 3.5 (Hamiltonian actions). Let G be a finite dimensional Lie group
with Lie algebra g and X a connected symplectic manifold. An action A : G→
Diff(X) of G on X is called symplectic if it preserves ω, and weakly hamiltonian
(cf. [MS98, §5.2]) if the image of the infinitesimal action a : g → sp(X) lies
in ham(X) ⊆ sp(X). A comomentum map is a linear splitting of (33) along
a : g → ham(X), that is, a linear map J : g → C∞(X) such that a(ξ) = XJ(ξ)
for all ξ ∈ g. It determines a momentum map µ : X → g∗ by µ(x)(ξ) = J(ξ)(x).
We then have the following commutative diagram:
R


// C∞(X) //// // ham(X)


// sp(X) // // H1dR(X)
g
a
OO
0
::✈✈✈✈✈✈✈✈✈✈
a
dd❍❍❍❍❍❍❍❍❍❍
J
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
.
(35)
The action is called hamiltonian if there exists a comomentum map J : g →
C∞(X) which is a Lie algebra homomorphism. The failure of J to be a homo-
morphism is measured by the 2-cocycle ψJ : g× g → R, defined (cf. [Sou70, p.
109]) by
ψJ(ξ, η) = {J(ξ), J(η)} − J([ξ, η]) . (36)
Since X is connected, the difference c = J ′ − J between two comomentum
maps is a 1-cochain c : g → R, and ψJ′ − ψJ = δc. It follows that the class
[ψJ ] ∈ H2(g,R) does not depend on the choice of J , and is zero if and only
if the action is hamiltonian. The Kostant-Souriau class [ψKS ] is universal for
these non-equivariance classes, in the sense that [ψJ ] ∈ H2(g,R) is the pullback
of [ψKS ] ∈ H2(ham(X),R) along the infinitesimal action a : g→ ham(X).
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The following corollary shows that [ψKS] = 0 if and only if X is compact. In
particular, every weakly hamiltonian action on a compact, connected, symplectic
manifold is hamiltonian.
Corollary 3.6. The Kostant-Souriau extension is split if and only if X is
compact. The splitting 〈λX〉 : C∞(X)→ R is then given by
〈λX〉(f) =
1
vol(X)
∫
X
fωn/n!, (37)
with vol(X) :=
∫
X
ωn/n! the symplectic volume of X.
Proof. If X is compact, then 〈λX〉 is a continuous splitting; it is a multiple of the
continuous character λX of eqn. (31), and it manifestly satisfies 〈λX〉 ◦ ι = IdR.
If X is noncompact, there are no nontrivial characters, continuous or not, since
C∞(X) is perfect by Prop. 3.3, so the extension (33) is not split.
If X is compact connected, we thus have an isomorphism of ham(X) with
Ker(〈λX〉) = C∞c,0(X), and C
∞(X) ≃ C∞c,0(X)⊕ R.
Corollary 3.7. ([ALDM74, §12]) Let X be a symplectic manifold. Then the
Lie algebra ham(X) of hamiltonian vector fields is perfect. In particular, the
first Lie algebra cohomology H1(ham(X),R) is trivial.
Proof. If a connected component Xx of X is compact, then ham(Xx) ≃ C∞c,0(X)
is perfect by Prop. 3.1. If Xx is noncompact, then ham(Xx) is perfect as the
homomorphic image of the perfect (Prop. 3.3) Lie algebra C∞(Xx). When
restricted to Xx, the hamiltonian vector field Xf can be written as a sum of
at most 2n(2n+ 1) commutators [XxGir , X
x
Hir
], cf. Rk. 3.4. Since XxGir and X
x′
Hir
commute if they live on different connected components, we can write Xf as
the sum of at most 2n(2n+ 1) commutators
∑
Xx
XxGir
and
∑
Xx
XxHir
.
4 Continuous central extensions
Having determined the characters of the Lie algebras at hand, we now turn
to the heart of the paper: classifying the continuous central extensions of the
compactly supported Poisson algebra C∞c (X). From this, we derive a similar
classification for C∞(X) and ham(X).
4.1 Diagonal cocycles
The first step is to show that the Lie algebras of interest to us have diagonal
cocycles. Lie algebra cohomology with diagonal cocycles is extensively developed
in the monograph [Fuk86].
Definition 4.1. A 2-cocycle ψ on a Lie subalgebra g of C∞(X) or vec(X) is
called diagonal if ψ(f, g) = 0 whenever supp(f) ∩ supp(g) = ∅.
The easiest case is the perfect Lie algebra g = C∞c,0(X).
Proposition 4.2. Let X be a symplectic manifold. Then every 2-cocycle on
C∞c,0(X), continuous or not, is diagonal.
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Proof. Let f, g ∈ C∞c,0(X) be such that f and g have disjoint support. BecauseX
is a normal space, one can choose disjoint open sets U, V ⊂ X with supp(f) ⊂ U
and supp(g) ⊂ V . According to Lemma 3.1 applied to C∞c,0(V ), one can write
g as a sum of commutators g =
∑n
i=1{φi, ξi} where φi and ξi are contained
in C∞c,0(V ) and whose support is therfore disjoint with that of df . Using the
cocycle identity for ψ and the fact that f commutes with φi and ξi, we find
ψ(f, g) =
n∑
i=1
ψ(f, {φi, ξi}) = −
n∑
i=1
ψ(φi, {ξi, f}) + ψ(ξi, {f, φi}) = 0 . (38)
This proves that every cocycle on C∞c,0(X) is diagonal.
Building on the above trick, we derive the corresponding result for the Pois-
son Lie algebra.
Proposition 4.3. For a connected symplectic manifold X, every 2-cocycle on
C∞c (X) and C
∞(X), continuous or not, is diagonal.
Proof. We start with C∞(X) for X noncompact. For f, g ∈ C∞(X) with dis-
joint support, we find disjoint open sets U, V ⊆ X with supp(f) ⊂ U and
supp(g) ⊂ V . Since V has no compact connected components, we can apply
Lemma 3.3 to C∞(V ) to write g as a finite sum of commutators with support in
V , and follow the proof of Prop. 4.2 to conclude that every 2-cocycle on C∞(X)
is diagonal.
Next we pass to C∞c (X) for X noncompact. Let ψ be a 2-cocycle on C
∞
c (X).
For f ∈ C∞c (X) and g ∈ C
∞
c,0(X) with disjoint support, the proof of equation
(38) can be followed word by word to show that ψ(f, g) = 0. For f, g ∈ C∞c (X),
we now define
ψ˜(f, g) := ψ(f, g −∆g) ,
where ∆g ∈ C∞c (X) satisfies
∫
X
∆gω
n =
∫
X
gωn (so that g − ∆g ∈ C∞c,0(X))
and supp(f) ∩ supp(∆g) = ∅. This does not depend on the choice of ∆g;
another choice ∆′g yields ∆
′
g −∆g ∈ C
∞
c,0(X), and since supp(f) is disjoint from
supp(∆′g −∆g), we have ψ(f,∆
′
g −∆g) = 0. Note that if f and g have disjoint
support, then we may choose g = ∆g, so that ψ˜(f, g) = 0, i.e. ψ˜ is diagonal.
We show that ψ˜ is equal to ψ. The bilinear map
ψ − ψ˜ : C∞c (X)× C
∞
c (X)→ R
vanishes on C∞c (X)×C
∞
c,0(X) by definition, and it vanishes on C
∞
c,0(X)×C
∞
c (X)
because for f0 ∈ C∞c,0(X) and g ∈ C
∞
c (X), disjointness of supp(f0) and supp(∆g)
implies ψ(f0,∆g) = 0, hence ψ˜(f0, g) = ψ(f0, g). It follows that ψ − ψ˜ factors
through a bilinear map on C∞c (X)/C
∞
c,0(X). This map is antisymmetric because
any two classes [f ], [g] ∈ C∞c (X)/C
∞
c,0(X) have representatives with disjoint
support, so that ψ˜(f, g) = 0 and (ψ − ψ˜)([f ], [g]) = ψ(f, g) = −ψ(g, f) =
−(ψ − ψ˜)([g], [f ]). Since X is connected, C∞c (X)/C
∞
c,0(X) is 1-dimensional, so
ψ − ψ˜ is zero. It follows that ψ = ψ˜ is diagonal.
It remains to show that for X compact connected, every 2-cocycle ψ on
C∞(X) is diagonal. Let f and g have disjoint nonempty support. Since X is
connected, the complement of the union of the closed sets supp(f) and supp(g)
cannot be empty, and contains some point x0. Now ψ restricts to a cocycle
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ψX−{x0} on C
∞
c (X−{x0}), which is diagonal because X−{x0} is noncompact.
In particular, ψ(f, g) = ψX−{x0}(f, g) = 0, so that ψ is diagonal.
In the remainder of this section, we will focus mainly on the second Lie
algebra cohomology of the Poisson Lie algebra. The following proposition shows
that this suffices in order to determine H2(ham(X),R).
Proposition 4.4. For any connected symplectic manifold X, the canonical pro-
jection f 7→ Xf induces a surjection H2(ham(X),R) → H2(C∞(X),R). If X
is compact, this is an isomorphism
H2(ham(X),R) ≃ H2(C∞(X),R) .
If X is noncompact, then its kernel is 1-dimensional, spanned by the Kostant-
Souriau class [ψKS ] of equation (34). Every splitting of the exact sequence
R[ψKS ]→ H
2(ham(X), R)→ H2(C∞(X),R)
of vector spaces yields an isomorphism
H2(ham(X), R) ≃ H2(C∞(X),R)⊕ R[ψKS ].
Proof. Every cocycle ψ : C∞(X) × C∞(X) → R vanishes on C∞(X) × R1.
Indeed, write f =
∑m
i=1{gi, hi} + c1. (We have C
∞(X) = [C∞(X), C∞(X)] if
X is noncompact and C∞(X) = [C∞(X), C∞(X)]⊕R1 if X is compact.) Then
ψ(f,1) =
m∑
i=1
ψ({gi, hi},1) = −ψ({hi,1}, gi)− ψ({1, gi}, hi) = 0 . (39)
Since ham(X) = C∞(X)/R1, 2-cocycles on ham(X) correspond precisely to
2-cocycles on C∞(X). A 1-cochain χ on C∞(X) corresponds to a 1-cochain on
ham(X) if and only if χ(1) = 0. Writing χ = χ0 + χ(1)evx with χ0 := χ −
χ(1)evx a 1-cochain on C∞(X)/R1 ≃ ham(X), we see that every 2-coboundary
dχ on C∞(X) is the sum of a coboundary dχ0 in ham(X) and a multiple of
the Kostant-Souriau cocycle devx = ψKS. The latter is cohomologous to zero in
ham(X) if and only if X is compact by Corrolary 3.6, so the result follows.
4.2 Cocycles and coadjoint derivations
If g is a locally convex topological Lie algebra, we denote by g′ the continuous
coadjoint representation of g, that is, the continuous dual with the action
(ad∗fφ)(g) := φ(−[f, g]) .
A (coadjoint) derivation D : g→ g′ is a linear map satisfying
D([f, g]) = ad∗fD(g)− ad
∗
gD(f) .
A derivation g→ g′ is skew symmetric if D(f)(g)+D(g)(f) = 0 for all f, g ∈ g,
and inner if it is of the form D(f) = ad∗fH for some H ∈ g
′. It will be
convenient to formulate the second Lie algebra cohomology in terms of skew
symmetric derivations.
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Proposition 4.5. If g is a locally convex Lie algebra, then every continuous
2-cocycle ψ : g× g→ R induces a skew symmetric derivation
Dψ(f) : g 7→ ψ(f, g) .
It is a coboundary (that is, ψ = dH for some H ∈ g′) if and only if Dψ is inner
(that is, Dψ(f) = ad
∗
fH for some H ∈ g
′). Conversely, every skew symmetric
derivation D induces a separately continuous 2-cocycle
ψD(f, g) := D(f)(g) (40)
on g. If g is either a Fréchet Lie algebra or if g = C∞c (X), then ψD is auto-
matically jointly continuous. In this case, then, H2(g,R) is the space of skew
symmetric derivations modulo the inner ones.
Proof. Since ψ is continuous, so is Dψ(f) : g→ R. Skew symmetry follows from
ψ(f, g) = −ψ(g, f), and the cocycle condition
ψ({f, g}, h) = ψ(g,−{f, h})− ψ(f,−{g, h})
is precisely the requirement that Dψ be a derivation. Conversely, every skew
symmetric derivation D : g→ g′ defines a 2-cocycle ψD by (40). The derivation
Dψ gives back the cocycle ψ, and ψ = dH if and only if Dψ is inner, Dψ(f) =
ad∗fH . Since ψD is skew symmetric and continuous in the right argument, it is
a separately continuous bilinear map on g, and every inner derivation defines a
jointly continuous coboundary.
If g is a Fréchet Lie algebra (such as g = C∞(X) or g = ham(X)), then ψD
is jointly continuous by [Rud91, Thm. 2.17]. If g = C∞c (X) for a symplectic
manifold X , then by skew symmetry, D : C∞c (X) → C
∞
c (X)
′ is continuous for
the weak topology, hence given by a distribution on X × X by the Schwartz
Kernel Theorem [Die78, §23.9.2]. In particular, it is jointly continuous.
Remark 4.6. The first Lie algebra cohomology H1(g, g′) of g with values in
g′ is defined as the vector space of derivations D : g → g′ modulo the inner
derivations. Note that a 2-cocycle ψ is a coboundary, ψ = dH for some H ∈ g′,
if and only if Dψ is inner, Dψ(f) = ad
∗
fH . From Proposition 4.5, we thus obtain
a natural map
H2(g,R)→ H1(g, g′) : [ψ] 7→ [Dψ] . (41)
Remark 4.7. For a weakly hamiltonian action A : G → Diff(X) (cf. Remark
3.5), the infinitesimal action a : g → ham(X) is G-equivariant. Since also the
projection π : C∞(X) → ham(X) is G-equivariant, commutativity of the dia-
gram
R


// C∞(X)
π // // ham(X)
g
a
OO
J
ff▼▼▼▼▼▼▼▼▼
shows that θJ(g) := A(g)∗ ◦ J − J ◦ Adg−1 satisfies π ◦ θJ(g) = 0, hence takes
values in R. The map θJ : G → g′ is a 1-cocycle, θJ(gh) = θJ(g) + Ad
∗
gθJ (h),
whose class [θJ ] ∈ H1(G, g′) does not depend on the choice of J . It vanishes if
and only if the action has a G-equivariant comomentum map [Sou70, p. 108–
115]. The derived class [DθJ ] ∈ H1(g, g′) in Lie algebra cohomology is the image
of the class [ψJ ] ∈ H2(g,R) of Remark 3.5 under the map H2(g,R)→ H1(g, g′)
of Remark 4.6.
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In the following lemma, we use Peetre’s Theorem to show that for g =
C∞c (X), every skew-symmetric derivation is a differential operator. We choose
a locally finite cover of X by open, relatively compact neighbourhoods Ui with
Darboux coordinates xµ with µ ∈ {1, . . . , 2n}. Using the summation convention,
the Poisson bracket in Darboux coordinates becomes
{f, g} = ωστ∂σf∂τg ,
where ωστ denote the elements of the matrix
J =
(
0 I
−I 0
)
and ωστ = −ωστ denote the elements of its inverse J−1 = −J .
We write ∂~µ for ∂µ1 . . . ∂µN if ~µ is the multi-index ~µ = (µ1, . . . , µN) in
{1, . . . , 2n}N . Note that if ~µ′ is a permutation of ~µ, i.e. µ′i = µσ(i) with σ ∈
SN , then ∂~µ′ = ∂~µ. We write ~µ~ν for the concatenation in {1, . . . , 2n}N+M of
~µ ∈ {1, . . . , 2n}N and ~ν ∈ {1, . . . , 2n}M , and we write |~µ| for the length N of
~µ ∈ {1, . . . , 2n}N . There is one multi-index ~µ = ∗ for N = 0.
Lemma 4.8. Every skew symmetric derivation D : C∞c (X)→ C
∞
c (X)
′ is sup-
port decreasing, hence determined by its restrictions DUi : C
∞
c (Ui)→ C
∞
c (Ui)
′.
In local coordinates, it is a differential operator
DUi(f) =
∑
~µ
(∂~µf)S
~µ (42)
of locally finite order, with distributions S~µ ∈ C∞c (Ui)
′ that are uniquely de-
termined by D and the requirement that they are invariant under permutations
of ~µ.
Proof. Since ψD is diagonal (Prop. 4.3), D is support decreasing, supp(D(f)) ⊆
supp(f). The fact that ψD is jointly continuous (Prop. 4.5) implies that the
derivation D : C∞c (X) → C
∞
c (X)
′ is continuous in the topology on C∞c (X)
′
obtained from the seminorms p∗K,~µ dual to the seminorms pK,~µ that define the
Fréchet topology on C∞K (X). If we choose a partition of unity λi subordinate to
the cover Ui, then the expression for DUi follows from Peetre’s theorem [Pee60,
Thm. 1] applied to the support decreasing maps λjD(λi · ) : C∞c (Ui)→ C
∞
c (Uj)
′,
which have empty set of discontinuities.
If we consider C∞(X) instead of C∞c (X), then the only thing that changes
is that the relevant cochains must have compact support. The following lemma
gives the relation between the two situations, and essentially allows us to restrict
attention to C∞c (X).
Lemma 4.9. The cocycle ψD extends continuously to C∞(X) if and only if
D is of compact support. If ψD = dχ for χ ∈ C∞c (X)
′, then χ extends to
C∞(X). In particular, the map ι∗ : H2(C∞(X),R) → H2(C∞c (X),R) induced
by the inclusion ι : C∞c (X)→ C
∞(X), is injective.
Proof. Suppose that ψD extends to a continuous cocycle on C∞(X). If supp(D)
were not compact, there would exist a countably infinite, locally finite set of
points xi ∈ supp(ψD). We would find disjoint open sets Vi ∋ xi and functions
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fi, gi, supported in Vi, such that D(fi)(gi) = 1. Since the sum
∑∞
i=1(fi, gi)
converges in C∞(X) × C∞(X), so would
∑∞
i=1 ψD(fi, gi) =
∑∞
i=1 1, which is
absurd. We conclude that if ψD extends continuously to C∞(X), then supp(ψD)
is compact. The converse implication is clear.
It remains to show that if ψD extends to C∞(X) and ψD = dχ on C∞c (X),
then supp(χ) is compact, so that χ extends to C∞(X). Suppose supp(χ) were
not compact. Then again, we find disjoint open sets Vi ⊆ X and Fi ∈ C∞c (Vi)
with χ(Fi) = 1. Using Remark 3.4 to write Fi = −
∑2n(2n+1)
k=1 {f
k
i , g
k
i } with
fki , g
k
i ∈ C
∞
c (Vi), we find
∑2n(2n+1)
k=1 ψ(f
k
i , g
k
i ) = 1. Since
∑∞
i=1(f
k
i , g
k
i ) con-
verges in C∞(X) × C∞(X), we see that
∑∞
i=1
∑2n(2n+1)
k=1 ψ(f
k
i , g
k
i ) =
∑∞
i=1 1
converges, which is absurd. We conclude that supp(χ) is compact.
Sanctioned by Lemma 4.9, we restrict attention to C∞c (X). By looking at
the cocycle equation in local coordinates, we now prove that the differential
operator D corresponding to a continuous 2-cocycle ψD can have degree at
most 1. In Lemma 4.11, we will use this to derive explicit local expressions for
the cocycles.
Lemma 4.10. If a differential operator D : C∞c (X)→ C
∞
c (X)
′ is a derivation,
then it is of order at most 1.
Proof. We express the condition
D({f, g})− ad∗fD(g) + ad
∗
gD(f) = 0 (43)
that D be a derivation in local Darboux coordinates. Using the summation
convention and writing f~µ for ∂~µf , we have DUi(f) = f~µS
~µ. The formula
ad∗fφ = ω
στfσφτ
follows from ad∗fφ(g) = φ(−ω
στfσgτ ) = ω
στ∂τ (fσφ)(g) and the antisymmetry
of ω, which implies ωστ (fστ ) = 0. Writing S~µ,τ for ∂τS
~µ, and using that ωστ is
constant in Darboux coordinates, we find the local expression for equation (43)
ωστ
(( ∑
~α∪~β=~µ
fσ~αgτ ~β
)
S~µ− fσg~µS
~µ
,τ − fσgτ~µS
~µ+ gσf~µS
~µ
,τ + gσfτ~µS
~µ
)
= 0 , (44)
where
∑
~α∪~β=~µ denotes the sum over the 2
N decompositions of ~µ = (µ1, . . . µN )
into ~α = (µi1 , . . . , µiK ) and ~β = (µj1 , . . . , µjN−K ), where 1 ≤ i1 < . . . , iK ≤ N
and 1 ≤ j1 < . . . < jN−K ≤ N complement each other to 1 < . . . < N . We can
write (44) as
f~µg~νQ
~µ;~ν = 0 (45)
for the distributions
Q~µ;~ν := (|~µ|+|~ν|−2)!|~µ|!|~ν|!
∑
σ∪~α=~µ
∑
τ∪~β=~ν
ωστS~α
~β + δ|~ν|,1Y
ν;~µ − δ|~µ|,1Y
µ;~ν (46)
where the first term on the r.h.s. is zero for |~µ| = 0 or |~ν| = 0, and where
Y ν;~µ := ωντS~µ,τ +
1
|~α|+1
∑
τ∪~α=~µ
ωντS~α . (47)
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Since the distributions Q~µ;~ν are manifestly independent of f and g, and sym-
metric under permutation of the ~µ and ~ν indices separately, the fact that (45)
holds for arbitrary f and g implies
Q~µ;~ν = 0 . (48)
In order to show that D is a differential operator of degree at most 1, we will
show that, for any multi-index ~γ of length ≥ 2, the distribution S~γ is identically
zero.
There exists a non-trivial decomposition ~α ∪ ~β = ~γ with |~α| = r ≥ 1 and
|~β| = s ≥ 1, since |~γ| ≥ 2. We know that Qσ∪~α;τ∪~β = 0 for all σ, τ ∈ {1, . . . , 2n}.
Moreover, for these distributions, the contribution of Y in the expression (46)
is zero, so, denoting by K the constant (r+s)!(r+1)!(s+1)! , we have
Qσ∪~α;τ∪
~β = K
∑
σ′∪~α′=σ∪~α
∑
τ ′∪~β′=τ∪~β
ωσ
′τ ′S~α
′~β′ . (49)
We contract Qσ∪~α;τ∪~β with ωτσ = −ωτσ, the inverse of ω satisfying ωτσωσγ =
δγτ . The result is
ωτσQ
σ∪~α;τ∪~β = (2n+ r + s)KS~α
~β . (50)
Indeed, there are 4 types of terms on the r.h.s. of (49) when contracted with
ωστ , according to whether σ′ is equal to σ or not, and whether τ ′ is equal to τ
or not.
If σ 6= σ′ and τ 6= τ ′, then σ is in ~α′ and τ is in ~β′, so the term is symmetric
under σ ↔ τ . It therefore contracts to zero with the antisymmetric tensor ωτσ.
If σ = σ′ and τ = τ ′, then because ωτσωστ = 2n, contraction yields the term
2nKS~α
~β. There is precisely one such term.
If σ = σ′ and τ 6= τ ′, say τ ′ = βp, then ωτσωσβp = δ
βp
τ . Together with the
symmetry of S~µ under permutations of ~µ, this implies that
ωτσω
σβpS~ατβ1...βˆp...βs = S~α
~β .
Since there are s such terms, their contribution is sKS~α~β . By a similar reason-
ing, the terms with σ 6= σ′ and τ = τ ′ have a contribution of rKS~α~β.
The equality (50), combined with (48), now ensures that S~γ = S~α~β = 0 for
~γ of length ≥ 2, so that D is a differential operator of order at most 1.
We continue this line of reasoning to obtain the following more explicit ex-
pression for these derivations.
Lemma 4.11. If a differential operator D : C∞c (X)→ C
∞
c (X)
′ is a derivation,
then in local Darboux coordinates, it is given by a first order differential operator
DUi(f) = S
µ∂µf + cf
for c ∈ R and distributions Sµ with
ωντ∂τS
µ − ωµτ∂τS
ν = cωµν . (51)
The derivation D is antisymmetric if and only if c = 0.
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Remark 4.12. Contracting both sides of (51) with ωµν , one obtains
∂µS
µ = −nc .
In particular, ∂µSµ = 0 if D is antisymmetric.
Proof. The requirement that D be a derivation is equivalent to eqn. (48) for the
Q~µ;~ν of eqn. (46). Using the antisymmetry of ω, we see that
Qµ1µ2;ν1 =
1
2
(
ωµ1ν1Sµ2 + ωµ2ν1Sµ1 + ων1µ1Sµ2 + ων1µ2Sµ2
)
vanishes identically, as does Qµ1;ν1ν2 . For Qµ;ν and Q∗;µ = −Qµ;∗, eqn. (46)
yields the nontrivial equations
Qµ;ν = ωντ∂τS
µ − ωµτ∂τS
ν − ωµνS∗ = 0 (52)
and
Q∗;µ = ωµτ∂τS
∗ = 0 . (53)
Because ω is invertible, the latter equation implies that S∗ is a constant, S∗ = c.
(A distribution satisfies ∂µφ = 0 for all µ if and only if it is constant). Con-
tracting equation (52) with ωµν and using antisymmetry of ω, together with
ωµνω
νσ = δσµ and δ
µ
µ = tr(1) = 2n, we obtain 2∂µS
µ + 2nS∗ = 0, so that the
divergence ∂µSµ = −nc is constant. If D is antisymmetric, the equation
D(f)(g) +D(g)(f) = (Sµ(fµg) + S
∗(fg)) + (Sµ(fgµ) + S
∗(fg))
= Sµ(∂µ(fg)) + 2S
∗(fg)
= (2S∗ − ∂µS
µ)(fg) = 0
for all f, g yields S∗ = 12∂µS
µ, and because we already had S∗ = − 1n∂µS
µ, we
get S∗ = c = 0.
4.3 Second cohomology of the Poisson Lie algebra
Following Roger [Rog95, §9], we now define maps
H1dR(X)→ H
2(C∞c (X),R) (54)
and
H1dR,c(X)→ H
2(C∞(X),R) , (55)
from the (compactly supported) de Rham cohomology of X into the continuous
Lie algebra cohomology of the Poisson Lie algebras C∞c (X) and C
∞(X). We
then use the preceding results to show that these maps are isomorphisms.
Proposition 4.13. If α ∈ Ω1(X) is closed, then
ψα(f, g) :=
∫
X
f(iXgα)ω
n/n! (56)
defines a 2-cocycle on C∞c (X), which is a coboundary if α is exact, α = dh
with h ∈ Ω0(X). If α is compactly supported, then ψα extends to a cocycle on
C∞(X), which is a coboundary if α = dh with h ∈ Ω0c(X). In particular, the
correspondence
[α] 7→ [ψα] . (57)
yields well defined maps (54) and (55).
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Proof. If α is closed, then the vector field S defined by iSω = −α is symplectic,
i.e. LSω = 0. In the following, we either have f, g ∈ C∞c (X) and S ∈ sp(X)
or f, g ∈ C∞(X) and S ∈ spc(X). Either way, we have LS{f, g} = {LSf, g} +
{f, LSg}, so LS defines a derivation into C∞c (X). If we define a linear functional
〈 · 〉 on the symmetric tensor product C∞c (X) ∨C
∞(X) by
〈f ∨ g〉 :=
∫
X
fgωn/n! ,
then 〈 · 〉 is LS-invariant in the sense that
〈LSf ∨ g〉+ 〈f ∨ LSg〉 = 0 , (58)
because
∫
X
(LSf)gω
n+
∫
X
f(LSg)ω
n =
∫
X
LS(fgω
n) = 0. Since iXfα = −LSf ,
we can write
ψα(f, g) = −〈f ∨ LSg〉 . (59)
Equation (58) then ensures that ψα is skew symmetric, ψα(f, g)+ψα(g, f) = 0.
The cocycle identity follows from
〈f ∨ LS{g, h}〉+ 〈g ∨ LS{h, f}〉+ 〈h ∨ LS{f, g}〉 =
〈f ∨ ({LSg, h}+ {g, LSh})〉 − 〈LSg ∨ {h, f}〉 − 〈LSh ∨ {f, g}〉 =
〈f ∨ ({LSg, h}+ {g, LSh})〉 − 〈{LSg, h} ∨ f〉 − 〈{g, LSh} ∨ f〉 = 0 ,
where in the last step, we used that (58) with S = Xh implies 〈{h, f} ∨ g〉 +
〈f, {h, g}〉 = 0. If α is exact, say α = dh for h ∈ C∞(X) not necessarily
compactly supported, then S = Xh is a hamiltonian vector field, and
ψdh(f, g) = −〈f ∨ LXhg〉 = 〈f ∨ LXgh〉 = 〈{f, g} ∨ h〉 (60)
shows that ψdh = −dχh for the 1-cochain χh(f) := 〈f ∨ h〉.
We can define a similar map for the Lie algebra ham(X), but here we have
to be slightly careful; every cocycle ψα on C∞(X) yields a cocycle on ham(X),
but even if ψα is a coboundary on C∞(X), it need not be trivial on ham(X).
It turns out that if α = dh with h ∈ Ω0c(X), then [ψα] = 0 in H
2(C∞(X),R),
but [ψα] = 〈h〉[ψKS ] in H2(ham(X),R), where
〈h〉 := λ(h) =
∫
X
hωn/n! . (61)
Proposition 4.14. Let X be a symplectic manifold. Assigning to the closed
1-form α ∈ Ω1c(X) the cocycle
ψα(Xf , Xg) =
∫
X
fα(Xg)ω
n/n! (62)
yields a well defined linear map Z1c (X)/dΩ
0
c,0(X)→ H
2(ham(X),R), where
Z1c (X) := Ker(d : Ω
1
c(X)→ Ω
2
c(X))
and
Ω0c,0(X) :=
{
h ∈ Ω0c(X) ; 〈h〉 = 0
}
.
In particular, we have a map H1dR(X)→ H
2(ham(X),R) if X is compact.
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Proof. Equation (59) shows that ψα(f, g) vanishes if g = 1, so that ψα defines
a cocycle on ham(X). If α = dh, then we choose a point x ∈ X , and define the
1-cochain χh(Xf ) :=
∫
X(fx − f)hω
n/n! on ham(X). Combining
dχh(Xf , Xg) =
∫
X
{f, g}hωn/n!− {f, g}x
∫
X
hωn/n!
with equations (60), (34), and (61), we find [ψdh] = 〈h〉[ψKS ].
From Prop. 4.5 we know that every continuous 2-cocycle of the compactly
supported Poisson Lie algebra C∞c (X) comes from a skew symmetric derivation.
These derivations are explicitly described in Lemmas 4.8, 4.10 and 4.11. We see
that the restriction of the cocycle ψ to a Darboux coordinate patch Ui can be
written as
ψ(f, g) = SµUi(g∂µf) (63)
for distributions SµUi on Ui satisfying
ωντ∂τS
µ
Ui
− ωµτ∂τS
ν
Ui = 0. (64)
We now use this explicit description of 2-cocycles to show that the map (54) is
an isomorphism.
Theorem 4.15. For any symplectic manifold X, the map [α] 7→ [ψα] described
in Prop. 4.13 is an isomorphism H1dR(X) ≃ H
2(C∞c (X),R).
Proof. Let ψ be a continuous Lie algebra 2-cocycle on the Poisson Lie algebra
C∞c (X). The restriction of ψ to a Darboux coordinate patch Ui is given by (63)
for distributions SµUi on Ui satisfying (64). We define the TX-valued distribution
SUi ∈ Ω
1
c(Ui)
′ by SUi(α) = S
µ
Ui
(αµ), where α = αµdxµ on Ui. Then SUi agrees
with SUj on the overlap Ui∩Uj because there, both are determined uniquely by
the expression SUi(gdf) = ψ(f, g) = SUj (gdf) for f, g ∈ C
∞
c (Ui ∩ Uj). The TX-
valued distributions SUi therefore splice together to a TX-valued distribution
S ∈ Ω1c(X)
′ such that1
ψ(f, g) = S(gdf) . (65)
The requirement ωντ∂τS
µ
Ui
−ωµτ∂τSνUi = 0 for the local distributions trans-
lates to S ◦ δ = 0, for S ∈ Ω1c(X)
′, with δ : Ω2c(X) → Ω
1
c(X) the canonical
homology operator of equation (19). Indeed, using equation (22), one calculates
that, in Darboux coordinates, we have
δFστdx
σ ∧ dxτ = −ωντ∂τFνµdx
µ + ωµτ∂τFνµdx
ν ,
so that for F ∈ Ω2c(Ui), we have S(δF ) = ω
ντ∂τS
µ
Ui
(Fνµ)−ωµτ∂τSνUi(Fνµ) = 0.
We conclude that continuous Lie algebra 2-cocycles ψ on C∞c (X) correspond
bijectively to continuous linear maps S : Ω1c(X)/δ(Ω
2
c(X)) → R. In particular,
every continuous 2-cocycle ψ yields an element of Hcanc,1 (X)
∗ by restricting S to
Ker(δ)/δ(Ω2c(X)) = H
can
c,1 (X).
Note that, if ψ = dH is the boundary of H ∈ C∞c (X)
′ in Lie algebra
cohomology, then, using equation (22), we see that ψ(f, g) = H(−{f, g}) implies
S(gdf) = H(δ(gdf)). It follows that ψ is exact if and only if S = H ◦ δ for some
1Note that this differs from the convention in (12) by a minus sign.
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H ∈ C∞c (X)
′. In particular, cohomologous cocycles induce the same element of
Hcanc,1 (X)
∗. We thus obtain a linear map
[ψ] ∈ H2(C∞c (X),R) 7→ S ∈ H
can
c,1 (X)
∗. (66)
We prove that this map is injective. If [ψ] ∈ H2(C∞c (X),R) maps to zero, then
S : Ω1c(X) → R vanishes on Ker(δ), and defines a continuous linear functional
S : Ω1c(X)/Ker(δ) → R. Since δ : Ω
1
c(X) → Im(δ) = C
∞
c,0(X) is a continuous,
surjective map of LF-spaces, it is open by [DS49, Thm. 1], so that
δ : Ω1c(X)/Ker(δ)→ Im(δ) = C
∞
c,0(X) ⊆ Ω
0
c(X)
is an isomorphism of topological vector spaces. It follows that S can be written
as S = H0 ◦δ for a unique continuous functional H0 : Im(δ)→ R. Since Im(δ) ⊆
Ω0c(X) is a complemented inclusion of locally convex spaces (one can choose a
compactly supported function f with
∫
Xx
fωn/n! on every connected component
Xx of X), H0 extends to a continuous functional H : Ω0c(X) → R. Since S =
H ◦ δ, we have [ψ] = 0 by (65).
It remains to show that the map (66) is surjective. Recall that Hcanc,1 (X)
∗ is
isomorphic to H2n−1dR,c (X)
∗ under the symplectic hodge star operator, which in
turn is isomorphic to H1dR(X) by Poincaré duality. Proposition 4.13 therefore
yields a map H1dR(X) → H
2(C∞c (X),R) in the other direction, and we show
that it is a left inverse to (66). Given a class [α] ∈ H1dR(X), the corresponding
cocycle
ψα(f, g) := −
∫
X
g(iXfα)ω
n/n!
can also be written ψα(f, g) =
∫
X
α ∧ ∗gdf , as
−g(iXfα)ω
n/n! = −gα ∧ iXfω
n/n!
= α ∧ gdf ∧ ωn−1/(n− 1)!
= α ∧ ∗gdf .
Therefore, we have
S(β) =
∫
X
α ∧ ∗β
for the TX-valued distribution S associated to ψα. Under the symplectic hodge
star operator, the induced map S : Hcanc,1 (X) → R corresponds with the map
H2n−1dR,c (X)→ R given by [β] 7→
∫
X
β∧α. Since this corresponds to [α] ∈ H1dR(X)
under Poincaré duality, the composition H1dR(X)→ H
2(C∞c (X),R)→ H
1
dR(X)
is the identity, and surjectivity of (66) follows. We conclude that the map
[α] 7→ [ψα] is an isomorphism.
Using Lemma 4.9, we now show that also the map (55) is an isomorphism.
Theorem 4.16. For any symplectic manifold X, the map [α] 7→ [ψα] described
in Prop. 4.13, with
ψα(f, g) =
∫
X
f(iXgα)ω
n/n!, (67)
is an isomorphism H1dR,c(X) ≃ H
2(C∞(X),R).
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Proof. This is a straightforward adaptation of the proof of Theorem 4.15. Let
ψ be a continuous 2-cocycle on C∞(X). Since its restriction to C∞c (X) extends
continuously to C∞(X), the corresponding TX-valued distribution S is of com-
pact support, S ∈ Ω1(X)′. It vanishes on δΩ2(X), so S defines a continuous lin-
ear map S : Ω1(X)/δΩ2(X)→ R, hence an element of Hcan1 (X)
∗. If ψ = H ◦ δ,
then H is compactly supported by Lemma 4.9, so the element of Hcan1 (X)
∗
depends only on the class of [ψ]. The map H2(C∞(X),R) → Hcan1 (X)
∗ is bi-
jective by an argument similar to the one in Theorem 4.15, with the map (55)
of Prop. 4.13 taking the role of left inverse, Ω0(X) takes the role of Ω0c(X), and
we use H2n−1dR (X) instead of H
2n−1
dR,c (X).
Combining Proposition 4.4 with Theorem 4.16, we obtain the following de-
scription of the second Lie algebra cohomology of ham(X).
Theorem 4.17. Let X be a connected symplectic manifold. Then the map from
Proposition 4.14, assigning to the closed 1-form α ∈ Ω1c(X) the cocycle
ψα(Xf , Xg) =
∫
X
fα(Xg)ω
n/n!, (68)
is an isomorphism
Z1c (X)/dΩ
0
c,0(X)→ H
2(ham(X),R) .
In particular, H2(ham(X),R) is isomorphic to H1dR(X) if X is compact and to
H1dR,c(X)⊕ R[ψKS ] if X is noncompact.
Note that for noncompactX the isomorphism between Z1c (X)/dΩ
0
c,0(X) and
H1dR,c(X)⊕ R[ψKS ] is not canonical.
5 Universal central extension of ham(X)
Our results on the second Lie algebra cohomology of ham(X) yield an explicit
classification of the continuous central extensions of ham(X) by R. In this
section, we will use this to prove that, for a connected symplectic manifold
X with H2n−1dR (X) finitely generated, the central extension described in the
following proposition is the universal central extension of ham(X). We will
then see that the same Lie algebra also yields a universal central extension of
C∞(X) if X is noncompact.
Proposition 5.1. Let X be a symplectic manifold. Then Ω1(X)/δΩ2(X) is a
Fréchet Lie algebra with Lie bracket
[[α], [β]] := [δα · dδβ] . (69)
If we define π : Ω1(X)/δΩ2(X)→ ham(X) by π([α]) := Xδα, then
z
ι
−→ Ω1(X)/δΩ2(X)
π
−→ ham(X) (70)
is a continuous central extension of ham(X) by the center of Ω1(X)/δΩ2(X),
which is given by
z = Ker(d ◦ δ)/δΩ2(X) . (71)
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Remark 5.2. If X is compact, then Ker(d ◦ δ) = Ker(δ), since δ(Ω1(X)) =
C∞c,0(X) by Lemma 2.11. It follows that z equals H
can
1 (X), which is isomorphic
to H2n−1dR (X) by Prop. 2.4. If X is noncompact, then z is slightly bigger than
H2n−1dR (X). In fact, we have an exact sequence
H2n−1dR (X)
∗
−→ z
δ
−→ R ,
where the extra dimension corresponds to the Kostant-Souriau extension.
Remark 5.3. We obtain a different description of the Lie algebraΩ1(X)/δΩ2(X)
if we identify it with Ω2n−1(X)/dΩ2n−2(X) using the symplectic hodge star op-
erator. The Lie bracket on Ω2n−1(X)/dΩ2n−2(X) takes the form
[[γ1], [γ2]] = [f1df2 ∧ ω
n−1/(n− 1)!],
where the function f ∈ C∞(X) is uniquely defined by the form γ ∈ Ω2n−1(X)
via fωn/n! = dγ. The Lie algebra homomorphism Ω2n−1(X)/dΩ2n−2(X) →
ham(X) is given by [γ] 7→ Xf , yielding the central extension
Ker(δ ◦ d)/dΩ2n−2(X)→ Ω2n−1(X)/dΩ2n−2(X)→ ham(X) (72)
If X is compact, then Ker(δ ◦ d)/dΩ2n−2(X) = H2n−1dR (X).
Proof. To show that Ω1(X)/δΩ2(X) is Fréchet, it suffices to exhibit δΩ2(X) as
a closed subspace of the Fréchet space Ω1(X) (cf. [Rud91, Thm 1.41]). Since
δ = (−1)k+1 ∗ d ∗ and ∗2 = Id, the equality α = δF for F ∈ Ω2(X) is equivalent
to ∗α = d ∗F , so that α ∈ Ω1(X) is δ-exact if and only if
∫
X(∗α)∧β = 0 for all
closed β ∈ Ω1c(X). Since this is a closed condition, δΩ
2(X) is closed in Ω1(X).
The bracket (69) is continuous because it is given in terms of differential
operators. Moreover, π preserves the brackets because by (23), we have
δ[[α], [β]] = δ(δα · dδβ) = {δα, δβ} , (73)
so that Xδ[[α],[β]] = [Xδα, Xδβ ].
To check that (69) defines a Lie bracket, we use the following identity proven
in Lemma 2.3:
dΩ0(X) ⊆ δΩ2n−2(X) . (74)
Antisymmetry follows from
[[α], [β]] + [[β], [α]] = [d(δα · δβ)] = 0 .
For the Jacobi identity note that, by (73), the jacobiator equals to
∑
cycl
[[[α1], [α2]], [α3]] =
[∑
cycl
{δα1, δα2} · dδα3
]
.
This is zero by (74), because by (24) we have
δ(δα1 · dδα2 ∧ dδα3) = {δα1, δα2}dδα3 − {δα1, δα3}dδα2 − δα1d{δα2, δα3}
=
∑
cycl
{δα1, δα2}dδα3 − d(δα1{δα2, δα3}) .
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The Lie algebra homomorphism π is surjective by Lemma 2.11. The kernel
of π consists of those [α] in Ω1(X)/δΩ2(X) for which δα is locally constant,
hence Ker(π) = Ker(d ◦ δ)/δΩ2(X).
The Lie algebra ham(X) has trivial center, because [Xf , Xg] = 0 for all
Xg ∈ ham(X) implies that iXfdg is constant for all g ∈ C
∞(X), hence Xf = 0.
Since π maps the center z of Ω1(X)/δΩ2(X) to the (trivial) center of ham(X),
we have z ⊆ Ker(π). Since d ◦ δα = 0 implies that [α] ∈ Ω1(X)/δΩ2(X) is
central, the converse inclusion follows.
Proposition 5.4. Let X be a symplectic manifold. Then Ω1(X)/δΩ2(X),
equipped with the Lie bracket (69), is a perfect Lie algebra.
Proof. First, suppose that X is connected, and [α] ∈ Ω1(X)/δΩ2(X) is of the
form [α] = [fdg], with f, g ∈ C∞(X). If X is noncompact, then δ : Ω1(X) →
C∞(X) is surjective by Lemma 2.11 and we can choose φ, γ ∈ Ω1(X) with
δφ = f and δγ = g, so that [α] = [δφ · dδγ] = [[φ], [γ]] is a commutator. If, on
the other hand, X is compact, then Im(δ) is equal to C∞c,0(X), the space of zero
integral functions, by Lemma 2.11. If we write f = f0 + cf with f0 ∈ C∞c,0(X)
and cf ∈ R, and similarly g = g0 + cg, then [fdg] = [(f0 + cf )dg0] = −[df0g0] =
[f0dg0]. Since we can choose φ, γ ∈ Ω1(X) with f0 = δφ and g0 = δγ, we see
that [α] = [δφ · dδγ] = [[φ], [γ]] is a commutator.
It suffices to show, then, that α ∈ Ω1(X) can be written as a finite sum of
elements of the form fdg. As in the proof of Prop. 3.3, we use dimension theory
([HW41, Thm. V1]) to find a cover Uk,r of X by open Darboux coordinate
patches Uk,r, where k ∈ N is a countable index, r ∈ {1, . . . , 2n + 1} is a finite
index, and Uk,r∩Uk′,r = ∅ for all k 6= k′. Using a partition of unity, we write α =∑∞
k=1
∑2n+1
r=1 α
k,r with αk,r ∈ Ω1c(Uk,r). The intersection properties of the Uk,r
ensure that in a single point x ∈ X , the sum has at most 2n+1 nonzero terms.
In local coordinates xµ, we have αk,r =
∑2n
µ=1 α
k,r
µ dx
µ. Choosing compactly
supported functions ξk,r,µ on Uk,r that agree with xµ on the support of αk,rµ ,
we see that αk,r =
∑2n
µ=1 α
k,r
µ dξ
k,r,µ is of the required form. If we set f rµ :=∑
k∈N α
k,r
µ and g
r,µ :=
∑
k∈N ξ
k,r,µ, then because αk,rµ dξ
k′,r,ν = 0 for k 6= k′, we
have
2n+1∑
r=1
2n∑
µ=1
f rµdg
r,µ =
2n+1∑
r=1
2n∑
µ=1
∑
k∈N
αk,rµ dξ
k,r,µ =
2n+1∑
r=1
∑
k∈N
αk,r = α .
It follows that for X connected, [α] is a sum of at most 2n(2n+1) commutators
[φrµ] and [γ
r,µ], with δφrµ = f
r
µ and δγ
r,µ = gr,µ if X is noncompact, and
δφrµ = f
r
µ0 and δγ
r,µ = gr,µ0 if X is compact.
If X is not connected, then we find φr,xµ and γ
r,µ,x as above for every con-
nected component Xx of X , so that on Xx, we have
[α|Xx ] =
2n+1∑
r=1
2n∑
µ=1
[δφr,xµ dδγ
r,µ,x] .
If we set φrµ =
∑
x φ
r,x
µ and γ
r,µ :=
∑
x γ
r,µ,x, then since δφr,xµ dδγ
r,µ,x′ = 0 for
Xx 6= Xx′ , we have
[α] =
2n+1∑
r=1
2n∑
µ=1
[[φrµ], [γ
r,µ]]
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as a sum of at most 2n(2n+ 1) commutators.
Remark 5.5. It follows from the previous proof that if X is of dimension
2n, then every element of Ω1(X)/δΩ2(X) can be written as a sum of at most
2n(2n+ 1) commutators, cf. Rk. 3.4.
Recall from Sec. 2.3 that a linearly split central extension is called universal
for a if it maps to every linearly split central a-extension, and universal if it is
a-universal for every locally convex space a.
Theorem 5.6. Let X be a connected symplectic manifold. Then the continuous
central extension
z
ι
−→ Ω1(X)/δΩ2(X)
π
−→ ham(X) (75)
of Fréchet Lie algebras (cf. Prop. 5.1) is linearly split, and a-universal for finite
dimensional vector spaces a. If, moreover, H2n−1dR (X) is finitely generated, then
it is the universal central extension of ham(X).
Proof. By Prop. 2.9 and Thm. 4.17, every central R-extension of ham(X) is
isomorphic to R⊕ψα ham(X), with Lie bracket[
(a,Xf ), (b,Xg)
]
=
(
ψα(Xf , Xg), X{f,g}
)
. (76)
The class [ψα] ∈ H2(ham(X),R) is determined by α ∈ Z1c (X)/dΩ
0
c,0(X), cf.
eqn. (62). Using
f · (iXgα)ω
n/n!
(26)
= −α ∧ (fdg) ∧ ωn−1/(n− 1)!
(20)
= −α ∧ ∗(fdg) ,
we rewrite the cocycle ψα as
ψα(Xf , Xg) =
∫
X
f · (iXgα)ω
n/n! = Sα(fdg) ,
with Sα : Ω1(X)→ R given by
Sα(β) := −
∫
X
α ∧ ∗β .
Note that Sα factors through a functional Sα : Ω1(X)/δΩ2(X) → R, because
for F ∈ Ω2(X) we have
∫
X α ∧ ∗δF =
∫
X α ∧ d ∗ F =
∫
X d(α ∧ ∗F ) = 0.
For every central R-extension of ham(X), we thus obtain a continuous linear
map
φ : Ω1(X)/δΩ2(X)→ R⊕ψα ham(X)
defined by
φ([β]) := (Sα([β]), π(β)) . (77)
This is a Lie algebra homomorphism because [[β], [β′]] = [δβ ·dδβ′] by definition
of the Lie bracket on Ω1(X)/δΩ2(X), so
Sα([[β], [β
′]]) = Sα(δβ · dδβ
′) = ψα(Xδβ , Xδβ′) .
The homomorphism φ is unique with the property that the ham(X)-valued
component coincides with π. Indeed, if φ′ : Ω1(X)/δΩ2(X) → R ⊕ψα ham(X)
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is another such homomorphism, then φ − φ′ is a Lie algebra homomorphism
Ω1(X)/δΩ2(X)→ R⊕ {0}, hence trivial because Ω1(X)/δΩ2(X) is perfect (cf.
Prop. 5.4). This shows that the continuous central extension (75) is R-universal,
hence universal for finite dimensional vector spaces a by [Nee02b, Lemma 1.12].
A linear splitting of (75) exists because the de Rham complex (Ω•(X), d),
and hence the isomorphic canonical complex (Ω•(X), δ), is split and cosplit as
a complex of Fréchet spaces [Pal72, Prop. 5.4]. A linear splitting ham(X) →
C∞(X) corresponds to a splitting of the canonical complex in degree 0, and a
splitting C∞(X) → Ω1(X) to a splitting in degree 1. If X is compact, then a
splitting of the de Rham complex can also be obtained using Hodge theory.
If H2n−1dR (X) is finite dimensional, then so is H
2(ham(X),R), so a universal
central extension with finite dimensional kernel exists by [Nee02b, Lem. 2,7,
Cor. 2.13]. Since this universal central extension and the extension (75) are both
linearly split as well as a-universal for finite dimensional a, they are isomorphic,
and (75) is universal.
Remark 5.7. If we identify Ω1(X)/δΩ2(X) with Ω2n−1(X)/dΩ2n−2(X) accord-
ing to Remark 5.3, the morphism (77) to the central extension R ⊕ψα ham(X)
with cocycle ψα defined in (62) takes the particularly simple form
[γ] 7→ (−
∫
X
α ∧ γ,Xf) ,
where the function f is given by fωn/n! = dγ.
From the above theorem, one readily derives the universal central extension
of the Poisson algebra C∞(X) for a noncompact connected manifold X . If X
is compact, no universal central extension exists because C∞(X) is not perfect
(cf. Prop. 3.1).
Corollary 5.8. Let X be a noncompact connected symplectic manifold. Then
the continuous central extension
Hcan1 (X)→ Ω
1(X)/δΩ2(X)
δ
−→ C∞(X)
is linearly split and a-universal for finite dimensional spaces a. If, moreover,
Hcan1 (X) ≃ H
2n−1
dR (X) is finitely generated, then it is the universal central ex-
tension of C∞(X).
Proof. By eqn. (39), every a-valued 2-cocycle ψ on C∞(X) vanishes on the
constant functions. It follows that every linearly split continuous central ex-
tension a → g♯
pr
−→ C∞(X) of C∞(X) defines, by concatenation with the map
C∞(X)→ ham(X) that takes a hamilton function to the corresponding hamil-
tonian vector field, a linearly split continuous central extension of ham(X). If
either a or H2n−1dR (X) is finite dimensional, then Thm. 5.6 yields a unique con-
tinuous homomorphism φ : Ω1(X)/δΩ2(X)→ g♯ such that the big triangle in
the following diagram commutes:
Ω1(X)/δΩ2(X)
φ
yyrr
rr
rr
rr
rr
r
δ

π
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
a // g♯
pr
// C∞(X) // ham(X) .
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Since δ is the unique map which makes the right hand triangle commute, we
have pr◦φ = δ. For noncompact X , the cokernel Hcan0 (X) ≃ H
2n
dR(X) of the Lie
algebra homomorphism δ : Ω1(X)/δΩ2(X)→ C∞(X) vanishes, so δ is surjective
with kernel Hcan1 (X).
Remark 5.9. The Lie algebra of hamiltonian vector fields ham(X) is perfect
for any symplectic manifold X . Indeed, it is the image by π of the perfect Lie
algebra Ω1(X)/δΩ2(X) by the Lie algebra homomorphism π. The Poisson Lie
algebra C∞(X) in the noncompact case and C∞0 (X) in the compact case are
also perfect, as images of the perfect Lie algebra Ω1(X)/δΩ2(X) by the Lie
algebra homomorphism δ. Thus we recover Corollary 3.7, as well as the ‘perfect
part’ of Corollary 3.2 and Proposition 3.3.
Singular cocycles and Roger cocycles revisited. The universal central
extension Ω1(X)/δΩ2(X) of ham(X) yields a straightforward way to decide
when the Roger cocycles ψα and singular cocycles ψN defined on page 5 are
cohomologous.
By the universal property of (70) for a connected, symplectic manifold X ,
continuous 2-cocycles ψ of ham(X) correspond bijectively to continuous linear
functionals S on Ω1(X)/δΩ2(X) by
ψS(Xf , Xg) = S([fdg]) ,
and two cocycles are cohomologous, i.e. ψS ∼ ψS′ , if and only if S−S′ vanishes
on the center z = Ker(d ◦ δ)/δΩ2(X).
The singular 2-cocycles ψN come from (2n− 1)-cycles N =
∑k
i=1 ciσi in the
singular homology of X , with real coefficients ci and piecewise smooth maps
σi : ∆
2n−1 → X . The functional SN ([β]) =
∫
N
∗β on Ω1(X)/δΩ2(X) yields the
singular 2-cocycle
ψN (Xf , Xg) = SN ([fdg]) =
∫
N
fdg ∧ ωn−1/(n− 1)! . (78)
If X is compact, then ψN ∼ ψN ′ if and only if N ∼ N ′, in the sense that
N − N ′ = ∂M for a singular 2n-chain M in X with real coefficients. Indeed,
ψN ∼ ψN ′ if and only if
∫
N−N ′
∗β = 0 for all β ∈ Ω1(X) with dδβ = 0. For X
compact, dδβ = 0 is equivalent to d(∗β) = 0, so by Poincaré duality, ψN ∼ ψN ′
if and only if N − N ′ = ∂M . In this case we get an alternative description of
H2(ham(X),R) in terms of singular homology. The correspondence [N ] 7→ [ψN ]
yields and isomorphism between H2n−1(X,R) and H2(ham(X),R).
If X is noncompact, then ψN ∼ ψN ′ if and only if N − N ′ = ∂M , with
the additional requirement that M has zero symplectic volume,
∫
M ω
n/n! = 0.
Indeed, for X noncompact, dδβ = 0 is equivalent to d(∗β) = cωn/n! for some
c ∈ R. From c = 0, we find N − N ′ = ∂M , and c 6= 0 yields the further
requirement
∫
M ω
n/n! = 0.
The Roger 2-cocycles ψα come from compactly supported, closed 1-forms
α ∈ Ω1c(X),
ψα(Xf , Xg) =
∫
X
f(iXgα)ω
n/n! , (79)
via the functionals Sα([β]) :=
∫
X ∗β ∧ α. Two such cocycles are cohomologous,
i.e. ψα ∼ ψα′ , if and only if α − α′ = dh with
∫
X
hωn/n! = 0. This yields the
isomorphism H2(ham(X),R) ≃ Z1c (X)/dΩ
0
c,0(X) of Theorem 4.17.
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In the same vein, we have ψα ∼ ψN if and only if
∫
N
γ =
∫
X
α ∧ γ for
every γ ∈ Ω2n−1(X) with δdγ = 0. In the compact case, this reduces to the
requirement is that [N ] ∈ H2n−1(X,R) be Poincaré dual to [α] ∈ H1dR,c(X).
6 Central extensions of sp(X)
Let X be a connected symplectic manifold. In order to determine H2(sp(X),R),
we observe that ham(X) is a perfect, closed, complemented ideal in sp(X) with
abelian quotient sp(X)/ham(X) ≃ H1dR(X).
6.1 A 5-term exact sequence
If h is a perfect, closed, complemented ideal in a Fréchet Lie algebra g, then it
is shown in [Viz06, Thm. 2.3] that the exact sequence
0→ h
ι
−→ g
p
−→ g/h→ 0 (80)
of Fréchet Lie algebras gives rise to a 5-term exact sequence
0→ H2(g/h,R)
p∗
→ H2(g,R)
ι∗
→ H2(h,R)g
T
−→ H3(g/h,R)
p∗
→ H3(g,R) (81)
in continuous Lie algebra cohomology.
The transgression map T : H2(h,R)g → H3(g/h,R) is defined as follows. If
[ψ] ∈ H2(h,R) is g-invariant, then for each v ∈ g, there exists a unique θv ∈ h′
such that Lvψ = dθv. Moreover, the map g → h′ given by v 7→ θv is linear,
and the corresponding map θ : g × h → R continuous [Viz06, Lemma 2.1]. If
ψ′ : g× g→ R is a skew-symmetric continuous extension of θ, then dψ′ induces
a 3-cocycle dψ′ on g/h, whose class [dψ′] ∈ H3(g/h) does not depend on the
choice of ψ′. The transgression is defined as T ([ψ]) := [dψ′].
Remark 6.1. Since H1(h,R) = 0, the transgression map T coincides with the
map d3 for the Hochschild-Serre spectral sequence associated to the filtration
F pCp+q(g) = {σ ∈ Cp+q(g) : iH1 . . . iHq+1σ = 0, for all Hi ∈ h} .
From (81) with h = ham(X) and g = sp(X), we find
H2(sp(X),R) ≃
∧2
H1dR(X)
∗ ⊕Ker(T ) , (82)
where the map
∧2H1dR(X)∗ → H2(sp(X),R) takes γ ∈ ∧2H1dR(X)∗ to the
class of ψγ(v, w) := γ([ivω], [iwω]). For example, ifX is compact, the alternating
pairing γ([α], [β]) =
∫
X α∧β∧ω
n−1/(n−1)! gives rise to the Lie algebra cocycle
described in [ILM06].
6.2 The sp(X)-invariants in H2(ham(X),R)
In order to determine the remaining partKer(T ) of the second cohomology group
of sp(X), we must first determine the sp(X)-invariant part of H2(ham(X),R),
and then calculate the transgression map T . Recall from Theorem 4.17 that
every class [ψ] ∈ H2(ham(X),R) has a representative of the form
ψα(Xf , Xg) =
∫
X
fα(Xg)ω
n/n!
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for a closed compactly supported 1-form α ∈ Ω1c(X), and that [ψα] = [ψα′ ] if
and only if α− α′ = dh with 〈h〉 = 0, where
〈h〉 :=
∫
X
hωn/n! . (83)
Proposition 6.2. Let X be a connected symplectic manifold. Then the action
of the symplectic vector fields sp(X) on H2(ham(X),R) is given by
Lv[ψα] = −〈ivα〉[ψKS ] ,
where v is an element of sp(X) and [ψKS ] is the Kostant-Souriau class (34).
Proof. First we rewrite the cocycle ψα, using (26), as
ψα(Xf , Xg) =
∫
X
fdg ∧ α ∧ ωn−1/(n− 1)! .
It follows that (Lvψα)(Xf , Xg) := −ψα(LvXf , Xg)−ψα(Xf , LvXg) satisfies for
all v ∈ sp(X)
(Lvψα)(Xf , Xg) = −
∫
X
Lv(fdg) ∧ α ∧ ω
n−1/(n− 1)!
=
∫
X
fdg ∧ d
(
α(v)ωn−1
)
/(n− 1)!
= −
∫
X
α(v)df ∧ dg ∧ ωn−1/(n− 1)! ,
so that by equation (30), we have
(Lvψα)(Xf , Xg) = −
∫
X
α(v){f, g}ωn/n! . (84)
For x ∈ X and α ∈ Ω1c(X) closed, we define the continuous map θα : sp(X) →
ham(X)′ by
θα(v)(Xf ) :=
∫
X
α(v)(f − fx)ω
n/n!, (85)
where f−fx is the unique Hamiltonian function of Xf that vanishes at x. Since
the coboundary of θα(v) is a linear combination of Lvψα and ψKS , namely
d(θα(v))(Xf , Xg) = −θα(v)(X{f,g}) (86)
= −
∫
X
α(v)({f, g} − {f, g}x)ω
n/n!
= 〈α(v)〉ψKS(Xf , Xg) + Lvψα(Xf , Xg) ,
we have Lv[ψα] = −〈α(v)〉[ψKS ].
This reveals a dichotomy between the compact and noncompact case: if
X is compact, then [ψKS ] is zero by Corr. 3.6, so every class in ham(X) is
automatically sp(X)-invariant.
Corollary 6.3. Let X be a compact connected symplectic manifold. Then sp(X)
acts trivially on the continuous second cohomology H2(ham(X),R).
33
If, on the other hand, X is noncompact, then the sp(X)-invariant part of
H2(ham(X),R) can be quite small. Indeed, in terms of the alternating pairing
( · , · ) : H1dR,c(X)×H
1
dR(X)→ R
defined by
([α], [β]) :=
∫
X
α ∧ β ∧ ωn−1/(n− 1)! , (87)
we have the following result.
Corollary 6.4. Let X be a noncompact connected symplectic manifold. Then
the class [ψα] ∈ H2(ham(X),R) is annihilated by sp(X) if and only if [α] ∈
H1dR,c(X) is in the kernel of the alternating pairing (87). In particular, we have
R[ψKS ] ⊆ H2(ham(X),R)sp(X).
Proof. Since [ψKS ] is nonzero by Corollary 3.6, Proposition 6.2 shows that [ψα]
is annihilated by sp(X) if and only if 〈α(v)〉 vanishes for all v ∈ sp(X). Because
〈α(v)〉 = ([α], [ivω]) by (26) and v 7→ [ivω] is surjective onto H1dR(X), we have
that 〈α(v)〉 = 0 for all v ∈ sp(X) if and only if [α] is in the kernel of the
alternating pairing (87).
Since [ψKS ] is equal to [ψdh] for h ∈ Ω0c(X) with 〈h〉 = 1, [α] = [dh] = 0 is
in the kernel, so [ψKS ] is always sp(X)-invariant.
Remark 6.5. By definition, a symplectic manifold is Lefschetz if the map
H1dR(X)→ H
2n−1
dR (X) : [α] 7→ [ω
n−1 ∧ α]
is an isomorphism. Since the intersection pairing is then nondegenerate, it
follows that for a noncompact Lefschetz manifold X , the only invariant class is
[ψKS ],
H2(ham(X),R)sp(X) = R[ψKS ] .
In view of the different character of H2(ham(X),R) for compact and non-
compact manifolds, we will treat these two cases separately.
6.3 Transgression for compact manifolds
We first determine the continuous second Lie algebra cohomology of sp(X) in
the case that X is a compact connected manifold, and return to noncompact
manifolds in the next section. In view of eqn. (82), Cor. 6.3, and Thm. 4.17,
this amounts to determining the transgression map T : H1dR(X)→
∧3
H1dR(X)
∗.
This was done in [Viz06], using the characteristic class one obtains from the Weil
homomorphism applied to an invariant bilinear form on ham(X).
We now give a direct construction of the transgression map, which avoids the
use of characteristic classes, and therefore generalizes more easily to noncompact
manifolds, where an invariant bilinear form is not available.
Proposition 6.6. For X a compact connected symplectic manifold, the trans-
gression map in the five term exact sequence (81) is given by
T : H1dR(X)→
∧3
H1dR(X)
∗
T (a)(b1, b2, b3) = (a, b1, b2, b3)−
1
vol(X)
(∑
cycl
(a, b1)(b2, b3)
)
(88)
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with the alternating 4-form on H1dR(X) defined by
([α], [β1], [β2], [β3]) =
∫
X
α ∧ β1 ∧ β2 ∧ β3 ∧ ω
n−2/(n− 2)! (89)
and the skew symmetric 2-form ( · , · ) on H1dR(X) as in eqn. (87).
Note that one can always rescale ω so that vol(X) = 1, which was implicitly
done in the derivation of [Viz06, eqn. (8)].
Proof. By Corollary 6.3, we have
H2(ham(X),R)sp(X) = H2(ham(X),R),
and by Theorem 4.17, H2(ham(X),R) can be identified with H1dR(X) by map-
ping [α] ∈ H1dR(X) to the class [ψα] ∈ H
2(ham(X),R) of the cocycle ψα de-
scribed in eqn. (62). The quotient sp(X)/ham(X) = H1dR(X) is an abelian Lie
algebra, so the transgression is a map T : H1dR(X)→
∧3
H1dR(X)
∗.
Since X is compact, we can identify ham(X) with the Lie algebra C∞c,0(X)
of zero integral functions by mapping Xf to its unique zero integral Hamilton
function f − 1vol(X) 〈f〉. Because the Hamiltonian function {f, g} of [Xf , Xg] has
zero integral, we see from eqn. (84) that Lvψα = d(Θα(v)), with the 1-cochain
Θα : sp(X)→ ham(X)′ given by
Θα(v)(Xf ) =
∫
X
α(v)
(
f − 1vol(X)〈f〉
)
ωn/n!,
where 〈f〉 is given by (83) and vol(X) = 〈1〉 is the symplectic volume of X .
To compute the transgression map, we proceed as outlined in Section 6.1. We
choose a 2-cochain ψ′α on sp(X) that extends Θα : sp(X) × ham(X) → R, and
compute its differential. Using Lemma 2.12 and the fact that the Lie bracket of
two symplectic vector fields v1 and v2 is Hamiltonian with Hamilton function
ω(v1, v2), we compute the differential of ψ′α as
(dψ′α)(v1, v2, v3) =
∑
cycl
ψ′α(v1, [v2, v3]) =
∑
cycl
Θα(v1)([v2, v3])
=
∑
cycl
∫
X
α(v1)
(
ω(v2, v3)−
1
vol(X) 〈ω(v2, v3)〉
)
ωn/n!
=
∫
X
α ∧ iv1ω ∧ iv2ω ∧ iv3ω ∧ ω
n−2/(n− 2)!
−
1
vol(X)
∑
cycl
〈α(v1)〉〈ω(v2, v3)〉
= ([α], [iv1ω], [iv2ω], [iv3ω])
−
1
vol(X)
∑
cycl
([α], [iv1ω])([iv2ω], [iv3ω]) .
With the expression T ([ψα]) := [dψ′α] of the transgression map, the conclusion
follows.
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Knowing this explicit expression for the transgression map, equation (82)
yields the following complete description for H2(sp(X),R).
Theorem 6.7. Let X be a compact connected symplectic manifold. Then we
have an isomorphism
H2(sp(X),R) ≃
∧2(H1dR(X)∗)⊕ Ker(T ),
where Ker(T ) ⊆ H1dR(X) is the set of classes a ∈ H
1
dR(X) such that
(a, b1, b2, b3) =
1
vol(X)
∑
cycl
(a, b1)(b2, b3)
for all b1, b2, b3 ∈ H1dR(X).
We give a few examples to illustrate that, in concrete situations, the kernel
of the transgression can often be determined explicitly.
Example 6.8 (Tori). For the symplectic 2n-torus T2n = R2n/Z2n, the trans-
gression map vanishes, because sp(T2n) ≃ ham(T2n) ⋊ R2n is a semidirect
product, cf. [Viz06]. Therefore, all Roger cocycles extend to sp(T2n), and
H2(sp(T2n),R) ≃
∧2
(R2n)⊕ R2n.
Example 6.9 (Compact surfaces). For a surface Σg of genus g ≥ 2, the trans-
gression map is injective; although the 4-form (89) is zero, the cyclic sum in-
volving the nondegenerate 2-form (87) does not vanish, cf. [Viz06]. Therefore
no Roger cocycle can be extended to sp(Σg), and H2(sp(Σg),R) ≃
∧2
R
2g. For
genus 0, we haveH2(sp(S2),R) = {0}, and for genus 1, we haveH2(sp(T2),R) ≃∧2(R2)⊕ R2 by the previous remark.
Remark 6.10 (Compact manifolds with b1 < 4). Since the transgression (88)
induces an alternating map
∧4
H1dR(X)→ R, it vanishes for dimensional reasons
if the first Betti number satisfies b1 < 4. In this case, all Roger cocycles extend
to sp(X), and H2(sp(X),R) ≃
∧2
(Rb1)⊕ Rb1 .
Example 6.11. Thurston’s manifold X4 was historically the first example of a
compact, symplectic manifold which is not Kähler [Thu76]. It is a nilmanifold,
i.e., a quotient X = Γ\N of a 1-connected, nilpotent Lie group N by a discrete,
cocompact subgroup Γ. For Thurston’s manifold, the nilpotent Lie group is
N = H × R, where H is the Heisenberg group. Its Lie algebra is n = h × R,
where h = Span 〈x, p, h〉 is the Heisenberg Lie algebra with [x, p] = h and [h, x] =
[h, p] = 0, and R is central in n with generator z. We denote by x∗, p∗, h∗, z∗ the
dual basis of x, p, h, z. Under the inclusion ι :
∧
n∗ →֒ Ω(X4) as left invariant
forms, the symplectic form is the image of
ω = h∗ ∧ x∗ + z∗ ∧ p∗ ,
normalised so that the symplectic volume vol(X4) is 1. By a theorem of Nomizu
[Nom54], the inclusion ι :
∧
n∗ →֒ Ω(X4) yields an isomorphism between the
Lie algebra cohomology H•(n,R) and the de Rham cohomology H•dR(X
4). The
Lie algebra differential d :
∧
n∗ →
∧
n∗ is the derivation with dh∗ = −x∗ ∧ p∗
and dx∗ = dp∗ = dz∗ = 0. From this, one finds that the cohomology H•(n,R)
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is generated (as a ring) by [x∗], [p∗] and [z∗] in degree 1 and [h∗ ∧ p∗], [h∗ ∧ x∗]
in degree 2, with the single relation [x∗ ∧ p∗] = 0. The fact that
H1dR(X
4) = Span 〈[x∗], [p∗], [z∗]〉 (90)
is 3-dimensional led Thurston to his conclusion that X4 does not admit a Kähler
structure. By Remark 6.10, it also implies that every Roger cocycle extends to
sp(X4), and H2(sp(X4),R) ≃
∧2(R3)⊕ R3.
6.4 Transgression for noncompact manifolds
We now determine the continuous second Lie algebra cohomology of sp(X) in
the case that X is a noncompact connected manifold. As in the previous section,
this amounts to determining the transgression map
T : H2(ham(X),R)sp(X) →
∧3
H1dR(X)
∗,
but in contrast to the compact case, not every class [ψα] ∈ H2(ham(X),R)
is sp(X)-invariant. By Cor. 6.4, [ψα] is sp(X)-invariant if and only if [α] ∈
H1dR,c(X) lies in the kernel of the alternating pairing (87), and an sp(X)-
invariant class [ψα] extends from ham(X) to sp(X) if and only if it lies in
the kernel of the transgression map.
Proposition 6.12. The transgression map
T : H2(ham(X),R)sp(X) → Λ3H1dR(X)
∗
is given by
T ([ψα])(b1, b2, b3) = ([α], b1, b2, b3) (91)
for the 4-linear map on H1dR,c(X)×H
1
dR(X)
3 defined by
(a, b1, b2, b3) =
∫
X
a ∧ b1 ∧ b2 ∧ b3 ∧ ω
n−2/(n− 2)! . (92)
Proof. We proceed along the lines of Prop. 6.6. By Corollary 6.4, the class
[ψα] ∈ H2(ham(X),R) is annihilated by sp(X) if and only if [α] ∈ H1dR,c(X)
lies in the kernel of the alternating pairing (87). As 〈α(v)〉 can be expressed
in terms of the pairing as ([α], [ivω]), this is equivalent to the requirement that
〈α(v)〉 = 0 for all v ∈ sp(X). By eqn. (86), we thus have Lvψα = d(θα(v))
for all v ∈ sp(X), where the 1-cochain θα : sp(X) → ham(X)′ is defined by
(85). The differential of any 2-cochain ψ′α : sp(X) × sp(X) → R that extends
θα : sp(X)× ham(X)→ R is
(dψ′α)(v1, v2, v3) =
∑
cycl
ψ′α(v1, [v2, v3]) =
∑
cycl
θα(v1)([v2, v3])
=
∑
cycl
∫
X
α(v1) (ω(v2, v3)− ω(v2, v3)x)ω
n/n!
=
∑
cycl
∫
X
α(v1)ω(v2, v3)ω
n/n!
(27)
=
∫
X
α ∧ iv1ω ∧ iv2ω ∧ iv3ω ∧ ω
n−2/(n− 2)!.
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In the third step, we use that the commutator [v1, v2] of symplectic vector fields
is Hamiltonian with Hamiltonian function ω(v1, v2), while in the fourth step,
we use that 〈α(v)〉 =
∫
X α(v)ω
n/n! is zero by sp(X)-invariance of [ψα]. The
required expression of the transgression map follows.
If we consider the bilinear map ( · , · ) of eqn. (87) as a linear map
B : H1dR,c(X)→ H
1
dR(X)
∗ ,
and the 4-linear map ( · , · , · , · ) as minus the transgression map
T : H1dR,c(X)→
∧3H1dR(X)∗,
then [ψα] extends to sp(X) if and only if [α] ∈ H1dR,c(X) lies in Ker(B)∩Ker(T ).
Since the Kostant-Souriau class [ψKS ] can be described as [ψα] with α = dh and
〈h〉 = 1, it always extends to a class on sp(X). Indeed, an extension is given by
the cocycle
ψ′KS(v, w) = ω(v, w)x.
This yields the desired explicit description of the second continuous Lie algebra
cohomology of sp(X).
Theorem 6.13. Let X be a noncompact connected symplectic manifold. Then
we have an isomorphism
H2(sp(X),R) ≃
∧2(H1dR(X)∗)⊕ R[ψ′KS ]⊕ (Ker(B) ∩Ker(T )) ,
where Ker(B) ∩Ker(T ) ⊆ H1dR,c(X) is the set of classes a such that
(a, b) = 0 ,
(a, b1, b2, b3) = 0
for all b and b1, b2, b3 in H1dR(X).
We apply Theorem 6.13 to a few (classes of) examples, where we calculate
Ker(B) and Ker(T ) using standard methods in algebraic topology.
Example 6.14 (Noncompact surfaces). For a 2-dimensional surface Σ, the
map B : H1dR,c(Σ) → H
1
dR(Σ)
∗ is an isomorphism by Poincaré duality. If Σ is
noncompact, Theorem 6.13 yields H2(sp(Σ),R) ≃
∧2
(H1dR(Σ)
∗)⊕ R[ψ′KS ] .
Also for cotangent spaces, the Roger cocycles are trivial in cohomology.
Corollary 6.15. Let T ∗Q be the cotangent space of a connected manifold Q.
Then all Roger cocycles are trivial, and there is an isomorphism
H2(sp(T ∗Q),R) ≃
∧2
(H1dR(Q)
∗)⊕ R[ψ′KS ] .
Proof. By Poincaré duality, H1dR,c(T
∗Q) is isomorphic to H2n−1dR (T
∗Q)∗. Since
Q is a deformation retract of T ∗Q, we have H2n−1dR (T
∗Q) ≃ H2n−1dR (Q), so
H1dR,c(T
∗Q) ≃ H2n−1dR (T
∗Q)∗ ≃ H2n−1dR (Q)
∗ vanishes for n > 1. For n = 1,
H1dR,c(T
∗Q) need not vanish, but Ker(B) = {0} by Example 6.14. Since
H1dR(Q)
∗ ≃ H1dR(T
∗Q)∗, this concludes the proof.
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Remark 6.16 (Punctured symplectic manifolds). Suppose that X = M −{m}
is obtained from a compact symplectic manifoldM by removing a pointm ∈M .
Then the Mayer-Vietoris sequence for de Rham cohomology shows that the
pullback ι∗ : H1dR(M)→ H
1
dR(X) by the inclusion ι : X →֒M is an isomorphism.
Similarly, the pushforward ι∗ : H1dR,c(X) → H
1
dR(M) is an isomorphism by the
Mayer-Vietoris sequence for compactly supported de Rham cohomology. Since
every class [α] ∈ H1dR(X) can be represented by a compactly supported 1-
form α, the maps H1dR,c(X)×H
1
dR(X) → R and H
1
dR,c(X)×
∧3
H1dR(X) → R
induced by equation (87) and (92) agree with the corresponding alternating
forms
∧2
H1dR(M)→ R and
∧4
H1dR(M)→ R for the compact manifold M .
The following situation affords an example where some, but not all, Roger
cocycles extend to the Lie algebra of symplectic vector fields.
Example 6.17 (Thurston’s manifold with puncture). Consider the noncompact
symplectic manifold X4m := X
4 − {m}, where X4 is Thurston’s symplectic
manifold of Example 6.11. By Remark 6.16, we can determine Ker(B) and
Ker(T ) from the cohomology ring H•dR(X
4) of the compact manifold, which
was calculated in Example 6.11. Recall from equation (90) that
H1dR(X
4) = 〈[x∗], [p∗], [z∗]〉 .
Using the formula ω = h∗ ∧ x∗ + z∗ ∧ p∗ and the fact that Liouville form
ω2/2 = z∗ ∧ p∗ ∧ h∗ ∧ x∗ integrates to 1, we find
([x∗], [p∗]) = ([x∗], [z∗]) = 0, ([z∗], [p∗]) = 1 (93)
for the alternating pairing (87). It follows that Ker(B) = R[x∗] is 1-dimensional,
and the sp(X4m)-invariant part of H
2(ham(X4m),R) is spanned by a single class
[ψx˜∗ ], with x˜∗ a compactly supported 1-form on X4m cohomologous to x
∗. Since
the alternating 4-linear map (89) on H1dR(X
4) vanishes for dimensional reasons,
the invariant class [ψx˜∗ ] ∈ H2(ham(X4m),R) extends to [ψ
′
x˜∗ ] ∈ H
2(sp(X4m),R).
For the punctured Thurston manifold X4m, we thus find
H2(sp(X4m),R) ≃
∧2
(R3)⊕ R[ψ′KS ]⊕ R[ψ
′
x˜∗ ] .
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