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Abstract
Traffic prediction is a fundamental task in many
real applications, which aims to predict the future
traffic volume in any region of a city. In essence,
traffic volume in a region is the aggregation of
traffic flows from/to the region. However, exist-
ing traffic prediction methods focus on modeling
complex spatiotemporal traffic correlations and sel-
domly study the influence of the original traffic
flows among regions. In this paper, we revisit the
traffic flow information and exploit the direct flow
correlations among regions towards more accurate
traffic prediction. We introduce a novel flow-aware
graph convolution to model dynamic flow correla-
tions among regions. We further introduce an in-
tegrated Gated Recurrent Unit network to incorpo-
rate flow correlations with spatiotemporal model-
ing. The experimental results on real-world traffic
datasets validate the effectiveness of the proposed
method, especially on the traffic conditions with a
great change on flows.
1 Introduction
Predicting traffic volume in any region of a city has be-
come one of most fundamental problems in nowadays intelli-
gent transportation systems [Yu et al., 2018]. Typically, traf-
fic volume of a region is defined as a two-dimensional vector,
measuring the total numbers of traffic in-flows and out-flows
caused by mobility trips (e.g., taxi trajectories), respectively.
For example, as shown in Figure 1, there are 3 × 5 = 15 re-
gions. During time t, 4 out of 7 mobility trips (in red) ended
in region R1 and the remaining 3 trips (in blue) started from
R1. Hence, the traffic volume of R1 at time t is (4, 3), repre-
senting the in-flows and the out-flows of R1 at that time.
Various approaches have been proposed to predict
citywide traffic volume based on historical traffic data.
Conventional methods such as ARIMA and its vari-
ants [Moreira-Matias et al., 2013; Lippi et al., 2013] consid-
ered the traffic volume in a region over time as a univari-
ate time series and learned a regression function for traf-
fic prediction under the simple stationary stochastic process
assumption. Some works [Li et al., 2015; Tong et al., 2017]
incorporated spatial features or external factors to enhance
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Figure 1: Illustration of traffic volume and flow. For example, the
out-flows of R1 is summation of traffic flow f13 = 2 to R3 and
f14 = 1 to R4, i.e., 3.
the information of each region and leveraged machine learn-
ing models for traffic prediction. To improve the pre-
diction accuracy, many recent studies [Zhang et al., 2017;
Yao et al., 2018; Yao et al., 2019] have focused on develop-
ing deep neural networks for modeling complex and dynamic
spatio-temporal traffic correlations among regions. The ra-
tionale behind is that traffic volume of a region is dependent
of that of its surrounding regions (i.e., spatial correlation) as
well as its volume in previous time periods (i.e., temporal cor-
relation). They thus combined convolutional neural networks
(CNN) and recurrent neural networks (RNN) to jointly learn
deep spatio-temporal features from previous traffic volume of
regions, and achieved the state-of-the-art performance.
All the existing works have devoted great effort to exploit-
ing informative features and their deep interactions from his-
torical traffic volume for future traffic prediction. We notice
that traffic volume of a region is the aggregation result of traf-
fic flows from/to other regions. In addition to leveraging past
traffic volume for prediction, can we move one step back and
realize the influence of original traffic flows among regions
on future traffic volume?
Intuitively, modeling traffic flow correlations among re-
gions is a more direct and precise way to capture the actual
traffic correlations. For example, a large quantity of traffic
flows from region A to region B at some time period may
cause (i) both increases in the out-flows of A and the in-flows
of B, or (ii) a reverse flow direction from B to A in the fu-
ture due to the return trips. Being aware of such flow cor-
relations is undoubtedly beneficial to enhance traffic predic-
tion performance. Nevertheless, existing CNN based models
are incapable of capturing direct flow correlations among re-
gions. The reasons are two-fold. First, the two regions A
and B with traffic flow may not be close to each other ge-
ographically, and the convolutional filters with limited sizes
can only focus on a small number of nearby regions. Second,
the direct flow correlations among regions are dynamically
changing, but CNNs are known to have geographically fixed
filters [Dai et al., 2017; Jia et al., 2016]. That is, the learned
convolutional filters will assign the same weight to a region
over time due to its fixed filtering mechanism, which fails to
model the flow dynamics even for nearby regions.
To this end, this paper introduces a novel flow-aware traffic
prediction model which aims to exploit the direct flow cor-
relations among regions for better prediction performance.
We organize the original traffic flows into a graph structure
where each vertex in the graph corresponds to a region and
the directed edge between two vertices are weighted by the
dynamic flows. A novel attempt of our approach is a flow-
aware graph convolution module to reveal the traffic corre-
lations among regions based on the flow graphs. Specifi-
cally, for each region r, the graph convolution defines a dy-
namic receptive field that automatically recognizes a set of
regions that are highly correlated with r. It is worth men-
tioning that (i) the identified correlated regions may not be
geographically close to r, and (ii) the set of regions will dy-
namically change according to the actual traffic flows. We
also apply the typical convolution to capture the spatial cor-
relations for nearby regions. An integrated Gated Recurrent
Unit (GRU) network is further applied to absorb the outputs
from two kinds of convolutions and learn the traffic tendency
effectively. We enforce an early combination of the features
extracted from two convolutions at each time step to model
deep feature interactions. We dub our proposed integrated
block as FlowConvGRU. Finally, we stack multiple Flow-
ConvGRUs into a deep structure, followed by a fully con-
nected layer to predict the future traffic. We evaluate the
performance of our proposed approach using two real-world
traffic datasets. Extensive experimental results demonstrate
that our proposed method achieves higher prediction accu-
racy than various state-of-the-art methods and the flow-aware
graph convolution can obtain deeper insights over flow infor-
mation towards better prediction performance.
2 Preliminaries
2.1 Definitions
Suppose a city area is divided intoN = m×k disjoint regions
with equal sizes. Let T denote the set of mobility trips, where
T = (i, j, ts, te) ∈ T represents a trip starts from region i at
time ts and ends at region j during time te. Note that ts ≤ te.
Definition 1 (Traffic flow f tij) Given T , the traffic flow f tij
from region i to region j at time t can be computed by:
f tij = |{T ∈ T | T.i = i ∧ T.j = j ∧ T.ts ≤ t ∧ T.te = t}|
Let f t = {f tij} be the traffic flow matrix at time t. Specif-
ically, f t:i = {f tji, j = 1, · · · , N} and f ti: = {f tij , j =
1, · · · , N} indicate in-flow and out-flow information for re-
gion i at time t, respectively.
Definition 2 (Traffic flow graph Gt) Given T and N re-
gions, we construct a traffic flow graph at time t, denoted by
Gt = (V t, Et), where V t is the set of N vertices represent-
ing all the regions andEt is the set of weighted directed edges
representing the non-zero traffic flow between two regions at
time t, i.e., (i, j) ∈ Et iff f tij > 0. The weight of each edge
(i, j) in Et is traffic flow f tij from region i to region j. Note
that f t is actually the weighted adjacency matrix for Gt.
Definition 3 (Traffic volume of a region xti) Given T , the
traffic volume xti of a region i at time t includes total num-
bers of in-flows
−→
xti and out-flows
←−
xti during time t, which can
be computed by:
xti = (
−→
xti ,
←−
xti) = (
N∑
k=1
f tki,
N∑
k=1
|{T ∈ T | T.i = i ∧ T.ts = t}|)
We organize citywide traffic volume into a 3D tensorXt ∈
R
m×k×2, where the last dimension corresponds to traffic vol-
ume in each region (i.e., in-flows and out-flows).
Definition 4 (Traffic prediction) Given the traffic flow
graphs {G1, · · · , GT } and traffic volume tensors
{X1, · · · , XT } in previous T time steps, we focus on
predicting the traffic volume tensor in time T +1, i.e.,XT+1.
2.2 Graph Convolution Networks
Graph convolutional networks are proposed to apply con-
volution operations on graph data, which cannot be han-
dled using typical convolutional networks. Generally there
are two kinds of graph convolution networks. The spa-
tial graph convolution networks [Niepert et al., 2016] try to
rearrange neighboring vertices to match a grid form such
that the typical convolution can be applied. The spec-
tral graph convolution networks [Bruna et al., 2014] imple-
ment convolution in the spectrum domain based on graph
Fourier transformation. Some works [Defferrard et al., 2016;
Kipf and Welling, 2017] developed fast localized convo-
lutional filters on graphs using Chebyshev polynomial
parametrization, which consider spatial localization on graph
vertices and substantially reduce the computational complex-
ity.
Consider an undirected graph G = (V,E) with n ver-
tices. Suppose the adjacency matrix is A ∈ Rn×n and the
diagonal degree matrix is D, i.e., Dii =
∑
j Aij . We can
calculate the corresponding normalized graph Laplacian as:
L = In −D− 12AD− 12 = UΛUT , where U and Λ are matrix
of eigenvectors and diagonal matrix of eigenvalues, respec-
tively. The spectral convolution is defined as the multiplica-
tion of a graph signal s ∈ Rn with a filter gθ(Λ) which is a
diagonal matrix parametrized by θ ∈ Rn. Formally, we have:
gθ ⋆ s = Ugθ(Λ)U
T s (1)
where UT s and Us are the graph Fourier transform
and inverse transform of graph signal s, respectively.
In [Kipf and Welling, 2017] and [Defferrard et al., 2016], the
authors used a truncated expansion of Chebyshev polynomi-
als Tk(·) to approximate gθ(Λ) up to K-order: gθ′(Λ) ≈∑K
k=0 θ
′
kTk(Λ˜), where Λ˜ =
2
λmax
Λ − In and λmax is the
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Figure 2: Architecture of our proposed model.
largest eigenvalue of L. In this way, the convolution can be
reformulated as:
gθ′ ⋆ s ≈
K−1∑
k=0
θ′kTk(L˜)s, (2)
where L˜ = 2
λmax
L − In. The approximation achieves K-
localized convolution and reduces the complexity to O(|E|).
However, the above spectral graph convolutions require the
graph to be undirected to perform matrix decomposition. Re-
cently, the authors in [Li et al., 2018] proposed a diffusion
convolution operation for directed graphs. They represent di-
rected edges as bidirectional diffusion process, which is char-
acterized by random walks with two state transition matrices
D−1I A
T andD−1O A, whereA denotes the weighted adjacency
matrix of the graph, and DI and DO are the in-degree and
out-degree diagonal matrices, respectively. Similarly, a finite
K-step truncation of diffusion process is utilized for fast lo-
calization. Formally, the diffusion convolution over the graph
signal s ∈ Rn with a filter θ is formulated as:
θ ⋆D s =
K−1∑
k=0
(θk,1(D
−1
O A)
k + θk,2(D
−1
I A
T )k)s (3)
where K is the diffusion step and ⋆D represents the diffu-
sion convolution. θ ∈ RK×2 is the learned parameters for
the filter. Since traffic flow is expected to be directed among
regions, we leverage diffusion convolution to model flow cor-
relations for traffic prediction.
3 Methodology
Figure 2 provides the architecture of our proposed approach
to traffic prediction. We consider two kinds of inputs: traffic
volume tensors and traffic flow graphs over the previous T
time steps. We develop a flow-aware graph convolution mod-
ule to capture the correlations among regions based on dy-
namic traffic flows. We then apply typical convolutions over
traffic volume tensor to learn spatial correlations for nearby
regions. To capture the temporal traffic tendency, we lever-
age the Gated Recurrent Unit (GRU) to absorb the outputs
from both convolutions. Considering the deep interactions
between traffic volume and traffic flows, we couple their fea-
tures at each step of the GRU. We dub the above integrated
structure as FlowConvGRU. In our proposal, a stack of Flow-
ConvGRU is constructed to learn deep spatiotemporal fea-
tures and interactions, followed by a fully connected layer to
predict the traffic volume tensor in time step T + 1. In what
follows, we provide the details of each module in our method.
3.1 Modeling Dynamic Flow Correlations
The input to this module is the traffic volume tensor Xt and
the traffic flow graph Gt at time t. As described before, the
direct traffic flow between two regions indicates the correla-
tion in their traffic volume. A novel attempt of our approach
is to apply graph convolution to reveal the flow-aware traffic
correlations among regions during t. To do this, we simply
reorganize the 3D traffic volume tensor Xt ∈ Rm×k×2 into
a graph signal Xtg ∈ RN×2. Note that typical graph convo-
lution requires the existence of a fixed graph structure, while
there is no stable or explicit edges among regions. We thus
resort to the flow graph Gt to identify the dynamic relation-
ships among regions. It is also worth mentioning that the flow
information is effective to reveal the direct traffic correlations
for far away regions.
Recall that f t is the adjacent matrix for Gt, containing
weighted directed edges among regions. We employ diffu-
sion convolution on traffic flow graph Gt. At each time t,
for a region i, all its flow-connected regions (according to
Gt) actually composes the receptive field Rti of i in the dif-
fusion convolution at t, which could also change over time.
We first calculate the in-degree and out-degree diagonal ma-
trices D−1I and D
−1
O for the flow matrix f
t and obtain state
transition matrices D−1I (f
t)T and D−1O f
t. We then apply
diffusion convolution to all the dimensions of the input graph
signalXtg ∈ RN×2. Let Zt ∈ RN×Q denote the output graph
signal and K be the diffusion step. Our flow-aware graph
convolution is formulated as follows:
Zt(:, q) =
2∑
p=1
Θp,q,:,: ⋆
ft
D X
t(:, p), ∀q ∈ {1, · · · , Q} (4)
where Θ ∈ R2×Q×K×2 is parameter tensor to be learned;
⋆
ft
D denotes the diffusion convolution with state transition
matrices calculated by f t. It is important to notice that the
state transition matrices D−1I (f
t)T and D−1O f
t at each time
step can be calculated efficiently with the time complexity of
O(N + |Et|)≪ N2.
Note that the proposed flow-aware graph convolution can
be stacked into a deeper structure for modeling high-order
flow correlations. It can be simply achieved by taking the
output graph signal as input into another flow-aware graph
convolution, using the same traffic flow graphGt.
w(t) =
1√
2π · σ e
−t
2
2σ2 (5)
ψ(t) = 1√
2pi·σ3
(
e
−t
2
2σ2 ·
(
t2
σ2
− 1
))
w(t) = eiat · e− t22σ s = 2 j
y[n] =
∞∑
k=−∞
h[k] · x[2n− k]
3.2 Modeling Spatial Correlations
The input to this module is the traffic volume tensor Xt at
time t. In practice, there are spatial correlations among the
traffic volume in nearby regions. For example, several ad-
jacent regions may belong to the same business center and
their traffic volume has similar trend over time. As CNN pri-
oritizes spatial locality, we apply a 2D convolution over Xt
to extract spatial features. Note that Xt is analogical to an
image withm× k pixels and two channels. Given a 2D con-
volutional filter W and Xt, the output feature tensor X˜t can
be formulated as:
X˜t =W ∗Xt (6)
where ∗ denotes the convolution operation. In fact, there can
be more than one filters to extract different spatial features,
which will lead to an output tensor with multiple channels.
Here we present the convolution operator with a single filter
for simplicity.
3.3 Flow-aware Traffic Prediction Network
Given a sequence of traffic volume tensors {X1, · · · , XT}
and that of traffic flow graphs {G1, · · · , GT }, we apply Equa-
tion (4) and (6) at each time step. Specifically, the two kinds
of convolutions mainly capture the flow and spatial correla-
tions among regions within a single time period. In order to
predictXT+1, we have to learn the temporal tendency of traf-
fic volume from time t = 1 to T . There are many versions
of RNN, which have achieved great performance in sequence
modeling tasks. In this paper, we adopt the Gated Recurrent
Unit (GRU), an effective variant of RNN, due to its advan-
tages of fewer parameters and less training time. But our
approach is general and can be seamless incorporated with
other RNN variants. Basically, each GRU cell is associated
with a hidden state and two gates. At the t-th time step, the
cell absorbs previous hidden stateHt−1 and the current input
to update the cell status. The access or modification to the
cell is controlled by the reset gate rt and the update gate ut.
To be specific, the reset gate rt decides how to combine new
input information with past information in the cell, while the
update gate ut controls the information flow from past steps
to the current step.
A simple way to absorb the respective outputs
{Z1, · · · , ZT } and {X˜1, · · · , X˜T } from graph convo-
lution and typical convolution over T time steps is to
construct two separate GRUs and learn the individual tempo-
ral dependencies. After that, a combination of the last hidden
states from two GRUs can be performed to produce the final
prediction result. However, a limitation of separately mod-
eling the sequences is that the potential feature interactions
between {Zt} and {X˜t} are completely ignored, which may
hurt the prediction performance. Intuitively, traffic flows are
deeply coupled with traffic volume. A heavy traffic flow
between two regions may not only affect the traffic volume
of two regions, but also the traffic in other regions due to an
alternative result from route planning devices.
In order to model deep feature interactions as early as pos-
sible, we propose an integrated network with a single GRU to
combine the results from two kinds of convolution modules.
The inputs to the GRU unit at time step t consist of the traffic
volume tensor Xt and flow graph Gt with flow matrix f t, as
well as the previous hidden state Ht−1. We apply the two
kinds of convolutions (Equation 4 and 6) over the inputs to-
gether with the previous hidden state Ht−1 of the GRU unit.
The updating equations for our proposed GRU is formulated
as:
r
t = σ(φ(Θr ⋆
ft
D
[Xtg , ϕ(H
t−1)]) +Wr ∗ [X
t
,H
t−1] + br)
(7)
u
t = σ(φ(Θu ⋆
ft
D
[Xtg , ϕ(H
t−1)]) +Wu ∗ [X
t
, H
t−1] + br)
(8)
H˜
t = tanh(φ(Θh ⋆
ft
D
[Xtg , ϕ(r
t ⊙Ht−1)])+ (9)
Wh ∗ [X
t
, r
t ⊙Ht−1] + br) (10)
H
t = ut ⊙Ht−1 + (1− ut)⊙ H˜t (11)
where φ(·) and ϕ(·) are reshape functions to reorganize the
input into 3D tensor and graph signal, respectively. Note that
the flow-aware graph convolution and typical convolution are
performed over input-to-state and state-to-state transitions of
GRU, respectively. We dub the above integrated GRU struc-
ture as FlowConvGRU.
Prediction. In order to produce the final prediction re-
sult XˆT+1, we propose to stack multiple FlowConvGRUs to
model deep feature interactions, using the same set of flow
graphs {G1, · · · , GT }. As shown in Figure 2, we apply 3
FlowConvGRU layers to obtain a high-level representation
for historical traffic data. Finally, we supply the output of
the last FlowConvGRU involving T hidden states into a fully
connected output layer to generate the traffic volume tensor
XˆT+1. To summarize, the overall equation for our proposed
method is as follows:
Xˆ
T+1 = MLP(FlowConvGRU(...({Gt}{f t}{Xt}))) (12)
3.4 Loss Function
We use the L2 loss function to train and evaluate our proposed
model. Given a training example with the ground-truth traffic
volume tensorXT+1, the loss function is defined as follows:
L(Θ) = ||XˆT+1 −XT+1||22 (13)
whereΘ are all parameters to be learned, including the filters
in both kinds of convolutions, and the parameters in GRU and
the final fully connected layer.
4 Experiments
4.1 Datasets
We conduct experiments on two real-world traffic datasets:
TaxiNYC and TaxiCD. The details of the two datasets are
described as follows:
• TaxiNYC1: TaxiNYC contains 267,953,551 taxi trip
records in New York from 1st January 2014 to 30th June
2015. We split the whole city into 20 × 10 regions and
each region is about 1km × 1km. We set time inter-
val to 1 hour. We use the records from 01/01/2014 to
04/30/2015 as training data, while the records in May
2015 and June 2015 are used as validation and test sets,
respectively.
1http://www.nyc.gov/html/tlc/html/about/trip record data.shtml
• TaxiCD2: TaxiCD contains 7,065,937 taxicab records in
Chengdu, China during November 2016. The data were
collected by from Didi Chuxing, an on-line car-hailing
company in China. The city is split into 20× 20 regions
and the size of each region is 2km × 2km. The length
of time interval is set to 15 minutes. We use the data
from 11/01/2016 to 11/25/2016 (25 days) for training,
and data in the following 2 days is set as validation set.
Data in the last 3 days is used as test data.
We preprocess both datasets to generate traffic volume ten-
sors and flow graphs as defined in Section 2.1 for each time
interval. We adopt Min-Max normalization to transform the
traffic volume and flow to [0,1] scale.
4.2 Experimental Settings
We consider the traffic volume and flow data in the previous 6
time intervals to predict traffic volumes of all regions in next
time interval.
Evaluation Metrics. We evaluate our proposed model with
two commonly used metrics: rooted mean squared error
(RMSE) and the mean absolute error (MAE).
Baseline Methods. We compare our model with both basic
and advanced methods as follows.
• HA: It predicts traffic volume during next time interval
by averaging the traffic volumes in previous time inter-
vals.
• ARMA [Box et al., 2015]: It is a widely used method
for predicting future values of time series data.
• VAR [Lu¨tkepohl, 2005]: Vector Auto-Regressive (VAR)
is a multivariate model to capture linear interdependen-
cies among regions.
• FC-GRU: FC-GRU is the vanilla version of GRU which
uses multiplication for input-to-state and state-to-state
transition. We flatten the 3D traffic volume tensor and
take it as input into FC-GRU.
• DMVST-Net [Yao et al., 2018]: A multi-view spatial-
temporal network model, which jointly considers spa-
tial and temporal relations using local CNN and LSTM
models.
• STDN [Yao et al., 2019]: It utilizes a flow gate mech-
anism to explicitly model dynamic spatial similarity
based on local flow information.
Two variants of our proposed model FlowConvGRU are also
compared to evaluate the effectiveness of each component.
• FlowConvGRU-nc: This is our proposedmodel without
the typical convolutional operations in GRU units.
• FlowConvGRU-nf: Similarly we remove flow-aware
graph convolutions in FlowConvGRU to evaluate the ef-
fectiveness of modeling dynamic flow correlation.
Hyper-parameters. The Hyper-parameters are chosen based
on performances on validation set. In our integrated model,
the kernel size of convolution on traffic volume tensors is
set to 3 × 3 with a stride of 1, and the diffusion step
2https://gaia.didichuxing.com
Table 1: Prediction Results on Two Datasets
datasets TaxiNYC TaxiCD
Methods RMSE MAE RMSE MAE
HA 47.997 14.942 5.88 1.289
ARMA 45.547 10.336 4.145 1.086
VAR 27.076 10.450 4.235 1.085
FC-GRU 21.337 7.888 2.976 0.911
DMVST-Net 20.870 7.843 2.877 0.898
STDN 21.287 8.031 2.889 0.867
FlowConvGRU-nc 21.157 8.133 3.175 0.931
FlowConvGRU-nf 18.518 7.243 2.830 0.864
FlowConvGRU 17.714 6.992 2.817 0.835
K in flow-aware graph convolution is set to 2. The size
of hidden states in GRU units is set to 64. The number
of layers for extracting spatial features is set to 3 in our
proposed model and all the neural network baselines for
a fair comparison. During the training phase, we adopt
mini-batch learning strategy with a batch size of 8 and use
Adam [Kingma and Ba, 2014] optimizer with a learning rate
of 2e−4 for both datasets. All the neural network based mod-
els are implemented using TensorFlow [Abadi et al., 2016] or
Keras [Chollet and others, 2015].
4.3 Model Comparison
Table 1 shows the overall results of compared methods over
two datasets. The RMSE andMAE in TaxiNYC are all higher
than those of TaxiCD on the methods since traffic volume
in TaxiNYC is presented of larger magnitude than TaxiCD.
For both datasets, HA and ARMA report worse results on
two metrics, which indicates that there exists large variation
on traffic flows in continuous time intervals. Note that VAR
gives better outcome on TaxiNYC compared to the results on
TaxiCD. This is because there are more traffic flows among
regions on TaxiNYC dataset due to the smaller grid size and
larger time interval. Thus the interdependency among re-
gions on TaxiNYC could be explored to achieve better per-
formances. Compared to neural network based models, the
worse results in basic methods confirm that the complex spa-
tiotemporal dependencies cannot be well captured with sim-
ple regressions.
Among several neural network based models, FlowCon-
vGRU achieves the best performances on both metrics, show-
ing 2.1%∼16.8% lower RMSE and MAE than DMVST-Net
and STDN. The reasons are two-fold. First, instead of us-
ing the local traffic volume data to explore spatial features
in DMVST-Net and STDN, FlowConvGRU takes the whole
traffic volume tensor as input and leverages flow-aware graph
convolutions to explore flow correlations in flow-connected
regions. Although dynamic flow information is also utilized
in STDN, it still focuses on a local area and commits to
model the dynamic spatial similarity for the local regions.
Second, the flow-aware graph convolution dynamically rec-
ognizes flow correlations among the regions with real-time
traffic flows. The other regions are automatically ignored
while FC-GRU considers all the regions regardless of whether
they have traffic flows. Notice that FlowConvGRU outper-
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Figure 3: Flow Dynamics in Different Time Intervals
forms both variants on two datasets, which confirms both flow
correlation and spatial dependency modeling enhance overall
prediction performance. We also find that FlowConvGRU-nc
has worse results than FlwConvGRU-nf. We analyze that ap-
plying only flow-aware graph convolution in GRU units may
lose the spatial information in traffic volume since traffic vol-
umes in nearby regions are usually related while flow corre-
lations may not exist between them. Therefore, in our pro-
posed model, we utilize a coupling mechanism to combine
the two kinds of convolutions to model both flow correlations
and spatial influences.
4.4 Analysis of Dynamic Traffic Flow
In this section, we present the analysis of dynamic traffic
flows among regions and show the advantages of our pro-
posed model in cases with great change of traffic flows.
We use two metrics to analyze temporal dynamics in traf-
fic flows: Jaccard Similarity and Earth Mover’s Distance
(EMD) [Rubner et al., 2000]. Suppose any two traffic flow
graphs Gt and Gt+1 in consecutive time intervals. For each
region i, consider the set of connected regions in Gt, i.e., the
receptive fieldRti of region i in flow-aware graph convolution
at time t. We first compute Jaccard similarity of receptive
fields Rti and R
t+1
i for each region i. Basically a high Jac-
card score indicates a larger amount of overlapped connected
regions. And then we average the Jaccard similarity scores of
all regions to represent the change of flow-connected regions
∆Rt in consecutive time t and t+ 1. Similarly, we calculate
the EMD distance between in-flows f t:i and f
t+1
:i for each re-
gion i. The average EMD distance of all regions is used to
represent the change of traffic flows∆f t in consecutive time
t and t + 1. Figure 3 shows both change of flow-connected
regions and traffic flows for 24 different time intervals, i.e.,
24 hours in a day. The Jaccard scores/EMD distances in the
figure are calculated by averaging the ∆Rt/∆f t in all corre-
sponding time intervals in TaxiNYC dataset (e.g., all ∆Rt in
8am and 9am). We observe that, (1) the Jaccard scores are
mostly less than 0.25, which means at most time there are no
more than 25% regions which will hold the flow connection
with same region in next time interval. (2) there are larger
variations of traffic flows during morning and evening peak
hours (i.e., 6-8am and 7-9pm with larger EMD distances).
To evaluate the traffic prediction performance in condi-
tions with great change of traffic flows, we set a thresh-
old of EMD w and evaluate prediction results on instances
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Figure 5: Results on Different Number of Layers
with EMD distance higher than w, i.e., conditions with great
change of trafffic flows. We set the threshold as 0.1 and 0.005
for TaxiNYC and TaxiCD, respectively. Obviously, instances
with EMD distance higher than 0.1 in Figure 3(b) are from
morning and evening peak hours. The prediction results are
provided in Figure 4 (we have omitted the worse results of
HA, ARIMA and VAR for simplicity). We can see that the
errors are apparently much higher than overall prediction er-
rors presented in Table 1, which indicates that the conditions
with great change of traffic flows are mostly with heavy traf-
fic and difficult to predict. Nevertheless, our proposed model
could also achieve better performance, which demonstrates
the ability of capturing dynamic flow correlations effectively.
4.5 Effects of Number of Layers
Figure 5 presents the prediction results of FlowConvGRU
with different number of layers. For both datasets, the best
performance is achieved with 3 FlowConvGRU layers. Shal-
low network structure may fail to capture spatiotemporal cor-
relations in distant area while deeper models could cause
overfitting and lead to higher generalization error. In fact, the
deeper network architecture considers the spatial correlations
with farther area and more forward or backward flows. As the
network gets deeper, more spatial information can be utilized
but at the same time more unconnected regions will also be
taken into account, which may oppositely cause performance
degradation.
5 Conclusion
In this paper, we introduce a novel flow-aware graph convolu-
tion to explore dynamic flow correlations in traffic prediction
problem. We explicitly construct the traffic flows among re-
gions as graph data and apply graph convolutions over the
flow graph. By utilizing real-time traffic flow information,
the proposed flow-aware graph convolution is able to disclose
dynamic flow correlations among regions, even in distant re-
gions. To model both flow and spatial correlations, we pro-
pose an integrated network model based on gated recurrent
units to capture spatiotemporal features in nearby regions and
those with traffic flows. Our experiments on two real-world
datasets show that the proposed integrated network model
outperforms the state-of-the-art methods. And the integration
of flow-aware graph convolution in GRU can effectively im-
prove the accuracy, especially on the cases with great change
of traffic flows.
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