Abstract: This research investigated the effect of different drought conditions on Barley (Hordeum vulgare L.) yield in North Dakota, USA, using Multiple Linear Regression (MLR) and Artificial Neural Network (ANN) methods. Though MLR method is widely used, the ANN method has not been used in the past to investigate the effect of droughts on barley yields to the best of authors' knowledge. It is found from this study that the ANN model performs better than MLR in estimating barley yield. In this paper, the ANN is proposed as a viable alternative method or in combination with MLR to investigate the impact of droughts on crop yields.
Introduction
Impact of drought on various sectors has long been recognized. Agriculture is one of the major sectors that experiences significant loss during drought events. Agriculture also is the first sector to be affected at the onset of drought because crops at various stages of their growth depend on water and soil moisture [23] . Impact of drought on agriculture has been studied by several investigators [17, 18, 21] . Li et al. [17] studied the drought risk for global crop production under current and future climatic conditions by using historical crop yield and meteorological drought. It is anticipated significant losses in yields of major crops in the future due to drought events. There was $145 billion loss in crop production across the United States during the last three decades [18] . A better understanding of the historical drought damages and drought-yield relationship could help reduce any future losses. According to Thomson et al. [37] crop yield variability is mainly influenced by local weather and climate rather than by large scale climatic patterns. The State of North Dakota, USA, is a leading producer of many crops. Particularly, it is a leading producer of barley in the nation accounting for 24% of nation's barley production. Since North Dakota is also a drought prone state, it is important to study the drought-barley yield relationship in particular [12, 15] .
Multiple Linear Regression (MLR) and Artificial Neural Network (ANN) models are both widely used in many areas for prediction and classification purposes. MLR is a traditional statistical technique, and it has an established methodology. However, ANN is relatively a recent computational modeling tool that is used to solve many complex real world problems due to its remarkable learning and generalization capabilities [5, 31] . ANN has been used in water quality and water resources area to estimate evaporation, evapotranspiration, rainfall, runoff, and nutrient transportation [36, 38] , accounting and finance [16] , health and medicine [30, 33] , engineering and manufacturing [8, 40] , marketing [2, 9] , agriculture [26] , and forestry science [1, 28] .
There are ample information in the literature about the application and capabilities of ANN and MLR [2, 4, 19, 31, 32, 41] . A detailed review of neural networks and statistical techniques can be found in Paliwal and Kumar [31] . A comprehensive list of comparative studies of applications of neural networks and other statistical techniques from various fields can be found in their study. They also discuss the capabilities of each method. Mekanik et al [19] investigated the capabilities of ANN and MLR to forecast long-term seasonal spring rainfall in Victoria, Australia using lagged El Nino Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD). They found that ANN is a better model to find the pattern and trend of observations, and generally had lower error compared to MLR.
Kaul et al. [13] conducted a study to predict the corn and soybean yield using field-specific rainfall, and Soil Rating for Plant Growth (SRPG), and concluded that ANN has a better prediction capability compared to MLR. Ayoubi and Sahrawat [4] used ANN and MLR to predict the biomass and grain yield of barley in relation to soil properties. They found that ANN outperformed MLR. There are numerous studies on quantifying barley yield using different input characteristics and methodologies [4, 22, 27, 29] . For example, Mkhabela et al [22] developed statistical models to predict the yield of different crops including barley using MODIS NDVI data for Canadian Prairies. However, the relationship between different drought conditions and barley yield has not been studied using ANN to the best of authors' knowledge. Though MLR models have been used, the complex nature of drought-yield relationship need better methods of prediction and interpretation [15] .
ANN methodology is a non-linear data driven self-adaptive approach. ANN can identify and learn correlation patterns between variables (independent) and corresponding target variables (dependant) when the underlying relationship is unknown and consequently can predict the dependent variables based on new independent variable data sets [34] . Basically, ANN performs the function of nonlinear mapping or pattern recognition. If a set of input data corresponds to a definite signal pattern, the network can be trained to give correspondingly a desired pattern at the output. The network has the capability to learn and estimate the output [7] .
The objective of this study is to quantify and compare the impact of different drought conditions on barley (Hordeum vulgare L.) yield using the MLR and ANN models. Though there are few studies relating yield with climate variables using ANN and MLR, the method has not been used to quantify the drought impact on barley yields to the best of our knowledge. In addition, this study uses the U.S. Drought Monitor data which account for areal coverage and severity of drought. This drought data is relatively new (2000-present), and has not been used for similar past studies. North Dakota State is one of the leading producers of barley in USA. Therefore, it is only appropriate to use data from North Dakota. However, the methodology used in this study can be used for other areas.
Material and Methods

Drought Data
This study uses the U.S. Drought Monitor (USDM) drought data, a major source of drought data in the USA available to the public from the National Drought Mitigation Center (NDMC), University of Nebraska, Lincoln [25] . The USDM is developed as a comprehensive tool to reflect the existing drought condition across the United States [11] . Several federal agencies including U.S. Department of Agriculture (USDA), and National Oceanic and Atmospheric Administration (NOAA), and NDMC contribute to produce drought monitor data products. The simplicity of the USDM is the reason behind why many federal and state agencies use these data products [35] . The USDM releases its products (map and tabular data) every week, which reflect the drought condition of the U.S. A slightly adapted sample version of the map is shown in Fig. 1 . In this study, the USDM countywide weekly percent areal coverage values (A D0 , A D1 , A D2 , A D3 , and A D4 ), were used as input for different drought intensity categories D0, D1, D2, D3, and D4 for the years 2000 to 2012. D0, D1, D2, D3, and D4 represent different drought intensity categories: abnormally dry, moderate drought, severe drought, extreme drought, and exceptional drought respectively. This data is classified based on multiple drought indices. The use of multiple indicators is one of the key strengths of USDM data because it is difficult to represent the complex characteristics of drought using a single drought indicator [11] . D0, D1, D2, D3, and D4 were categorized using the key indicators such as Palmer Drought Index, Climate Prediction Center (CPC) Soil Moisture Model (Percentiles), USGS Weekly Stream flow (Percentiles), Standardized Precipitation Index (SPI), and Objective Short and Long-term Drought Indicator Blends (Percentiles) and numerous supplementary indicators.
Crop Data
Barley is one of the major agricultural crops grown in North Dakota. County-bycounty yield data of barley is derived from USDA National Agricultural Statistics Service (NASS) web portal for the study period (2000 -2012) [24] . Generally, Barley planting will start in later part of April, and harvesting end in early part of September in North Dakota. 
Multiple Linear Regression (MLR)
MLR is a statistical method used to investigate the relationship between several independent variables and a dependent variable. A linear regression model assumes that the relationship between the dependent variable and the p-vector of regressors is linear, where p is the number of independent variables. Thus the model takes the form
where ′ denotes the transpose, so that x i ′β is the inner product between vectors x i and β. The y i is called the regressand or dependent variable. The decision as to which variable in a data set is modeled as the dependent variable and which are modeled as the independent variables may be based on a presumption that the value of one of the variables is caused by, or directly influenced by the other variables. The χi is called regressor or independent variable [39] . To ascertain the dependency of barley yield on drought categories, Eq. (1) 
where α 1 , α 2 , α 3 , α 4 , α 5 coefficients were tested for statistical significance at the 5% level fitted models of equation 2. Though drought is a continuous phenomenon in terms of space and intensity, the drought monitor data account for areal coverage of drought for defined drought intensity categories. Therefore, it is appropriate to use the drought monitor data to quantify the impact of different drought intensity categories on barley yield.
Artificial Neural Network (ANN)
ANN has been widely used to model complex and non-linear processes and systems [34] . ANNs are non-linear data driven self-adaptive systems that can identify and learn correlated patterns between input data sets and corresponding output values, even when the underlying data relationship is unknown. ANN resembles human brain in two respects; the network acquires knowledge through a learning process, and the interconnection strengths known as synaptic weights are used to store the knowledge [6, 41] . The ANN can be explicitly programmed to perform a task by manually creating the topology and then setting the weights and thresholds of each link. The process of determining weights and biases is called training. The observed data set used to train the ANN is called the training data set. The training data set consists of input signals assigned with corresponding target (desired) output. The network training is an iterative process. In each iteration weights coefficients of nodes are modified using new data from training data set. The weight coefficients and biases are adjusted in each iteration so as to minimize the error of prediction of target value. In this study, Levenberg-Marquardt (LM) algorithm was used to train the network. The Levenberg-Marquardt (LM) algorithm is an intermediate optimization algorithm between the Gauss-Newton (GN) method and Gradient Descent (GD) algorithm [3] . It combines the speed of the Newton algorithm with the stability of the GD method. The LM algorithm can be considered a trust-region modification to Gauss-Newton [10] .
Results and Discussion
In this study, the ANN and MLR models were compared for their performance in explaining the influence of drought conditions on the variability of barley yield in North Dakota. In the MLR analysis, the yield of barley was used as the dependent variable and drought conditions were used as the independent variables.
The following tables list parameters derived from MLR model (Eq. 2) for barley using MINITAB R ⃝ statistical software (Tab. II, III, and IV).
The regression equation can be written as:
Negative values for coefficients suggest that yield reduces with increasing drought severity as expected. 2 ). Thus, prediction results will be unreliable (Tab. II). However, global F-test indicates that MLR is useful. The observed significance level for F statistic (p = 0.000) implies there is strong evidence that at least one of the model coefficient is nonzero, and overall model is useful to predict yield (Tab. II). 
Tab. IV Pearson correlation matrix.
Variance Inflation Factor (VIF) for coefficients. Results of regression analysis show that all the drought categories coverage has a significant influence in barley yield (Tab. III). The observed significant values (p-values) in t-tests for all individual coefficients show that all the drought severity coverage categories are significant (at α = 0.05) in barley yield prediction (Tab. III). Negative values suggest that yield reduces with increasing drought severity as expected. Multiple coefficient of determination (R 2 ) for this model implies that only 13.9 % variation in yield can be explained by drought severity coverage (Tab. III). It should be noted that the study area experienced only few D4 drought conditions during growing period of barley within the selected time frame for this study.
Low values of Variance Inflation Factor (VIF) for coefficient (<10), and Pearson correlation values between the drought severity coverage categories (Tab. IV) suggest no serious multicollinearity in the model.
The ANN scheme for the problem at hand is shown in Fig. 4 . ANNs can detect the important features of the input-output relationships with the help of nodes in the hidden layer. The hidden layer and nodes are very important for ANN. The nodes in the hidden layer capture the pattern in the data used [20] . Best fitting results were obtained for the five inputs AvgD0, AvgD1, AvgD2, AvgD3, and AvgD4, and the one output (yield of barley) using one hidden layer and ten neurons with logsig transfer function, y=1/(1+e −x ). For many practical problems where we need to approximate any function that contains a continuous mapping from one finite space to another, there is no reason to use any more than one hidden layer. The number of neurons used was determined by trial and error. Transfer functions calculate a layer's output from its net input. The function logsig generates outputs between 0 and 1 as the neuron's net input goes from negative to positive infinity. Logsig function is generally used when the network is used for pattern recognition problems such as this. Predetermined values for the output error (MSE) and maximum iteration number were set to 0.001 and 1000 epoch, respectively. MATLAB R ⃝ software was used for this analysis. Since the accuracy of estimation is highly dependent on covering all level of data, the randomization process was repeated until a satisfactory level of data distribution was reached. The training process will be completed when all weighing indices are fixed and the ANN model can accurately estimate the output data as a function of input values [14] . Randomly chosen 70% of the data set (414 data) was selected as training data for ANN model. The rest 30% of data set (177 data) was used for testing and validation. An output error of 0.007 mse was determined for generated outputs by logsig transfer function with a maximum iteration number of 300 epochs. The R 2 of ANN was found 0.61 for training, 0.59 for testing, 0.61 for validation and 0.60 for all (Fig. 5) . The MSE value of ANN model for the barley prediction is 4.523 for all data.
Zaefizadeh et al. [42] conducted a research to predict yield in barley using MLR and ANN methods. They determine the relationship between genotypes and genotype interaction in the environment and its impact on barley yield. They stated that ANN is more effective than MLR for the estimating barley yield since the error for the estimation of barley yield was higher in MLR compared to the error in ANN method. Many researchers agree that ANN is superior to MLR with regard to prediction accuracy since the accuracy in ANN increases as the dimensionality and nonlinearity of the problem increases [5, 31] . Overall, many researchers agree that ANN is an intelligence technique and it is superior to MLR in some aspects. The precision of the approximation is based on the number of iterations of the simulation done. But the relationship between iterations and precision depends on the relationship between the input and output variables. According to R 2 results, ANN model has been found to quantify better the impact of the different drought conditions on barley yield.
Conclusion
This study quantified the impact of drought on barley yield in North Dakota, USA, using MLR and ANN models and compared the results. The developed ANN model is trained using different drought conditions. The ANN model coefficient of determination (R 2 ) indicates that 60 percent of the variation in yield can be explained by drought whereas only 13 percent by multiple regression. It should be noted that barley yield also depends on other variables such as soil characteristics, and management practices. A perfect prediction model should account for all the variables that influence the yield. However, quantification of drought impact on yield is vital in order to develop more powerful predictive models. Massive parallelism, distributed representation, learning ability, generalization ability, and fault tolerance are some of the attractive features of ANN. When the input and output of the system are complicated (multiple input and output, nonlinearity, etc.), ANN can perform better with the help of its inherent structural advantages. Overall, the information processing capabilities and the ability to recognize and learn from input and output regardless of the problem's dimensionality and nonlinearity makes ANN a more efficient method compared to MLR for estimation of impact of different drought conditions on barley yield. While finding of this study emphasis the need of similar studies in different part of the world in order to proper mitigation strategies to address the drought, this study demonstrates how recent computational tools such as ANN can be effectively used to address this kind of problems. The issues associated with and caused by drought have started to be very real even in world regions where these problems have not been viewed, as yet, important. As drought becomes one of the foremost problems of modern agriculture, the application of ANN or in combination with MLR to investigate the impact of droughts on crop yields would be a promising subject for further research.
