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0. INTRODUCTION 
In this paper we prove some existence theorems for the two-point 
boundary value problems of the form 
b(t)(4t) x’)’ =A4 & a(t) x’), xeE (0.1) 
wherea,b:[O,l]-+Randf:[O,1]xR 2 + R are continuous functions, a 
and b are positive in (0, l), and E denotes the space of boundary condi- 
tions. The importance and origins of these problems can be found in 
Granas et al. [4, Chap. 31. See also [2]. 
We are mainly interested in the singular case: a(0) a( 1) b(0) b( 1) = 0; but 
our study includes the regular case a > 0 and b > 0 in [0, 11. Actually, the 
singular case is deduced from the regular one through a sequence of regular 
problems, 
b,(~)(a,(~) ~‘1’ =f(c x, a,(t) x’), XEE 
such that a, + a and b, -P b uniformly on [0, 11. This technique is different 
from the one used in [ 1,2,4], and its advantage will be clearly established 
in Section 3. 
We recall that a solution of (0.1) is a continuous function U: [0, l] + R; 
u E E; such that u is differentiable in {t: u(t) #O}; u(t) u’(t) has a 
continuous extension u to [0, 11; u is differentiable in {t: b(t) # 0} and 
f( t, u(t), u(t)) is a continuous extension to b(t) u’(t). 
In order to prove the main results of the paper, we assume that l/a and 
l/b are integrable over [0, 11, and f satisfies a BernsteinNagumo growth 
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condition. However, in Section 3 we also consider the case l/u non- 
integrable in [0, l] and, in the last section, we prove a result without 
growth restrictions on f: 
For h = 1, our results generalize Theorem 3.1 of [2] and Theorem 0.1 of 
[7]. While for a = 1, we improve a theorem in [ 1). 
1. THE BOUNDARY CONDITIONS 
Let J be an interval of R. We denote by C(J) (resp. C’(J)), the space of 
all continuous (resp. continuously differentiable) functions U: J + R. If J is 
compact, we consider the norm ~~u~~o=sup{lu(t)l:Odt<l} (resp. llul[,= 
max{Ilull,, il~‘Il,,}) in C(J) (resp. C’(J)). We also define C”=C([O, 11) 
and C’ = C’([O, 11). 
In the following, a, b denote two points in Co which are positive in (0, 1); 
and we define J, = {t E [0, 11: a(t) # 0). CA denotes the space of all u in Co, 
which are continuously differentiable on J,, such that the map u(t) u’(t), 
t E J,, has a continuous extension to [0, 11. This extension will be denoted 
by [au’]. In CL we consider the norm IIuII,,~=~~~{ liullO, ]I[au’]ll,}. It is 
easy to prove that Ci is a Banach space. For details see [4, p. 60; 1, 
p. 8591. Notice that C’ = C: E Ci. Moreover, CA = C’ if a>0 in [0, 11. 
We say that a linear subspace E of Ci is admissible if E is closed of 
codimension two in CA and for all u in E there is to = t,(u) in J, such that 
ll~llo= l4to)l and u’( to) = 0. (1.1) 
EXAMPLES. (A) If a>0 in [0, 11, the definition above coincides with 
the one given in [6, 71. It is not hard to prove that admissible boundary 
conditions, for a > 0 in [0, 11, include Sturm-Liouville Neumann, periodic, 
and antiperiodic boundary conditions. See [3] for precise definitions, and 
[7] for a proof of this assertion. 
(B) Let c(~, cr, : [0, 1 ] + R be functions of bounded variation, with 
total variation V(a,) < 1. Then the subspace E of CA given by the equations 
u(i) = Jo1 u(s) dcq(s); i=o, 1 (1.2)i 
is admissible. We recall that 11: U(S) &xi(s)1 < V(cr,) ilu]lo, and hence 
ll~~~~= lu(t,)l for some to in (0, l), for each u in E. 
(C) Suppose a(0) > 0 and a( 1) = 0. Then, the subspace E of Ci, 
given by the equations u( 1) = 0, u,u(O) - b,u’(O) = 0, is admissible if 
a,, b,aO, and u,+b,>O. 
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1.1. PROPOSITION. If E is an admissible subspace of Ci then F := En C’ 
is an admissible subspace C’. 
Proof. Let uO, ui E C’ be defined by u,(t) = t and ul(t) = t* - 2t + 2, and 
let P be the plane of C’ generated by u0 and u,. Let us fix u = pul - 2k.4, 
in P, u #O, and suppose that u has a critical point to. Then p #O and so 
we can assume that ,u = 1. In particular, to = 1 + 1. On the other hand, 
IIullO> lu(t,)l and then PnE= (0). (R emember that each element of E has 
a critical point.) From this, CA = P + E and hence C’ = P + F. Thus, the 
proof is complete since F is a closed subspace of C’. 
1.2. PROPOSITION. Let G be a closed subspace of CA which has no 
non-trivial constant maps (GA Iw = (0)) and fix p > 0. Zf l/a is integrable 
over [0, I] then there exists R = R(G, p) > 0 such that ljul] ,,+ < R if u E G 
and II [au’1 II o < P. 
Proof. Suppose that there is a sequence (u,) in G such that 
lI[au~lIlo~p, n21, and lIu,lIo+~, and define v, = u,/lIu,Ijo. Then 
j(v,JI o = 1 and 11 [auk] Ilo -+ 0 as n + co. In particular, there exists a positive 
constant M such that la(t) vL( t)l < M for 0 < t < 1 and n >, 1; and hence, 
Iv,(t) - v,h)l d M“ dda(~); if O<s<t<l. 
s 
Consequently, this inequality holds for 0 <s < t < 1, since v, is continuous. 
Thus, {vn} is equicontinuous, and by the Ascoli theorem we can assume 
that v, + v in Co. On the other hand, au; -+ 0 uniformly in (0, 1) and then 
v; + 0 in C(J) for all compact intervals Jc (0, 1). From this v is constant 
in (0, 1) and so, v = f 1, since ll~~l/~ = 1. In particular, v, -+ v in Ci and 
hence, 1 E G. This contradiction ends the proof. 
1.3. PROPOSITION. Let E be an admissible subspace of C’ and assume 
that a, b > 0 in [0, 1). Then, the linear operator L: E x C’ -+ Co x Co, 
L(x, y) = (ax’ - y, by’ - EX), is a topological isomorphism onto Co x Co. The 
same holds if&=0 and EnlW= (0). 
Proof: This follows by the arguments in [7, Sect. 21. 
2. THE MAIN RESULTS 
In this section we assume that l/a and l/b are integrable over [0, l] and 
E denotes an admissible subspace of CA. Moreover, from now on, 
f: [0, l] x lR* + [w and h: [0, co) -+ (0, 00) denote continuous functions. Let 
us begin proving our results in the regular case. 
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2.1. THEOREM. Assume u, h > 0 in [0, 11 und 
I./'(t, .r, .lX)l < h( I ?'I ) (2.1 ) 
J(:' dz/h(z) > j(: dt/h(t) .fbr some p > 0. (2.2) 
If En [w = { 0}, then the problem 
a(t) x’ = I’, b(t)y’=,f(t,x, y), ~CGE 
has one solution (u, u), with Ilull < p. 
(2.3) 
Remark. A solution to (2.3) is a pair (u, u) in E x Cj,, such that 
u = [au’] and [bu’] =f( ., U, u). Notice that u is a solution to (0.1) iff 
(u, [au’]) is a solution to (2.3). 
Proof Problem (2.3) is equivalent to the relation (x, y) = L- ‘N(x, y), 
where L, N: E x C’ + Co x Co are defined by L(x, y) = (ax’ - y, by’) and 
N(x, y) = (0, f( ., x, y)). It is clear that N is a compact operator and hence, 
by standard arguments, based in the Leray-Schauder degree theory, and 
Proposition 1.2, it suffices to prove that llvllo < p for all solutions (u, u) to 
the problem 
a(t) x’ = y, b(t) y’=J&t, x, Y), XEE (2.4)j. 
for 0 <A < 1. See arguments in [7, Sect. 21. 
Let (u, u) be a solution to (2.4), for some 0 < A< 1 and fix to satisfying 
(l.l), then o(to)=O. On the other hand, (2.4), implies Iu’(t)l/h(lo(t)l)< 
l/b(t), and by the arguments in [l, p. 8663 (or [4, p. 31]), we obtain 
s 
‘“(‘)’ dz/h(z) 6 j; dt/b(t). 
0 
The proof follows now from (2.2). 
2.2. THEOREM. Suppose a, b > 0 in [0, l] and assume that there exists 
R > 0 such that 
At, x, 0)x20 if 1x1 = R 
III4 y-3 ~11 <Ml yl) if I.4 GR 
I 7) s ds/h(s) > 2R Ila/bjlo. 0 
(2.5) 
(2.6) 
(2.7) 
Then, (2.3) has one solution (u, u) such that Ilull,< R. 
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Proof. Let us fix E, p > 0 such that 
s 
p [&R+h(s)]-‘ds>2R~la/bIl, 
0 
(2.8) 
and notice that (2.3) is equivalent to the relation K’N(x, y) = (x, y), 
where L, N: E x CA + Co x Co are defined by L(x, y) = (ax’ - y, by’ - EX) 
and Nx, Y) = (0, ft., x, Y) - =I. 
Define now U= {(x, y)~Exc’: llxllo<R, Ilullo<p}; from the 
Leray-Schauder degree theory, it is enough to prove that the problem 
(x, y) = IL-‘N(x, y) has no solution in the boundary of U for any 
0 <A < 1. (See Theorem 2.5 of [7].) To do this, assume that (u, v) is a 
solution to the equivalent problem 
a(t) x’ = y, b(t)y’=(l-;1)ax+JJ(~,x,y), XEE (2.9); 
in the closure of U for some 0 < A< 1. If to satisfies (1.1) we have 
u( to) u’( to) < 0 (see [7]); and hence (I uI( o < R. See arguments in [7, 
Theorem 3.21. 
On the other hand, from (2.9), we get 
‘o’(t)’ ‘“(t)’ -a) lu’(t)l < /Ia/bl(, Id(t)\ 
ER+MIW)‘W 
and by the arguments in [4, p. 311 we obtain 
I 
lu(r)l 
C~~+~~~~l-l~~d~Il~lloII~l~Ilo~~~ Il~l~llo 
0 
since u(t,) = 0 and u’(t) u(t) b 0 in [0, 11. The proof follows easily since, by 
(2.81, IIullo< P. 
2.3. THEOREM. Suppose a, b > 0 in [0, l] and assume (2.5), (2.6), and 
(2.2). Zf En IF! = (01, then (2.3) has one solution (u, u) with Ilull < R. 
Proof: Assume first strict inequality in (2.5), then the proof follows 
from the arguments in Theorems 2.1-2.2, applied to (2.4),. To prove the 
general case, we replace f(t, x, y) by f(t, x, y) + (l/n)x, n = 1, 2, . . . . and the 
proof follows as in [4, p. 611. 
We shall prove the corresponding results for the singular case. 
2.4. THEOREM. Assume (2.1)-(2.2) and suppose that l/a, l/b are 
integrable ouer [0, 11. If En [w = {0}, then (2.3) has one solution. 
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Proqf: For each integer n > 3, let us define T,,(t) = (l/n) + (1 - 2/n)t. 
rr,,(t)=a(T,(t)), and b,,(t)=h(T,,(t)), O<f<l. Then a,,h,,>O in [0, l] 
and u,, -+ a and h,, + h in Co. Moreover 
?‘,i dr/b,(t) = j,;,; “” dt/b( t) < 1; dt/b( t) 
and by Theorem 2.1 and Proposition 1.1, the problem 
a,(t) x’ = y, b,(t)y’=f(t,x, y), XEEf-lC’ (2.10) 
has one solution (u,, u,) with Ilu,llobp. Thus, by Proposition 1.2, there 
exists R > 0 such that I~u,/I ,,u 6 R for n > 3; and by the arguments in this 
proposition, we prove that (u,} is equicontinuous. On the other hand, 
IIC~,~~lll~~~:=sup(lf(t,x, y)l: 1x1 dR, 1.~~1 <p}; and hence 
Thus, (u,) is also equicontinuous and by the Ascoli theorem we can 
assume, without loss of generality, that there are U, u in Co such that U, + u 
and u, + u in Co. But by (2.10), we have that U; + u/a (resp. u; -f( ., U, u)) 
in C(J) for all compact intervals Jc J, (resp. Jc Jb). From here, U, + u 
(u, + u) in CA (CA) and (u, u) is a solution to (2.3). 
2.5. THEOREM. Assume that l/a, l/b are integrable ouer [0, l] and sup- 
pose that there exists M > 0 such that a(t) < Mb(t), 0 < t < 1. If (2.5t(2.6) 
hold and 
s 
I 
s ds/h(s) > 2MR (2.11) 
0 
then, (2.3) has one solution. 
Proof: Let us define T,(r), a,(t), and b,(t) as above. Then (2.10) has 
one solution (u,, u,) with Ilu,llo d R and llunllo 6 p, where p > 0 is chosen so 
that SS [ER+ h(s)]-’ ds> 2MR, for some 8~0. The proof follows now 
from the same arguments in Theorem 2.4. 
2.6. THEOREM. The assertion in Theorem 2.3 remains true if a, b > 0 in 
(0, 1) and l/a, l/b are integrable over [0, 11. 
Proof: This is trivial. 
If a(0) = 0 (resp. a( 1) = 0) then the boundary conditions are not allowed, 
in general, to include the term u’(0) (resp. u’( 1)). In the next result we shall 
see an exception. 
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2.7. THEOREM. Assume a(O)=O<a(l) and la’(t)1 b(t)-+cc as t+O+. 
(Here, we assume that a’ is defined on (0, E) for some E in (0, l).) If the 
hypotheses in Theorem 2.5 are satisfied, then the problem 
a(t) x’ =y, Ut)y’=f(t, .T Y) (2.12) 
x’(0) = 0 (2.13) 
I,x(o)+~,x(l)+~x’(1)=o (2.14) 
has one solution in C’ x CL, where I&,[ <I,, A, + p > 0, and p > 0. 
Proof It is easy to prove that the subspace E of C’, given by the 
equations (2.13)-(2.14) is admissible. See [ 73 for details. Now, let us 
define a,,, b,, u,, and v, as in theorem 2.5. Then, we can assume that there 
is (u, u) in CA x CA such that u, + u and v, + v in CA and CA, respectively. 
In particular, z.& + u’ in C’( [ l/2, 11) and hence u satisfies (2.14). 
On the other hand, v,(O) = 0 for all n and thus, v(0) = 0. Consequently, 
by an application of the L’Hopital rule, we get 
lim u’(t) = limo v( t)/a( t) = lim f(t, 4th 4t)) =o 
1+0 r-o a’(t) b(t) 
and the proof is complete. 
2.8. Remarks. (a) If b E 1, Theorem 2.2 is Theorem 0.1 of [7], and 
Theorem 2.5 generalizes the first part of Theorem 3.1 of [2]. 
(b) Theorem 2.7 remains true under the hypotheses of Theorems 2.4 
or 2.6, if A, + A1 > 0. 
(c) In Theorems 2.42.7 we can consider functions a: Dam(a) -+ R, 
b: Dam(b) + IF! such that (0, 1) c Dam(a), Dam(b) c [0, 11, a, b > 0 in 
(0, 1) and l/a, l/b integrable over [0, 11. For example, a(t) = 2 + sin(l/t) 
for O<tdl and brl in [0, 11. 
3. THE CASE l/a NON-INTEGRABLE 
In this section we consider the problem 
a( t)x’ = y, y’=c(t)f(t,x, y), XEH, (3.1) 
where a, u E Co, a > 0 in (0, 1 ), c B 0, H is a closed hyperplane of Ci, and 
j’ dt/a(t)= +co >J1 a(t)-’ (j: c(s) ds) dt. 
0 0 
(3.2) 
409/167/2-2 
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Notice that the kernel of the operator L: C’i x CL + Co x C” L(x, J) = 
([ax’] - y, y’) is R x {0}, since l/a is non-integrable over [0, 11. This 
justifies the fact that H must be a hyperplane. 
3.1. THEOREM. Assume (3.2), (2.5), (2.6), and (2.11) with A4 := //c//~~. 
Assume further that E := {x E H n C” : x’(O) = 0} is an admissible subspace 
of C’. Then, (3.1) has one solution (u, u) such that o(O) = 0. 
Proof: If c = 0 then (0,O) is a solution to our problem. Assume now 
that c f 0. With the same notations and arguments as in Theorem 2.5 
(with b = 1 and c(t) f(t, x, y) in the place off (t, x, y)), we get a sequence 
of solutions {(u,, u,)} to the problems [a,(?)~‘= y, y’= c(t) f(t, x, y), 
x E E] such that ~~~~~~~ < R and /Iv,II 0 d p, for some p > 0. In particular, 
A;sjs bounded in Co. Actually, V: = cq,, for some bounded sequence {q n } 
Take M>O such that /lqnilo< M, and notice that v,(O) =O, since 
u:(O) = 0. From here, u,(t) = j; c(s) q,,(s) ds, and hence, 
lu,(t)--u,(s)1 O+,~(T)~’ (j”; c(o) do) dz 
5 
for ~23 and 06s6tdl. Thus, {(u,, u,)) is equicontinuous and hence 
bv un)} has a subsequence which converges in H x C’, to a solution 
(u, u) of (3.1), with u(0) = 0. The proof is complete. 
Remarks. (a) If in Theorem 3.1, we also assume a(O) =0 and 
It(t) a’(t)1 --+ co as t + O+, then the solution (u, u), given by this theorem, 
belongs to C’ x C’ and u’(0) = 0. See the proof of Theorem 2.7. 
(b) If H is given by (1.2), and I’(cr,) < 1, then H satisfies the 
hypothesis in Theorem 3.1. The same holds if a( 1) > 0 and H satisfies (2.14) 
and 11,,1 <A,, 1,+~>0, and ~20. 
(c) We can prove a parallel result when 
I 
1 
0 
dt/a(t)= +30~~~~(1)~‘(j,‘c(s)ds)dt. 
In this case, we must replace u’(0) by u’( 1). 
(d) We have a similar remark to 2.8(c). For example, if a(z) = -In t 
and c(t) = I/t, 0 < t < 1, then a, c satisfy (3.3). 
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4. FURTHER EXAMPLES 
In this section we apply our approximation technique to generalize three 
theorems in [ 1, $61. 
4.1. THEOREM. Suppose that f (t, 0,O) < 0 and assume that there are 
r1 <O<r, such that f(t, x, ri)30 if O<x< -rOrI/(rO-r,). Then, the 
Dirichlet problem 
b(t) x” =f(t, x, Y), x(0)=x(1)=0 
has one solution u in C’ n C’(O, 1) ifb > 0 in (0, 1) and l/b is integrable over 
co, 11. 
Prooj Let us define b,(t) = b( ( l/n) + (1 - 2/n) t). Then, by Theorem 0.1 
of [5], the problem 
x”= b,(t)-‘f(t, x, x’), x(0)=x(1)=0 (4.1) 
has one solution U, such that r, <uL d r0 and U, 20. In particular, 
u,< -rOrI/(r,--rl), and then {f(t, u,, u:)} is bounded in Co. By (4.1) we 
conclude that (~4:) is equicontinuous and the proof follows easily. 
4.2. THEOREM. Suppose that f (t, 0,O) 6 0 and assume that there exists 
R > 0 such that f(t, x, 0)x >, 0 if (xl > R and (2.6) holds. Then, the problem 
b(t)x” =f(t, x, x’) (4.2) 
u(O) = r, u(l)+h’(l)=s (4.3) 
has one solution if r, s, A 20, l/b is integrable over [0, 11, and 
f; dz/h(z) > JA dt/b(t), where K := (r - sl/( 1 + A). 
Proof Let UE C’ satisfying (4.3) and let us define u’,=in- 
f( lu’(t)l: t E [0, l] }. We shall prove that ui d K. Obviously, we can assume 
that u’ > 0 in [0, 11. On the other hand, we can write u(l) - u(0) = u’(z) 
for some z, and hence, (1 + A) U; < Au’( 1) + u’(z) = s - r. Thus, our asser- 
tion is proved. 
For n 2 3, let us detine b,(t) = b( l/n + ( 1 - 2/n) t)/( 1 - 2/n). Then, 
i 
1 
b,(t)-‘dt< ’ b(t)-‘dt<j’” 
5 Wh(z) (4.4) 0 0 K 
and by arguments in [ 1, p. 866; 4, pp. 66-671 we conclude that the equa- 
tion x” = b,(t) - ‘j( t, x, x’) has one solution u,, satisfying the boundary 
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conditions in (4.2) and 0 < u,, = max{ R, r, s } and liu:J 0 < p, for some p > 0 
independent on n. See (4.4). The proof follows now easily. 
This theorem generalizes Theorem 4 in [4, Sect. 21. 
To end this paper we prove an alternative theorem to the main result 
in [6]. 
4.3. THEOREM. Let F: [0, l] x R’ + R, c: [0, l] + [0, l] be continuous 
functions such that c < 1 in (0, 1). Assume further that there exists R > 0 
such that F(t,x,O,O)x30 if Ixl=R, IF(t,x,y,z)ldh(ly~)+c(t)lzl if 
1.x <R, and 
i 
a 
h(s)~‘ds> s ; (l-c(t))-‘dt. (4.5) 0 
Then, the problem [x” = F(t, x, x’, x”), x E E] has one solution if E is an 
admissible subspace of C’ and the map z - F(t, x, y, z) is strictly increasing 
with respect to z for each fixed (t, x, y) in (0, 1) x [ - R, R] x [w. 
Proof: For n > 3, let us define T,(t) = (l/n) + (1 - 2/n)t, 
c,(t)=c(T,(t)), and F,(t,c,y,z)=F(T,(t),x,y,z). Then c,<l and 
IF,(t, x, y, z)l <h(lyl)+c,(t)lzl <h(l yl)+sup(c,,)lz]; and hence (see the 
proof of Theorem 0.1 of [6]) there exists a continuous functions 
f,: CO, 11 x C-R RI x R + R such that f,(t, x, Y) = F,(t, x, y, f,(t, x, y)), 
f,,(t, x, 0)x b 0 if 1x1 = R, and 
If,(t, x, Y)I 6 (1 -c,,(f)) ‘h(lyl) if 1x1 <R. (4.6) 
On the other hand, from (4.5), we can prove that there are p > 0 and an 
integer N> 2 such that 
s 
P 
h(s)-‘ds> s ; [I-c,(t)]-‘dt 
if n>N. 
0 
Now, by the arguments in Theorem 2.4, we can prove that the problem 
[x” = f,(t, x, x’), x E E] has one solution u,, with IIu~I/~ d R and ]luill,-, d p. 
In particular, {uk} is equicontinuous, see (4.6), and therefore, we can 
assume that U, + u in C’. On the other hand, by the arguments in [6], 
we get a continuous function f: (0, 1) x C-R, R] x R + R such that 
f(t, x, y) = F(t, x, f(t, x, y)) and by the argument in claim 2 of Theorem 0.1 
on [6], we can prove that f, + f uniformly on Jx C-R, R] x K, if 
Jc (0, 1) and Kc R are compact sets. From here ul: -+ f( ., u, u’), in C(J) 
for all compact intervals J of (0, 1) and the proof follows easily. 
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