A review focused on plasma induced on solid target by GW-level pulsed laser source is presented. A description of the Tor Vergata laser-plasma source (TVLPS), at the Tor Vergata University in Rome, is given. Such a facility uses a 1 GW, tabletop, multistage Nd:YAG/Glass laser system, delivering infrared (IR) pulses with nanosecond width and 1064 nm wavelength (TEM 00 mode). Its applications are discussed providing: wide analysis of IR → soft X-ray conversion efficiency (1.3-1.55 keV); measures and modeling of line emission in soft X-ray spectra, such as those from zinc plasma near Ne-like Zn XXI and from barium plasma near Ni-like Ba XXIX. Particular attention is devoted to high-n dielectronic Rydberg satellites for finding a useful diagnostic tool for plasma conditions. Dependence of plasma spectra on laser parameters is shown. Finally, microradiography applications are presented for thin biological samples. Images permit to visualize specific structures and detect bioaccumulation sites due to contamination from pollutants.
Introduction
Plasma [1] is a particular state of the matter beside ordinary solid, liquid, and gaseous ones usually called fourth state. It is constituted by neutral atoms, negative (electrons) and positive (ions) charged particles subjected to the action of long-range electromagnetic fields, governing the motion, and able to produce electric and magnetic forces.
The charge separation can be properly generated by heating the matter to high temperatures (around 10 4 • C at least), giving a validation of the plasma definition in terms of high-temperature ionized gas. It represents an interesting, original, very intricate matter state whose study has required the development of specific scientific disciplines and advanced research fields.
The survey of the matter in the plasma state is important, because it constitutes the 99% of the universe matter. Specifically, the stars (e.g., the sun) are the more common and prevailing examples of natural plasmas. Here, temperatures can achieve the hundreds of millions of degrees, and the produced high energies cannot be explained in terms of chemical reactions but only by nuclear fusion processes induced by high temperatures.
It is also possible to generate plasma in artificial way for scientific and industrial purposes. This usually occurs in research laboratories and industries, especially for surveys in the fields of the radiation-matter interaction, mechanical processing (welding, cutting, drilling, etc.), and material treatment, such as the plasma-enhanced chemical vapour deposition (PECVD). It is used to deposit thin films from a gas state (vapour) to a solid state onto a wafer often containing metal layers or other temperature-sensitive structures for applications in semiconductor manufacturing.
The production of artificial plasmas is relatively easy from a theoretical point of view, while it presents some difficulties for the practical realization due to the high energy that one has to supply to matter for producing its heating at high temperatures.
The more common techniques used for the artificial plasma generation are the following: electric discharge in a low-pressure gas and heavy heating of a solid, liquid, or gaseous target by means of a high-power focused laser beam.
Specifically, the application of the latter method has been more and more feasible thanks to the advent and the development in many basic research laboratories of highintensity, tabletop, pulsed laser systems [2] [3] [4] [5] with unique properties that have opened new and unexpected frontiers in the plasma research field.
These experimental apparatuses are characterized by dimensions comparable to those of an optical table (whence the name "tabletop") and are based on an ultraintense pulsed (up to fs-level) laser source emitting high-power (up to PW-level) radiation usually in the infrared (IR), visible or ultraviolet (UV) region of the electromagnetic spectrum.
So, high-temperature plasma is generated when the laser pulse is focused on a target and the laser intensity reaches or exceeds the threshold for plasma generation (about 10 7 W/cm 2 ) [4] ).
Within this framework, laser-matter interaction for plasma generation is currently a topic of large and growing interest [6] that attracts various scientific research fields, such as plasma physics, laser physics, spectroscopy, and multiphoton physics, microlithography, and so forth.
More precisely, in the field of laser-induced plasmas, the main applications [7, 8] concern the traditional area of inertial confinement fusion [9, 10] , astrophysics [11, 12] , X-ray spectroscopy [4, [13] [14] [15] [16] [17] [18] [19] [20] , X-ray imaging [4, [21] [22] [23] , quantum electrodynamics and high-energy physics [24] [25] [26] , atomic physics [27] , solid-state physics [28] , conversion efficiency studies from laser radiation to UV or X-rays [4, 5] , evaluation of the energy of the radiation backscattered by plasma and of its reflectivity [4] , and so on.
In this paper the attention will focus on a specific laserplasma source (TVLPS), installed and actually operating at the Quantum Electronics and Plasma Laboratory of the Tor Vergata University (Rome, Italy), based on a high-intensity, GW-level, multistage, pulsed, tabletop Nd:YAG/Glass laser. Specifically, in this paper some results and applications of this laser-plasma source are given concerning soft X-ray spectroscopy [18] [19] [20] and imaging, especially in the field of the microradiographies of thin biological samples [23] .
Spatially resolved X-ray spectra from laser-induced plasma have been detected by using focusing spherically bent crystal spectrometers [20, 22] with spatial resolution of the order of tens of μm in the direction perpendicular to laser-plasma expansion and with a theoretical spectral resolving power λ/Δλ of the order of some thousands up to a maximum of 10000.
Within this framework, X-ray spectroscopy of multicharged ions plays a remarkable role, exploited at the TVLPS for the survey of high-temperature and high-density (close to that of a solid) matter.
For example, X-ray emission spectra both of He-like and Ne-like ions have been used as diagnostic tool for several types of plasmas, such as those of astrophysical interest [19] . Significant information in the field of plasma physics have been also obtained by means of model calculations and measurements of the X-ray emission spectra of a barium (Ba) plasma in spectral range of high-n (principal quantum number) Rydberg levels in a near Ni-like Ba XXIX ionization state [20] and by the analysis of high-n dielectronic Rydberg satellites in the near Ne-like Zn XXI ion spectra from Mg-like Zn XIX and Na-like Zn XX ions [18] (Section 4). A further observation emerges from the analysis of X-ray spectra (e.g., those due to near Ne-like Fe XVII ion stages), namely, a dependence of line strengths from laser intensity on the target affecting the plasma conditions (i.e., temperature).
The digital X-ray images of thin biological samples have been instead recorded by means of an astronomical grade, front-illuminated, high-sensitivity, high-resolution, nonstandard, home-assembled CCD camera [23] , optimized for very low flux imaging and spectroscopy in the visible and X-ray regions of the electromagnetic spectrum. It employs a 2k × 2k device (15 μm pixel-size) that can be cooled up to a temperature of −80
• C for reducing dark current. Finally, conversion efficiency studies [4, 5] from infrared laser radiation to X-rays emitted by laser induced plasma for different solid targets in the region (1.3-1.55) keV are also reported. These investigations are interesting for the energetic balance and performance parameters of the laserplasma source.
The paper is organized as follows. The description of the Tor Vergata laser-plasma setup will be reported in Section 2. The latter will be divided in three subsections concerning the Nd:YAG/Glass laser (Section 2.1) and the detection systems of the plasma emitted radiation (spherically bent crystal spectrometer-Section 2.2-and CCD camera-Section 2.3). Then, the studies of the IR → Xray conversion efficiency are reported in Section 3, followed by the results of X-ray spectroscopy (Section 4) and X-ray imaging of thin biological samples for the detection of bioaccumulation sites due to contamination from pollutants such as heavy metals (Section 5). Finally, Section 6 is devoted to conclusions followed by The Acknowledgments section.
Tor Vergata Laser-Plasma Source
In this section, divided in three subsections, an exhaustive description of the TVLPS setup [4, 5, 23] , schematically showed in Figure 1 , will be provided. It is used for the generation and analysis of radiation from laser induced plasma in the regions of visible, UV and X-rays.
Its main elements are a GW-level, multistage, pulsed, solid-state, infrared, tabletop Nd:YAG/Glass laser source, whose main characteristics will be reported in the next section, a double-stage vacuum chamber where plasma is generated, a vacuum pump system linked to the chamber, an ADC acquisition system (LeCroy 9361 Oscilloscope) for visualization and measurement of the characteristics of laser and plasma emitted radiation pulses, a fast photodiode for monitoring the temporal profile and the stability of laser pulse, and a series of constituents inside the vacuum chamber: a rotating tape target on whose surface a plasma is generated, a doublet/triplet lens for focusing the laser beam onto target surface, a mechanical support and a motor for target rotating, a spherically bent crystal spectrometerillustrated in the Section 2.2-for radiation spectral analysis, a nonstandard, home-assembled CCD camera-described in Section 2.3-for recording both plasma emission spectra and sample images, especially in the soft X-ray region and, finally, a commercial Quantrad PIN photodiode (model 100-PIN-125N, bias voltage = 200 V) for the detection of plasma radiation (mainly UV and X).
In the apparatus, the rotating tape target is oriented in such a way to reduce the amount of ejected debris. More exactly, the normal to the target plane makes an angle of −45 • compared to the direction of the incoming beam (i.e., the axis of the focusing lens) and +45
• with respect to the detection system ( Figure 1 ). The lens, used for focusing the laser beam on a target point inside the vacuum chamber which can operate at a very low pressure (≤10 −4 mbar), is characterized by a focal length of about f = 20 cm and a diameter d = 5 cm. So, the laser spot size achieves a limit value of about 100 μm on the focal plane and the maximum pulse intensity I is close to 10 13 W/cm 2 in the best focus and highest (10 J) laser energy conditions. This high-intensity laser light is firstly absorbed in a thin layer of the irradiated sample with a thickness of the order of skin depth. As a consequence, a heavy heating is observed in the target region where the laser beam is focused, followed by melting and vaporization. Then, a high-temperature artificial plasma is generated at target surface that tends to cool by expanding in the surrounding environment.
A gradient of the plasma density develops concurrently and laser energy can be absorbed by plasma for long-width laser pulses (higher than 10 ps [4] ). In these conditions, especially for long pulse length τ of the order of ns (15 ns for the TVLPS), an opacity phenomenon due to plasma self-absorption is also observed that strongly affects the characteristics of the plasma emission spectra, such as intensity and width of spectral lines [29] .
Moreover, a so-produced hot and dense plasma behaves as a point-like and nonmonochromatic radiation source; that is, plasma emitted radiation is observed in a wide spectral range (visible, UV and X-rays) due to line transitions, radiative recombination and bremsstrahlung radiation [30, 31] .
This radiation, opportunely detected by means of spectrometers, CCD cameras, and so forth, can be used for numerous applications and studies in the field of the lasermatter interaction with particular attention to the region of UV and X-rays, as specifically occurs for the TVLPS, where has been observed emission of radiation up to an energy of 5 keV (soft X-rays) [23] .
More precisely, radiative properties of hot and dense matter represent a noninterfering, powerful, diagnostic probe for investigating the plasma state. In fact, many fundamental information concerning this matter state (e.g., density, temperature, chemical composition, ionization balance, opacity, hot electron fraction, etc.) can be directly inferred by plasma emission spectrum, thus giving a valid explanation to the growing interest addressed to the development of laserplasma sources.
Nd:YAG/Glass
Laser Source. The Nd:YAG/Glass laser system [4, 5] , working at the Quantum Electronics and Plasma Laboratory, is showed in Figures 2 and 3 . It is the basic element of the TVLPS and belongs to the category of the tabletop, GW-level, multistage, pulsed, solid-state laser operating in MOPA (Master Oscillator Power Amplifier) configuration.
An exhaustive characterization of laser beam in terms of quality factor M 2 and hot spots has been previously presented [32, 33] . These studies have mainly shown that the quality of the laser beam deteriorates, passing from one amplification stage to the next one (see M 2 values in [32] ). The situation is even worst when lamp voltage supply is increased, especially for the second amplifier. Finally, hot spots have been found along amplification chain and discussed in [33] .
The laser source is "noncommercial" and its dimensions are comparable to those of an optical table, whence the name "tabletop". It delivers pulses in the NIR (near IR) with a wavelength λ = 1064 nm and a width τ = 15 ns according to TEM 00 emission mode and linear polarization P.
The laser facility is composed by a Nd:YAG oscillator, based on optical modulation by Pockels cell (Q-switched technique) and able to deliver light pulses with a maximum energy of 36 mJ, followed by four amplification stageswhence the name "multistage"-that raise the pulse energy up to the highest value of 10 J, corresponding to peak power close to 1 GW.
The first two amplifiers are also Nd:YAG, while the last ones are Nd:Glass, whence the name Nd:YAG/Glass given to the laser source. The dimensions of the amplifier rods are growing from the first to the latter amplification stage because of the natural and artificial-induced by proper beam expanders-laser beam spread, ultimately reaching a 2.5 cm maximum rod diameter in correspondence of the fourth amplifier.
The rod sizes are comparable to the laser spot propagating along the amplification chain, so enabling one to practically exploit all the active volume of the amplifiers for increasing the laser pulse energy.
The first amplifier is equipped-as the oscillator-with two flash lamps for the pumping of Nd:YAG crystal and can operate with a maximum pulse repetition rate (PRR) of 10 Hz. It is also able to raise the laser energy up to a maximum value of 220 mJ, corresponding to an energy gain of 9.8 in the optimal alignment conditions and for an input energy of 22.4 mJ. This last value is that measured by taking into account the damping of laser beam coming from oscillator due to interaction with several optical elements (mirrors, beam expander, polarization plates, and Faraday rotator).
Similarly, the second amplifier (Nd:YAG) is equipped with four flash lamps and it is characterized by a maximum PRR of 10 Hz and a maximum gain of 4.4. So, it permits to increase the laser pulse energy up to 781 mJ.
The third amplifier, instead, is equipped with a Nd:Glass crystal pumped by six flash lamps and can operate with a maximum PRR of 1 shot/minute though the optimal working PRR is fixed at 1 shot/4 minutes in order to minimize the thermal lens effects inside the crystal. This amplification stage increases the laser energy up to the value of 3.94 J, corresponding to a maximum gain of 6.7.
Finally, the fourth amplifier (Nd:Glass) is equipped with eight flash lamps and it is characterized by a maximum PRR of 1 shot/min, an optimal working PRR of 1 shot/4 minutes (such as the third amplifier) and highest gain of 3.5, so raising the laser pulse energy up to 10 J.
The laser beam is then focused onto target surface by means of a computer-optimized doublet/triplet lens achieving a maximum intensity around 10 13 W/cm 2 on the focal plane, sufficient to generate a hot and dense plasma inside the vacuum chamber emitting visible, UV and, especially, soft X radiation.
In the Nd:YAG/Glass laser source are also present two optical isolators. The former is located at the output of the oscillator, while the second isolator is placed between the first two amplifiers. Each of the two optical isolators is a system constituted by a Faraday rotator (FR) followed by λ/2 and 56.5
• polarization plates (PPs), respectively, and by another 56.5
• PP located before the Faraday rotator ( Figure 4 ). The optical isolators play a double and fundamental role for the optimization of laser performances: (1) rejection of the radiation retrodiffused by plasma, so avoiding the damaging of the optics; (2) reduction to a minimum of the interaction between the amplifiers in order to achieve conditions of optimal optical insulation, related to the rejection efficiency of the polarization plates.
In summary, resorting to a comparison with the electronics, such an insulation system behaves as an oneway switch that permits the passage (switch on) of the radiation with proper polarization state (P in our case) travelling towards target, while stops (switch off) both the S-polarized light retrodiffused by target-characterized by a linear polarization state perpendicular to the plane of the optical table-and the radiation opportunely converted from P-to S-polarization state by means of the isolator.
The positions of these last ones along the amplification chain have been properly selected for strongly reducing the optical interaction of the amplifiers in the part of the laser source (oscillator and the first two amplifiers) where the energy gain is maximum and, thus, the effects of a worse optical insulation of the amplifiers are more evident.
It is clear that the ideal working condition is that realized by placing an optical isolator between every amplifier pair, though at the expense of a higher attenuation of laser energy.
Laser pulse, that is used as a trigger too, is monitored by a fast photodiode in order to measure the pulse energy and check the temporal stability. Besides this, for each laser shot the aforesaid LeCroy oscilloscope stores the plasma emitted radiation (mainly UV and X-rays) through a voltage signal showing the same temporal profile of the laser pulse with similar width (15 ns).
The plasma radiation is instead measured by the aforesaid Quantrad PIN photodiode placed inside the vacuum chamber. It forms a variable angle with respect to the target normal depending on working conditions and is characterized by a 0.3 μm silicon input window, a n + doped cathode and an active intrinsic region of 125 μm.
In summary, we conclude this section by recalling the main features of our Nd:YAG/Glass laser system listed in the following Table 1 .
Spherical Crystal-Based Spectrometer.
The spectrometer [20, 22, [34] [35] [36] , used for the spectroscopy experiments in The device, particularly suitable for plasma microsources investigations, combines the focusing property of a spherical mirror with the Bragg diffraction of a crystal. A high spatial resolution, normally varying in the range 20-50 μm, along the direction perpendicular to light source (i.e., to plasma expansion in our case) represents its main characteristic along with a high spectral resolving power λ/Δλ = 3000-10000.
The working principle is similar to that of a cylindrical crystal based Johan spectrometer with the advantage to produce a focusing of the incoming light on a plane perpendicular to the spectral one. So, a 1D (one-dimensional) image of the light source along the direction perpendicular to the spectrum one can be obtained.
In order to better understand the working principle, let us consider a spherical crystal of radius R c and the following Bragg law stating the X-ray diffraction by the crystal 2d sin θ = nλ.
Here, d denotes the lattice spacing, λ the wavelength of the incoming light (e.g., X-rays), θ the Bragg angle-that is, the complementary angle of the incident one, α, measured with respect to the normal to the crystal surface-and n is the diffraction order (n = 1, 2, 3, . . .). Let us also draw several straight lines incoming on various points of the spherical crystal with the same Bragg angle. All these lines will cross in a same point P that belongs to the so-called Rowland circle tangent to the crystal ( Figure 5 ) and whose curvature radius R takes the form
So, by locating a polychromatic radiation source at the point P, the emitted light rays hit the crystal with the same Bragg angle and only the wavelength corresponding to this angle is diffracted by the crystal (1). In summary, for radiation coming from a generic point P of the Rowland circle, a one-to-one relationship exists between the circle points and the diffracted wavelength ( Figure 5) .
Thus, by placing a detector (film, CCD camera, etc.) tangent to the Rowland circle, only the rays reflected by the crystal with a specific wavelength hit the receiver for any position of light source along the Rowland circle. Nevertheless, since the crystal is spherical, the source location can be chosen in such way that, on the sagittal plane perpendicular to the Rowland circle, a 1D image of the source is sharpened on the detector with suitable magnification.
As a consequence, it is necessary to find the condition for obtaining such a 1D image by using a spherical crystal. This condition is stated in terms of the evaluation of the distance a between the light source and the crystal.
Specifically, in order to achieve this result, the focusing mirror law is used. It reads
Here, b is the crystal-detector spatial separation given by
while f is the focal length of the spherical crystal on the sagittal plane taking the form
By inverting (3) and taking into account (4) and (5), the following explicit formula for a can be derived:
As a result, a 1D image of the light source is obtained by means of a spherically bent crystal spectrometer whose spectral dynamics depends on sizes, curvature radius, and lattice spacing of the crystal, beside the Bragg angle. The spectral range is also easily found. In fact, it is sufficient to know where rays coming from the source cross the Rowland circle and, then, to recall the one-to-one relationship between circle points and diffracted wavelength, that is to evaluate the angle among these points and the surface of crystal (for instance at the center of the latter).
A mica spherical crystal is employed in our spectrometer. It is characterized by a lattice spacing 2d = 19.9149Å-using the 002 lattice plane-corresponding to an energy of 622 eV. Nonetheless, in order to avoid that the detector (RAR film, CCD, etc.) intercepts radiation incoming on the crystal, it is necessary to work with an incidence angle α of 10
• at least, that is, with an minimum energy of 622 eV/cos (10
Furthermore, the wavelength λ incident on the spherical crystal can be continuously changed within a factor equal to 2 by varying the θ Bragg angle. Actually, it is possible to attain energies up to 10 keV (1) by means of the particular feature of the mica of having a high reflectivity also for high diffraction order ( Figure 6 ). So, the energy range where a mica spherical crystal can be used is up to 10 keV.
Such a property justifies the frequent employment of the mica for the realization of a spherically bent crystal with the purpose to make high spatial and spectral resolution X-ray spectroscopy in a wide spectral range.
Beside the main application in the field of the X-ray emission spectroscopy, other interesting employments of a spherical crystal spectrometer concern: (a) 1D imaging of the light source arranging the device according to (6) and (b) 2D (two-dimensional) imaging of the light source, locating both the latter and the detector outside of the Rowland circle according to (3) . However, it is still possible to obtain 1D images of the light source, though nonperfectly focused, by moving away slightly the detector from Rowland circle.
Moreover, a spherically bent crystal spectrometer is characterized by a higher brightness with respect to the traditional Johan spectrometers due to the crystal roundness. This property is very useful when one works with radiation damped because of long distances travelled in air.
Such an instrument can be also used as monochromatic mirror in order to focus X-rays emitted by a source (e.g., laser induced plasma) on a small area.
Another possible and interesting application concerns the use of two spherical crystal spectrometers for producing a parallel X-ray beam. In order to achieve this result, it is sufficient to place the focal point of the first crystal in correspondence of the focus of the second one. In Table 2 , a list of the main specifications of the mica spherical crystal based spectrometer, usually used in our spectroscopy experiments exploiting X-rays emitted by laser induced plasma, is reported.
CCD Camera.
The device can be used in X-ray spectroscopy and imaging and is depicted in Figure 7 , while its arrangement inside the vacuum chamber during the experiments is showed in Figure 8 .
It is represented by an astronomical grade, front illuminated, high-sensitivity, high-resolution, nonstandard, homeassembled CCD camera [23] based on a Loral chip with a spatial resolution of 2k × 2k pixels (15 μm pixel-size) and a good cosmetic and photometric quality. The device also presents a satisfactory X-ray response, equal to a maximum value around 70% in the spectral range (1-8) keV [23] .
The instrument has been designed and tested at the Lick Observatory of the University of Santa Cruz (California, USA) for optimizing the detection of visible and X radiation with the purpose to develop astronomical focal devices.
The Loral chip, that can operate under the so-called inverted mode (multiphase-pinned mode, MPP [37] ) at a temperature of 200 K, shows a low dark current less than 0.1 e-/min, so permitting to obtain high-reliability and highaccuracy photometric digital images even when the CCD Figure 8 : Arrangement of the Loral CCD camera, focusing lens (triplet), rotating tape solid target and Quantrad PIN photodiode inside the vacuum chamber adopted in the X-ray imaging experiments.
is not at low cryogenic temperatures where optimal working conditions should be achieved.
MPP represents a CCD working modality that we have adopted in our X-ray imaging experiments. Though MPP is responsible for a reduction of the full-well capacity, normally of the order of 120000 electrons, it presents many operative advantages such as The CCD thermal dark current has been also decreased by means of a new, purposely-developed thermoelectric cooler system (TEC) which permits to reach operating cryogenic temperatures up to −80
• C under very low pressure conditions (about 10 −6 mbar) within temperature fluctuations of 0.5
• C. However, in our experiments, CCD camera has been cooled at higher temperatures (up to −50 • C) than the optimal ones (−80
• C) because of a nonexcellent vacuum achieved in the camera corresponding to a pressure of 10 −4 mbar against 10 −6 mbar theoretically expected. Moreover, for the experimental tests, a CCD camera representing an upgrade of the systems [38, 39] has been actually used.
The electronics supporting CCD camera comprises the San Diego State University (SDSU) controller boards ( Figure 7) , that allow to handle a wide variety of imaging arrays from IR to X-rays, and some additional custom boards, while each operational parameter of the CCD is accessible through software.
In addition, the electronics drives CCD arrays-each containing one or more readout circuits-in a fast readout mode up to 0.5 μs per pixel and permits to efficiently support many readouts, simultaneously.
A high dynamic range (16 bit) is also typical of these CCD cameras. It is obtained by the use of low-noise techniques and 16 bit A/D converters. The flexibility of the design also allows to control via computer a variable number of readouts. So, a flexible operation in time-resolved experiments is attained.
The CCD camera is controlled through a series of commands that are created by a VOODOO user application. The control and acquisition software for CCD system consists of two layers: the Java code layer and the C library layer. Finally, in order to process CCD images, IRAF and IDL software can be used.
In this framework, more details on SDSU and employed software can be found in [23] .
Results: IR → X-Ray Conversion Efficiency
In this section, an estimation of the soft X-ray energy E x emitted by the TVLPS is reported in order to evaluate the conversion efficiency η from IR laser radiation to soft Xphotons in the spectral region (1.3-1.55) keV, that is, (8-9.56)Å in terms of wavelength.
The determination of X-ray energy emitted on the half solid angle from plasma source for each laser shot has been obtained by using the following formula [4, 5] , assuming to calculate this energy at a distance d s = 0.1 mm from expanding plasma source with an emission surface A s supposed reasonably corresponding to the circular area of laser spot on the target with radius around 100 μm in the best focus conditions
where
is the X-ray fluence emitted by plasma source on the half solid angle falling onto Quantrad PIN photodiode at a distance d. Here, V x denotes the amplitude of the signal due to Xphotons coming from laser generated plasma on various solid targets, read by means of oscilloscope, A exp the sensitive area of X-ray detector, R L the load where the X-ray detector is connected, τ x the X-pulse FWHM (Full Width Half Maximum), S xrd the X-ray sensor responsivity (C/J), T f the transmission coefficient of X-ray sensor and, finally, d the plasma-detector distance along the normal-that is, where X-ray emission is maximum-direction relative to target in the point where plasma is produced.
From (7) and (8) it is evident that E x ∝ V x , that is, the X-ray energy is directly proportional to the measured voltage signal.
In our experiments, one has A exp ∼ = 100 mm 2 , R L = 50 Ω, and T f = 0.008 in first approximation due to an Al filter with a thickness of 40 μm placed in front of PIN photodiode ( Figure 9 ), S xrd ∼ = 0.25 C/J evaluated by calibration curve of So, knowing the energy E x (7) of X-radiation emitted by laser-induced plasma, IR laser light → soft X-ray conversion efficiency can be easily calculated for each laser shot taking the form
Here, E IR represents the laser energy illuminating the target experimentally measured, properly varying in the range (3.25-9.91) J and corresponding to a laser intensity I on the focal plane between 2.76 · 10 12 W/cm 2 and 8.41 · 10 12 W/cm 2 with the focusing lens always in the best focus position (laser spot size on target of about 100 μm). The values calculated for η are a valid-yet slightly imprecise-estimation of the real quantities due to four different reasons: (1) exact evaluation of the distance between PIN photodiode and target point where plasma is generated, (2) position of PIN photodiode that not precisely corresponds to the target normal direction, so measuring a soft X-ray energy slightly less than that theoretically expected by means of (7), (3) exact evaluation of the position of the expanding plasma source, and (4) determination of correct value of the transmission coefficient in front of X-ray PIN diode.
In the tables that follow (i.e., Tables 3-8), the quantities E IR (laser energy), I (laser intensity), V x (amplitude of X-ray signal measured as average on four laser shots), E x (soft X-ray energy), η (IR laser light → soft X-ray conversion efficiency), and η rel (relative conversion efficiency with respect to the target having the lowest value of η, i.e., yttrium in our case) Table 4 : Experimental measurements and results obtained for titanium (Z = 22) by using the TVLPS. Table 5 : Experimental measurements and results attained for iron (Z = 26) by using the TVLPS. Table 6 : Experimental measurements and results attained for magnesium (Z = 12) by using the TVLPS. are reported for the six solid targets used in the experiments.
A maximum fluctuation of 5% has to be considered for the values of laser energy reported in the tables. Finally, the atomic number (Z) and the quantities V x , E x and η -representing the average of the values reported in the Tables 3-8-are shown in the last table  (Table 9) for each considered element in order to evaluate the target with the best conversion efficiency in the analyzed spectral range.
The main results presented in the previous tables are shown from Figures 10 to 12 in order to better illustrate the Table 7 : Experimental measurements and results attained for copper (Z = 29) by using the TVLPS. meaning of the study performed in the field of the IR laser light → soft X-ray conversion efficiency by using the Tor Vergata laser-plasma facility. In summary, from tables and figures reported in this section along with literature information the followig is evident.
(a) The conversion efficiency η from IR laser light to soft X-rays depends on the used target since it is related to the resonance line position-varying for different elements (e.g., lines 5C and 5D for Cu [13, 29] and lines 4C and 4D for Zn [18] , as also shown in Figure 21 , falling into the spectral range 1.3-1.55 keV)-of the energetic levels involved in the radiation emission ( Figure 11 ).
(b) The IR laser light → soft X-ray conversion efficiency increases/decreases by increasing/decreasing the laser energy (i.e., intensity) on the target according to a nonlinear, saturating, growing trend due to nonlinear processes involved in plasma emission ( Figure 11 ).
(c) the IR laser light → soft X-ray conversion efficiency depends on the considered spectral region; that is, it varies by changing the soft X-ray energy range. and not converted to soft X-rays is recovered as visible and ultraviolet radiation and, mainly, heat that increases the target temperature from environment one (about 25
• C) to that of plasma (around 10 6• C in our case). (h) V x and E x take growing values by increasing the laser energy (i.e., intensity) according to a slightly saturating, quasilinear, growing trend ( Figure 10 ). (i) The average quantities V x , E x , and η are characterized by an irregular trend as a function of the atomic number (Z) of the considered element ( Figure 12 and Table 9 ). (j) V x , E x and η depend on the investigated target and spectral region. Studies to confirm the last part of this statement are in progress in our laboratory and, especially, for yttrium in the spectral range below 1 keV (e.g., water window).
Results: X-ray Spectroscopy
X-ray spectra are a fundamental diagnostic tool of local conditions in high-temperature plasmas such as those produced by ultrapowerful (up to PW-level) and ultrashort (of the order of fs) pulse laser sources able to give rise to a new regime of hot and dense plasmas [40] [41] [42] [43] . Specifically, in these spectra, an essential role is covered by satellite lines in the vicinity of the parent spectral structures for obtaining useful information about plasma parameters (e.g., density, temperature, opacity, etc.), beside the task of the Stark broadening of spectral lines as sensitive probe of the electron density [44, 45] and that of H-and Helike resonance lines for measuring plasma polarization shifts [46, 47] .
In addition, the satellites near to resonance lines can give rise to a significant effect distorting the broadened line profiles, so affecting the results of spectral analysis, as already shown in [48, 49] . In this framework, we have recently carried out a series of experiments devoted to emphasize the importance of the line structure (e.g., satellites) in the X-ray spectra in order to develop a reliable diagnostics of plasma state estimating its main parameters. More precisely, the experimental tests have especially concerned: (1) measures and identifications of the L-shell Rydberg series in the soft X-ray spectrum of Ne-like Zn XXI ions with particular reference to the high-n dielectronic Rydberg satellites from Mg-like Zn XIX and Na-like Zn XX ions [18] and (2) measurements and modeling of the soft X-ray emission of a barium plasma in the spectral range of high-n Rydberg levels in a near Ni-like Ba XXIX ionization state [20] .
A further brief analysis of soft X-ray spectra obtained for an iron plasma in a near Ne-like state is also reported with a special interest for: (a) the dielectronic Mg-like Fe XV and Na-like Fe XVI satellite features near to the Nelike Fe XVII 3C and 3D parent resonance lines and (b) the dependence of the spectral features (e.g., line strengths) on the intensity of the illuminating laser strongly affecting the plasma temperature.
In the first case, it is worth to note that the Ne-like spectrum is the L-shell analog to the very useful He-like resonance lines and that the spectral identification of the Rydberg satellite structures to the Ne-like spectrum is an essential step for achieving a valid L-shell X-ray diagnostics in the high-temperature and high-density (close to that of a solid) matter, taking into account the relevance of the closedshell structure of the ions that enables one to attain a high stability over large temperature ranges [50] .
Generally speaking, in the second case, the investigation of X-ray plasma spectra in a near Ni-like state is necessary for many applications involving high-Z elements, such as physics for inertial confinement fusion [51] and the survey of impurity effects in magnetic confinement fusion [52] .
In particular, in the specific case of our experiments in the field of X-ray plasma spectroscopy, the use of a laser source heating the matter, characterized by nanosecond (ns) pulse width and relatively low intensity compared to that achievable with ps (picosecond) or fs (femtosecond) shorter pulse laser facilities, is crucial for a precise identification of spectral lines on which a valid spectroscopic analysis is based and for the development of an effective diagnostics of plasma conditions, as, for example, occurs by using Ni-like spectra. In fact, a longer duration and a lower intensity of ns laser pulses guarantee the formation of an isothermal plasma with a negligible fraction of hot electrons, so no remarkable change is detected on the plasma ionization balance and spectral lines, as instead usually is observed for ps or fs laserplasma sources.
As a consequence, in this section, the attention will be strongly focused on the experimental and theoretical exploration of the Rydberg series of the Ni-like ion spectra from a heavy element (barium in our case). Such a study has been found particularly appropriate for an accurate analysis of the influence of the plasma parameters (bulk electron temperature, density, opacity, etc.) on the spectral line features (e.g., intensity).
In this study, two intriguing challenges have to be faced: (i) the accomplishment of a high spectral resolution in the obtained spectra for a precise identification of the many spectral lines arising from various ionization stages and (ii) the weak intensity of the lines.
The model calculations exploit the Los Alamos suite of atomic physics codes. Specifically, the CATS code [53] generates the significant atomic structure for the barium ions from Ge-like Ba XXV to Mn-like Ba XXXII (e.g., energy levels, oscillator strengths for proper transitions and plane-wave-Born electron-impact excitation cross-sections), producing hundreds/thousands of configurations per ion charge stage. The multipurpose GIPPER code [54, 55] is, instead, used for computing the autoionization rates and both the electron-impact ionization and the photoionization cross-sections necessary to the development of a collisional-radiative (CR) model. The ATOMIC code [56] permits the processing of the previous data in order to form a CR model and find a solution of the rate equations for the densities of state populations-then used to calculate the associated emission spectrum-in terms of input plasma parameters (temperature, density, etc.).
Finally, the MUTA option [57] in ATOMIC code enables one to construct theoretical spectra for reproducing the experimental ones. An explicit inclusion of strong spectral lines in a transition array and a statistical mixing of weaker lines are also provided by MUTA. Furthermore, an extra level-to-level CR model with configuration interactionyet with fewer configurations-is also used to verify the accuracy of MUTA results. In a few words, the CATS code is used to calculate the MUTA input data for the transition arrays, while the ATOMIC code merges the calculated configuration-average populations with the MUTA data for constructing the spectrum.
Ultimately, in the modeling calculations, the contributions due to various plasma ionization levels and the effects of the plasma temperature, density, and opacity on the investigated spectra are properly considered in an attempt to simulate the spectral lines experimentally observed.
In the experiments, the laser energy and the resulting intensity have been varied in the ranges (1-8) J and (10 11 -10 12 ) W/cm 2 , respectively. The doublet lens previously introduced in Section 2 (d = 5 cm, f = 20 cm) has been used for focusing the laser beam on a BaF 2 target at a 45
• incidence angle in order to produce plasma. An estimated laser spot diameter of about 300 μm has been attained at the focal plane then varied by defocusing up to a value of 500 μm.
A specific stepped rotating target configuration [19] , consisting of two separate targets at a distance of (300-800) μm, has been also used in all experimental tests. More exactly, the first component was constituted by BaF 2 (i.e., the investigated target), while the second part contained Mg or Al used to produce reference spectral lines.
The laser shots at each target have been done separately and, as already stated, the heights of the steps were (300-800) μm. Specifically, between laser shots, the targets have been moved in the plane perpendicular to laser beam, so permitting to obtain well-separated spectral lines of the investigated matter and of the reference materials by using the same spectrometer equipped with KODAK RAR 2492 film for recording the X-ray plasma emission spectra.
The procedure described in [58] has been adopted for developing, scanning by a microdensitometer and turning the film density into incident X-ray intensity. The used films have been placed in a suitable holder, adequately protected by two layers of 1 μm polypropylene filters coated with 0.2 μm aluminum sheets on both sides. Additional 2 μm polypropylene layers have been used in order to stop the plasma debris directed towards the surface of spectrometer crystal.
The spectral line intensities have been properly corrected by taking into account the filter transmissions. At the same time, the reflectivity of spectrometer crystal has been assumed slowly varying over the investigated spectral range and not included in the calibrations.
So, in summary, we have been able to simultaneously acquire spatially resolved X-ray spectra of the high-n(3 < n ≤ 8) Rydberg line series for a near Ni-like Ba XXIX ion plasma in the spectral range (7.8-9.5)Å along with the calibration lines due to H-and He-like Mg or Al ions by means of spherical crystal-based spectrometers (Section 2.2) with high spectral (λ/Δλ > 2000) and high spatial (30-50 μm) resolutions. More precisely, in the experiments two different spherically bent mica spectrometers have been used. The former was characterized by a (15 × 50) mm 2 large aperture crystal with a curvature radius of R c = 150 mm, while the latter had a (10 × 30) mm 2 -size crystal and a R c = 100 mm curvature radius. The use of more spectrometers is fundamental for enhancing the spectral range and the spectral resolution during the observations. So, a theoretical spectral resolving power λ/Δλ within the range 3000-5000 is expected for the spectrographs, while an actual spectral resolution of λ/Δλ ∼ = 2600 is achievable under the experiment conditions. This occurs because the measurement accuracy is essentially due to the line profile widths-mainly determined by Doppler, natural, and instrumental broadening Δ FWHMand spectral line blending, in a framework where the wavelengths of the used reference lines are known with high precision (better than 0.22 mÅ), as already demonstrated in [18] .
Concerning the accuracy of the spectral lines, a distinction between symmetric and asymmetric line profiles is necessary. Specifically, line center positions are measurable with a precision better then (0.1 ≤ Δ FWHM ≤ 0.5) mÅ for symmetric spectral profiles, while a worse accuracy up to two or three times is observable for asymmetric blended lines. Moreover, generally speaking, the position of line center can be regularly shifted because of Doppler effect owing to plasma expansion. However, in the specific case of our experiments, the line shift due to systematic Doppler effect is smaller than 0.26 mÅ, since the spectra have been recorded at circa 85
• -90
• angles relative to the direction of plasma expansion, though a plasma speed of 10 7 cm/s is observable. As a result, considering that calibration lines are also shifted because of the reference ion motion, the Doppler shift can be neglected, since it is from three to ten times smaller than the expected measurement accuracy. So, a total accuracy of about (0.5-1.5) mÅ is effectively obtained in our measurements of the spectral line wavelengths. The recorded spectra of Ba plasma are characterized by some overlapping spectral regions due to the use of high-resolution spherically bent spectrometers able to investigate a (0.3-0.7)Å range in a single laser shot. Each region, however, contains a few reference lines with known wavelengths, especially corresponding to the spectral lines of He-like Mg XI and Al XII. Such experimental spectra are shown in Figures 13 and  14 , while their comparison with theoretical ones, modeled by a detailed collisional-radiative approach based on ATOMIC MUTA calculations, is reported in Figures 15 and 16 . In all comparisons line-to-continuum ratio is an adjustable parameter.
The results depicted in Figure 13 have been obtained with two laser shots by using the R c = 150 mm large aperture spectrometer and considering a stepped rotating target International Journal of Spectroscopy composed by Al and Ba. The outcomes of Figure 14 have been always attained with two laser shots but using the R c = 100 mm spectrograph for two different target setups: the former employing Al, Ba, and Mg stepped targets and the latter only Ba and Mg stepped targets.
In Figure 15 , instead, the spectral lines experimentally acquired by using the R c = 150 mm spectrometer are compared to those obtained by the ATOMIC MUTA calculations in the soft X-ray spectral range (8.9-9.5)Å assuming various plasma parameters explicitly indicated in the caption of the figure (panels (a) and (b) ). Specifically, the panel (a) shows a comparison within the wavelength range (8.9-9.15)Å between the theoretical results and the experimental ones presented in Figure 13, panel (a) . A similar comparison in the spectral range (9.15-9.5)Å is also reported in the panel (b) where the calculated spectral features are compared to those experimentally measured, previously illustrated in Figure 13 , panel (b). Moreover, the more prominent line transitions are also identified.
A good agreement between the synthetic spectral lines and the measured ones is attained for the spectra of Figure 15 . In fact, the model calculations permit to fairly well simulate the observed main spectral features (line positions and intensities) that, in the investigated spectral range, are all 3d-6f transitions in Ni-like, Cu-like, and Zn-like ions of a barium plasma.
The experimental spectral lines are not well reproduced by the calculations only in some cases. For example, this occurs for a wavelength of 9.085Å due to a 3d-6f line transition in Ga-like Ba ions that, though included in the theory, appears extremely weak under the considered plasma conditions (see Figure 15) , since the population of this ionic charge state is very small. As a result of such comparisons, one infers that a noneven temperature distribution may exist in the laser induced plasma since lower temperatures are necessary to increase the ion stage population.
Another instance where the spectral features theoretically expected by the ATOMIC MUTA calculations are not retrieved in the measured spectra is represented by the satellites up to the 3d-6f Ni-like line at 8.95Å. In fact, these lines are placed at the edge of the experimental spectrum, and, consequently, they are characterized by an intensity too low.
On the other hand such spectral lines are actually observed-yet with an intensity slightly less than that of the calculated lines-in the recorded spectrum reported in the panel (a) of Figure 16 .
Generally speaking, in this figure, the experimental spectra, obtained by the R c = 100 mm spectrometer, are compared to those simulated by the ATOMIC MUTA code in the (7.8-9)Å soft X-ray spectral range considering different plasma conditions properly emphasized in the caption of the figure (panels (a) and (b) ).
More precisely, the panel (a) newly shows a comparison within the wavelength range (8.4-9) Å between the results expected by theory and those experimentally found, previously presented in the panel (a) of Figure 14 . At the same time, the panel (b) of Figure 16 compares the modeling calculations to the measurements reported in Figure 14,  panel (b) , in the spectral range (7.8-8.6)Å. Ni-like 3d-7f
Ni-like 3d-7f
Zn-like 3p-5d
Cu-like 3p-5d
Ni-like 3d-7f 8.6 8. , size = 100 μm. Note that the surveyed spectral region falls into the soft X-ray range (7.8-9)Å and that only in the case (b) the model calculations include the effect of a finite plasma size (i.e., 100 μm) on the X-ray spectra. An identification of the main spectral features is finally reported.
In addition, the more important line transitions are recognized and a quite satisfactory agreement between experimental and theoretical results is again achieved, especially for the spectral line positions considering the extreme complexity of the electronic structure of the ion charge stages undergoing transitions. Nevertheless, in some cases, the intensities of synthetic lines are different with respect to the measured ones. These gaps could be due to temperature and/or density gradients in the plasma responsible for the intensity variations of the observed lines.
The main plasma parameters, considered in Figures 15  and 16 , have been evaluated after performing a series of calculations over a reasonable range of values in an attempt to find plasma conditions that better permit to reproduce the experimental spectra.
Some examples of these calculations are reported in Figures 17 and 18 [20] . Specifically, the synthetic spectra obtained by the ATOMIC MUTA code for plasma electron temperatures varying in the range (150-300) eV and for a constant plasma electron density of N e = 5 × 10 20 cm −3 are shown in Figure 17 . Under these conditions, the plasma average ionization is comprised between 25.5 (at 150 eV) and 27.2 (at 300 eV). As a consequence, the same ion charge stages are essentially responsible for the plasma emission at all temperatures.
In Figure 18 , instead, the theoretical ATOMIC MUTA spectra of a barium plasma, calculated at a 250 eV-fixed electron temperature and at an electron density varying from 10 20 cm −3 to 10 21 cm −3 , are illustrated. Another instance of the model calculations is reported in Figure 19 [20] , where the plasma electron temperature . Each spectrum has been translated on the y axis for a better clarity in the arrangement of the results (see [20] ). and density are maintained at a fixed value (T e = 250 eV and N e = 5 × 10 20 cm −3 , resp.), while the plasma size L is varied in the range (0-1000) μm for monitoring the effect of the plasma dimension (i.e., opacity) on the spectral lines, including this effect in an approximate way by means of the escape factors ε [29, [59] [60] [61] . Figure 18: Theoretical spectra expected by the ATOMIC MUTA calculations performed at a fixed plasma electron temperature of 250 eV and at various electron densities (see [20] ).
In fact, neglecting the stimulated emission, the plasma opacity is strictly related to the optical depth τ(ν) that, for a spectral line of frequency ν, is given by the product between the line opacity and the number density N l of absorbing ions, integrated over the line of sight through the plasma.
As a result, a simple linear relationship between optical depth and size of a plasma is derived according to
Here, κ(ν) is a proportionality factor depending on ν and ε, whose expression takes formally the form [18] 
where m and e denote the electron mass and charge, respectively, c is the vacuum light speed, f l,u the absorption oscillator strength for the considered line, M and T i -usually assumed equal to T e -are the mass and temperature of absorbing ion, respectively, k B is the Boltzmann constant, λ the transition wavelength, and φ(ν) the normalized line profile. The g's parameters, instead, denote the statistical weights of the levels involving in the line transition, A eff is the effective transition rate, μ the ion mass in units of proton mass and, finally, ΔE the transition energy in hartrees. From Figure 19 , one establishes that most of the calculated spectra are rather insensible to the plasma dimensions though a few spectral lines such as those at 8.95Å and 9.05Å, are sensitively suppressed by including size effects. On the contrary, the synthetic spectra of Figures 17 and 18 allow to conclude that the spectral features are greatly influenced by electron temperature and density of the generated plasma. No size 100 μm 300 μm 500 μm 1000 μm Figure 19 : Theoretical spectra calculated by the ATOMIC MUTA code for constant plasma electron temperature (T e = 250 eV) and density (N e = 5 × 10 20 cm −3 ), considering various plasma sizes ranging between 0 (no size) and 1000 μm. Each spectrum has been shifted on the y axis for a better visual clarity of the obtained results (see [20] ). Figures 15 and 16) , it is possible to conclude that the conditions of the barium plasma experimentally produced by the nanosecond (ns) Tor Vergata laser-plasma facility are well reproduced by assuming an isothermal and spherical plasma with an electron temperature T e = T i ∼ = 250 eV and density N e ∼ = 5 × 10 20 cm −3 , with a prominent size of some hundreds of μm (e.g., 100 μm, optically opaque plasma) and with an average ionization balance equal to 26.8, evaluated via the ATOMIC MUTA calculations and confirmed by the fine-structure computations [20] . Finally, no hot electrons are observed [29] .
In summary, by taking into account all the theoretical results reported from Figures 17 to 19 and by their comparison with the experimental outcomes (see specifically
In fact, for example, it is only at an electron temperature close to 250 eV that all the spectral lines due to transitions from barium ions have a practically equal intensity compared to that found in the measured spectra of Figures 13 and  14 . On the other hand, considering higher temperatures, the lines around 9Å are not well simulated, since they are too intense, while at lower temperatures the low-wavelength lines are not reproduced.
As last theoretical study, in Figure 20 [20] , the main contributions to the Ba spectrum due to the five ions charge stages listed in the figure are shown for a 250 eV electron temperature and a 5 × 10 20 cm −3 electron density of barium plasma. Specifically, the ion charge stages that mainly contribute to the spectra in the wavelength range (7.8-9.5)Å extend from Ga-like Ba XXVI to Co-like Ba XXX.
In addition, in this figure, a classification of the predominant spectral lines, involving an electron moving from an excited configuration into that identified by n = 3, is also reported. Within this framework, the main contributionsunder the considered plasma parameters and the investigated , respectively. The spectral contributions due to the five main charge stages of the ions under these barium plasma conditions are shown along with the main line transitions opportunely identified. Each spectrum has been arbitrarily scaled on the y axis for a clearer presentation of the results (see [20] ). spectral range-come from the transitions (3 p, 3 d)−nl with n = 5-8 and l = 0-3. As a result, one infers that the Zn-like Ba XXVII, Cu-like Ba XXVIII, and Ni-like Ba XXIX ion stages contribute mainly to the spectral line emission.
A significant hot new is that the spectroscopy studies for highly excited transitions so far presented belong to the narrow family of the information concerning barium plasma emission spectra in the region of soft X-rays.
In fact, very few previous investigations are actually available for a comparison with the obtained spectral lines. More precisely, the only preceding studies in this field that we know are those reported in [62, 63] , where spectral line positions have been explored in the range (8-13.5)Å and, especially, within the wavelength region (9.1-9.36)Å.
However, it is worth to emphasize that, in the considered wavelength range, our results are in very good agreement with those shown in [62, 63] . Similar spectroscopic surveys have been previously made in the X-ray field for plasmas composed by a reasonable fraction of highly charged copper (from F-like Cu XXI to Olike Cu XXII) and zinc (from Mg-like Zn XIX to Na-like Zn XX) ions in a near Ne-like state involving the L-shell and Mshell [16, 18, 29] .
These studies have been carried out by using the ns TVLPS along with other laser-plasma facilities, such as the picosecond (ps) Neodym facility [64] at the Central Research Institute of Machine Building near Moscow, the ns Hercules facility [18] at the ENEA research center in Frascati near Rome, and the femtosecond (fs) Saclay 10-TW UHI10 facility [65] near Paris.
The investigations have been mainly focused on: (a) the role covered by satellites in the vicinity of the principal Ne-like resonance lines on the observed spectra, especially in an attempt to establish the plasma conditions generating the spectra and (b) the effects of the opacity and hot electrons on the spectral lines emitted by plasmas with highly charged ions (e.g., Ne-, F-, and O-like ions).
Specifically, concerning the second case (b), we only emphasize that, focusing our attention especially on the TVLPS, opacity effects-treated in terms of escape factorsare necessary to get the correct relative intensities of highn(n = 5, 6) emission features of a laser-induced plasma (e.g., copper plasma in a near Ne-like Cu XX ion state [29] ), that is, for obtaining a good agreement between theoretical and experimental spectra. The influence of the hot electrons, instead, can be neglected in this case, so confirming the results previously exposed in this section for a barium plasma.
On the contrary, in the following a major attention is devoted to main results attained by the TVLPS pertaining to the point (a), that is, the recording and the analysis of the spectral features of the Na-and Mg-like satellite lines observed for high-n(n = 4, 5) Rydberg transitions in the Ne-like Zn XXI ion spectra in an attempt to obtain a valid modeling of these spectra [18] .
In fact, for avoiding that plasma electron temperature and density are overestimated when resonance lines are broad, accurate high-spectral-resolution measurements should be done in order to evaluate the Rydberg satellite nature, taking into account that spectral features are strongly depending on the plasma conditions (temperature, density, opacity, and hot electron fraction), as clearly highlighted in [66] for the spectral lines of L-shell Mo ion plasma.
On the other hand, the Rydberg satellites can affect the shape of the parent lines such as the main Ne-like resonance ones though it is usually very intricate to measure the influence of such satellites to the Ne-like lines, as especially occurs for the so-called 3C and 3D lines. Generally speaking, the satellites radiated from Rydberg Na-and Mglike autoionizing levels are characterized by two different decay channels: the former provides spectral lines near 3C and 3D ones, while the latter gives rise to satellites near the Rydberg Ne-like lines.
Fortunately, the satellite lines due to the second decay channel spectrally can be very well resolved and, thus, recorded, modeled, and used to allow the determination of Rydberg satellite intensity falling into the vicinity of the investigated Ne-like lines (e.g., 4C, 4D, 5C, 5D, etc., as particularly shown in [18] ).
The more interesting spectroscopic results that we have obtained in this framework, characterized by high spectral (λ/Δλ ∼ = 3000) and spatial (20-50 μm) resolution, are shown from Figure 21 to Figure 25 , after proceeding as before for the spectroscopy studies of the barium plasma, that is, for example, (1) use of stepped rotating target, containing zinc (investigated target) and Mg or Al (calibration target for producing well-known reference spectral lines), (2) Intensity (a.u.) Figure 22 : Measured soft X-ray spectrum showing the n = 5 (5C and 5D) Ne-like Zn XXI ion resonance lines, some F-like Zn XXII ion spectral features-properly marked on the right edge-and the strong dielectronic Rydberg Zn XIX (Mg-like) and Zn XX (Nalike) satellites for a zinc plasma in a near Ne-like Zn XXI ion state. The spectrum has been attained within the wavelength range (7.6-8.16)Å by using the ns TVLPS. Note that all the spectral lines are well identified along with the two 4A and 4B (n = 4) Ne-like Zn XXI resonance lines.
allowing a much higher instrumental spectral resolution during the acquisition of spatially-resolved X-ray spectra, (3) recording of these spectra on KODAK RAR 2492 films, (4) possibility of covering a wavelength range of (0.3-0.7)Å in a single shot thanks to high resolution of spectrographs, (5) overall accuracy of wavelength measurements comprised in the range (0.5-1.5) mÅ, and so forth. Specifically, an example of soft X-ray emission spectrum, obtained by the ns TVLPS in the spectral range (8.3-8.7)Å for a zinc plasma in a near Ne-like Zn XXI ion state, is illustrated in Figure 21 . It clearly shows some n = 4 Figure 24 : Comparison between soft X-ray spectra measured (blue) and calculated by CR model (pink) in the vicinity of the n = 5 Nelike Zn XXI resonance lines (5C and 5D) with strong dielectronic Rydberg Zn XIX (Mg-like) and Zn XX (Na-like) satellites in the spectral range (7.6-8.16)Å. Note that some F-like Zn XXII ion spectral features, properly indicated, are also showed and that optical depths with L = 50 μm have been considered.
resonance lines due to Ne-like Zn XXI ions (i.e., explicitly, the 4C, 4D, and 4F lines) along with the pronounced dielectronic Rydberg Zn XIX (Mg-like) and Zn XX (Na-like) satellites in the vicinity of the parent resonance lines, corresponding to the remaining spectral features. A detailed identification of the spectral lines, strongly influenced by large optical depths because of the opacity of the generated plasma, is also reported for the considered spectral range. Another instance of Zn plasma emission spectrum in the soft X-ray wavelength range (7.6-8.16)Å, recorded in the vicinity of the Ne-like Zn XXI ion state, is depicted in Figure 22 . The latter provides a representation of: (1) emphasized on the right edge and corresponding to 112-119 spectral lines, and (3) the strong dielectronic Rydberg Zn XIX (Mg-like) and Zn XX (Na-like) satellites associated to the parent resonance lines. Again, an exhaustive identification of the spectral lines in the investigated wavelength range is as well presented, taking always into account the effect of plasma opacity on the observed spectra.
At the same time, each Zn XIX and Zn XX ion satellite line, caused by radiative transitions from highly excited autoionizing states of Mg-and Na-like ions, comprises between six and about two dozens of nearly-equal-strength line transitions. So, a tabulation of the single components in such lines is practically unfeasible and a satisfactory simulation of these features is a computationally challenging task due to the enormous number of autoionizing levels that must be considered.
However, a complete list of the spectral features numbered in Figures 21 and 22 can be found in [16, 18] , where a comparison between the calculated (λ calc ) and experimentally measured (λ exp ) wavelengths of the spectral lines is reported. An excellent agreement is achieved between λ calc and λ exp . Specifically, λ calc differs by less than 20 mÅ from λ exp for most lines in all the charge states considered with a few differences above 50 mÅ.
The spectra just showed in Figures 21 and 22 are a further evidence of the results already found in [15, 16] demonstrating that, in the case of a zinc target, many spectral lines produced by ns laser-plasma sources are Rydberg satellites associated to the Ne-like Zn XXI spectral features and especially represented by Mg-and Na-like Zn ion lines.
Generally speaking, such satellites can be comparable or dominant relative to the intensity of the Zn XXI parent lines only in a plasma with T e ≤ 300 eV. On the other hand, we have also observed spectral lines due to ions more highly charged than Zn XXI (e.g., O-like Zn XXIII or F-like Zn XXII ions), as shown for example in Figure 22 .
This can be justified in terms of a spatial nonuniformity of the laser intensity on the focal plane, that can lead to hot laser spots responsible for the emission of the spectral lines due to the more highly charged F-and O-like Zn ions. In fact, taking into account that our data are spatially integrated across the face of the laser spot, we collect the contribution of these hot spots in the acquired spectra.
Furthermore, we generally work with time-integrated data over the whole experiment. As a consequence, it is impossible to establish if the observed spectral lines due to ions with high-and low-charge states are temporally coincident.
Beside all this, the time-integrated recorded spectra could not provide information about plasma time gradients. However, since in our case the laser pulse width is rather long (15 ns), a steady state regime is established during plasma heating. So, the integration over the time of the measured spectra is a drawback much less hard to overcome when compared to that met with radiative processes in plasmas produced by very short-heating-pulse (fs or ps) lasers. In addition, though our spectra are obtained without time resolution, it is reasonable to assume that only the most hot and dense plasma produced during laser illumination time is mainly responsible for the measured spectral lines, as confirmed by model calculations.
Identifications of the observed spectral lines (Figures 21  and 22 ) are obtained by comparison with the intensities of the collisional-radiative line transitions, properly calculated by the Hebrew University Lawrence Livermore Atomic Code (HULLAC) [67] .
This package of codes is used to compute the atomic structure, transition rates, and wavelengths beside the synthetic line intensities for specific plasma parameters. The details of our application of HULLAC data in CR models have been previously presented [29] . In summary, the HULLAC suite of codes has been exploited to model the line emission from a zinc plasma.
More precisely, all level structure and rate coefficients have been calculated, all level energies and rate coefficients have been put into a CR rate matrix for the investigated ions, and the populations of the resulting steady state levels have been then evaluated. Moreover, the rates of radiative decay of all electric and magnetic dipole and quadrupole transitions (E1, M1, E2, and M2) are included in the modeling along with other prominent processes of plasma physics such as collisional excitation and deexcitation, collisional ionization, three body recombination, radiative recombination, excitation autoionization (EA), and radiationless capture leading to dielectronic recombination (DR)-that is, double electron transitions-especially responsible for the observed satellite lines (e.g., Mg-and Na-like Zn ion lines) along with multiple atom ionization.
Ion charge states from Mg-like Zn XIX to N-like Zn XXIV and the effects of plasma self-absorption (opacity) by means of escape factors have been also considered. At the same time, the assumptions of an isothermal, spherical zinc plasma with a diameter L in the range μm-yet 30 μm is a nonrealistic, lower limit-and of an ion temperature equal to electron one (i.e., T i = T e ) have been included, as previously made for a barium plasma.
So, a comparison between simulated and measured spectra for a zinc plasma in a near Ne-like Zn XXI ion state is shown in Figures 23 and 24 . The theoretical spectra have been worked out by taking the CR intensity for each line transition given by
and spreading the intensity over a roughly normalized Voigt line profile φ(ν), that is, [68] ,
Here, A ji denotes the total radiative transition rate between j and i levels, while φ(ν), whose expression can be found in [18] , includes Doppler, natural, and instrumental broadening terms.
The results of our model calculations have principally permitted to accurately reproduce the Na-and Mg-like Rydberg satellites excited by DR and recorded in the vicinity of Ne-like Zn XXI lines. These satellites are characterized by an emissivity ε DR taking the form [18] 
where N e is the free electron density, having a Maxwellian energy distribution, N q+1 the density of the initial state of the recombining ion, F 1 (T e ) a function of the electron temperature and F 2 ( j, f ) the satellite-intensity factor owing to DR from level i of ion (q +1)-via level j of ion q-to level f . Formally, F 1 (T e ) and F 2 ( j, f ) are, respectively, given by
In these last two equations, a 0 is the Bohr radius, R y the Rydberg unit of energy, ΔE i j the energy difference between the initial level of the recombining ion (e.g., Ne-or Na-like) and a doubly excited level of the recombined ion (i.e., ΔE i j is the capture energy of the free electron), g j and g i denote parameters previously introduced (11) for the intermediate (autoionizing) and initial (recombining) levels, A AI ji is the autoionization rate from level j to level i, and β j f is the radiative branching ratio from the upper level of the observed transition, related to A AI ji and to total radiative transition rate A j f between j and f levels [18] .
In Figure 23 a comparison between experimental (blue) and theoretical (pink, CR model and HULLAC package) soft X-ray spectra for a zinc plasma in a near Ne-like Zn XXI ion state is reported within the wavelength range (8.3-8.7)Å. Specifically, Figure 23 shows the Mg-and Na-like satellites in the vicinity of the n = 4 Ne-like Zn XXI resonance lines (4C, 4D and 4F) for the same spectrum of Figure 21 .
In this case, the modeling of the measured spectra is based on the following assumptions for the conditions of a spherical and isothermal zinc plasma produced by the ns Tor Vergata laser-plasma facility, similar to those already established for a barium plasma: (1) T e = 250 eV, (2) N e = 10 21 cm −3 , (3) optical depths on all lines calculated for a L = 200 μm plasma size, that is, the plasma opacity affects all observed spectral features, and (4) negligible fraction of hot electrons.
The good theory-experiment agreement is evident in the relative intensity of the 4C, 4D and 4F spectral lines, so demonstrating the validity of the assumptions made for the ns TVLPS. Moreover, the satellite features observed in Figure 23 mainly are (a) the Na-like LMN (in what follows, a Zn XX or Zn XIX spectral feature takes a representation of the form LMn or LNn , where the first character denotes a promotion of an n = 2 electron, the second character indicates that the electron is migrated into the n = 3 (M) or n = 4 (N) shell and, finally, the n character symbolizes the principal quantum number into which a free electron is captured (n = 3,. . .,7 corresponding to letters from M to Q, resp.)) and the Mg-like LMN on the long wavelength side of the 4D resonance line; (b) the Na-like LNN between the 4C and 4D resonance lines. Figure 24 shows, instead, a comparison between measured (blue) and calculated (pink, CR model, and HULLAC package) soft X-ray spectra for a zinc plasma in a near Nelike Zn XXI ion state in the spectral range (7.6-8.16)Å. In particular, the Mg-and Na-like satellites in the vicinity of the n = 5 Ne-like Zn XXI resonance lines (5C and 5D) are well visible in Figure 24 for the same spectrum of Figure 22 along with the two 4A and 4B (n = 4) Ne-like Zn XXI resonance lines and with those due to F-like Zn XXII ions, properly emphasized in the figure and previously identified [16] . More in detail, the 4d → 2p transitions at 7.8865Å and 8.0435Å are well noticeable.
In these conditions, the experimental spectra have been simulated by making the same assumptions already adopted for reproducing the recorded spectrum of Figure 23 (i.e. , T e = 250 eV, N e = 10 21 cm −3 , optically opaque plasma, no hot electrons) with the single difference that the plasma size is considered this time equal to L = 50 μm.
A reasonable agreement between theoretical and experimental results characterizes Figure 24 , so again confirming the validity of the assumptions made for the ns TVLPS.
From this figure, it also evident that the Na-and Mglike LMO satellite features dominate the spectral structures near the parent n = 5 Ne-like Zn XXI lines. However, the higher-n Mg-like LMP satellites are also observable on the long wavelength side of the 5D parent line, while the Nalike LMP and Mg-like LMQ satellite lines appear on the short wavelength side of the 5C resonance line.
Finally, the presence of satellite spectral structures on both the short and long wavelength sides of the Ne-like Zn XXI resonance lines is an evidence that the use of broadened line profiles for the diagnostics of hot and dense plasmas needs careful attention to the contribution coming from Rydberg satellite transitions, as shown in Figure 25 , where the diagnostic utility of these lines can be foreseen.
More exactly, in Figure 25 the dependence of the Mg-, Na-, Ne-, F-, and O-like spectral structures on the plasma electron temperature (T e ) within the soft X-ray wavelength ranges (7.6-8.2)Å (panel (a)) and (8.3-8.9 )Å (panel (b)) is theoretically simulated. As a result, models for the Mg-and Na-like Rydberg satellite lines have been properly developed for n ≤ 5, especially for n = 4 and n = 5. Figure 25 also shows that the satellites due to Na-like Zn XX ions are powerful up to electron temperatures of T e = 300 eV, while the O-like and F-like spectral lines are prevailing for T e > 300 eV, as for example observed in the panel (a) for the 2-4 O-like and 2-5 F-like transitions falling into the range (7.2-8.2)Å [16] .
At the same time, the O-like 2s → 3p transitions are observable in the spectra calculated at the highest electron temperatures reported in the panel (b) of Figure 25 . In addition, the Ne-like Zn XXI resonance lines are optically thick for T e ≤ 400 eV. In particular, opacity effects can be observed on the 4F and 4G spectral features. Considering higher values of T e , the fraction of Ne-like Zn XXI ions in the plasma is too low, and the opacity effects on the resonance lines are not more so strong.
On the other hand, theoretical simulations also demonstrate that the Na-like Zn XX satellites are optically thin for an electron density N e ≤ 10 21 cm −3 and that satellite intensity depends on plasma temperature. So, a dependence of the satellite features on the plasma parameters is ascertained.
In summary, such considerations permit to establish that, if the plasma ions emitting the satellite spectral structures are spatially placed near to the laser-matter-interaction region, the Rydberg satellites can be effectively used as a local diagnostic tool for a reliable evaluation of plasma conditions, as foreseen in [69] . Moreover, the presented spectral data, especially the n = 4 and n = 5 Ne-like Zn XXI resonance lines, are very optically thick, that is-generally speaking-the nC and nD spectral features are influenced by large optical depths, strictly related to plasma sizes (10) , so confirming what previously observed for the emission spectra of a barium plasma. The opacity effects [29] of the studied plasmas are well noticeable and can be summarized in four main points: (1) the plasma average charge state is driven higher by enhanced ionization from more-highly-populated Zn XXI upper levels, (2) enhancing spectral lines due to higher ion charge states such as those F-like and O-like, (3) relative intensity of the weaker Ne-like Zn XXI lines is increased by collisionally coupling the upper states of the 4C and 4D lines to those of the 4F and 4G spectral features and (4) enlargement of the spectral lines.
A visual evidence of some opacity effects on the plasma emission spectra is illustrated in Figure 26 .
Specifically, in Figure 26 the simulated emission spectra due to O-, F-, and Ne-like Zn ions in the vicinity of the n = 4 Zn XXI resonance lines, calculated in the soft X-ray spectral range (8-9)Å with and without opacity effects (i.e., for optically thick and thin plasma, resp.), are reported.
These synthetic spectra have been obtained in a similar way to that previously described by assuming a spherical plasma with uniform density and temperature taking the values N e = 10 21 cm −3 and T e = T i = 300 eV, respectively, by self-consistently computing the ion level populations and by properly considering escape factors.
Finally, the growing of the intensity of the F-like, the 4F and the 4G spectral features is clearly visible in Figure 26 when opacity effects (i.e., escape factors) are entered in the calculations.
As last example of spectroscopic inspection, in Figure 27 we report soft X-ray emission spectra recorded with high spectral (typically λ/Δλ ∼ = 4000) and spatial (20-50 μm) resolution in the wavelength range (14-16)Å for an iron plasma generated by the ns Tor Vergata laser-plasma facility working at three different conditions: (a) 6 J laser energy and Figure 27 : Soft X-ray emission spectra measured in the wavelength range (14-16)Å for a dense and hot iron plasma produced on a 60 μm thick 99.9% pure Fe foil by means of the ns TVLPS operating at three different conditions: (a) 6 J laser pulse energy, 200 μm laser spot size, (b) 4 J laser pulse energy, 500 μm laser spot size, and (c) 2 J laser pulse energy, 500 μm laser spot size.
200 μm laser spot size, (b) 4 J laser energy and 500 μm laser spot size, and (c) 2 J laser energy and 500 μm laser spot size [19] . The various working conditions of the Nd:YAG/Glass laser source have permitted to attain a varying pulse intensity on the focal plane in an attempt to give rise to different plasma states strictly related to laser intensity. In fact, the plasma electron temperature can be decreased/increased by reducing/growing the laser energy or by defocusing/focusing the laser beam on the target opportunely moving the lens with respect to the best focus position, that is, by decreasing/increasing the laser intensity on the focal plane.
As a result, diverse iron spectral structures can be observed for different values of laser intensity illuminating the target. Specifically, Figure 27 shows the presence of the dielectronic Mg-like Fe XV and Na-like Fe XVI satellite lines in the vicinity of the two Ne-like Fe XVII 3d → 2p 3C and 3D resonance lines at 15.014Å and 15.267Å, corresponding to the strong 2p 5 3d → 2p 6 ( 1 P 1 → 1 S 0 ) and 2p 5 3d → 2p 6 ( 3 P 1 → 1 S 0 )) transitions, respectively. These resonance lines have been recorded with a lower spectral resolution of the order of λ/Δλ = 1200-1500 than the surrounding satellite lines because of the remarkable optical absorption of the plasma.
The spectral features of the more highly charged F-like Fe XVIII ions are also well visible in Figure 27 -especially in the spectrum (a)-though a reduction of laser intensity (i.e., plasma temperature) is responsible for a partial or quasitotal suppression of the X-ray emission from the higher charged (e.g., O-and F-like) iron ions compared to that from the Naand Mg-like ions with a lower charge state (spectra (b) and (c)).
An accurate identification of the observed spectral lines can be found in [19] . This classification has been obtained by comparisons with the HULLAC modeling and previous Brown et al. results [70, 71] focused on the spectral analysis in the low density plasmas with a less spectral resolution (λ/Δλ ∼ = 500) than that characterizing our measurements.
Specifically, the higher spectral resolving power of our results enables one to split several lines not resolved in Brown works and to record detailed spectra of the closely spaced satellite lines emitted by Na-and Mg-like Fe ions.
In summary, the comparisons with the HULLAC calculations and Brown measurements have permitted to identify the O-, F-, and Ne-like Fe ion lines, while the satellite spectral structures from Na-and Mg-like Fe ions have been classified through comparisons only with the HULLAC calculations.
In particular, the HULLAC package of codes has been used to compute the theoretical spectra at T e = 200 eV and N e = 10 21 cm −3 , that is, for plasma conditions similar to those previously found.
Within this framework, a faithful modeling of the measured spectral lines-especially for the Ne-, Na-, and Mg-like iron features-has been obtained when both the dielectronic recombination and the excitation autoionization processes have been included along with the opacity effects for plasma dimensions of 200 μm. At the same time, a few experimental intensities of the stronger lines emitted by Flike Fe ions have been adequately reproduced by HULLAC though many of the F-like spectral structures recorded in the range (14-15)Å were characterized by a much stronger intensity compared to that simulated by the HULLAC model.
Anyhow, a good level of accuracy between theoretical and experimental spectra has been achieved, thus permitting to associate an observed line to an expected atomic transition. More precisely, the majority of the calculated HULLAC spectral lines differs by less than 20 mÅ from the measured ones with a few differences above 50 mÅ. On the other hand, our measurements are also in excellent agreement with those of Brown since the difference between our and Brown results is less than 8 mÅ for most of the spectral lines.
In addition, the spectral identification has been easy for most of the O-, F-, and Ne-like Fe lines, while it is resulted more intricate for the Na-and Mg-like satellite features. In fact, though a high-resolution spectroscopy has been used, many of these lines have been difficult to recognize because of line blending.
Such a investigation has been developed by taking into account that the evaluation of the main features of hightemperature and high-density plasmas can be a noticeable study topic in the astrophysics field, where these information, inferring by the analysis of X-ray spectra and especially by the investigation of spectral line intensity of highly charged ion states such as those of iron, are fundamental for a modeling of the star parameters in an attempt to reproduce the conditions charactering the various stellar shells.
Finally, the experiments concerning the acquisition of iron plasma spectra have been performed as before for barium and zinc plasmas keeping constant the laser conditions for each acquired spectrum with the laser energy varying less than ±5%. The spectral features have been obtained by shooting 1-10 laser shots on a stepped rotating target (step height varying in the range 300-800 μm), composed by a 60 μm thick 99.9% pure Fe tape glued to the surface of the higher Teflon step.
The iron and Teflon targets have been translated into the laser beam on different shots in order to record Fe and • C, respectively, and a 5 keV maximum energy of the emitted soft X-rays.
Teflon (i.e., fluorine) spectra on the same film, physically separated thanks to the step on each target. In particular, the Teflon plasma has been used for producing the Hlike and He-like reference spectral lines for the wavelength calibration of the various spherically bent spectrometers employed in the experiment. Finally, taking into account the dispersion curves of the spectrometers, a total uncertainty less than 10 mÅ is introduced in the absolute wavelength measurements (typically the error is 1-2 mÅ).
Applications: X-Ray Imaging of Thin Biological Samples
A further and important application of soft X-rays emitted by laser-induced plasma is represented by imaging (i.e., microradiographies) of thin biological samples [4, 21, 23] . This application, based on the radiation selective uptake, can be used in the field of radiobiology for visualizing specific structures and detecting bioaccumulation sites due to specimen contamination from pollutants (e.g., heavy metals). A first digital microradiography of withered eucalyptus leaves has been recorded by the CCD camera previously described (Section 2.3) and it is shown in Figure 28 .
From Figure 28 , it is worth to notice the high quality of the obtained radiographic image, characterized by a high spatial resolution and a high contrast. Specifically, the different absorption of soft X-rays emitted by the TVLPS in the various areas of the sample permits to emphasize the leaf structures, with main and minor veins clearly visible.
The radiographic digital image has been obtained by locating in this order the following elements on a copper support with holes having diameters in the range (1-5) mm: an aluminium filter with a thickness of 15 μm, the eucalyptus leaves, and a 7 μm Kapton filter close to CCD chip (less than 1 cm).
The two filters have been used for different purposes. More precisely, Al foil permits to stop visible and UV radiation emitted by plasma, while Kapton layer efficiently protects CCD from debris particles coming from copper solid target released during laser-plasma generation.
Moreover, a thin copper rotating tape target with a thickness of 50.8 μm has been illuminated by GW-level Nd:YAG/Glass laser pulses with an energy of 9 J, properly focused by a triplet lens at −45 • incidence angle relative to the target normal.
The CCD camera, cooled for attaining a working temperature of −20 • C, has been located inside the vacuum chamber at a distance of 15 cm from the target point where laserinduced plasma is generated along an angle of about +45
• with respect to the target normal (Figure 1) . A CCD exposure time of 1 s has been needed for recording the radiographic digital image.
Finally, Quantrad PIN photodiode with its active surface shielded by a 40 μm aluminum layer for stopping visible and UV components of plasma radiation has been placed at circa 90
• relative to the target normal.
As previously mentioned, microradiographies of biological samples are useful for the mapping of the bioaccumulation sites due to contamination by heavy metals (e.g., cadmium) and pollutants. For this purpose, Viola tricolor leaves with various doping concentrations have been properly prepared in the controlled laboratory conditions. These specimens have been exposed to the same experimental working parameters as the eucalyptus leaves.
The radiographic images, always recorded by CCD camera with an exposition time of 1 s and an operating temperature of −50 • C, show various granule structures of Viola tricolor leaves (Figure 29) , especially observed where soft X-rays emitted by laser induced plasma are more strongly absorbed.
Specifically, as a validation of the results obtained using films as recording media, these leaf structures with a high X-ray absorption, corresponding to darker regions of the microradiographies, are more evident for higher doping levels [72] .
So, the contrast between bioaccumulation sites and sample background can be well highlighted by means of both qualitative visual analyses and quantitative surveys of line profiles along the granule structures by using suitable image processing software.
Preliminary results concerning bioaccumulation analysis are qualitatively shown in Figure 29 for Viola tricolor leaves exposed to CuSO 4 (2%) at three pollution levels: control (no pollution), contamination for 4 hours, and contamination for 24 hours.
The outcomes are based on qualitative visual studies of the obtained radiographic images. They show that the biological samples with a higher contamination level are darker than the others (especially the control) due to a stronger absorption of soft X-rays.
This result establishes an evidence of a higher concentration of pollutants in the sample areas characterized by a remarkable X-ray uptake. • C cooling temperature) with a 5 keV maximum energy of the emitted soft X-rays, have been obtained by the TVLPS illuminating a Cu rotating tape target with a laser energy of 9 J. A different darkness due to a diverse X-ray absorption is clearly visible, and it is an evidence of the various doping levels on Viola tricolor leaves.
Conclusions
In this paper, a wide review of some main results obtained in the field of plasma physics by using the ns TVLPS has been presented. More precisely, the Tor Vergata laserplasma facility used in the experiments, based on a GWlevel, multistage, pulsed, tabletop Nd:YAG/Glass laser (pulse width = 15 ns), has been properly described along with the devices (i.e., nonstandard, home-assembled CCD camera and spherical crystal-based spectrometer) employed for soft X-ray imaging (microradiographies) and spectroscopy.
During the experiments the tabletop Nd:YAG/Glass laser system has worked with a pulse energy varying in the range (1-10) J and with a maximum peak intensity of about 10 13 W/cm 2 .
A few principal applications of laser induced plasmas were discussed, especially in the following fields: (1) conversion efficiency η from IR laser radiation to soft X-photons in the spectral region (1.3-1.55) keV, corresponding to (8-9.56)Å wavelength range, (2) spatially resolved soft X-ray emission spectroscopy with high spectral (λ/Δλ theoretically varying within the range 3000-10000) and high spatial (usually varying between 20 μm and 50 μm) resolution employing stepped rotating solid targets and various spherically bent spectrometers, and (3) soft X-ray imaging, especially in the field of microradiographies of thin biological samples, by means of an astronomical grade, front illuminated, highsensitivity, high-resolution (about 15 μm, corresponding to pixel size) CCD camera.
The use of stepped rotating targets, composed by two parts (i.e., the investigated target and the reference one) and opportunely translated into the laser beam on different shots, is fundamental for recording two well-separated spectra on the same film concerning the considered target (e.g., Ba, Zn, and Fe) and that taken as a reference (e.g., Mg and Al) for the recorded spectral lines, respectively.
On the other hand, the use of more spectrometers based on mica or quartz spherical crystals, for covering the studied wavelength range, permits to achieve a much higher instrumental spectral resolution (typically λ/Δλ ∼ = 4000) 24 International Journal of Spectroscopy than that possible with a single spherically bent spectrometer.
However, the effective spectral resolving power for such spectrometers can be less than 4000, since it is essentially limited by the Doppler broadening of the spectral lines due to plasma expansion.
Concerning the aforesaid point (1), the IR → soft Xray conversion efficiency has been surveyed for six different solid targets (magnesium, titanium, iron, copper, zinc, and yttrium). This study has mainly showed that the conversion efficiency: (1.1) depends on the type of target (i.e., on the atomic number Z) since it is related to the resonance line position-for example, within the spectral range (1.3-1.55) keV, lines 5C, 5D and 4C, 4D for Cu and Zn, respectively (see [13, 18, 29] and Figure 21 )-of the levels involved in the X-ray emission, (1.2) changes by varying the laser intensity on the target, that is specifically increases/decreases by increasing/decreasing the laser pulse intensity on the focal plane according to a quasi-linear saturating trend, (1.3) depends on the considered soft X-ray spectral region, and (1.4) in the investigated spectral range (i.e., 1.3-1.55 keV) and for the analyzed targets assumes the maximum values for copper (Z = 29) and zinc (Z = 30), with almost the same mean value η ∼ = 0.22%.
Moreover, still for point (1), it is possible to assert that IR → soft X-ray conversion efficiency is less than 1% within the considered spectral range. The remaining fraction of laser energy illuminating the target not reflected by plasma (nearly 80% in our case) is converted into visible and ultraviolet radiation emitted by plasma and, especially, transformed into the heat necessary to increase the target temperature from 25
• C to about 10 6• C (plasma temperature in our case).
Concerning the aforesaid point (2), we presented some spectroscopic results obtained by using the soft X-rays emitted by our laser-plasma facility. A useful discussion of the observed spectra was also undertaken for three different solid targets (barium, zinc and iron) on which the laser beam is focused for plasma generation.
Specifically, comparisons between CR model calculations simulating the emission by nanosecond laser induced plasma and high spectrally resolved measurements were well investigated.
Within this framework, the merging between experimental results on high-resolution spectra and nanosecond laser pulses, neglecting the influence of hot electrons, permitted a more precise identification of the plasma ions responsible for the spectral emission and a better comparison between theoretical and experimental spectra.
In particular, measurements and modeling of the emission of a barium plasma in the soft X-ray spectral range (7.8-9.5)Å for high-n Rydberg levels in a near Ni-like ionization state were analyzed. In this case, the ATOMIC code calculations were used for evaluating the transitions between levels involved in X-ray emission. This modeling is reasonably accurate and permits line identifications in observed spectra, especially if the MUTA calculations are included and compared with a detailed level-to-level approach including configuration interaction.
A similar study was also presented for a zinc plasma with specific reference to the measures and identifications of the L-shell Rydberg series in the near Ne-like Zn XXI spectrum (wavelength range 7.6-8.7Å) with a major focusing on the high-n dielectronic Rydberg satellites from Mg-like Zn XIX and Na-like Zn XX ions. In fact, the obtained spectra are characterized by spectral features that arise from enormous manifolds of dielectronic-recombination-fed satellites in the vicinity of the Ne-like Zn XXI parent resonance lines.
Moreover, it was observed that these satellites converge to the red edge of the parent line, especially for the n = 4 Zn XXI lines. So, in simulations of Stark broadened line profiles for high-n transitions of the Ne-like Zn XXI nC and nD series, the large contribution given by these satellites to the broadened line shape has to be considered if one wishes to obtain accurate diagnostic information.
CR model calculations were allowed to deduce that the dielectronic Rydberg satellites have a remarkable weight in zinc plasmas with T e ≤ 300 eV, while for higher-Z elements the Rydberg satellites provide an important contribute to the spectra only in plasmas with significantly higher temperatures.
At the same time, optically thick lines characterize our Zn plasma emission spectra. This is especially true for n = 4 and n = 5 Ne-like Zn XXI spectral features that show the typical behavior of the lines observed in plasmas where opacity effects must be considered. As a consequence, a direct inspection of plasma conditions near the laser-matterinteraction region is complicated by the complexity of the transport modeling of these lines.
On the contrary, the Na-like Zn XX satellite features were observed to be optically thin. Thus, considering spatially resolved, high-resolution measurements, the Rydberg satellites can be used as a local diagnostic tool of plasma conditions in the laser-target-interaction region though a complete investigation of such spatially resolved observations is necessary for L-shell emitting ions.
Finally, the spectroscopic investigation by highresolution emission spectra recorded in spectral range between 14Å and 16Å for an iron plasma produced by the TVLPS enabled one to observe various spectral structures, such as dielectronic Mg-like Fe XV and Na-like Fe XVI satellite lines, two Ne-like Fe XVII 3C and 3D parent resonance lines at 15.014Å and 15.267Å, respectively, and Flike Fe XVIII spectral features. Such spectral structures, that can be exploited for studies in the astrophysical field, were measured for different values of laser intensity illuminating the target and 3C and 3D lines are blended with the Na-like and Mg-like satellites.
In the specific cases of zinc and iron plasmas, model calculations to reproduce experimental spectra were performed by using the HULLAC suite of codes. More exactly, the line identifications in the observed spectra were attained by comparisons with CR transition intensities computed by HULLAC taking into account the dielectronic recombination and excitation autoionization phenomena.
In all analyzed cases, the agreement between calculated and measured spectra is good though some recorded spectral features are not well reproduced having a different intensity compared to that obtained by simulations. Moreover, for most of the lines, the theoretical wavelengths differ by less than 20 mÅ from the measured ones with a few gaps above 50 mÅ.
This raises the possibility of exploiting the proposed modeling for highly charged ionization stages in order to obtain useful diagnostic tools, such as the sensitivity of line intensities/ratios to plasma temperature/density, in an attempt to simulate plasma conditions (e.g., electron temperature and density, opacity, and fraction of hot electrons).
The considered studies have also shown that the satellites features have an important role in the field of plasma diagnostics and that the plasma conditions are strongly depending on laser intensity.
In fact, the strength of the spectral lines from higher charged ions (e.g., O-and F-like lines in the case of iron plasma spectrum) increases for growing laser intensity, while a partial or total suppression of these lines is observed for decreasing values of laser intensity. In this last situation, the dominant spectral features are those from lower charged ions (e.g., Na-and Mg-like lines for iron plasma spectrum). This occurs because the plasma temperature and, consequently, the various fractions of the different ionization states are a growing function of laser intensity.
By exploiting the proposed modeling of the measured soft X-ray spectra, a good estimation of plasma parameters was also made for the TVLPS. Specifically, by a comparison between theoretical simulations and measured spectra, we evaluated that, in the case of our experiments, the conditions of the generated plasma were characterized by the following main parameters in the assumption of isothermal and spherical plasma: Considering electron density values (point 2.
3) compared to critical density and plasma reflectivity studies [33] , it is also possible to conclude that the laser radiation absorbed by plasma is about 80% whose less than 1% is converted into X-ray radiation.
However, the nonperfect agreement between theoretical and experimental spectra can be considered as an indication that significant gradients of temperature and density may exist in the plasma, whose effects are observable in the recorded spectra.
Finally, a further application of the TVLPS in the field of X-ray imaging was reported (point (3)).
Particularly, preliminary high-quality, high-resolution, digital microradiographies of thin biological samples, exploiting soft X-rays with a 5 keV maximum energy, were obtained by directly recording radiographic images on a thick, front illuminated, astronomical grade, nonstandard, home-assembled, cooled (up to−80
• C) CCD camera with a spatial resolution of 2k × 2k pixels and a pixel size of 15 μm. This CCD camera is also characterized by good cosmetic and photometric quality and it is optimized for very low flux imaging and spectroscopy in visible and X-ray regions. The microradiographies were recorded with a 1 s CCD exposition time and an operating temperature of −20 • C and −50
• C. The acquired radiographic images permitted to recognize the main structures of the sample (e.g., main and minor veins, granule compositions, etc.) and the possible presence of contaminant substances (e.g., heavy metals) on the surface by exploiting different absorption of soft X-rays in the various areas of the investigated sample.
In fact, sample regions with a higher X-ray absorption correspond to darker regions of the microradiographies where higher doping levels are achieved. So, the contrast between bioaccumulation sites and sample background can be well emphasized by using suitable image processing software that permit both the qualitative visual analyses and the quantitative investigations by using line profiles along the sample structures. Hence, an accurate study of the distribution of pollutant bioaccumulation sites on the sample surface can be undertaken.
As future perspective, in order to extend the spectroscopic investigations and the analysis of biological samples at higher energy (e.g., 10 keV), we are scheduling to increase the laser energy by adding a fifth amplification stage to the TVLPS.
In this manner, it will be possible to increase the energy of laser beam above the current maximum value of 10 J and to raise the laser intensity on the target above the present highest value of 10 13 W/cm 2 for enhancing X-ray generation. The scheduled increasing of the laser energy above 10 J might be ultimately useful for finding a definitive validation of the saturation effect observed in the IR → soft X-ray conversion efficiency, that is a reliable law and a justification for the trend of the conversion efficiency against laser energy.
Moreover, we are also scheduling to take in the next future pinhole camera pictures on a plasma scale-length using a CCD camera or the 1D imaging by spherically bent spectrometer.
