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Abstract: Linear Discriminant Analysis (LDA) is one of the most classical subspace learning and supervised learning
methods. Inspired by manifold learning, many improved methods based on LDA have been proposed in recent years.
Although the motivations of these methods are different, they are all based on the Euclidean distance to measure the
spatial dispersion of the samples. The non-linear characteristic of Eucilidean distance brings about two problems: first,
these methods are too sensitive to noise and outlier; second, the essential structure would be destructed, due to the
overemphasis of the points which has a large local dispersion in manifold or multimodal datasets. To solve these
problems, a new dimension reduction method based on nonparametric discriminant analysis (NDA) is proposed, called a
dynamic weighted nonparametric discriminant analysis (DWNDA). DWNDA uses the dynamic weighted distance to
caluculate the within-class and between-class scatters. It can not only retain the essential geometrical structure of
multimodal datasets, but also make better use of the discriminant information between marginal point pairs. Hence,
DWNDA shows better robustness to noise and outlier than ohter methods, which is also demonstrated in experiments.
Besides, DWNDA also shows excellent performance for face and handwrting classification.















































上,提 出 了 一 种 动 态 加 权 非 参 数 判 别 分 析
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离.w(j, q, p, i)为加权函数.为了突出边缘样本点对
之间的判别信息,w(j, q, p, i)随着样本点到边界距离
的增加,具有快速衰减特性.在公式(6)中通过引入参







































































































































其中w(j, q, p, i)按式(6)定义. 基于(8)和(9)本文的动
态加权非参数判别分析(DWNDA)建模为:
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4 控 制 与 决 策
H (λ) = maxW tr
(
W TSbW − λW TSwW
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H ′ (λ) = tr
(
W Tt+1SbWt+1 − λW Tt+1SwWt+1
)
(22)
基于牛顿迭代法,对于线性近似函数,令H ′ (λ) = 0有:
tr
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算法 参数 Yale A数据库 Yale B数据库 Fei数据库 Umist数据库
MFA
k1 3 5 3 2
k2 9 10 6 6
NDA
k(k1 = k2) 2 5 3 3
a 0.13 0.17 0.13 0.14
DWNDA
k(k1 = k2) 2 5 2 3
a 0.07 0.3 0.08 0.22
表 2 各算法最优识别准确率
算法 Yale A数据库 Yale B数据库 Fei数据库 Umist数据库 平均最优识别率
PCA 79.43(39) 59.73(70) 81.44 (72) 88.49(70) 77.27
LDA 84.38(13) 85.47(36) 89.04 (38) 95.56(13) 88.61
MFA 86.10(14) 83.66(67) 87.28 (41) 95.17(31) 88.05
NDA 90.86(22) 86.20(60) 88.68 (33) 95.73(14) 90.37
KLDA 91.81(15) 87.81(33) 89.24 (44) 95.73(14) 91.15
DWNDA 93.33(27) 90.03(54) 90.60(36) 96.89(26) 92.71
图 1 不同算法在Yale A数据库的识别准确率 图 2 不同算法在Yale B数据库的识别准确率


































准确率 PCA+LDA PCA+NDA PCA+DWNDA
不含噪声(%) 84.21 85.09 86.84
包含噪声(%) 75.44 78.07 81.58

























数据集 non-DWNDA DWNDA 差异
Fei 98.917 98.950 +0.033
Umist 96.197 96.183 -0.014
YaleA 96.150 96.183 +0.033













数据集 non-DWNDA DWNDA 减少时间量 比值
Fei 0.420 0.142 0.278 33.8%
Umist 0.405 0.137 0.268 33.8%
YaleA 0.388 0.155 0.233 39.9%
















图 5 不同算法在Yale A数据库的识别准确率

















[1] Guo Y Q. Regularized linear discriminant analysis and its
application in microarrays[J]. Biostatistics, 2007, 8(1):
86-100.
[2] Park H, Jeon M, Rosen J B. Lower Dimensional
Representation of Text Data Based on Centroids and




(Gao J, Huang L L, Wang S T. Local sub-domains based
maximum margin criterion[J]. Journal of Control and
Decision, 2014,(5): 827-832.)
[4] 范玉刚, 李平, 宋执环.基于非线性映射的Fisher判别
8 控 制 与 决 策
分析[J].控制与决策, 2007, 22(4): 384-388.
(Fan Y G, Li P, Song Z H. Fisher discriminant analysis
based on nonlinear mapping[J]. Journal of Control and
Decision, 2007, 22(4): 384-388.)
[5] Zheng S, Ding C. Kernel alignment inspired linear
discriminant analysis[C]. Proc of the European Conf
on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases. Nancy, France:
2014: 401-416.
[6] Zheng S, Nie F P, Ding C, Huang H. A Harmonic
Mean Linear Discriminant Analysis for Robust Image
Classification[C]. Proc of the 28th International
Conference on Tools with Artificial Intelligence. San
Jose, CA, USA: IEEE, 2016: 402-409.
[7] Masashi S. Dimensionality reduction of multimodal
labeled data by local Fisher discriminant analysis[J].
Journal of Machine Learning Research, 2007,
8(1):1027-1061.
[8] Li Z F, Liu W, Lin D H, Tang X O. Nonparametric
Subspace Analysis for Face Recognition[C]. Proc of
IEEE Computer Society Conference on Computer Vision
and Pattern Recognition. San Diego, CA, USA: IEEE,
2005:961-966.
[9] Yan S C, Xu D, Zhang B Y, Zhang H J, Yang Q, Lin S.
Graph embedding and extensions: a general framework
for dimensionality reduction[J]. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 2007,
29(1):40-51.
[10] Li Z F, Lin D H, Tang X O. Nonparametric Discriminant
Analysis for Face Recognition[J]. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 2009,
31(4):755-761.
[11] Harandi M, Salzmann M, Hartley R. Dimensionality
Reduction on SPD Manifolds: The Emergence of
Geometry-Aware Methods[J]. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 2017,
40(1):48-62.
[12] Cao G Q, Iosifidis A, Gabbouj M. Multi-view
Nonparametric Discriminant Analysis for Image
Retrieval and Recognition[J]. IEEE Signal Processing
Letters, 2017, 24(10):1537-1541.
[13] Gyamfi K S, Brusey J, Hunt A, Gaura E. Linear classifier
design under heteroscedasticity in Linear Discriminant
Analysis[J]. Expert Systems with Applications, 2017,
79:44-52.
[14] Wang H, Wang Y T, Zhou Z, Ji X, Gong D H, Zhou
J C, Li Z F, Liu W. CosFace: Large Margin Cosine
Loss for Deep Face Recognition[C]. Proc of IEEE
Computer Society Conference on Computer Vision and
Pattern Recognition. Salt Lake City, Utah: IEEE, 2018,
5265-5274
[15] Xu D, Yan S C, Tao D C, Lin S, Zhang H
J. Marginal Fisher analysis and its variants for
human gait recognition and content- based image
retrieval[J]. IEEE Transactions on Image Processing,
2007, 16(11):2811-2821.
[16] Schroff F, Kalenichenko D, Philbin J. FaceNet: A unified
embedding for face recognition and clustering[C]. Proc
of IEEE Computer Society Conference on Computer
Vision and Pattern Recognition. Boston,Massachusettes,
USA IEEE, 2015: 815-823.
作者简介
高云龙 (1979−), 男, 副教授, 博士, 从事机器学习，
时间序列分析和生产制造系统优化和调度等研究, E-
mail:gaoyl@xmu.edu.cn.
王志豪 (1993−), 男, 硕士生, 从事机器学习和模式识
别的研究, E-mail:zhwang@stu.xmu.edu.cn.




王德鑫 (1996−), 男, 本科生, 从事机器学习和计算机
视觉的研究, E-mail:34520152201338@stu.xmu.edu.cn.
