Abstract The energetics and electronic structure of carbon, chlorine, hydrogen, and sulfur in a-Al 2 O 3 was investigated by first principles and thermodynamical calculations. These species are present in the gas phase during the synthesis of a-Al 2 O 3 by chemical vapor deposition (CVD) but little is known of their solubility in this compound. The heat of formation from standard reference states of the elements varying the chemical potential of each element was calculated. An attempt to model the actual conditions in the CVD process was made, using the species and solid compounds present in a common CVD process as reference states. Our calculations suggest that sulfur from the catalyzing agent H 2 S will not solve in a-Al 2 O 3 during deposition by CVD. It is found that the neutral chlorine and hydrogen interstitial defects display the lowest heat of formation, 281 and 280 kJ/ mol, respectively, at the modeled CVD conditions. This energy is too high in order for neutral defects to form during CVD of a-Al 2 O 3 at any significant amounts. The charged defects and their compensation were studied. Carbon substituting oxygen is found to be energetically favored under the modeled CVD conditions, considering carbon dioxide as competing species to solid solubility in a-Al 2 O 3 at an energy of -128 kJ/mol. However, care needs to be taken when choosing the possible competing carbon-containing phases. Compensation of carbon substituting for oxygen by oxygen vacancies takes place at 110 kJ/mol from standard reference states, graphite, fcc-Al and O 2 . The carbon solubility in Al 2 O 3 is difficult to measure with standard analysis techniques such as X-ray diffraction and energy dispersive X-ray spectroscopy, but several stable compounds in the Al-C-O are available in the literature.
for Al 2 O 3 deposition [2] [3] [4] [5] [6] [7] [8] . The most important findings include 1. The introduction of better controlled nucleation steps at the beginning of the CVD process that allows single phase and fine-grained a-Al 2 O 3 to be deposited. Furthermore, by careful control of the a-Al 2 O 3 nucleation, the texture of the coating can also be controlled [9, 10] . 2. The findings by Smith and Lindström [11] that hydrogen disulfide (H 2 S) could be used as a catalyst and did not only enhance the overall deposition rate but also to suppress the so-called dog bone effect.
This leads to thicker coatings on the edges of the inserts and was a major discovery [11] . Recently, we investigated the H 2 S influence on the thermodynamics and kinetics of a-Al 2 O 3 formation and found that H 2 S acts as mediator for the oxygenation of the aluminum surface, which will in turn increase the growth rate of Al 2 O 3 [12] . Another research theme in Al 2 O 3 CVD has been the studies of the impact of trace elements on the growth of alumina. The trace elements studied have mainly been possible contaminants from the reactor walls and the substrate, e.g., iron, cobalt, and chromium [13] , but also the effect of intentional dopants added to the growth process, such as boron and titanium [14] have been studied. Moreover, the co-deposition of Al 2 O 3 and ZrO 2 has been investigated, both as ZrO 2 /Al 2 O 3 multilayers [15] and with the Al-and Zr-precursors combined in the growth process [16, 17] . The CVD of alumina is today a routine process for coating 1,000s of cemented carbide inserts per batch. Although the overall chemistry in the process has been under careful investigation for many years and the control of the growing Al 2 O 3 coating is mastered in terms of phase stability and texture control, not many details are known of possible crystal defects present in the grown alumina. Alumina is known as a very pure coating material, at least when synthesized under equilibrium conditions. However, low defect contents are difficult to detect using standard analysis techniques such as X-ray diffraction (XRD) and wave length/energy dispersive spectroscopy (WDS/EDS). Thus, reports on point defects in CVD grown alumina are scarce. Schmidt et al. [18] studied carbon inclusion in Al 2 O 3 grown by high vacuum CVD using dimethyl aluminum isopropoxide, which is a quite different process compared to the standard low-pressure alumina CVD process using AlCl 3 /CO 2 /H / H 2 S. Andersson et al. [19] studied the effect of Cr, Mo, Co, and As replacing Al and of N and S substituting for oxygen in a-and h-Al 2 O 3 by first principles theory. They found that the relative stability of the h-and a-phases could be altered or even reversed by the addition of dopants. Further, Andersson et al. found that phase separation into pure oxides were favored over the formation of doped alumina for the investigated dopants. In this paper, we use first principles and thermodynamical calculations to study the inclusion of C, Cl, H, and S. We start from the known precursor gases, their concentrations and the corundum crystal structure, and study the solubility of neutral and charged point defects in a-Al 2 O 3 . We specifically apply different conditions to the heat of formation of the investigated defects to approximate more realistic thermodynamics in CVD and PVD.
In the literature, there are a number of attempts to achieve more realistic theoretical models of coating growth. In a paper by Reuter and Scheffler et al. [20] , the (110)-RuO 2 surface as a function of oxygen partial pressure is investigated. Batyrev et al. [21] study the Nb(111)/ aAl 2 O 2 (0001) interface and derive a formula that relates the free energy of an oxide/metal interface to the free energies of surfaces and the work of separation of the interface. Rohrer et al. [22, 23] have investigated the TiC-Al 2 O 3 interface by applying a method based on calculated reaction Gibbs free energies and reaction state theory and find that the inclusion of non-equilibrium thermodynamics changes the adhesive properties of the interface. However there are, as far as we are aware, no studies directed to the CVD of Al 2 O 3 where the precursor gases and the reaction products are modeled from first principles theory and thermodynamical calculations in order to mimic the synthesis conditions.
Computational method
The SSUB3 database [24] in Thermocalc [25] , using the CALPHAD approach [26] , was used to evaluate the species in the gas phase. More details of the method can be found in our previous paper [12] . The initio modeling was performed in the software VASP [27] using the GGA-PBE [28] functional and the PAW method [29] . The molecules were modeled in boxes of 20 9 20 9 20 Å in order to avoid interactions between the molecules in each supercell. A Gamma point sampling and first-order Methfessel-Paxton smearing were used for the optimization of the molecules. For the modeling of defects in the solid oxide, all neutral defects were first run with spin-polarized calculations, and if there was no magnetic moment present, latter calculations were non-spin polarized. For all geometry optimizations, an energy cutoff of 800 eV was used, since the convergence of cutoff energy is slow already for the pure a-Al 2 O 3 . The tolerance for energy convergence was set to 1 Â 10 À6 eV. A k-point mesh of 2 9 2 9 2 k-points was used for the geometry optimizations and a mesh of 4 9 4 9 4 k-points for the final electronic calculations, using the linear tetrahedron method. To investigate the accuracy of the rigid band shift used in this paper in order to correct for the erroneous DFT band gap, G 0 W 0 calculations were used in addition to DFT for the case of chlorine substituting oxygen. The GW approach improves the Hartree-Fock approximation and is based on the concept of screened Coloumb interaction [30] . It enables us to extract the quasi-particle eigenvalues (quasi-particle energies) and eigenfunctions (wavefunctions), which provide an improved description of empty states. In principle, the GW approach is able to describe features originating from single particle excitations. In this work, we apply the commonly used GW approximation, where the self-energy, R; which corresponds to the Hamiltonian operator in the mean field framework, is replaced by a d-function. The defect heat of formation was calculated within the combined G 0 W 0 and DFT approach suggested by Bruneval et al. [30] and Rinke et al. [31] .
Crystal structure
The crystal structure of Al 2 O 3 can either be described by a rhombohedral unit consisting of 10 atoms, 4 Al, and 6 O, which is the primitive unit cell (Fig. 1) . Alternatively, three of these units are connected giving the hexagonal cell of 30 atoms, whereof 12 are aluminum atoms and 18 are oxygen atoms.
In this work, we have chosen the rhombohedral unit and constructed a 2 9 2 9 2 supercell consisting of 80 atoms. Replacing, adding, or removing one atom to create a defect in the supercell corresponds to a concentration of &1.2 at.%. The advantage of this unit cell is the slight difference in length between the a, b and c-axes, as compared to the long c-axis of the hexagonal unit cells. Large difference in length of the three axes may induce strong anisotropic interactions between the defects and their mirror images in the neighboring supercells. The choice of the rhombohedral unit cell decreases these interactions and thereby the error due to the slow decay of the electrostatic potential of a defect (neutral or charged)is reduced. There are corrections for this unphysical interaction, such as the Multipole (Makov Payne) [32] correction. Although this kind of correction is often used, its accuracy has been strongly questioned, with several studies suggesting that they are not reliable enough for regular use [33] . Thus, we have not considered this correction.
Models of experimental synthesis conditions
To access the full thermodynamics of a system with defect, the Gibbs energy of the system needs to be calculated
where U is the internal energy, T is the temperature, and S is the entropy. P is the applied pressure and V is the volume of the system. In this work, temperature and pressure effects have been neglected, such that the formation enthalpy H is replaced by the internal energy U. Consequently, throughout this work, the term defect formation energy will be used with notation H f when we refer to the internal energy required to form the defect. To calculate defect formation energy, we have used two different approaches. First, we have applied the approach described by, among others, Persson et al. [34] and Van de Walle et al. [35] . Here, the defect formation energy is defined as
where D q is the defect, D, with charge q, E T (D q ) and E T , are the total energies of the supercells with and without defect, respectively. In the third term, n a is the number of atoms added (n a C 0) or removed (n a B 0) to create the defect while l a ¼ l elem a þ Dl a is the chemical potential of the reservoir containing a-atoms (a = Al, O and X, where X = C, Cl, H or S). l a element is the standard reference state of each element, i.e., fcc-Al(s), O 2 (g), Cl 2 , H 2 , S 8 (s). For C, graphite is chosen as reference state and is calculated from the DFT total energy of diamond, adding the experimental energy difference between diamond and graphite. In order to keep thermodynamic equilibrium between the components, Al and O, and the target compound of our study, Al 2 be zero. Here, q is the charge of the defect, DE F is the change in Fermi energy and E V is the valence band (VB) maximum. The electronic properties of the large band gap insulator Al 2 O 3 will be altered by the defects addressed in this paper. Therefore, the Fermi energy will be a function of the introduced defects. This approach may be applied to, at a very simplified level, study conditions of some common types of physical vapor deposition (PVD) such as cathodic arc deposition and magnetron sputtering. In these methods, a metallic target is often used, from which atoms/ions are extracted either by the striking of a high current, low voltage arc (cathodic arc deposition) [36] or by the ejection of target material as ions bombard onto the target surface (magnetron sputtering) [37] . In both cathodic arc deposition and magnetron sputtering, a reactive gas such as oxygen gas may be used to form metal oxide as the gas reacts with the target material. We therefore refer to the deposition conditions as PVD conditions.
In the second approach, the reactants and products of a typical CVD of Al 2 O 3 were used as source of the carbon, chlorine, hydrogen, and sulfur impurities. We denote this enthalpy of formation as DH Mol f and refer to the deposition conditions as CVD conditions. The choice of reference states in a CVD process is difficult since there are sometimes many sources of the same atom. As an example, water as well as hydrogen chloride, or both, could in principle correspond to the hydrogen chemical potential. Therefore, the choice has to be based upon some prior knowledge of which reactions take place in the CVD reactor. This approach will be described in more detail in the next section.
Finally, the band gap has been corrected by a rigid shift to the experimental band gap. The defect states interacting with the CB (only chlorine) in this case were corrected with a linear shift up in energy with the CB, scaled with the number of states interacting.
where E Bg is the correction term for the band gap, E g Theo is the theoretical value, and E g Exp is the experimental value of the band gap.
Results

Gas-phase simulations
Gas flows used in a current CVD process were converted into molar contents of each gas species, using the ideal gas law as a first approximation ( Table 1 ). The molar contents of each species was used as input in an equilibrium calculation at a temperature of 1,283 K and a total pressure of 5,500 Pa (typical for an industrial CVD process). From this equilibrium calculation, we extracted the gas species resulting from this reaction and which are thermodynamically stable at the modeled conditions (H 2 , CO, H 2 O, HCl, AlCl 2 OH, AlCl 3 , H 2 S, and CO 2 ). More details on the equilibrium calculation can be found in our previous paper [12] . The species with highest concentration were modeled with first principles calculations. AlCl 2 OH and AlCl 3 had very similar heat of formation (-613 and -699 kJ/mol), and therefore, only AlCl 3 was included as a reference state.
The products with highest molar contents were then modeled by first principles calculations. It was then assumed that the gas phase has the time to reach local equilibrium during the deposition. This is a rough approximation, since the composition close to the surface of the substrate can be far from equilibrium. We started the study by verifying the agreement between the heat of formation calculated from first principles and measured data ( Table 2 ). The modeling of finite molecules using a periodic approach as that applied in this work is not optimal, but was required since this method is the most suitable for the solid-state modeling. We find that the deviation of our calculated values from the measured data is 5 % or less, which should be considered satisfactory for these kind of systems.
On the basis of the stable species found in our equilibrium calculation, the reactions involving each defect as well as the reactions competing with dissolution of the defect in Al 2 O 3 could be decided. The assumed carbon source was CO formed from CO 2 precursor gas during the deposition process. These reactions are presented in Table 3. 3.2 Solid-state modeling
Defect electronic structure
First, the cell parameters of the rhombohedral primitive cell of a-Al 2 O 3 calculated from first principles were compared to the previous experimental and theoretical values ( Table 4) . The agreement with previous work was satisfactory, with only a very slight underestimation of the cell parameter within the third digit compared to Smith and Lindström [11] . Since intrinsic defect concentration (originating from Al 2 O 3 ) can be enhanced by the inclusion of extrinsic defects (C, Cl, H, S) and vice versa, we studied the most common intrinsic defects in a-Al 2 O 3 . These are the oxygen vacancy, V O , oxygen interstitial, O I , aluminum vacancy, V Al , and the aluminum interstitial, Al I . We compared the positions of the intrinsic defect states in the band gap to earlier theoretical and experimental studies as is displayed in Fig. 2a-d . In agreement with the previous results, O I and V Al are shallow acceptors, whereas Al I introduces states in the conduction band (CB). V O displays deep defect states, well known from photoluminescence (PL) and absorption measurements [38, 39] . We will return to the intrinsic defects as their heat of formation is studied as a function of Fermi energy. First, the substitutional solution of carbon, C O , chlorine, Cl O , hydrogen, H O , and sulfur, S O in a-Al 2 O 3 was examined. Only the oxygen position (there is just one unique position in a-Al 2 O 3 ) was considered for substitution, since all the investigated defects are nonmetals and form compounds with aluminum. Substitution of aluminum atoms was not considered, since this is expected to be highly unlikely, (substitution of an electron donor by an electron acceptor) due to the ionic nature of Al 2 O 3 . In Fig. 2e -h, the density of states of four neutral substitutional defects is displayed. In the case of carbon, there are two occupied and two unoccupied spin-polarized states. Carbon appears to be an acceptor defect since the Fermi energy, E F , is pinned close to the (VB). For chlorine, E f is instead in the CB. This indicates that chlorine is a donor defect. Hydrogen induces one occupied defect state close to the CB. This would The value marked with is referenced to the atomic, not molecular species, i.e., H(g) instead of H 2 (g), in order to compare with values from the SSUB3 database, where the Gibbs energy of standard reference states are set to 0 
Asterisk denotes the competing reactions, where no solution of defects takes place, for hydrogen, chlorine, and carbon. Since sulfur is a catalyst, not taking part in any large extent in reactions where sulfur might be consumed [12] , no competing reaction was considered.
H O -hydrogen replacing oxygen, H I -hydrogen interstitial, Cl O -chlorine replacing oxygen, Cl I -chlorine interstitial, C O -carbon replacing oxygen, C I -carbon interstitial, S O -sulfur replacing oxygen, S I -sulfur interstitial suggest hydrogen as a donor defect. Finally, sulfur pins E f on one of the three occupied defect states, which appear close to the VB, implying that sulfur is an acceptor defect.
It is important not only to study the substitution of oxygen by carbon, chlorine, hydrogen, and sulfur, but also to investigate possible interstitial positions; especially, hydrogen and carbon are small ions when they are in their positive charge states and may readily diffuse in Al 2 O 3 . Again, we studied the density of states of the interstitial defects, Fig. 2i -l. The interstitial defects are denoted with an index I. Carbon again introduces both occupied and unoccupied deep states, resembling the carbon substitutional defect. Chlorine instead changes from being a shallow donor and introduces deep occupied states below the center of the band gap. The same behavior seems to be true for hydrogen, which introduces deep states in the gap. The previously occupied shallow states of sulfur separate and move to higher energies, one of them turning unoccupied. E F pins to one of the intermediate states. Clearly, the substitutional and interstitial defects alter the electronic structure of Al 2 O 3 . The question is now whether they are stable enough to form at equilibrium conditions.
Neutral defect energetics
In Fig. 3 , the heat of formation of the neutral intrinsic and extrinsic defects, calculated at the three different experimental conditions as previously described, is displayed. The calculated values are also tabelled in Table 5 . First, we would like to point out which defects will be dependent on the oxygen gas pressure. These defects are the aluminum interstitial, Al I , the aluminum vacancy, V Al , the oxygen vacancy, V O , the oxygen interstitial, O I , and the impurities replacing oxygen, which we denote as Cl O (chlorine), S O (sulfur), C O (carbon), and H O (hydrogen). In the case of the interstitial impurities Cl I (chlorine), S I (sulfur), C I (carbon), and H I (hydrogen), we assume that they are independent of oxygen gas pressure (since they do not replace any oxygen on the oxygen lattice), and their heat of formation is subsequently identical at oxygen-poor and oxygen-rich conditions. This is however a simplification, since some of the defects were formed from the oxygen-containing species in the gas phase and will therefore be indirectly dependent on the oxygen gas pressure.
Our first conclusion is that the heat of formation from the CVD gas phase lies in between the extremum conditions of high and low oxygen gas pressure. This is interesting, since it puts the simulated CVD experimental conditions in between the possible conditions of the simulated PVD conditions. From the calculated oxygen-poor conditions, the driving force to form oxygen vacancies, V O , hydrogen interstitials, H I , chlorine interstitial, Cl I and hydrogen and sulfur substituting oxygen, H O and S O , will increase (defects with formation energies \2.5 eV are marked by a dashed line in Fig. 3 ). This implies that there may be some non-negligible concentration of V O , H I and S O in a-Al 2 O 3 in PVD of a-Al 2 O 3 at low oxygen partial pressures during the deposition. However, in PVD of oxides, the conditions are most likely close to oxygen-rich if one wants to achieve stoichiometric oxides. We conclude that independent of reference states, we find similar trends for all investigated dopants and intrinsic defects. This reassures us that our method of calculating both solids and molecules within the DFT approach gives qualitatively reasonable results. As is seen in Fig. 3 , the lowest energy neutral defects (we do not consider oxygen-poor conditions) are H I and Cl I . They present heats of formation of 1.67 and 1.79 eV at PVD conditions and 2.91 and 2.90 eV as they form in equilibrium with molecules in gas phase. Another important result is the preference for sulfur to replace oxygen, whereas the sulfur interstitial is high in energy. The sulfur substitutional defect, S O , may even form spontaneously (negative defect heat of formation) at the modeled oxygen-poor PVD conditions. In CVD of a-Al 2 O 3, however, where H 2 S is used as a catalyst, sulfur would not be solved in a-Al 2 O 3 according to the present study.
Charged defect energetics
It is of great importance to take the ionicity of Al 2 O 3 into account, by assuming that neutral defects may form. Charged defects commonly form in ionic-like oxides and are compensated by intrinsic defects or by carriers. In large band gap oxides such as Al 2 O 3 and ZrO 2 , ionic conduction is high, but electronic conduction is low. Thus, in general, there needs to be sufficient amount of intrinsic defects in order to compensate the charged defects and to solve in the oxide. From the analysis of the neutral defects, we found the hydrogen and chlorine interstitial to be lowest in energy. If we instead study the formation energy as a function of the Fermi energy, adding the last term of Eq. 2, the picture changes.
First, we compare our results for the oxygen vacancy and interstitial with previous theory (Fig. 4) . Our calculated charge transitions with the PBE functional lie in between those calculated by LDA and the hybrid functional HSE for c-Al 2 O 3 by Weber et al. We have also compared our calculated heat of formation for the oxygen interstitial, which we find to be in a singlet state with 0 lB magnetization with previously calculated values by Richard et al. [40] . Our calculated value of 5.56 eV/f.u. is in excellent agreement with the calculated heat of formation by Richard et al. [40] 5.38 eV (triplet state) and 5.58 (singlet state).
In Figs. 5 and 6, the defect formation energy for the extrinsic defects as a function of Fermi energy is displayed. The formation energies calculated from molecules in the gas phase of a typical CVD process are denoted with superscript Mol, and formation energies from standard reference states are denoted with superscript oxygen-poor conditions (OPOOR) and oxygen-rich conditions (ORICH). For interstitial defects, there is no superscript for the formation energy from standard reference states, since these defects are independent of oxygen partial pressure.
Then, we continue with the hydrogen interstitial, H I , and hydrogen substituting oxygen, H O (Fig. 5a, b) . H I has been extensively studied by Van de Walle and Neugebauer [41] and is found to be amphotheric, i.e., that it can gain both the negative and positive charge states, in a large number of semiconductors and oxides. This is also what we find for both H I and H O . The very small range in which the neutral state is stable may be considered as within the error bars of the calculation (Fig. 5) .
As we study the carbon interstitial, C I , Fig. 5c , we find surprisingly that it is also of amphoteric character. This is interesting, since carbon has previously been found to passivate defects in a-Al 2 O 3 . passivation means, that the passivating defect will interact with other defects, often eliminating their electrical activity, but stabilizing the defect in its charge state. The heat of formation of carbon substituting for oxygen is displayed in Fig. 5d . Apparently, C O is stable in the -2 charge state throughout the band gap at the simulated CVD conditions and through most of the band gap at oxygen-rich conditions. This is an unexpected result since it suggests spontaneous solution of carbon in aAl 2 O 3 at the investigated conditions and at a concentration of 1.2 at.% carbon. Most likely, the formation of additional competing carbon-containing phases need to be considered in the calculations to achieve a trustable prediction of the carbon solubility. Al 4 C 3 ,Al 2 OC and Al 4 O 4 C are according to Lihrmann et al. [42] stable at low enough partial pressures of CO and at high enough temperatures [43] .
The chlorine interstitial maintains its neutral charge state through most of the band gap and decays into the -2 charge state at about 7.5 eV (Fig. 6a) . As the band gap correction is applied, the -2 charge state is no longer stable and instead there is a ?1 to neutral transition at 7.5 eV. When replacing oxygen by chlorine, chlorine gains the ?1 charge state, since it may accommodate one electron less than oxygen (Fig. 6b) . At around 6 eV, the ?1 charge state decays into the -2 charge state. This transition is replaced by a ?1 to neutral charge state transition as the band gap correction is applied, since both electrons of the -2 charge state interact with the conduction band. The transition from the neutral to -2 charge state just below the experimental band gap is considered negligible.
Sulfur at an interstitial position also seems to display amphotheric properties (Fig. 6c) . However, it is higher in energy than both H I and C I and is not likely to form. As sulfur replaces oxygen, Fig. 6d , the neutral charge state of sulfur is stable up to just below 6 eV, where it gains the -2 charge state.
Defect compensation
Cation-anion compensation is more likely than anionanion compensation, since Al 2 O 3 is mainly ionic and since compensation requires charge transfer from donor to acceptor defects. We therefore also considered the compensation among the extrinsic defects by comparing each of them in the same heat of formation versus Fermi energy diagram. It is found that the amphotheric defects will not compensate any of the non-amphotheric defects (no crossing of defect heat of formation curves throughout the band gap of a-Al 2 O 3 at CVD conditions. This is expected since these defects should rather compete for sites on the anion lattice (or interstitial sites) due to the ionic character of a-Al 2 O 3 .
The compensation of extrinsic defects by intrinsic defects was investigated by comparing their heat of formation as a function of Fermi energy. Out of carbon, chlorine, hydrogen, and sulfur interstitial and substitutional defects, only carbon and chlorine substituting oxygen can . Cl I Mol an Cl I Mol [Corr] are calculated from molecules in the gas phase of a typical CVD process. Cl I and Cl I
[Corr] are calculated from standard reference states of each element. The formation energy is identical at oxygen-rich and oxygen-poor conditions from standard reference states for Cl I and S I . Therefore, only one curve for each of these defects defect is displayed (also see Fig. 7 for future reference) (Fig. 8 ). This is a too high energy to obtain in a CVD process and therefore charge compensation between substitutional Cl O and O I at interstitial sites will most likely not take place. At the simulated PVD conditions, an energy of 3.48 eV (336 kJ/ mol) is needed for this defect pair to form. These energies are too high to achieve in a CVD process but may be overcome in PVD such as cathodic arc deposition, or possibly in plasma-enhanced (PE) CVD. In both these techniques, large amounts of energy is provided by, in the first case, a high current, low voltage arc, and in the second, a plasma consisting of a significant percentage of unstable ions or molecules. These off-equilibrium factors drive the formation of metastable phases and the capturing of defect states otherwise not feasible at equilibrium conditions.
Effect of supercell size on defect formation energy
The choice of supercell size is of major importance to calculate energetics of defects at the dilute limit, and its influence on defect formation energy has been shown by among others [33] et al. Therefore, the influence of cell size on the defect formation energy was investigated for three different cell sizes: 10 atoms (primitive cell), 80 atoms (2 9 2 9 2 supercell), and 270 atoms (3 9 3 9 3 supercell). In Table 6 , the calculated formation energies of a neutral and ?2 charged oxygen vacancy for each supercell size are displayed. From Table 6 , it is seen that the heat of formation of the oxygen vacancy has not converged for such a high concentration as 1 vacancy/10 atoms, which is much expected. For the 80 atoms supercell, the energy is converged to 1 meV for the charged oxygen vacancy and to 100 meV for the neutral vacancy compared to the 270 atoms supercell. The difference of 100 meV is somewhat large, but would not change our main conclusions from this work.
3.2.6 Accuracy control of the rigid band shift by the G 0 W 0 method
In order to test whether the rigid band shift may accurately determine the defect level positions in the gap, the G 0 W 0 method was applied to calculate the DOS and positions of the Cl O ? 1 and neutral charge states (Fig. 9 ). Comparing DOS calculated by DFT ? G 0 W 0 and DFT, there is no change in spectral features, but merely a rigid shift of the CB to higher energy. Studying the defect heat of formation as a function of Fermi energy, it is seen that G 0 W 0 predicts the transition from ?1 to 0 charge state of chlorine takes place at an energy slightly lower than the CB, whereas DFT predicts this transition just at the CB. Therefore, the rigid band shift seems to give a qualitatively good estimation of the charge state transition. 
