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Simulation of quantum chemistry is expected to be a principal application of quantum computing.
In quantum simulation, a complicated Hamiltonian describing the dynamics of a quantum system
is decomposed into its constituent terms, where the effect of each term during time-evolution is
individually computed. For many physical systems, the Hamiltonian has a large number of terms,
constraining the scalability of established simulation methods. To address this limitation we intro-
duce a new scheme that approximates the actual Hamiltonian with a sparser Hamiltonian containing
fewer terms. By stochastically sparsifying weaker Hamiltonian terms, we benefit from a quadratic
suppression of errors relative to deterministic approaches. Relying on optimality conditions from
convex optimisation theory, we derive an appropriate probability distribution for the weaker Hamil-
tonian terms, and compare its error bounds with other probability ansatzes for some electronic
structure Hamiltonians. Tuning the sparsity of our approximate Hamiltonians allows our scheme
to interpolate between two recent random compilers: qDRIFT and randomized first order Trotter.
Our scheme is thus an algorithm that combines the strengths of randomised Trotterisation with the
efficiency of qDRIFT, and for intermediate gate budgets, outperforms both of these prior methods.
I. INTRODUCTION
Chemistry simulation is expected to be a principal ap-
plication of quantum computing, revealing the properties
of chemical bonds and interactions by simulating classi-
cally intractable systems, with applications in pharma-
ceuticals, material science, and industrial chemical man-
ufacture [1, 2]. For example, efficient simulation of the
chemical cluster FeMoCo [3–5] may allow more efficient
nitrogen fixation, improving the manufacture of fertil-
izers. The difficulty of directly solving the Schro¨dinger
equation of chemically interesting problems renders even
moderately complex systems classically intractable. Us-
ing quantum mechanics to simulate quantum systems
[6] will provide unprecedented detail in the solution to
chemical problems, enabling us to better understand the
dynamics of highly entangled systems, predicting their
properties and chemical reactions [1, 7]. For example,
simulation can be used in phase estimation to extract
the eigenspectrum of a Hamiltonian [8–10], and by suf-
ficiently understanding its energy spectra we can accu-
rately predict chemical reaction rates [11].
Given a Hamiltonian H expressed as the sum of multi-
qubit Pauli matrices, solution of the Schro¨dinger equa-
tion requires the calculation of its exponentiation. Quan-
tum simulation techniques are distinguished by the way
they map the chemical Hamiltonian to an effective Hamil-
tonian on qubits [12–16], and subsequent mapping of the
exponentiation of this effective Hamiltonian to a com-
putation. One well-established method is to apply the
Trotter-Suzuki formula [17–19] to reduce this larger expo-
nentiation to a product of Pauli exponentials. Each Pauli
exponential can then be interpreted as a single quantum
gate. To date, many variants of Trotter-Suzuki methods
have been studied in the context of quantum simulation
of chemical systems [20–22].
Compared with other approaches, the computational
complexity of such Trotterisation scales favorably in
terms of simulation time or desired accuracy [23]. How-
ever, a significant limitation of Trotterisation is that the
number of quantum gates required scales linearly with
the number of terms in the Hamiltonian, which may grow
very large [8, 24]. Campbell [25] observed the problem-
atic scaling of the Trotter-Suzuki decomposition and in-
troduces qDRIFT, a stochastic approach that samples
terms from the Hamiltonian, trading accuracy for com-
putational cost; importantly, qDRIFT scales indepen-
dently of the number of terms. We build on Campbell’s
approach, introducing an algorithm that combines the
strengths of standard Trotterisation with the efficiency
of qDRIFT.
Our approach approximates the target Hamiltonian
via sparsification, yielding a Hamiltonian with fewer
terms; the Trotterised computation then requires far
fewer gates per Trotter step. Although sparsification
introduces a new approximation error, the reduction in
gate count means we can apply more Trotter steps within
a fixed budget. Our key insight is that sparsification
can be performed stochastically instead of deterministi-
cally, and that this leads to improved performance. By
defining our approximate Hamiltonian to be a random
variable with an expectation value equal to the actual
Hamiltonian, we benefit from a quadratic suppression of
errors relative to deterministic methods; this behaviour
is also seen in other stochastic compilers [25–28]. We re-
fer to our combination of first order Trotterisation and
stochastically sparsified Hamiltonians as SparSto.
In many systems, including electronic structure Hamil-
tonians, we empirically observe power-law distributions
of term strengths, which is promising for sparsification
since weaker terms are clear candidates for truncation.
In a stochastic compiler, it is natural to relate the prob-
ability of a term being truncated from the Hamiltonian
with the magnitude of its strength. One of our main
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2technical results is a rigorous upper bound on the er-
ror of SparSto for an arbitrary probability distribution
where the terms are sampled independently.
To obtain the best possible upper-bound we need to
select the best probability distribution. In our analy-
sis, we place the most important terms, with the largest
strengths, inside an active set so that they always appear
in the sparsified Hamiltonian. Random sparsification
is instead applied only to a tail of weaker Hamiltonian
terms that we label the inactive set. We rely on opti-
mality conditions in convex optimisation theory in order
to derive a probability distribution over the inactive set,
which we call the “linear ansatz”. We numerically op-
timise and analyse the performance of our error bounds
for some electronic structure Hamiltonians. For low gate
budgets SparSto behaves similarly to qDRIFT, and for
larger gate budgets it exactly reproduces randomized first
order Trotter; as such it interpolates between these ap-
proaches. However, for intermediate gate budgets, which
coincide with parameter regimes of practical interest, our
new sparsification method outperforms both methods by
around an order of magnitude. We emphasize numerical
optimisation is always performed at the level of upper
bounds and not by considering empirical performance of
small simulatable systems. Though SparSto uses first
order Trotter, sparsification of Hamiltonians could also
be naturally combined with higher order Trotter schemes
to yield higher order randomized compilers.
II. TROTTERISED AND RANDOMISED
SIMULATION
Consider a time-independent Hamiltonian that admits
a decomposition H =
∑L
j=1 hjPj . While Pj can often be
considered to be multi-qubit Pauli matrices, we make no
such assumption, and for us Pj are Hermitian matrices
with singular value equal to 1. Without loss of generality,
the corresponding coefficients hj can then be positive.
Solving the Schro¨dinger equation |ψ(t)〉 = e−iHt|ψ(0)〉
allows us to model the continuous evolution of the state
|ψ(t)〉 over time. Over a short time period s, the first or-
der Trotter-Suzuki decomposition approximates the ex-
ponential e−iHt with a product of exponentials given by
[17]
L∏
j=1
e−isHj = e−isH +O(s2), (1)
where Hj = hjPj . We call this the “vanilla Trotterisa-
tion” scheme, as there are many variants to this approach
[18, 19, 27, 29], including ones that propose to determin-
istically coalesce Hamiltonian terms [30, 31]. We assume
that each e−isHj , which we call a gate, can be efficiently
implemented on a target quantum computer. To sim-
ulate e−itH , we approximate e−isH repeatedly r times,
such that t = rs. The number of gates G required by a
simulation is thus the principal measure of its computa-
tional cost. Since each Trotterisation of e−isH involves L
gates, vanilla Trotterisation requires G = rL gates, and
can become potentially computationally expensive when
L is large. In particular, it is known that an effective
Hamiltonian for the electronic structure problem for a
system with N modes typically has L = O(N4) terms
[1].
The vanilla Trotterisation scheme approximates e−itH
with a simulation error that is at most van . λ2t2/2r =
Lλ2t2/2G [17], where λ = ‖h‖1, h = (h1, . . . , hL). In
contrast to Trotterisation, the qDRIFT method intro-
duced by Campbell has a computational cost that is in-
dependent of L; its gate count is O(λ2t2/). qDRIFT
simulates an ideal unitary process by a Markovian evolu-
tion, sampling a sequence of Pauli gates from a predeter-
mined distribution; each exponentiation in the resulting
circuit is given the same weight τ such that the distri-
bution alone determines the outcome of the calculation.
The probability pj of choosing a given e
iτHj as the next
gate in a computation is weighted by the correspond-
ing interaction strength: pj = hj/λ, ensuring that the
stochastic process of repeated sampling drifts stochasti-
cally towards the target unitary. The number of gates is
set at a fixed computational budget G representing the
number of primitive gates, and gives approximation error
 . 4λ2t2/G [32].
Whilst Trotter-Suzuki decompositions have worse com-
putational complexity than qDRIFT in the number of
terms, their computational cost scales better with re-
spect to t and . To exploit this trade-off, we introduce
a new approach SparSto, which interpolates between
qDRIFT and the higher-order Trotter-Suzuki decompo-
sitions whilst also building and improving on the analysis
of randomised simulation in Ref. [27].
Like qDRIFT, SparSto approximates a unitary evo-
lution with a probabilistic ensemble of unitary evolutions
instead of direct Trotterisation — although higher-order
Trotterisation can subsequently be applied. This stochas-
tic scheme is in the spirit of related work [27, 29, 33] and
its merits lie in the ability to use mixtures of unitary
operators to approximate a unitary operator [26, 28]; in-
tuitively stochastic methods avoid systematic noise.
III. SPARSTO ANALYSIS
SparSto uses a random Hamiltonian Hˆ and crucial to
our analysis is that the expectation value is equal to the
system Hamiltonian E(Hˆ) = H. To reduce gate counts,
we would like Hˆ to have far fewer terms than H and
to be a good approximation, or at least to do this with
high probability. Rather than consider arbitrary prob-
ability distributions we consider the term-wise indepen-
dent sampling where Hˆ contains the term hjPj/pj with
probability pj and with probability 1 − pj this term is
dropped. This ensures E(Hˆ) = H and that the expected
number of terms is µ =
∑L
j=1 pj .
3Next, we review Lindblad’s formalism of unitary maps
[34], where such maps are generated by exponentiating
Liouville operators. We let Lj = hjPj so that Pj is a Li-
ouville operator that maps ρ to i(Pjρ − ρPj). Clearly
then, Lj(ρ) = i(Hjρ − ρHj). For any positive num-
ber s, Liouville operators generate unitary evolutions in
the sense that esLj (ρ) = e−iHjsρeiHjs. The ideal evolu-
tion operator can be written in terms of the Liouville
operator L = ∑Lj=1 Lj , because esL(ρ) = e−iHsρeiHs.
Using a vanilla Trotterisation analogous to that given
in (1), a first order approximation of esL is given by
Ts,→ =
∏L
j=1 e
sLj . Given no a priori reason to sim-
ulate Lj in any particular order, it is natural to con-
sider permutations of this operator sequence. A sec-
ond order approximation of the Taylor expansion can
be made by mixing the above Trotterisation Ts,→ with
Ts,← =
∏1
j=L e
sLj , where the arrows denote the order-
ing over the term index j. The uniformly mixed oper-
ation 12 (Ts,→ + Ts,←), which is a randomised first order
Trotterisation scheme that we denote as R1oTrott, ap-
proximates esL with error that is third order in sL [27,
Theorem 1]. More generally, Trotterisation can be fur-
ther improved by completely randomizing the order in
which the gates are performed [24, 27]. To approximate
etL for a fixed time t, we approximate esL for a total of r
times, where s = t/r. By taking the number of repeats r
to be large, the simulation time s can become small, and
(1) holds to a good approximation.
In SparSto, we stochastically sparsify the Hamilto-
nian using some term-wise independent probability dis-
tribution and then apply one step of randomized first
order Trotter. For each of the r Trotter steps a fresh
stochastic Hamiltonian is sampled. The random Hamil-
tonian Hˆ induces a random Liouville operator Lˆ in the
natural way Lˆ(ρ) = i(Hˆρ− ρHˆ). Similarly, we have ran-
dom terms Lˆj such that
Lˆj =
{
Lj/pj with probability pj
0 with probability 1− pj (2)
Here, Lˆj approximates the ideal Liouville operator Lj in
the sense that E(Lˆj) = Lj . Given a sampled Hˆ or Lˆ, we
also randomize the order of the gates in each Trotter step
and so introduce the randomized operators of forward
and reverse Trotter steps
Tˆs,→ =
L∏
j=1
esLˆj (3)
Tˆs,← =
1∏
j=L
esLˆj . (4)
A single step of SparSto is then described by
Eˆs = 1
2
(
Tˆs,→ + Tˆs,←
)
(5)
which has µ gates on average. To approximate etL,
SparSto simulates Eˆs independently and sequentially
r times. By fixing the expected number of gates G of
SparSto to be constant, we require in the first bG/µc
repeats to have s = µt/G and in the final repeat to have
s = t − bG/µc. The total number of repeats is then
r = dG/µe.
We quantify the maximum error of SparSto using the
diamond norm [35], which when evaluated on the differ-
ence between quantum channels, quantifies their distin-
guishability. For us, we quantify the distinguishability
between the average of r repeats of Eˆs and the ideal chan-
nel etL with
‖E(Eˆrs )− etL‖, (6)
where ‖ · ‖ denotes the diamond norm. We call this
diamond norm (6) the error of SparSto.
Our main result is an analytic upper bound on ‖Eˆs −
esL‖, which we denote with , which is expressed in
terms of the 1-norm ‖ · ‖1.
Theorem 1. Using SparSto with vector of probabilities
p = (p1, . . . , pL), vector of Hamiltonian coefficients h =
(h1, . . . , hL), L ≥ 3, and expected number of gates G, the
error of simulating etL with SparSto is at most  where
 =
2t2µ
G
‖u‖1 + 4t
3µ2
3G2
K +O
(
t4µ3
G3
)
,
with K =
(‖v‖1 + λ‖w‖1 + 4λ3/3), λ = ‖h‖1 and µ =
‖p‖1. Moreover, u,v and w are vectors given by
u =
((
1
p1
− 1
)
h21, . . . ,
(
1
pL
− 1
)
h2L
)
,
v =
((
1
p21
− 1
)
h31, . . . ,
(
1
p2L
− 1
)
h3L
)
,
w =
((
3
p1
− 1
)
h21, . . . ,
(
3
pL
− 1
)
h2L
)
.
A tighter bound with full details on the higher order
terms in  is supplied in Theorem 5 of Appendix A.
To bound the diamond distance between E(Eˆrs ) and
etL, we bound the diamond distance between E(Eˆs) and
esL. Using the triangle inequality on a telescoping sum,
the unit diamond norm of all channels, and the indepen-
dence of each random unitary Eˆs, we get the bound∥∥∥E(Eˆs)r − etL∥∥∥ ≤ r ∥∥∥E(Eˆs)− esL∥∥∥ . (7)
To obtain an upper bound on ‖E(Eˆs) − esL‖, we per-
form a series expansion of the operators Eˆs and esL with
respect to the parameter s to get Eˆs =
∑
j≥0 Aˆjsj and
esL =
∑
j≥0 Bjsj . Using this notation, we can see that
Aˆ0 and B0 are both trivially the identity operator 1, and
E(Aˆ1) and B1 are both equal to the Liouvillean L. To
obtain the O(t2µ/G) and O(t3µ2/G2) terms in , we eval-
uate upper bounds on ‖E(Aˆ2)−B2‖ and ‖E(Aˆ3)−B3‖
4FIG. 1. Error Bounds: Rigorous upper bounds on the simulation errors of various molecules in the STO-3G basis set with
L ≥ 100000 are compared with rigorous bounds for Trotterisation and qDRIFT. Here t = 6000. In an intermediate regime for
expected the number of gates, SparSto requires fewer gates than both R1oTrott and qDRIFT for a fixed simulation error.
For propane and carbon dioxide, the second order Trotter error bounds are too large to be seen on the plots.
respectively. To do this, we rewrite Aˆ2 as sums over prod-
ucts of Lˆkjj , where each sum comprises of terms of the
form Lˆ2j , LˆjLˆk, where j and k are distinct indices. Having
j and k distinct allows us to find that E(Lˆ2j ) = L2j/pj and
E(LˆjLˆk) = LjLk. Using a similar strategy for rewriting
Aˆ3, we can evaluate its expectation explicitly. Writing
B2 and B3 in a similar form then allows us to compute
the leading order terms in . We supply the full details
of this argument in Appendix A.
We upper bound the difference between tails of Eˆs
and esL, which are O(t4µ3/G3) terms, by essentially
using the fundamental theorem of calculus to bound
the tail of a power series from its derivatives. From
this, we evaluate upper bounds on the diamond norm
of
∑
j≥4 s
j(E(Aˆj)−Bj), and call this our tail bound. To
apply the fundamental theorem of calculus, we first take
the fourth derivatives of Eˆsθ and esθL with respect to
θ, evaluate upper bounds on their norms on their differ-
ence in the unit interval for θ. Second, we integrate this
upper bound over an appropriate region, which gives a
rescaling factor of 1/4!. Also, by obtaining polynomials
in the diamond norms of Lj and subsequently using the
inequality ‖Lj‖ ≤ 2hj , along with the triangle inequal-
ity on the diamond norm of the difference between the
ideal channel and the approximate channel, we can ob-
tain a closed form expression for the tail bounds which
we show explicitly in Theorem 5 of Appendix A.
It is important to point out that the upper bound on
the simulation error in Theorem 1 depends very much
on the choice of the probabilities p1, . . . , pL. Each pj
signifies the probability that the Hamiltonian term Hj
contributes to the Trotterisation at each iteration. The
smaller the value of µ = p1 + · · · + pL, the sparser our
Hamiltonian simulation is. Intuitively, different choices
on the values of the probabilities pj in Theorem 1 af-
fect the overall simulation error of etL. When all proba-
bilities are equal to one, SparSto becomes identical to
R1oTrott. The simulation error, can thereby be ob-
tained as the following corollary of Theorem 1.
Corollary 2. When p1 = · · · = pL = 1, the simulation
error is at most
 =
8t3L2
3G2
 L∑
j=1
h3j +
2λ3
3
+O( t4L3
G3
)
.
While the bound that we have in Corollary 2 is tighter
than [27][Theorem 1], a careful analysis of the third order
terms in [27, Theorem 1] yields the same expression as
that given in Corollary 2.
One might also observe that when all the probabilities
in Theorem 1 are set to pj = 1, we have ‖u‖1 = ‖v‖1 = 0
and ‖w‖1 is minimized, which implies that /r which is
roughly the simulation error per time segment s, is in
fact minimized. This leads one to wonder what advan-
tage might be gained by setting the probabilities to be
otherwise. The solution to this conundrum lies in the
penalty we pay in making such a choice. In this sce-
nario, each Eˆs comprises of µ = L gates, and the overall
error  for simulating etL need not be optimized since
rsj ∼ tj(µ/G)j−1, which appears as coefficients in Theo-
rem 1, is in fact maximized when µ = L. The resultant al-
gorithm simulates etL, with an expected gate count of G
when s = µt/G for all but the last repeat and r = dG/µe.
One can imagine SparSto to be analogous to another
qDRIFT where µ = 1 so that the expected number of
gates per time segment s is equal to one. The tradeoff in
this scenario is that ‖u‖1 and ‖v‖1 are potentially very
large because the probabilities become very small. The
5key advantage of using Theorem 1 allows us to under-
stand how  interpolates between having all the proba-
bilities to be either 1 or 0. In what follows, we consider
one family of probability distributions that we use to-
gether with Theorem 1. For this example, we set pj = 1
whenever hj is above a set threshold. Otherwise, pj < 1.
We denote the active set A as the set of indices j for
which pj = 1, and the inactive set A¯ to be the set of
indices for which pj < 1. We choose the values of pj
according the following ansatz.
Definition 3 (Linear ansatz). For every j ∈ A, we set
pj = 1. For every j ∈ A¯, we set pj = chj. We corre-
spondingly have µ = |A|+ c∑j∈A¯ hj.
Clearly, c has to be sufficiently small so that we indeed
have pj < 1 for all indices j in the inactive set. By min-
imizing  with respect to all possible values of |A| and
µ using our linear ansatz, we can determine which prob-
abilities pj to use. These probabilities can be inputted
into SparSto, which we describe in the pseudocode Al-
gorithm 1.
Algorithm 1 SparSto (t, G, p1, . . . , pL, h1, . . . , hL)
1: µ← p1 + · · ·+ pL
2: for all rep = 1 to r do
3: dir ← fwd or bwd with probability 1/2
4: if rep ≤ bG/µc then
5: s← µt/G
6: else
7: s← t− bG/µcµt/G
8: if dir = fwd then
9: for all j = 1 to L do
10: Choose x uniformly at random from [0, 1].
11: if x ≥ pj then implement exp(s(hj/pj)Pj)
12: else . dir = bwd
13: for all j = L to 1 do
14: Choose x uniformly at random from [0, 1].
15: if x ≥ pj then implement exp(s(hj/pj)Pj)
1
We numerically study the performance of SparSto us-
ing models of molecules drawn from the OpenFermion li-
brary [36], including carbon dioxide, ethane, and propane
in the STO-3G basis set, and depict these results in
Fig. 1. We evaluate the error bound for SparSto given
by Theorem 5 in Appendix A. We compare the perfor-
mance of SparSto with the Trotter bounds from [27]
(Theorem 2 in their paper, setting k = 1), and by setting
all probabilities pj = 1 we also plot Corollary 2. Only
the second order bounds from Childs et al. [27, Theorem
2] are visible, in the upper-right of the second plot.
We perform a limited brute force numerical optimisa-
tion over all feasible values of µ and |A| for our ansatzes;
we examine |A|/L over the interval [0, 1] with a step
size of 0.1, and consider the same values for µ′ = (µ −
|A|)/(L−|A|) along with 1×10−5, 1×10−4, and 1×10−3;
we consider all pairwise combinations of these settings.
Intuitively we expect that as the gate budget G increases,
we ought to interpolate between the qDRIFT regime [25]
and the R1oTrott regime, and the size of the active set
|A| ought to go from 0 to L. We observe from our nu-
merical study that this indeed is the case. In general, the
optimal active set size increases with G, and the optimal
value for µ′ was usually small, and never more than 0.3.
The linear ansatz outperforms the uniform ansatz.
This is expected, as the uniform ansatz is na¨ıve and the
linear ansatz can be obtained as the optimal solution
of the convex program which minimizes the leading or-
der term in the total error for constant µ (see Appendix
B). In each of the molecules, the number of Hamiltonian
terms is over a hundred thousand, which is very large.
When t = 6000 and for a range of desired error values,
there is a considerable advantage in using SparSto over
both R1oTrott and qDRIFT. We observe similar re-
sults across other values of t and smaller molecules.
IV. DISCUSSION
While vanilla Trotterisation can simulate any Hamil-
tonian with sufficiently many gates, the number of these
gates can become very large. This leads to the need to
reduce the gate count of quantum simulation while keep-
ing the size of simulation error fixed. Here we present
a new approach to chemistry simulation on a quantum
machine, using the stochastic sparsification of a target
Hamiltonian to derive a hybrid approach between canon-
ical Trotterisation and qDRIFT. Our analysis provides a
tight upper error bound for the scheme, and optimisation
over the probabilities used in sparsification allows for re-
ductions in the simulation error over parameter regimes
of interest.
It would be instructive to consider how the ideas in our
hybrid approach might extend to other variants of quan-
tum simulation schemes, such as that of the so-called
“quantum signal processing” (QSP) [37] techniques, lin-
ear combinations of unitaries [38], the use of quantum
walks [5, 39], qubitisation [5, 40] and post-processing
techniques [41]. There has also been recent interest in
the quantum simulation of time dependent Hamiltoni-
ans [33, 42], and applications of quantum simulation in
phase estimation [9, 25], which may also prove amenable
to stochastic sparsification.
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Appendix A: Upper bounds on the simulation error
In this section, we show that Theorem 1 is a corollary
of Theorem 5, which we state in Section A 2. Before
we can state Theorem 1, we define relevant notation in
Section A 1. After that, we evaluate the leading order
terms and tail terms of Theorem 5 in Section A 3 and
Section A 4 respectively.
1. Sum over distinct indices
Given real vectors a = (a1, . . . , an),b = (b1, . . . , bn),
c = (c1, . . . , cn), and u = (u1, . . . , un), we define the
sums over distinct indices to be
S(a) =
n∑
j=1
aj ≤ ‖a‖1,
S(a,b) =
∑
1≤j,k≤n
j,k distinct
ajbk ≤ ‖a‖1‖b‖1,
S(a,b, c) =
∑
1≤j,k,l≤n
j,k,l distinct
ajbkcl ≤ ‖a‖1‖b‖1‖c‖1. (A1)
To perform fast computation of the above sums, we can
use the following lemma which vectorises summations
with distinct indices.
Lemma 4. Let n be a positive integer. Let a =
(a1, . . . , an) and b = (b1, . . . , bn) be real column vectors.
Then
S(a,b) = A1B1 − aTb (A2)
S(a,b,b) = A1(B21 −B2)− 2C1B1 + 2C2, (A3)
S(a,a,a) = A31 − 3A2A1 + 2A3, (A4)
where
Aj =
n∑
u=1
aju, (A5)
Bj =
n∑
u=1
bju, (A6)
Cj =
n∑
u=1
aub
j
u. (A7)
Lemma 4 can be proved iteratively by careful consid-
eration of summation indices.
Proof of Lemma 4. The result (A2) is straightforward to
show. To show (A3), note that we can use (A2) to write∑
1≤u,v,w≤n
u,v,w distinct
aubvbw
=
n∑
u=1
au
∑
1≤v,w≤n
v,w distinct
bvbw −
∑
1≤u,w≤n
u,w distinct
aububw −
∑
1≤u,v≤n
u,v distinct
aububv
=A1(B
2
1 −B2)− 2
n∑
u=1
aubuB1 + 2
n∑
u=1
aub
2
u.
We can specialize this to sum of distinct combinations of
auavaw to get∑
1≤u,v,w≤n
u,v,w distinct
auavaw = A1(A
2
1 −A2)− 2A2A1 + 2A3,
which yields (A4).
82. Complete simulation error bound
The complete upper bound that we prove here is given
by the following.
Theorem 5. Using SparSto with vector of probabili-
ties p = (p1, . . . , pL), vector of Hamiltonian coefficients
h = (h1, . . . , hL), L ≥ 3, and expected number of gates G
where G/(p1 + · · · + pL) is an integer, the error of sim-
ulating etL is at most  where  = 1 + 2 + 3,1 + 3,2
and
1 =
2t2µ
G
S(u),
2 =
4t3µ2
3G2
(S(v) + S(w,h)) + 16t
3µ2
9G2
S(h,h,h),
3,1 =
2t4µ3λ4
3G3
,
3,2 =
2t4µ3
3G3
(p1 . . . pL)S(q)4,
with µ =
∑L
j=1 pj. Moreover, u,v,w and q are vectors
given by
u =
((
1
p1
− 1
)
h21, . . . ,
(
1
pL
− 1
)
h2L
)
,
v =
((
1
p21
− 1
)
h31, . . . ,
(
1
p2L
− 1
)
h3L
)
,
w =
((
3
p1
− 1
)
h21, . . . ,
(
3
pL
− 1
)
h2L
)
,
q =
(
h1
p1
, . . . ,
hL
pL
)
.
We use S as defined in Section A 1. We will see that
by considering explicitly the commutation structure of
the matrices Pj , we can obtain a tighter bound on 2 in
Theorem 5 by substituting S(h,h,h) for D5 in (A38).
Before we proceed to prove Theorem 5, we prove that
Theorem 1 is a straightforward consequence of Theorem
5. Note that
Proof of Theorem 1. By overcounting (A1), it is easy to
see that
S(w,h) ≤ ‖w‖1‖h‖1 = λ‖w‖1,
and
S(h,h,h) ≤ ‖h‖1‖h‖1‖h‖1 = λ3.
Moreover, since u and v are non-negative vectors, we
have S(u) = ‖u‖1 and S(v) = ‖v‖1. Furthermore, we
have 3,j = O(t4µ3/G3). This completes the proof.
The proof of Theorem 5 then arises from the evaluation
of (1) the leading order terms 1 and 2, and (2) the
higher order terms 3,1 and 3,2. This will proceed in the
next two subsections. We emphasize that in what follows,
because of the telescoping argument we mentioned in the
main text, it suffices to only analyze ‖Eˆs − esL‖, and
the overall simulation error will just be r times of this
diamond norm.
3. The leading order terms 1 and 2 in Theorem 5
Here, we show that the leading order terms in the sim-
ulation error are as given by 1 and 2. First recall that
we have the Taylor series expansions Eˆs =
∑
j≥0 Aˆjsj
and esL =
∑
j≥0 Bjsj .
Note that when L ≥ 3, we have
Tˆs,→ =
L∏
j=1
(
1 + sLˆj + s
2
2
Lˆj2 + s
3
6
Lˆj3 + . . .
)
= 1 + s
L∑
j=1
Lˆj + s
2
2
L∑
j=1
Lˆj2 + 2s
2
2
∑
1≤j<k≤L
LˆjLˆk
+
s3
6
L∑
j=1
Lˆ3j + s
s2
2
∑
1≤j<k≤L
(
Lˆ2j Lˆk + LˆjLˆ2k
)
+ s3
∑
1≤j<k<l≤L
LˆjLˆkLˆl + . . . . (A8)
Similarly,
Tˆs,← = 1 + s
L∑
j=1
Lˆj + s
2
2
L∑
j=1
Lˆj2 + 2s
2
2
∑
1≤k<j≤L
LˆjLˆk
+
s3
6
L∑
j=1
Lˆ3j + s
s2
2
∑
1≤j<k≤L
(
Lˆ2j Lˆk + LˆjLˆ2k
)
+ s3
∑
1≤l<k<j≤L
LˆjLˆkLˆl + . . . . (A9)
Since Eˆs = 12
(
Tˆs,→ + Tˆs,←
)
, (A8) and (A9) imply that
2!Aˆ2 =
L∑
j=1
Lˆj2 +
∑
j 6=k
LˆjLˆk, (A10)
3!Aˆ3 =
L∑
j=1
Lˆ3j +
6
4
∑
j 6=k
(
Lˆ2j Lˆk + LˆjLˆ2k
)
+
6
2
∑
1≤j<k<l≤L
1≤l<k<j≤L
LˆjLˆkLˆl. (A11)
Moreover, we know that
L2 =
L∑
j=1
L2j +
∑
j 6=k
LjLk, (A12)
L3 =
L∑
j=1
L3j +
∑
j 6=k
(L2jLk + LjL2k + LjLkLj)
+
∑
1≤j<k<l≤L
1≤l<k<j≤L
LjLkLl +
∑
1≤k<j<l≤L
1≤k<l<j≤L
LjLkLl
+
∑
1≤j<l<k≤L
1≤l<j<k≤L
LjLkLl. (A13)
9Clearly L − E(Lˆ) = 0. Next note that
L2 − E(2!Aˆ2)
=
L∑
j=1
(
L2j − E(Lˆ2j )
)
+
∑
j 6=k
(
LjLk − E(LˆjLˆk)
)
=
L∑
j=1
(
L2j − E(Lˆ2j )
)
. (A14)
Now E(Lˆ2j ) = pj L
2
j
p2j
, which implies that for 0 < pj ≤ 1,
we have
L2 − E(2!Aˆ2) =
L∑
j=1
(
1− 1
pj
)
L2j . (A15)
Since pj ≤ 1, we have
‖L2 − E(2!Aˆ2)‖ ≤
L∑
j=1
(
1
pj
− 1
)
(4h2j ). (A16)
Since B2 = L2/2!, we get the upper bound
‖s2Aˆ2 − s2B2‖ = s
2
2!
4
L∑
j=1
(
1
pj
− 1
)
h2j
= 2s2
L∑
j=1
(
1
pj
− 1
)
h2j , (A17)
where s = tµ/G. Multiplying this by r = G/µ gives us
1.
To evaluate 2, we proceed to write
L3 − E(3!Aˆ3) = D1 +D2 +D3 +D4 +D5, (A18)
where
D1 =
L∑
j=1
(
L3j − E(Lˆ3j )
)
, (A19)
D2 =
∑
j 6=k
(
L2jLk − E(Lˆ2j Lˆk)
)
, (A20)
D3 =
∑
j 6=k
(
LjL2k − E(LˆjLˆ2k)
)
, (A21)
D4 =
∑
j 6=k
(
LjLkLj − 1
2
E(Lˆ2j Lˆk + LˆjLˆ2k)
)
, (A22)
D5 =
∑
1≤k<j<l≤L
1≤k<l<j≤L
LjLkLl +
∑
1≤j<l<k≤L
1≤l<j<k≤L
LjLkLl
− 2
∑
1≤j<k<l≤L
1≤l<k<j≤L
E(LˆjLˆkLˆl). (A23)
We now proceed to simplify Dj for j = 1, . . . , 5. Note
that E(Lˆ3j ) = pj L
3
j
p3j
. This implies that
D1 =
L∑
j=1
(
1− 1
p2j
)
L3j . (A24)
Next, multiplicativity of the expectation for independent
random variables implies that
D2 =
∑
j 6=k
(
1− 1
pj
)
L2jLk, (A25)
D3 =
∑
j 6=k
(
1− 1
pk
)
LjL2k. (A26)
Now we can write
D4 =
1
2
∑
j 6=k
LjLkLj + 1
2
∑
j 6=k
LkLjLk
−
∑
j 6=k
(
1
2
E(Lˆ2j Lˆk + LˆjLˆ2k)
)
. (A27)
Clearly we have E
(
Lˆ2j Lˆk
)
= L2jLk/pj and E
(
LˆjLˆ2k
)
=
LjL2k/pk. Next by swapping the roles of j and k in the
summation, we get∑
j 6=k
LjL2k/pk =
∑
j 6=k
LkL2j/pj .
By pairing the first term with the third term and the
second term with the fourth term in (A27), this implies
that
D4 =
1
2
∑
j 6=k
Lj (LkLj − LjLk/pj)
+
1
2
∑
j 6=k
Lk (LjLk − LkLj/pk)
=
∑
j 6=k
Lj (LkLj − LjLk/pj) , (A28)
where the last equality is obtained by again swapping the
roles of j and k in the second sum of the first equality.
From the above, we can see that
‖D1‖ ≤
L∑
j=1
(
1
p2j
− 1
)
8h3j , (A29)
‖D2‖ ≤
∑
j 6=k
(
1
pj
− 1
)
8h2jhk, (A30)
‖D3‖ ≤
∑
j 6=k
(
1
pk
− 1
)
8hjh
2
k, (A31)
‖D4‖ ≤
∑
j 6=k
(
1 +
1
pj
)
8h2jhk. (A32)
From this, we can obtain the first two terms in 2. To
see this, note that
1
3!
‖D1‖ ≤ 4
3
L∑
j=1
(
1
p2j
− 1
)
h3j , (A33)
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and
1
3!
4∑
i=2
‖Di‖ ≤ 4
3
∑
j 6=k
(
3
1
pj
− 1
)
h2jhk. (A34)
Multiplying the right sides of (A33) and (A34) by r gives
the first two terms in 2.
We proceed to simplify D5. Note that
D5 =
∑
1≤k<j<l≤L
LjLkLl +
∑
1≤k<l<j≤L
LjLkLl
+
∑
1≤j<l<k≤L
LjLkLl +
∑
1≤l<j<k≤L
LjLkLl
− 2
∑
1≤j<k<l≤L
LjLkLl
− 2
∑
1≤l<k<j≤L
LjLkLl. (A35)
Now by ordering all the indices in the same way we get
D5 =
∑
1≤j<k<l≤L
LkLjLl +
∑
1≤j<k<l≤L
LlLjLk
+
∑
1≤j<k<l≤L
LjLlLk +
∑
1≤j<k<l≤L
LkLlLj
− 2
∑
1≤j<k<l≤L
(LjLkLl + LlLkLj) . (A36)
By pairing the first term with the fifth term, and the
third term with the fifth term in (A36), we get LkLjLl−
LjLkLl = [Lk,Lj ]Ll and LjLlLk−LjLkLl = Lj [Ll,Lk].
By pairing the second term with the sixth term, and
the fourth term with the sixth term in (A36), we get
LlLjLk − LlLkLj = Ll[Lj ,Lk] and LkLlLj − LlLkLj =
[Lk,Ll]Lj . We can thus rewrite (A36) as
D5 =
∑
1≤j<k<l≤L
([Lk,Lj ]Ll + Lj [Ll,Lk]
+Ll[Lj ,Lk] + [Lk,Ll]Lj) (A37)
Collecting the terms in the above summation in terms of
commutators again, we get
D5 =
∑
1≤j<k<l≤L
([Ll, [Lj ,Lk]] + [[Lk,Ll],Lj ]) . (A38)
A trivial upper bound on the diamond norm of this is
‖D5‖ ≤ 88
6
S(h,h,h), (A39)
where the first factor of 8 arises from going from the di-
amond norm of the Liovillean Lj to the operator norm
of Hj , and the numerator 8 in the fraction arises from
the total number of summations over non-decreasing in-
dices, and 6 arises from the number of ways to permute
the indices j, k and l. From the bounds we have on the
diamond norms of D1, D2, D3, D4 and D5, we obtain
1
3!
∥∥∥L3 − E(3!Aˆ3)∥∥∥ ≤ 16
5∑
j=1
‖Dj‖ = 2/r. (A40)
Multiplying this by r gives us the error in  that is
O(t3µ2/G2). We have thus completed bound the lead-
ing order errors in Theorem 5.
4. Tail bounds in Theorem 1
Here, we explain how the tail bounds 3,1 and 3,2 in
Theorem 5 arise.
To evaluate the higher order terms in , we consider a
convergent power series in θ given by Fθ =
∑
k≥0 fkθ
k.
Here, fk is independent of θ, and Fθ and fk belong to a
Banach algebra. Define [θj ]Fθ = fj as the jth coefficient
in the power series expansion of Fθ. A useful technique
to bound quantities in a Banach algebra relies on the
fundamental theorem of calculus, and has been used for
example in Ref [43] and Ref [33]. This for example can
be used to obtain the well-known integral form of the
remainder term of the Taylor series of the power series
Fs where s > 0.
Lemma 6. Let θ0 = 1, s > 0 and Fs =
∑
k≥0 fks
k. For
every positive integer t, we have
∑
k≥t
fks
k =
∫ θ0
0
dθ1· · ·
∫ θt−1
0
dθt
dt
dθt
Fsθt .
Proof. The proof of this is well-known but we provide
the complete details for completeness. We first note that
dt
dθt
Fsθt =
∑
k≥t fk(sθt)
k−tkt, where kt = (k) . . . (k − t+
1) denotes the falling factorial.
Applying the fundamental theorem of calculus on
monomials in θt, we have∫ θt−1
0
dθt
dt
dθt
Fsθt
=
∫ θt−1
0
dθt
∑
k≥t
fk(sθt)
k−tkt
=
∑
k≥t
fks
k−tθk−t−1t−1 kt−1.
Applying this argument iteratively gives the result.
Now let us denote a single timeslice of the ideal chan-
nel and SparSto for time sθ as Uθ = e
sθL and Eˆsθ =
1
2 (e
sθLˆ1 . . . esθLˆL + esθLˆL . . . esθLˆ1) respectively. We pro-
ceed to evaluate the fourth derivatives of a single times-
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lice of Uθ and Vˆθ, which are respectively given by
d4
dθ4
Uθ = (sL)4Uθ (A41)
d4
dθ4
Eˆsθ = 1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
Lˆn11 esθLˆ1 . . . LˆnLL esθLˆL
+
1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
LˆnLL esθLˆL . . . Lˆn11 esθLˆ1 . (A42)
The diamond norm of the tail of Uθ is therefore at most
s4
4!
‖L4Uθ‖ ≤ s
4
4!
‖L4‖‖Uθ‖
≤ (2s)
4
4!
λ4‖Uθ‖
=
(2sλ)4
4!
, (A43)
where the last equality arises because Uθ is a quantum
channel.
Now note that by the linearity of the derivative and
expectation operator,
d4
dθ4
E(Eˆsθ) =
1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
E(Lˆn11 esθLˆ1 . . . LˆnLL esθLˆL)
+
1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
E(LˆnLL esθLˆL . . . Lˆn11 esθLˆ1).
(A44)
By the independence of every stochastic Trotter step, we
use the multiplicativity of the expectation to get
d4
dθ4
E(Eˆsθ)
=
1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
E(Lˆn11 esθLˆ1) . . .E(LˆnLL esθLˆL)
+
1
2
s4
∑
n1+···+nL=4
n1,...,nL∈N
E(LˆnLL esθLˆL) . . .E(Lˆn11 esθLˆ1). (A45)
Using the triangle inequality and the submultiplicativity
of the diamond norm, the diamond norm of the tail of
Eˆsθ is at most
s4
4!
∑
n1+···+nL=4
n1,...,nL∈N
‖E(Lˆn11 esθLˆ1)‖ . . . ‖E(LˆnLL esθLˆL)‖.
(A46)
When nj ≥ 1, we appeal to the Taylor series expansion
for the exponential function, to get
E(Lˆnjj esθLˆj ) = E
∑
k≥0
(sθ)k
k!
Lˆk+njj

=
∑
k≥0
(sθ)k
k!
E(Lˆk+njj )
=
∑
k≥0
(sθ)k
k!
Lk+njj /pk+nj−1j
= pj(Lj/pj)njesθLj/pj . (A47)
It is clear that (A47) also holds when nj = 0. Using
(A47), we get the upper bound
‖E(Lˆnjj esθLˆj )‖ ≤ pj(‖Lj‖/pj)nj . (A48)
Using (A48), the diamond norm of the tail of Eˆsθ is at
most
s4(p1 . . . pL)
4!
(‖L1‖/p1 + · · ·+ ‖LL‖/pL)4 . (A49)
Applying the identity ‖Lj‖ ≤ 2hj , we find that the di-
amond norm of the tail of Eˆsθ is at most
(2s)4(p1 . . . pL)
4!
(h1/p1 + · · ·+ hL/pL)4 . (A50)
By setting θ = 1 and multiplying the results that we
obtained from the tail bounds on a single timeslice s by
a factor of r, we thus find that the expected contribution
to the simulation error from the tail bounds on r repeats
of esL and Eˆs is at most 3,1 and 3,2 respectively, where
3,1 =
24rs4
4!
λ4
3,2 =
24rs4
4!
(p1 . . . pL) (h1/p1 + · · ·+ hL/pL)) , (A51)
from which the result follows.
Appendix B: Convex programming on leading order
error terms
Here we minimise the leading order term in the sim-
ulation error by optimizing over the probabilities pj . In
particular, by restricting our minimisation to only the
leading order term of 1 in , we find that the leading
order simulation error is rs2
∑L
j=1 h
2
j/pj . Now we only
optimize over the pj for which j belongs to the inactive
set A¯. Hence we consider the optimisation problem
minimize
pj > 0, j ∈ A¯
rs2
∑
j∈A¯
h2j
pj
subject to
∑
j∈A¯
pj = µ¯,
pj ≤ 1,
(B1)
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where µ¯ = µ−|A|. Note that the objective function here
is convex in pj , and the constraint function is linear in pj .
By treating µ¯ as a constant, we analytically derive the
optimal value of this optimisation problem from the first
order Karush-Kuhn-Tucker (KKT) conditions [44]. Since
Slater’s condition is satisfied, the KKT condition is nec-
essary and sufficient for optimality. The KKT conditions
require (1) the turning points of the Lagrangian to be
zero, (2) primal feasibility, (3) feasibility of the Lagrange
dual, (4) and complementary slackness. Complementary
slackness requires the Lagrange multiplier of a constraint
to be zero when that constraint is not tight.
Denoting u as the Lagrange multiplier for the equality
constraint and vj as Lagrange multipliers for the inequal-
ity constraints, the Lagrangian of (B1) is
L = rs2
∑
j∈A¯
h2j
pj
+ u
∑
j∈A¯
pj − µ¯
+∑
j∈A¯
(pj − 1)vj
=
∑
j∈A¯
(
rs2h2j
pj
+ (u+ vj)pj − vj
)
− uµ¯. (B2)
Note that
∂L
∂pj
=
−rs2h2j
p2j
+ u+ vj , (B3)
and hence the turning point of the Lagrangian L occurs
when
pj =
√
rshj√
u+ vj
. (B4)
Note that we have u ∈ R and vj ≥ 0. From complemen-
tary slackness, we know that if the optimal pj < 1, then
we correspondingly have vj = 0. When pj = 1, the con-
straint corresponding to vj is active, and vj > 0. Hence
it follows that whenever pj < 1, we have
√
upj =
√
rshj . (B5)
Conversely, when pj = 1, we have
u+ vj = rs
2h2j . (B6)
Note here that we have not verified that the problem
is primal feasible, namely, that we need to check that∑
j∈A¯ pj = µ¯. This can be satisfied whenever we have
µ¯ = s
√
r
u
∑
j∈A¯
hj . (B7)
Thus our ansatz for pj is
pj =
µ¯hj∑
j∈A¯ hj
, (B8)
with the regularity condition that this formula satisfies
pj < 1 for j ∈ A¯.
