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Research on fine tuning stabilization properties has received attention for more than
a decade. This paper presents probabilistic algorithms for fault containment. We
demonstrate two exercises in fault containment in a weakly stabilizing system, which
expedite recovery from single failures, and confine the effect of any single fault to the
constant-distance neighborhood of the faulty process. The most significant aspect of the
algorithms is that the fault gap, defined as the smallest interval after which the system is
ready tohandle thenext single faultwith the sameefficiency, is independent of thenetwork
size. We argue that a small fault gap increases the availability of the fault-free system.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A distributed system is weakly stabilizing [14,6], when its legitimate configuration is reachable from any starting
configuration, and the legitimate configuration is closed under the given system actions. Arbitrary configurations may
be caused by transient failures that can corrupt the system state. Due to the weakening of the stabilization property,
it is not possible to bound the stabilization time under a deterministic scheduler, and randomized scheduling becomes
necessary to guarantee eventual recovery. Furthermore, in well-designed systems, and with improved reliability of the
system components, the possibility of a massive failure is quite low, and single failures are much more likely to occur.
To increase the efficiency of fault tolerance, it is important to guarantee a fast recovery from all single failures, while also
guaranteeing eventual recovery from more major failures. This motivated the current work. The problem of containing the
effect of minor failures is becoming important not only due to the improved reliability of system components, but also due
to the dramatic growth of network sizes. Such limited transient faults are likely to give rise to states that are almost legal,
rather than states that are arbitrary. Hence, it is desirable that the system should recover quickly from such limited transient
faults. Moreover, to ensure that non-faulty processes largely remain unaffected by such minor level failures, only a small
part of the network around the faulty components should be allowed to make observable state changes.
The tight containment of the effect of single failures depends on the context: containment in time implies that all
observable variables of the system recover to their legal values in O(1) time, whereas containment in space means that
the processes at O(1) distance from the faulty process make observable changes. For optimal performance, both of these
properties should hold.
An important issue in system design is the mean time between failures, commonly termed the MTBF. Once a fault-
containing system recovers from a single failure in constant time, how much time will elapse before the system becomes
ready to recover from the next single failurewith the same efficiency is an importantmetric, and it is called the fault gap [17].
If the next failure hits the system sooner than this period, then the guarantee ofO(1) time recovery falls apart. Thus, the fault
gap determines the availability of the fault-free system, and a low fault gap reflects better availability. The dramatic growth
of network size increases the probability of failures, andmost solutions to fault containment that we know of achieve a fault
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gap of O(n) or worse. As a result, when two single faults occur relatively quickly, the system fails to provide the guarantee
of efficient recovery, and in fact the second single failure may sometimes require O(n) (or higher) time for recovery. This
seriously undermines the availability of the fault-free system. So a scale-free fault gap is an important design goal.
1.1. Contributions
We show how fault containment can be added to weakly stabilizing distributed systems. We present solutions using a
randomized scheduler, and illustrate techniques to bias the random schedules so that the system recovers from all single
faults in a time independent of the size n = |V | of the system, and the effect of the failure is contained within O(1) distance
from the faulty node with high probability (this probability can be controlled by a user-defined tuning parameter). Using
this technique, we solve two problems: one is the persistent-bit problem on an arbitrary connected topology, and the other
is a leader election problem on a line topology. Our solutions exhibit a low fault gap, and guarantee high system availability;
once the output variables of the system recover to a legal configuration, the system is immediately ready to handle the next
single fault with the same degree of efficiency [4,5]. Our solutions guarantee that the fault gap depends only on the degree of
the nodes, and is independent of the size of the network. This significantly increases the availability of the fault-free system.
For the persistent-bit problem, our solution contains a single fault in O(∆3) expected number of steps, where ∆ is the
highest degree of a node in the network. For the leader election problem on a line topology, our algorithm confines the effect
of any single fault to the constant-distance neighborhood of the faulty process. We show that the contamination number
(maximum number of processes that change the primary part of their local states during recovery from any single-fault
configuration) is at most 4 with high probability. Also, the expected recovery time from a single fault is independent of the
network size.
1.2. Related work
Kutten and Peleg [7] introduced a protocol for fault mending that corrects a system from minor failures, but provides
no guarantee for stabilization. Subsequently, for specific problems, fault containment has been added to self-stabilization.
In [16], Ghosh and Gupta solved the leader election problem on an oriented ring, and presented a simple self-stabilizing
leader election protocol that recovers in O(1) time from a 1-fault configuration. Only the faulty node and its two neighbors
change their states during convergence to a stable state. In [18], Ghosh et al. presented a fault-containing self-stabilizing
protocol for constructing a spanning tree of an arbitrary network. In [13], the same authors demonstrated a fault-containing
self-stabilizing protocol for BFS – Breadth First Search tree construction in an arbitrary network. Ghosh et al. [17,8] and
Gupta [19] demonstrated a general technique of adding fault containment to self-stabilization, and analyzed the cost of it.
Dolev and Herman introduced superstabilizing protocols [12] that, in addition to being stabilizing, guarantee that, during
convergence from configurations arising from legal states by small-scale topology changes, certain passage predicates are
satisfied. Herman’s self-stabilizing protocol [15] for mutual exclusion investigates the possibility of superstabilizing proto-
cols for mutual exclusion in a ring of processors, where a local fault consists of any transient fault at a single processor, and
the passage predicate for mutual exclusion specifies that there be at most one token in the ring, with the single exception
of a spurious token co-located with the transient fault. Kutten and Patt-Shamir [3] proposed an asynchronous stabilizing
algorithm for the persistent-bit problem. Their solution leads to recovery in O(k) time from any k-faulty configuration. A
similar protocol for the problem of token passing was addressed by Beauquier et al. [9], where up to k faults hit nodes by
corrupting their state undetectably. Beauquier et al. also investigated k-strong self-stabilizing systems [10], which satisfy
the properties of strong confinement and of k-linear time adaptivity. Strong confinement means that a non-faulty processor
has the same behavior with or without the presence of faults elsewhere in the system. k-linear time adaptivity means that
after k or fewer faults hitting the system in a correct state, recovery takes a number of rounds linear in k. Other approaches
for fault containment can be found in [1,2].
1.3. Organization of the paper
This paper has five sections. Section 2 describes the models and notation. Section 3 presents the algorithms and the
results for the persistent-bit protocol. Section 4 describes the algorithms and the results for the leader election problem.
Finally, Section 5 contains some concluding remarks.
2. Models and notation
Let G = (V , E) denote the topology of a distributed system, where V denotes the set of nodes {0, 1, . . . , n − 1}
representing processes, and E ⊆ (V × V ) represents the set of edges. Each edge (i, j) ∈ E represents a bidirectional link
between processes i and j. We use the notation N(i) to represent the neighbors of i: thus (i, j) ∈ E ⇔ j ∈ N(i). Processes
communicate with their immediate neighbors (also called the distance-1 neighbors) using the shared memory model. The
execution of the protocols is organized in steps. In each step, a process i executes one ormore guarded actions g → A, where
g is a predicate involving the variables of i and N(i), and A is an action that updates one or more variables of i. The global
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state or configuration S of the system is a tuple consisting of the local states of all the processes. Unless otherwise stated,
a central scheduler (also called a central demon) serializes all guarded actions. We assume a randomized scheduler, where
the central demon randomly chooses an action with an enabled guard with uniform probability. The scheduler is weakly fair.
A computation of the system is a finite or infinite sequence of global states that satisfies two properties: (a) if S and S ′ are
two consecutive states in the sequence, then there exists a process i such that i has an enabled guard in S and execution of
the corresponding action results in the state S ′, and (b) if the sequence is finite, then, in the last state of the sequence, no
process has an enabled guard.
Definition 1 (Weak Stabilization). Weak stabilization [14] guarantees that, starting from an arbitrary configuration, there
exists at least one computation that leads the system to a legal configuration.
A stabilizing system converges to a legal configuration LC that is traditionally defined in terms of the observable or
primary variables. However, in most cases, fault containment requires the use of auxiliary or secondary variables too. We
define the local state of each process i as an ordered pair ⟨pi, si⟩, where pi denotes the primary variables, and si denotes
the secondary variables. Correspondingly, we write the global state as an ordered pair ⟨p, s⟩, where p is the collection of all
primary variables and s is the collection of all secondary variables. For any global state ⟨p, s⟩, ⟨p, s⟩ ∈ LC ⇒ p ∈ LCp and
s ∈ LCs. The following are some important definitions relevant to the fault-containment problem [18].
Definition 2 (Stabilization Time). The stabilization time is themaximum time needed to establish LC from an arbitrary initial
configuration.
Though LC ⇒ p ∈ LCp and s ∈ LCs, in most cases, it is adequate to establish LCp only, since the application is not affected
by the secondary variables.
Definition 3 (Fault Containment in Time). Fault containment in timemeans that, starting from any single-fault configuration,
LCp is restored in O(1) time.
This definition may appear strict in some cases. So we define the notion of weak fault containment.
Definition 4 (Weak Fault Containment). A system is said to beweakly fault containing if the containment time of the system
is independent of n, i.e., the size of the network.
Note that, for weak fault containment, LCp does not necessarily have to be restored in O(1) time.
Definition 5 (Fault Containment in Space). Fault containment in spacemeans that, starting from a single-fault configuration,
the primary variables of the processes at O(1) distance from the faulty process make observable changes.
One can also define aweaker version of fault containment in space, where the distance up towhich the primary variables
are affected is independent of n.
Ideally, attemptsmust bemade to restrict the effect of the fault within the immediate neighborhood of the original faulty
node, which is the notion of tight containment. This way, the rest of the system can still perform its normal operation. The
fault should not contaminate a large portion of the network.
Definition 6 (Contamination Number). The contamination number is the maximum number of processes that change the
primary part of their local states during recovery from any single-fault configuration.
Ideally, the contamination number should be as small as possible.
Definition 7 (Fault gap). Starting from any single-fault configuration, the fault gap is the maximum time required to reach
a state in LC .
The fault gap determines the availability of the fault-free system, and a low fault gap reflects better availability. If the
next failure hits the system sooner than the time duration of the fault gap, then the guarantee of constant time recovery
does not hold anymore.
In a probabilistic setting, the definitions of stabilization time and contamination numberwill beweakened to reflect their
expected values only.
3. Persistent-bit protocol
For the sake of exposition, we consider the case of persistent-bit protocol, in which a set of processes maintains the value
of a replicated bit v ∈ {0, 1} across a connected network. There are two distinct legal configurations: all 0s and all 1s. The
protocol in Algorithm 1 is weakly stabilizing.
Algorithm 1 Persistent-bit protocol: Program for process i
A1. do ∃j ∈ N(i) : v(j) ≠ v(i)→ v(i) := v(j) od
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Lemma 1. The persistent-bit protocol is not fault containing with a randomized demon.
Proof. Consider a linear array of processes numbered 0, 1, . . . , n−1 from left to right, and assume that initially∀i : v(i) = 1
holds. Let a failure of process 0 change v(0) to 0. With this as the starting state, the computation can be reduced to a run of
gambler’s ruin1: whenever a process with v = 0 executes an action, the boundary between the dissimilar values of v shifts
to the left, and whenever a process with v = 1 executes an action, the boundary moves to the right. The game is over when
the system reaches LC , and per [11] the expected number of moves needed is (1× n− 1), i.e., O(n). Thus, the protocol is not
fault containing. 
In view of Lemma 1, we present a fault-containing version of the persistent-bit protocol.
3.1. Fault-containing persistent-bit protocol
To make the protocol fault containing, we add to each process i a secondary variable x(i) ∈ Z∗ (the set of non-negative
integers). In a way, x(i) will reflect the priority of process i in executing an action to update v(i). Process i will update v(i),
when the following three conditions hold.
1. The randomized scheduler chooses i,
2. ∃j ∈ N(i) : v(j) ≠ v(i), and
3. ∀j ∈ N(i) : x(i) ≥ x(j).
After updating v(i), process i will increase x(i) to max{x(j) : j ∈ N(i)} + m, where m is a constant positive integer.
When only the first two conditions hold, but not the third, then process iwill increment the value of x(i) by 1, and leave v(i)
unchanged. Algorithm 2 shows the modified protocol.
Algorithm 2 Probabilistic fault-containing algorithm: Program for process i
A1. ∃j ∈ N(i) : v(j) ≠ v(i) ∧ ∀k ∈ N(i) : x(i) ≥ x(k)→ v(i) := v(j); x(i) := max{x(k) : k ∈ N(i)} +m
A2. ∃j ∈ N(i) : v(j) ≠ v(i) ∧ ∃ k ∈ N(i) : x(i) < x(k)→ x(i) := x(i)+ 1
A3. ∀j ∈ N(i) : v(j) ≠ v(i)→ v(i) := v(j)
Observe that once a process i updates v(i), it becomes difficult for its neighbors to change their v-values, since their x-
values will lag behind that of i. The larger is the value ofm, the greater is the difficulty. A neighbor j of iwill be able to update
v(j) only if it is chosen by the random schedulerm times, without choosing i even once. On the other hand, it becomes easier
for i to update v(i) again in the near future.
Failures can not only corrupt v, but also corrupt x. Assume that LC ≡ ∀j : v(j) = 1, and that a single failure at process
i changes v(i) to 0 and x(i) to some unknown value. If ∀j ∈ N(i) : x(i) > x(j), then process i is likely to change its v(i)
soon again, before its neighbors get a chance to do so. As a result, the fault is contained in a small number of steps, and the
contamination number is 1. However, a smart adversary injecting the failure at process i is likely to set x(i) to the smallest
value (i.e., 0). Thismakes the neighbors of process i better candidates for changing their v, before process i executes amove to
complete the recovery. However, it also raises the x-values of these neighbors of i above those of their neighbors. In order that
the fault percolates to a node at distance 2 from the faulty process i, such a distance-2 node has to be chosen by the scheduler
at least m times, without choosing its neighboring distance-1 node even once. With a large value of m, the probability of
such an event is very low. This explains the mechanism of containment. In the meantime, the condition ∀j ∈ N(i) : v(j) = 1
is likely to hold several times. If on one such occasion the faulty process is chosen by the random scheduler (action A3; note
that its guard does not depend on x), then v(i)will change to 1, and the recovery will be complete.
3.2. Results
Webeginwith an analysis of the spatial containment. Assume that all nodes have a degree∆. Then the following theorem
holds.
Theorem 1. As m →∞, the effect of a single failure is restricted to only the immediate neighbors of the faulty process.
Proof. Suppose that the faulty process has n1 distance-1 neighbors and n2 distance-2 neighbors. The probability that a
distance-2 neighbor is contaminated is largest, when only one distance-1 process is contaminated, and only one neighbor of
that contaminated distance-1 process (which is a distance-2 neighbor of the faulty process) is contaminated. The probability
of one distance-1 neighbor being contaminated is n1n1+1 . To contaminate a distance-2 neighbor, the scheduler must select
the specific process m times. So the probability of one distance-2 neighbor being contaminated is 1
(n1+n2+1)m . Therefore,
after a node becomes faulty, the probability that some distance-2 neighbor of the faulty process becomes contaminated is
n1
n1+1 × n2 × 1(n1+n2+1)m . By choosing a large value ofm, this probability can be made as small as possible. 
1 The original study is by Coolidge [11] in 1909, where he showed that if two gamblers start with capitals of x and N − x, and each fair coin toss transfers
a dollar from one to the other depending on the outcome of the toss, then the expected number of steps to finish the game is x · (N − x).
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Theorem 2. If∆ << m, then the expected number of steps needed to contain a single fault is O(∆3).
Proof. Sincem is very large, per Theorem 1, the effect of the fault is unlikely to propagate to the distance-2 neighbors of the
faulty process. It is therefore sufficient to consider the case when the fault propagates to the immediate neighbors of faulty
process.
Since there are at most ∆ neighbors of the faulty process, the system can have at most ∆ + 1 faults. Let pi,j denote the
probability that the number of the faults changes from i to j due to the action taken by some process. Below, we list such
probabilities for various possible values of i and j:
p1,0 = 1
∆+ 1 (1)
p2,1 = 12∆ (2)
p2,2 = ∆2∆ (3)
p1,2 = 1
∆+ 1 (4)
and for 3 ≤ i ≤ ∆− 1
pi,i+1 = i
(∆+ 1)+ i(∆− 1) (5)
pi+1,i+1 = 1+ i(∆− 1)
(∆+ 1)+ i(∆− 1) (6)
pi+1,i+2 = ∆− 1
(∆+ 1)+ i(∆− 1) (7)
and
p∆+1,∆ = ∆− 1
(∆+ 1)+∆(∆− 1) (8)
p∆+1,∆+1 = 1+∆(∆− 1)
(∆+ 1)+∆(∆− 1) . (9)
We use P[X] to denote the probability that the system recovers using X moves. The expected number of moves needed is
E = 1× P[1] + 2× P[2] + 3× P[3] + · · ·
=
∞−
x=1
XP[X].
Starting from a 1-fault configuration, during a recovery phase, the number of faulty processes may initially grow, but must
eventually shrink. Accordingly, we first calculate P[X] using (1), (2), and (4), as follows:
P[1] = p1,0 = 1
∆+ 1 (10)
P[2] = 0 (11)
P[3] = p1,2p2,1p1,0 = 1
∆+ 1
1
2∆
1
∆+ 1 =
1
2∆(∆+ 1)2 (12)
P[4] = p1,2p2,2p2,1p1,0 = 1
∆+ 1
∆
2∆
1
2∆
1
∆+ 1 , (13)
and, for n ≥ 1, we get the following recursive function of P[2n+ 2] using P[2n+ 1]:
P[2n+ 2] = 2
m−
j=2
pj,jP[2n+ 1]. (14)
(Note: m and n used here are variable parameters only, and should not be confused with the scheduler bias or the size of
the system.) If n + 1 < ∆ + 1, then m = n. If n + 1 > ∆ + 1, then m = ∆ + 1. This is because, if n + 1 < ∆ + 1, using
2n+ 2 steps, the system can reach at most the n+ 1-th state. So the repeated moves can occur in any state within the n-th
state. But if n+ 1 > ∆+ 1, the system can move through all the states, so the repeated moves can occur anywhere within
the∆+ 1 states.
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We can also write P[2n+ 3] using P[2n+ 1] as
P[2n+ 3] = 2
m−
j=2
m−
i=2
pj,jpi,iP[2n+ 1] + 2
m′−
k=2
pi,i+1pi+1,iP[2n+ 1]. (15)
The values of m and m′ are the same as in (14). The system can have either two additional moves that do not change the
current state, or the system can first reach a state in one step and come back in the next step. We now substitute for
P[1], P[2], P[3], andP[4] using (10)–(15) in (10), and let pmax = max{pi,j,∀i,∀j}:
E = 1× P[1] + 2× P[2] + 3× P[3] + 4× P[4]
+
∞−
n=2
{(2n+ 1)P[2n+ 1] + (2n+ 2)P[2n+ 2] + (2n+ 3)P[2n+ 3]}
= 1× 1
∆+ 1 + 2× 0+ 3×
1
2∆(∆+ 1)2 + 4×
1
4∆(∆+ 1)2
+
∞−
n=2

(2n+ 1)+ 2(2n+ 2)
m−
j=2
m−
i=2
pi,ipj,j + (2n+ 3)

2
m′−
i=2
pi,i+1pi+1,i + 2
m′′−
j=2
m′′−
i=2
pi,ipj,j

× P[2n+ 1]
< O

1
∆2

+
∞−
n=2
{(2n+ 1)p2n+1max + 2(2n+ 2)∆2p2n+2max + (2n+ 3)(2∆+ 2∆2)p2n+3max }
=
∞−
n=2
(2n+ 1)p2n+1max + 2∆2
∞−
n=2
(2n+ 2)p2n+2max + (2∆+ 2∆2)
∞−
n=2
(2n+ 3)p2n+3max + O

1
∆2

.
Let T1 =∑∞n=2(2n + 1)p2n+1max , T2 = 2∆2∑∞n=2(2n + 2)p2n+2max , T3 = (2∆ + 2∆2)∑∞n=2(2n + 3)p2n+3max . As the order of T3
is the same as that of T2 and larger than that of T1, we just need to calculate T3.
T3 = (2∆+ 2∆2)
∞−
n=2
(2n+ 3)p2n+3max
= (2∆+ 2∆2)

2p3max
∞−
n=2
np2nmax + 3pmax
∞−
n=2
p2nmax

= (2∆+ 2∆2)
[
2p3max

2p4max
1− p2max
+ p6max

+ 3p3max
1
1− p2max
]
= (2∆+ 2∆2)4p
7
max + 2p3maxp6max(1− p2max)+ 3p3max
1− p2max
.
Let pmax = a∆+a , a = 1+∆(∆− 1):
T3 = (2∆+ 2∆2)4a
7(∆+ a)2 + 2a9 + 3a3(∆+ a)6
(∆2 + 2∆a)(∆+ a7)
= O(∆2)× O(a
9)
O(∆3)O(a7)
= O(a
2)
O(∆)
= O(∆3).
So we get
E = O

1
∆2

+ O(∆3) = O(∆3).  (16)
When the graph is dense, i.e., ∆ = O(n), the containment time is not independent of the size of the network anymore.
However, the spatial containment property still holds. Themore dense the graph is, the smaller is the contamination number.
As m → ∞, contamination number tends to 1. Below, we separately analyze the extreme case of a dense topology: a
completely connected graph.
Theorem 3. For a completely connected graph, the contamination number approaches 1 as m →∞.
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Proof. Let i be the faulty process. At least one neighbor j of the faulty process i is likely to update v(j), and raise x(j) at leastm
steps above the x-values of the rest. The contamination number can increase beyond 1 only if a second neighbor k updates
v(k) (instead of the system recovering to its legal configuration). This requires the scheduler to choose the neighbor k at
leastm times, without choosing i or j even once.
Let P{n0, n1, n2, . . . , ni, ni+1, . . . , n∆−1} denote the probability that, ∀i, 1 ≤ i ≤ ∆, node i is chosen ni times. So the
probability of node k being chosenm times before j being chosen even once is
P{n0, n1, n2, . . . , nj−1, nj = 0, nj+1, . . . , nk = m, . . . , n∆−1} ∀i, 0 ≤ i ≤ ∆− 1 ∧ i ≠ j, ni ≤ m. (17)
With increasing ni, 1 ≤ i ≤ ∆∧ i ≠ j, (17) is decreasing (see Lemma 2 for the proof). So the above probability is maximum
when node k is consecutively chosenm times, and other nodes are never chosen. The maximum probability is
P{0, 0, . . . , 0,m, 0, . . . , 0, 0} = 1
∆m
. (18)
Since ni, 0 ≤ i ≤ ∆− 1∧ i ≠ j can be any value between 0 andm, and there are in totalm∆−2 possible situations, we apply
the maximum estimate to each such case. As a result, the probability of the system having two contaminated processes is
no larger than m
∆−2
∆m , which approaches 0 asm approaches∞. 
Lemma 2. For a completely connected graph, where i is a faulty node, the probability that node k is chosen m times before node
j is chosen once is maximum when node k is consecutively chosen m times and other nodes are never chosen.
Proof. The probability that node k is chosenm times before node j is chosen once is
P{nk = m, nj = 0} =
∆−
i=1∧i≠j∧i≠k
m−
ni=0
P{n1, n2, . . . , nj = 0, . . . , nk = m, . . . , n∆}
=
∑∆
i=1 ni
n1
∑∆
i=2 ni
n2

. . .
∑∆
i=j ni
0

. . .
∑∆
i=k ni
m

. . .
∑∆
i=∆ ni
n∆

1
∆
∑∆
i=1 ni
= l×

1
∆
q
,
where l =
∑∆
i=1 ni
n1

· · ·
∑∆
i=∆ ni
n∆

, q =∑∆i=1 ni. If we increase any ni, 1 ≤ i ≤ ∆ ∧ i ≠ j ∧ i ≠ k to ni + 1, we can see
this selection process as follows: first do the selection in the same way as before we increase ni, then choose any one of the
eligible processes. There are in all∆− 1 processes that can be chosen for the last step, and the probability of choosing any
one of them is 1
∆
, so the probability will be l× (∆− 1)×  1
∆
q+1
, and this is smaller than l×  1
∆
q
. So the probability that
node k is chosenm times before choosing node j chosen once will decrease as ni increases. 
The above mechanism reveals that a high clustering coefficient limits the probability of contamination to only a small
fraction of the distance-1 neighbors. The completely connected graph exhibits an extreme form of this property.
3.3. Computing the availability
An interesting aspect of the proposed algorithm is that LCs = true; thus there is no overhead for stabilizing the secondary
variables. So LC holds as soon as LCp holds. This leads to the following theorem.
Theorem 4. For single failures, the fault gap equals the containment time.
As a consequence of this, within an expected time of O(∆3) after each single failure, the system is ready to withstand the
next single failure with the same efficiency. Furthermore, since only the distance-1 neighbors are contaminated with high
probability, the proposed algorithm enables the system to recover from all concurrent failures of nodes that are distance
3 or more apart with the same efficiency. This significantly increases the availability of the system compared to existing
solutions that we know of.
A drawback of the proposed solution is that the values of the x-variables grow in an unbounded manner, and this affects
the implementability of the protocol. One way of overcoming this problem is transforming the solution into one that relies
on bounded variables only [4].
Theorem 5. Algorithm 2 is weakly stabilizing.
3.4. Experimental results
We ran simulation experiments on random graph topologies G(n, p)with n = 1000 nodes and edge probability p set to
0.5 for various values of m ranging from 2 to 32. The initial values of x were randomly chosen. The fraction of cases where
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Fig. 1. Simulation results. (a) The number of moves required for convergence (X-axis) against the fraction of converged instances (Y -axis) with varyingm.
Because of the probabilistic nature of our algorithm, there were instances when the system of nodes did not converge. (b) The number of moves required
for convergence (X-axis) against the fraction of converged instances (Y -axis) for different values of p. (c) The relationship between stabilization time and
node degree for various values ofm.
the fault was successfully contained was plotted. Because of the probabilistic nature of our algorithm, there were instances
when the system of nodes did not converge. We set an upper bound (10,000 moves) for the number of moves required
for the system to converge. If convergence had not occurred within this bound, then those instances were treated as failed
cases (i.e., non-convergence). Fig. 1(a) shows the number of moves required for convergence (X-axis) against the fraction of
converged instances (Y -axis) for various values ofm.
We expect the value of m to define the effectiveness of a barrier around the faulty node, preventing the propagation
of the effect of the failure. For m = 2 and m = 32, the two extreme m-values we had chosen in our experiments, the
system endorses the expected behavior. Note that whenm is large (m = 32), the fraction of converged instances decreases;
however, these instances of convergence take fewer number of moves, since the effect of the failure does not propagate
beyond the immediate neighbors. On the other hand, if the effect of the fault is able to cross the ‘barrier’ set by m, then
recovery takes much longer (form = 32, just above 20% of cases converged within 10000moves). But for mid-range values
of m, an anomaly was observed. For example, the graph for m = 16 increases above those for m = 8 and m = 4. It
appears that there is a threshold value ofm beyond which the systemmay be in a ‘‘stuttering mode’’, since neither does the
fault propagate beyond the distance-1 neighbors, nor is the recovery complete. In our case, this phenomenon was observed
betweenm = 4 andm = 8. Therefore, the fraction of converged instances for those values lags behind.
In the second set of experiments, we set m = 2. Again the initial values of x were randomly set. This time we varied p,
which denotes the edge probability for the random graph, and plotted the number of moves required for convergence (X-
axis) against the fraction of converged instances (Y -axis). The corresponding distribution is shown in Fig. 1(b). It captures
how node degrees can influence the convergence of the system. For a ∆-ary tree, this is equivalent to varying the value of
∆, while keeping m fixed. As we used random graphs for our experiments, we could not directly vary ∆. Rather, we chose
different values of p to control the sparseness/density of the graphs. As expected, for dense graphs (e.g., p = 0.8), the fraction
of converged instances was low.
For the third set of experiments (Fig. 1(c)), the topology was a multi-dimensional torus with each node having a degree
of ∆, and in each dimension there were 9 nodes (so n = 9∆). As before, the initial values of x were randomly chosen.
Fig. 1(c) shows the containment time for various values of ∆. The results reveal that the stabilization time (the same as
the containment time) increases for smaller values of m, since the fault contaminates a small number of nodes beyond the
distance-1 neighbors. (The existence of a ‘knee’ in these curves corresponds to the event when the effect of the fault spills
over the distance-1 neighbors.)When∆ increases (but the fault is successfully contained), for a long time, the systemmay be
in a ‘‘stutteringmode’’, since neither does the fault propagate beyond the distance-1 neighbors, nor is the recovery complete.
When the value ofm is small, the ‘knee’ appears at a lower degree. This is expected, because both largerm and higher values
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of ∆ adversely affect fault propagation as well as convergence. An additional experiment conducted on a (30 × 30) grid
revealed that, when m = 5, the fault is successfully contained within a neighborhood of size 3 in 96% of the cases, but for
m = 10 this number exceeds 99%.
4. Algorithm for leader election
We now extend our technique to design a probabilistic solution to fault containment for a different problem, that of
leader election. Let A = (V , E) denote an array of a distributed system, where V = {0, 1, . . . , n − 1} represents the set of
processes, and each edge (i, j) ∈ E represents a link between processes i and j. Each process i has a parent variable P(i),
where P(i) ∈ N(i) ∪ ⊥, and a secondary variable x(i) ∈ Z+. The purpose of the secondary variable is to contain the fault.
∀j ∈ N(i) : P(j) = i ∧ P(i) = ⊥ implies that i is the leader. In a legal configuration, there can only be a single leader in
the system. Processes communicate with their immediate neighbors (also called the distance-1 neighbors) using the shared
memory model.
Our starting point is the weakly stabilizing leader election algorithm on a tree network presented by Devismes et al. [6].
An array is a special case of a tree where each node except the end nodes has a degree of 2. Therefore we disregard the
notation ∆ from [6], and just consider the two neighbors (or the neighbor if it is an end node) of a particular process. The
original algorithm has three rules. In Algorithm 3, we reproduce the algorithm of Devismes et al. adapted to a line topology.
Algorithm 3Weakly stabilizing leader election algorithm of Devismes et al.: Program for process i
• Variable: P(i) ∈ N(i) ∪ {⊥}.
• Macro: C(i) = {q ∈ N(i)|P(q) = i}
• Predicates: Leader(i) ≡ (P(i) = ⊥) ∧ (∀j ∈ N(i) : P(j) = i)
• Actions:
R1. (P(i) ≠ ⊥) ∧ (|C(i)| = |N(i)|) −→ P(i)←⊥
R2. (P(i) ≠ ⊥) ∧ (∃k ∈ N(i) \ {C(i) ∪ P(i)}) −→ P(i)← k
R3. (P(i) = ⊥) ∧ (|C(i)| < |N(i)|) −→ P(i)← (N(i) \ C(i))
We directly use R1 and R3 from [6] in our new algorithm (R1 and R2 in Algorithm 3), but, for the fault-containment part,
we need to add new rules, consistent with the basic approach used in the persistent-bit protocol and also described in [4].
Therefore, R2 of [6] is extended to multiple rules in Algorithm 4 (R3, R4, and R5). To make the protocol fault containing, we
add to each process i a secondary variable x(i) ∈ Z+. In a way, x(i)will reflect the priority of process i in executing an action
to update P(i). Our fault-containing algorithm is shown in Algorithm 4. Process iwill update P(i) and increase its x(i)-value
with respect to its neighbors when the following conditions hold.
1. The randomized scheduler chooses i,
2. {(∃j ∈ N(i) : P(i) = j)},
3. {(∃k ∈ N(i) : P(k) = l ≠ i)},
4. {x(i) ≥ x(k)}.
After updating P(i), process iwill increase its x(i)-value accordingly: {x(i)← maxq∈N(i) x(q)+m},m ∈ Z+. For simplicity
of exposition, we use unboundedm.
If the first three conditions hold, but not the fourth one, process i increases its xi-value by 1, and leaves P(i) unchanged.
Process i also increases its x(i)-value by 1, and leaves P(i) unchanged when the following conditions hold.
1. The randomized scheduler chooses i,
2. {(∃j ∈ N(i) : P(i) = j)},
3. {(∃k ∈ N(i) : P(k) = ⊥)},
4. {x(i) < x(k)}.
Observe that, once a process i updates x(i), it becomes difficult for its neighbors to change their P-values, since their
x-values will lag behind that of i. The larger the value of m is, the greater is the difficulty. A neighbor j of i will be able to
update P(j) if it is chosen by the random schedulerm times, without choosing i even once (except case R5, where the update
takes place immediately when recovery is in sight within a single future move). On the other hand, it becomes easier for i
to update P(i) again in the near future. With a large value ofm, the probability of j changing its parent pointer compared to
i is very low. This explains the mechanism of containment.
In Algorithm 4:
1. R1 describes the situation when a process i has a parent but all its neighbor(s) consider(s) i as its(their) parent. So i sets
its parent pointer to null and start considering itself as the leader.
2. R2 describes the situationwhen a process ihas no parent and one of its neighbors qdoes not satisfy the condition P(q) = i.
Note that for a single-fault scenario it cannot be the case that both of i’s neighbors do not satisfy the same condition. This
means that i is not unanimously selected as the leader by its neighbors. As a consequence, i stops considering itself as a
leader by setting its parent pointer to q, i.e., P(i) = q.
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Algorithm 4 Probabilistic fault-containing leader election algorithm: Program for process i
• Variable: P(i) ∈ N(i) ∪ {⊥}.
• Macro: C(i) = {q ∈ N(i)|P(q) = i}
• Predicates: Leader(i) ≡ (P(i) = ⊥) ∧ (∀j ∈ N(i) : P(j) = i)
• Actions:
R1. (P(i) ≠ ⊥) ∧ (|C(i)| = |N(i)|) −→ P(i)←⊥
R2. (P(i) = ⊥) ∧ (|C(i)| < |N(i)|) −→ P(i)← (N(i) \ C(i))
R3. (a) (∃j ∈ N(i) : P(i) = j) ∧ (P(j) ≠ ⊥) ∧ (∃k ∈ N(i) : P(k) = l ≠ i or⊥) ∧ (x(i) ≥ x(k)) −→ (P(i)← k) ∧
x(i)← maxq∈N(i) x(q)+m

,m ∈ N
(b)(∃j ∈ N(i) : P(i) = j) ∧ (P(j) ≠ ⊥) ∧ (∃k ∈ N(i) : P(k) = l ≠ i) ∧ (x(i) < x(k)) −→ x(i)← x(i)+ 1
R4. (a) (∃j ∈ N(i) : P(i) = j) ∧ (∃k ∈ N(i) : P(k) = ⊥) ∧ (x(i) ≥ x(k)) −→ P(i)← k
(b)(∃j ∈ N(i) : P(i) = j) ∧ (∃k ∈ N(i) : P(k) = ⊥) ∧ (x(i) < x(k)) −→ x(i)← x(i)+ 1
R5. (∃j ∈ N(i) : P(i) = j) ∧ (P(j) = ⊥) ∧ (∃k ∈ N(i) : P(k) = l ≠ i or⊥) −→ P(i)← k
v0 v1 v2 v3
⋆
v4
⋆
v5 v6
Fig. 2. Fault at leader v4 . Due to the fault, v3 becomes v4 ’s parent.
3. R3(a) describes the situation when parent of i is j, and i has a neighbor kwhose parent is a node l. Node l is at distance 2
from i. Now, if the x-value of i is no less than that of k, i sets k as its new parent and increases its x(i)-value with respect
to its neighbors.
4. R3(b) describes the situation when the parent of i is j, j has a parent, and i has a neighbor k whose parent is a node l.
Node l is at distance 2 from i. Now, if the x-value of i is smaller than that of k, i does not alter its parent pointer but it just
increments its x-value by 1.
5. R4(a) describes the situation when the parent of i is j, and i has a neighbor k whose parent pointer is set to null. Now, if
the x-value of i is no less than that of k, i sets k as its new parent.
6. R4(b) describes the situationwhen the parent of i is j, and i has a neighbor kwhose parent is set to null. Now, if the x-value
of i is smaller than that of k, i does not alter its parent pointer but it just increments its x-value by 1.
7. The intuition behind R5 is that, if a node finds out that its change of parent will help the system to recover in a single
future move, then it makes the move. When the parent of i is j, and j has no parent, and there is a neighbor k of i such
that k’s parent is a node l, where node l is at distance 2 from i, then even if the x-value of i is smaller than that of k, i sets
k as its new parent.
R3, R4, and R5 are actions to contain the fault and expedite the recovery. The effect of the moves will become clear in the
next section, when we describe the recovery mechanism in detail.
4.1. Recovery
In this section, we describe the different cases of single-fault configuration and the steps by which the system recovers
from single faults. The recovery mechanism shows that the algorithm is fault containing. The fault can occur either at
the leader, or at distance 1 from the leader, or at distance 2 from the leader, and so on. It is to be noted that we have to
consider cases up to distance 4 from the leader as, beyond distance 4, all cases of recovery are similar to each other for
single-fault configuration. For convenience, we consider an array of length n and denote process i on the array as vi, where
i = 0, . . . , n − 1. In each figure, the grey node denotes the original leader in the system, the node with a red square is the
node hit by the single fault, and the nodes with a ⋆ above are the nodes whose guards are true after the single fault hits the
system. A parent–child relation is denoted by a directed arrow;, i.e., if there is an arrow from i to j, this indicates that P(i) = j.
4.2. Fault at the leader
We begin with the case when the fault occurs at the leader. In Fig. 2, v4 is the leader where the fault hits. Let us say that
the fault renders v3 as the parent of v4; i.e., P(v4) = v3. In this case, the system recovers trivially in a single step. If the
scheduler chooses either of v3 or v4, R1 can be applied at v3 or v4, and a legal configuration can be reached in a single step.
Note that, if v4 makes the move, the system goes back to the initial legal configuration, whereas if v3 makes the move, v3
becomes the new leader of the system after recovery.
4.3. Fault at distance 1 from the leader
(a) The parent pointer of the distance-1 neighbor from the leader becomes null
Let us say that the fault hits v3 (Fig. 3). If v3’s parent pointer becomes null, again recovery takes place trivially in a single
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v0 v1 v2 v3
⋆
v4
⋆
v5 v6
Fig. 3. Fault at distance 1 from the leader. v3 ’s parent pointer becomes null due to the fault.
v0 v1 v2
⋆
v3
⋆
v4
⋆
v5 v6
Fig. 4. Fault at distance 1 from the leader. Due to the fault, v2 becomes v3 ’s new parent.
v0 v1 v2
⋆
v3
⋆
v4 v5 v6
Fig. 5. Fault at distance 2 from the leader. v2 ’s parent pointer becomes null due to the fault.
v0 v1
⋆
v2
⋆
v3
⋆
v4 v5 v6
Fig. 6. Fault at distance 2 from the leader. v1 becomes the new parent of v2 due to the fault.
v0 v1
⋆
v2
⋆
v3 v4 v5 v6
Fig. 7. Fault at distance 3 from the leader. v1 ’s parent pointer becomes null due to the fault.
step. If the scheduler chooses either of v3 or v4, R2 can be applied at v3 or v4, and a legal configuration can be reached in a
single step. Note that, if v3 makes the move, the system goes back to the initial legal configuration, whereas if v4 makes the
move, v3 becomes the new leader of the system after recovery.
(b) A new node becomes the parent of the distance-1 faulty node
Let us consider Fig. 4. If v2 is the new parent of v3, i.e., P(v3) = v2, then, in this case, the guards of
v2, v3, and v4 are true. If v3 is selected first, and if x(v3) ≥ x(v4), the system trivially recovers in a single
step as R4(a) can be applied at v3. Otherwise, v3 would not make a parent change. If the scheduler chooses
v4, then the recovery takes place in two steps. First, v4 applies R2, and after that either v2 or v3 makes a
move by applying R1. Note that, if v3 makes the move, the leader shifts one place compared to the original
legal configuration, whereas if v2 makes the move, the leader shifts two places compared to the original legal
configuration.
If v2 makes the first move after being chosen by the scheduler, R1 can be applied at v2. After that, if the scheduler chooses
v4, recovery is immediate as R2 can be applied at v4. But if the scheduler chooses v3 repeatedly and x(v3) ≥ x(v4) and
x(v3) ≥ x(v2), oscillations can occur in the system for some period of time due to the fact that R4(a) is applicable at v3.
v2 and v4 alternately become v3’s parent. But whenever v2 or v4 is chosen by the scheduler next, the system recovers
by applying R2. When x(v3) < x(v2) or x(v3) < x(v4), recovery is complete when the scheduler next chooses v2 or v4,
respectively.
4.4. Fault at distance 2 from the leader
(a) The parent pointer of the distance-2 neighbor from the leader becomes null
Let us consider Fig. 5. The fault hits the system at v2. If the scheduler chooses v2, the system trivially recovers in a single
step as R2 can be applied at v2. If v3 is chosen by the scheduler, the system has a potential for oscillations; i.e., v4 or v2
alternately may become v3’s parent, depending on the x-value of v2, v3, and v4. The system recovers by applying R2 at v2 or
v4, respectively, when either of them is chosen next by the scheduler.
(b) A new node becomes the parent of the distance-2 faulty node
Consider Fig. 6. If v1 becomes the new parent of v2 because of the fault occurring at v2, then either v1, v2, or v3 canmake a
move. If v2 is selected first, R3(a) can be applied now at v2, as v3 has a parent if x(2) ≥ x(3). If v3 is selected first, v3 can select
v2 as its new parent if x(v3) ≥ x(v2). The recovery is complete following moves by v2 and v1 (or v1 and v2) (R1) followed by
v4’s move (R2), or vice versa. If both v3 and v2 are unable to change their parents due to smaller x-values, then recovery is
complete by v1’s move first (R1), followed by v3’s move (now R5 can be applied at v3) and v4’s move (R2).
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v0
⋆
v1
⋆
v2
⋆
v3 v4 v5 v6
Fig. 8. Fault at distance 3 from the leader. v0 becomes the new parent of v1 .
v0 v1
⋆
v2
⋆
v3 v4 v5 v6
Fig. 9. Fault at distance 4 from the leader. v1 ’s parent pointer becomes null.
v0
⋆
v1
⋆
v2
⋆
v3 v4 v5 v6
Fig. 10. Fault at distance 4 from the leader. v0 becomes the new parent of v1 .
4.5. Fault at distance 3 from the leader
(a) The parent pointer of a distance-3 neighbor from the leader becomes null
Consider Fig. 7. If v2 is chosen tomake the firstmove, then it can alternately choose v1 or v3 as its parent for awhile, if its x-
value is greater than that of both v1 and v3. Recovery is completedwhen v1 is selected by the scheduler tomake amove (R2).
(b) A new node becomes the parent of the distance-3 faulty node
Consider Fig. 8. If v0 becomes the new parent of v1 because of the fault occurring at v1, then the guards of v0, v1, and v2
are true. If v0 is chosen by the scheduler first, R1 can be applied at v0. The system recovers when v1 chooses v2 as its parent
afterwards (R3(a) if applicable) and v0 makes a move next (R2 can be applied at v0 possibly after some oscillations of v1). If
v2 is selected to make a move, and if x(v2) ≥ x(v1), then v2 chooses v1 as its parent and increases its x-value (R3(a)). Now
v3 is still able to change its parent to v2 regardless of the value of x at v2 (R5) provided v0 had made a prior move. Recovery
is completed by v4’s move (R2). Otherwise, if v0 had not made a move prior to v3, the higher x-value of v2 will prevent v3
from changing its parent. The recovery then is completed by v1’s move (R5) followed by v0’s move (R2).
4.6. Fault at distance 4 or beyond from the leader
(a) The parent pointer of a distance-4 neighbor from the leader becomes null
Consider Fig. 9. If v1 is selected by the scheduler, recovery occurs immediately by R2 or after some oscillations at v2.
Otherwise, if x(v2) ≥ x(v1), then v1 becomes v2’s new parent (R4(a)). Similarly v2 may become v3’s new parent, but this
time v3 sets its x-value higher (R3(a)). Recovery is completed by v4’s move (R5) followed by v5’s move (R2). Note that for
fault occurring at distance 4 and beyond from the leader, R5 will no more applicable at the distance-1 neighbor from the
leader (v4 in this case). Therefore, we do not consider hereafter cases beyond a fault at distance 4 from the leader.
(b) A new node becomes the parent of the distance-4 faulty node
Consider Fig. 10. If v0 becomes the new parent of v1 because of the fault occurring at v1, then the guards of v0, v1, and v2
are true. If v0 is chosen by the scheduler first, R1 can be applied at v0. The system recovers when v1 chooses v2 as its parent
afterwards (R3(a) if applicable) and v0 makes a move next (R2 can be applied at v0 possibly after some oscillations of v1). If
v2 is selected to make a move and if x(v2) ≥ x(v1), then v2 chooses v1 as its parent and increases its x-value (R3(a)). Now
v3 cannot apply R5 anymore, and it is unlikely that the fault will propagate beyond v2. The recovery proceeds through the
following steps: v0 makes a move (R1), after some oscillations at v2, v1 chooses v2 as its parent (R5), and finally v0 selects
v1 as its parent (R2).
Note that all cases of single-fault configuration beyond distance 4 from the leader will not involve any different recovery
steps that are not already covered in the previous scenarios. This is because, even if we shift the original place of the fault
away from the leader, its neighborhood that is going to be affected by subsequent recovery steps will remain unchanged. In
the recovery mechanism, (R3(b)) and (R4(b)) are not shown, as we only highlighted the moves where the change of parent
pointers occurs, leading to the recovery of the system.
4.7. Results
4.7.1. Fault containment in space
Theorem 6. As m → ∞, the effect of a single failure is restricted within distance 4 of the faulty process on an array, and the
contamination number is at most 4 with high probability; i.e., Algorithm 4 is spatially fault containing.
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To prove the result of spatial containment, we need to find out how far the observable variables change from the faulty node.
We consider all the subcases of the recovery mechanism.
1. Fault at leader: The fault propagates to at most distance 1.
2. Fault at distance 1 from the leader:
(a) The parent pointer of the distance-1 neighbor becomes null: The fault propagates to at most distance 1.
(b) A new node becomes the parent of the distance-1 faulty node: In the recovery steps, we showed that, in Fig. 4, at
most v2’s parent or v4’s parent might change. Thus, the fault propagates to at most distance 1.
3. Fault at distance 2 from the leader:
(a) The parent pointer of the distance-2 neighbor becomes null: Consider Fig. 5. If v2 is selected, the system recovers
immediately. Another possible recovery is through the sequence of moves of v3 followed by v4. In the latter case,
contamination occurs up to distance 2 from the original faulty node.
(b) A new node becomes the parent of the distance-2 faulty node: Consider Fig. 6. The worst-case scenario happens
when v3 makes a move and after that v4 completes the recovery. Contamination occurs up to distance 2 from the
original faulty node in this case.
4. Fault at distance 3 from the leader:
(a) The parent pointer of the distance-3 neighbor becomes null: Consider Fig. 7. The worst-case scenario happens when
v4 has to change its parent. The fault propagates to at most distance 3.
(b) A new node becomes the parent of the distance-3 faulty node: Consider Fig. 8. The worst-case scenario happens
when v4 has to change its parent. The fault propagates to at most distance 3.
5. Fault at distance 4 from the leader:
(a) The parent pointer of the distance-4 neighbor becomes null: This is the scenario in which the highest spatial
contamination occurs. Consider Fig. 9. In theworst case, a distance-4 node from the faulty nodemight have to change
its parent pointer. In Fig. 9, v5 is this node.
(b) A new node becomes the parent of the distance-4 faulty node: Consider Fig. 10. The fault propagates up to distance
1 with high probability. The probability of the fault contaminating beyond distance 1 is (1 − 1/2m) × 1/2m, and
limm→∞(1− 1/2m)× 1/2m = 0.
Note that for a fault occurring at distance 4 and beyond from the leader, R5 will no longer be applicable at the distance-
1 neighbor from the leader. Therefore, we do not consider the cases beyond a fault at distance 4 from the leader. Hence
Algorithm 4 is spatially fault containing, and the highest contamination number is 4 with high probability. 
4.7.2. Fault containment in time
Theorem 7. The expected number of steps needed to contain a single fault is independent of n, i.e., the number of nodes in the
array. Hence Algorithm 4 is fault containing in time.
Proof. To prove that Algorithm 4 is fault containing in time, we again consider each individual subcase of fault. We show
that each subcase can be bounded and that each of them is independent of n, i.e., the size of the array. For each individual
case, we calculate the expected number of moves required for recovery. Essentially this means that we are considering the
probabilities of the system recovering in a single move, in two moves, in three moves, etc. Adding them up, we get the
expectation for each subcase. We denote the number of moves (which is a random variable) as X , and Pr X = x denotes the
probability that the system recovers using xmoves.
1. Fault at leader: Consider Fig. 2. This is a trivial case. In this scenario, both v4 and v3 have their guards true. Each of them
has an equal probability to execute, given a chance. The system recovers in a single move if either of them executes. So
the expected number of moves required for recovery is 1× 1/2+ 1× 1/2 = 1.
2. Fault at distance 1 from the leader:
(a) The parent pointer of the faulty node becomes null: Fig. 3. This is again a trivial case. The system recovers in a
single move if either v4 or v3 executes. The expected number of moves for recovery is the same as before, i.e.,
1× 1/2+ 1× 1/2 = 1.
(b) A new node becomes parent of the faulty node: The system can recover following different sequences:
• v4, v2 or v4, v3.
• v3, . . . , v3 (x(4)− x(3) times)
• v3, . . . , v3 (x(4)− x(3)− 1 times) followed by v4, v2 or v4, v3
• v2, v4
• v2, v3, . . . , v3 followed by v2 or v4.
The lengths of the recovery sequences of the first four situations are finite and independent of n, and only the last
sequence may be arbitrarily long. We show that its expectation is finite. After v2 makes a move applying R2, both of
v3’s neighbors consider themselves as the leader. Hence, depending on the parent of v3, each time there are at most
two enabled nodes: v2 and v3, or v3 and v4. Hence, the probability that the scheduler chooses v3 is 1/2 before recovery
completes. Hence, Pr v3 is selected consecutively n times = 1/2n. Therefore, if v2 is selected by the scheduler first, the
expected length of the recovery sequence is 2+∑∞n=1 n/2n = 4.
3. Fault at distance 2 from the leader
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(a) The parent pointer of the faulty node becomes null: Regardless of the values of x(2), x(3), and x(4), no matter which
nodes the scheduler chooses, there is always a 1/2 possibility that the system recovers after the selected node makes
a move. Hence, the expected recovery time is
∑∞
n=1 n/2n = 2.
(b) A new node becomes parent of the faulty node: In this case, the expected number of moves for recovery will be
E(X) = 1× 1
3
+ 3

1
3
× 1
2
× 1
2
+ 1
3
× 1
2
× 1
2
+ 1
3
× 1
4
× 1
2
+ 1
3
× 1
4
× 1
2

+ 2
3
∞−
n=2
2n+ 1
22n
= 151
108
.
4. Fault at distance 3 from the leader:
(a) The parent pointer of the faulty node becomes null: In this case, the expected number of moves for recovery will be
E(X) = 1× 1
2
+ 2
0
+ 3×

1
23
+ 1
23

+ 5×

4× 1
25

+ · · ·
= 1
2
+
∞−
n=1
(2n+ 1)× 2n 1
22n+1
= 131
54
.
(b) A new node becomes parent of the faulty node: In this case, the expected number of moves for recovery will be
E(X) = 1× 1
3
+ 2× 0+ 4×

1
3
1
2

1− 1
2m

1
2m
1
2

+ 3×

1
3
1
2
1
2

+ · · · ≤ 1
3
+ 25
9
+ 4× 1
3
1
2
1
4
1
2
= 115
36
.
(The term

1− 12m
 1
2m is bounded by 1/4.)
5. Fault at distance 4 from the leader:
(a) The parent pointer becomes null: In this case, the expected number of moves for recovery will be E(X) = 12 +∑∞
n=1(2n+ 1) 122n+1 = 10/9.
(b) A new node becomes parent of the faulty node: In this case, the expected number of moves for recovery will be
E(X) = 1× 13 + 2× 0+ 3×
 1
3
1
2
1
2
+ 4× 13 14 12 12 + 5× 13 124 + 7× 13 126 + · · · = 29/27.
In all individual subcases, the calculation shows that recovery takes place in a finite number of moves and it is independent
of n, where n is the size of the array. Themaximum expected number of moves required for recovery occurs in case 4(b), i.e.,
when a fault occurs at distance 3 from the leader and a new node becomes parent of the faulty node. Therefore, Algorithm 4
is fault containing in time. 
Again, there is no overhead in stabilizing the secondary variables. LCs = true as long as x(i) ∈ Z+. So LC holds as soon as
LCp holds. This leads to the following theorem.
Theorem 8. For single failures, the fault gap equals the containment time.
5. Conclusions
The major advantage of the proposed techniques is that the fault gap is independent of the network size. This increases
the availability of the system by restoring the system’s readiness to efficiently tolerate the next single fault within a short
time.
The proposed algorithms for the persistent-bit protocol allow the immediate neighbors of the faulty process to be
contaminated. As m increases, it becomes increasingly difficult for the effect of the failure to propagate to the distance-
2 neighbors and beyond. However, once it propagates to distance-2 neighbors or beyond, the time for recovery increases for
higher values ofm. The optimal choice ofmmust balance these two factors.
Our proposed algorithm for the leader election problem on a line topology can easily be extended to a tree network.
An array is a special case of a tree network, and for the sake of simplicity, in this paper, we have described the algorithm’s
behavior in terms of an array. In the case of a general tree topology, one will have to consider all the neighbors of a process
i when executing the rules of the algorithm, instead of considering only two neighbors. The expected recovery will thus
include ∆, the maximum degree of a node in the tree. Note that such a result also satisfies the definition of weak fault
containment [4].
The extension of these algorithms to more general topologies is a topic of future work.
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