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ABSTRACT. – A priori bounds are established for the solution to the problem of Stokes flow in a bounded
domain, for a viscous, heat conducting, incompressible fluid, when changes in the spatial geometry are
admitted. These bounds demonstrate how the velocity field and the temperature field depend on changes in
the spatial geometry and also yield a convergence theorem in terms of boundary perturbations. The results
have a direct bearing on an error analysis for a numerical approximation to non-isothermal Stokes flow
when the boundary of a complicated domain is approximated by a simpler one, e.g., in the procedure of
triangulation combined with finite elements. Ó Elsevier, Paris
1. Introduction
It is now firmly established within the context of boundary value problems and boundary
initial value problems for partial differential equations that the topic of continuous dependence
on changes in spatial geometry of a domain is a subject of much importance. Errors may occur
when one is calculating the spatial geometry in a physical problem, such as fluid flow in an
underground aquifier and we require that errors in boundary measurement do not create too much
error in the solution to the partial differential equations governing the physical problem. Crooke
and Payne [5] began the study of continuous dependence on changes in the spatial geometry
with their investigation of the solution to the improprerly posed problem for the heat equation
backward in time. Since then continuous dependence on the spatial geometry in improperly posed
problems has been investigated in a variety of contexts by Payne [13,14,16] for the backward
Navier–Stokes equations by Payne [18], and for other equations by Persens [25]. The well posed
boundary initial value problem for the heat equation was studied by Payne [14] and by Lin and
Payne [10], and Payne and Song [19] established continuous dependence on the spatial geometry
in a linear theory for heat propagation allowing for finite wavespeed temperature waves. The
object of this paper is to present a study of continuous dependence on the spatial geometry for
the well posed forward in time problem for Stokes flow in a temperature dependent viscous fluid.
We believe this is the first such study of continuous dependence on the spatial geometry in a
forward in time nonlinear physical problem, deriving truly a priori estimates.
1 E-mail: lep8@cornell.edu.
2 E-mail: bs@maths.gla.ac.uk.
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The related subject of errors in measurement of the data on the initial time geometry has
received much attention, see, e.g., Ames and Payne [1,2], Ames and Straughan [3], Franchi
and Straughan [7], Payne [13,14,16,17], Payne and Song [19,20], Payne and Straughan [21],
Song [28]. This topic and the analysis of continuous dependence on the model itself are leading
to many novel investigations and an understanding of how solutions to practical problems in
mechanics depend on changes in the model, the initial time geometry and the spatial geometry.
In particular, the papers of Payne and Straughan [22,23] and the books of Flavin and Rionero [6]
and Ames and Straughan [4] detail such analyses in many contexts and contain other references.
While it is important to know that errors made in measuring the spatial geometry of the
region do not have too great an effect on the solution to the partial differential equations
governing the physical process, another important application of the continuous dependence
on spatial geometry established here is to the problem of numerical approximation of the
solution to Stokes flow. It is typical in a numerical simulation of a real life process, e.g.,
flow of fluid in an underground aquifier, or flow of fluid and pollutant in a lake, that the true
geometry is highly complicated. When computing such a situation geophysicists and engineers
typically approximate the spatial domain by something simpler. A common example of this is
to triangulate the domain in two-dimensions thereby replacing the boundary by sets of straight
lines, or to use rectangular blocks and tetrahedra in three dimensions. The latter approach leads
to to the boundary surface being approximated by intersecting planes. One is then frequently able
to employ finite elements on the simpler geometry, see, e.g., Reddy [26]. Let us denote by u the
exact solution to the true physical problem we wish to approximate, and by uF the calculated
(approximate) solution to the problem on the approximate domain. If uB is the exact solution on
the approximate domain then by the triangle inequality we have in some suitable norm
‖u− uF ‖6 ‖u− uB‖+ ‖uB − uF ‖.
The object of this paper is to obtain an estimate for the term ‖u − uB‖ and thus we are also
deriving an a priori estimate for the convergence error in a numerical approximation.
Let D be a bounded domain in R3 with boundary ∂D. The Navier–Stokes equations for flow
of a heat conducting viscous fluid in D are
∂ui
∂t
+ uj ∂ui
∂xj
=− ∂p
∂xi
+1ui + g˜iT ,(1.1)
∂ui
∂xi
= 0,(1.2)
∂T
∂t
+ ui ∂T
∂xi
=1T,(1.3)
inD×(0,T ) for T (<∞) arbitrary. We have, without loss of generality set the density, kinematic
viscosity and thermal diffusivity equal to one in (1.1)–(1.3) and we have employed standard
indicial notation. The quantities ui , T , p and g˜i denote the velocity, temperature, pressure and
gravity fields, and we remark that the Boussinesq approximation has been employed. Without
loss of generality we also assume that |g˜i | 6 1. To Eqs. (1.1)–(1.3) we append boundary
conditions of no slip for the velocity and (inhomogeneous) prescription of the temperature field,
viz.
ui(x, t)= 0, T (x, t)= f (x, t), on ∂D × (0,T ).(1.4)
Initial data are given of form
ui(x,0)= gi(x), T (x,0)= T0(x), x ∈D.(1.5)
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Eqs. (1.1)–(1.5) define the boundary initial value problem for the Navier–Stokes equations, in
which we are interested.
In fact, in many fluid dynamical situations one omits the convective nonlinear term ujui,j
from (1.1) and in this approximation it is said one studies Stokes’ flow. Such an approximation
is frequently made in hydrodynamic stability studies, see, e.g., Straughan [29] where many
examples in thermal convection are discussed. We henceforth restrict attention to (1.1)–(1.5) but
with the ujui,j term omitted from (1.1). We stress that we do not omit the nonlinear convective
term uiT,i in (1.3). It is perfectly natural in many scenarios that ujui,j is small while uiT,i is
certainly not. The temperature gradient may still be large. Even though we do adopt a Stokes
approximation we observe that (1.1)–(1.5) still define a nonlinear system. Since recent research
indicates the possibility of finite time blow up in a variety of nonlinear partial differential
equations which occur naturally in continuum mechanics, see, e.g., Straughan [30], we believe it
is increasingly essential to have stability (or continuous dependence) estimates for the solution
on changes in quantities like spatial geometry, initial time geometry and even the model itself.
To define precisely the continuous dependence on spatial geometry problem for temperature
dependent Stokes flow which we intend to investigate, let D1 andD2 be bounded domains in R3
which differ slightly. Their respective boundaries are denoted by ∂D1 and ∂D2. We shall denote
the intersection of D1 and D2 by D, i.e.,
D =D1 ∩D2
and ∂D will be the boundary of D. Throughout, we assume D,D1 and D2 are star shaped with
respect to a point which we choose as the origin, 0, of our coordinate system. We use ‖ · ‖ and
(, ) to denote the norm and inner product on L2(D). We now let (ui, T ,p) be the solution to the
Stokes boundary initial value problem on D1, so
∂ui
∂t
=− ∂p
∂xi
+1ui + g˜iT ,(1.6)
∂ui
∂xi
= 0,(1.7)
∂T
∂t
+ ui ∂T
∂xi
=1T,(1.8)
in D1 × (0,T ), and
ui(x, t)= 0, T (x, t)= f1(x, t), on ∂D1 × (0,T ),(1.9)
ui(x,0)= gi(x), T (x,0)= T0(x), x ∈D1.(1.10)
Furthermore, let (vi , S, q) satisfy the analogous boundary initial value problem for Stokes flow
in D2, so that
∂vi
∂t
=− ∂q
∂xi
+1vi + g˜iS,(1.11)
∂vi
∂xi
= 0,(1.12)
∂S
∂t
+ vi ∂S
∂xi
=1S,(1.13)
in D2 × (0,T ), and
vi(x, t)= 0, S(x, t)= f2(x, t), on ∂D2 × (0,T ),(1.14)
vi(x,0)= hi(x), S(x,0)= S0(x), x ∈D2.(1.15)
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Let the boundary initial value problem defined by (1.6)–(1.10) be denoted by P1 while that for
(1.11)–(1.15) is denoted by P2. As we wish to compare a solution to P2 with a solution to P1
and then relate the difference to a measure of the change in geometry we define the difference
variables (wi, θ,pi) by
wi = ui − vi, θ = T − S, pi = p− q.(1.16)
Then on D× (0,T ) these variables satisfy the partial differential equations
∂wi
∂t
=− ∂pi
∂xi
+1wi + g˜iθ,(1.17)
∂wi
∂xi
= 0,(1.18)
∂θ
∂t
+ ui ∂θ
∂xi
+wi ∂S
∂xi
=1θ.(1.19)
In the remainder of the paper we derive the continuous dependence on spatial geometry estimate
for wi, θ alluded to in the introduction. The derivation of this estimate involves the introduction
of various auxilliary problems and estimates for related functions which arise. These estimates
occupy Sections 2–5. In fact, by Section 5 we shall have derived an a priori bound for the norms
in L2(D× (0,T )) of wi and θ in terms of their L2(∂D× (0,T )) norms and the L5(∂D× (0,T ))
norm of θ. The final section, 6, then shows how one estimates these boundary integrals in terms
of integrals of boundary data and a suitable measure of the change in geometry from ∂D1 to ∂D2.
This is the continuous dependence on spatial geometry result which incorporates the convergence
of (vi , S) to (ui , T ) as ∂D2→ ∂D1.
2. An estimate for
∫ t
0 ‖w‖2 dη
The proof of continuous dependence on spatial geometry begins with an estimate for∫ t
0 ‖w‖2 dη. To this end we define (φi, ρ) to be the solution to the auxilliary problem:
∂φi
∂t
+1φi = ∂ρ
∂xi
+wi, on D × (0, t),(2.1)
∂φi
∂xi
= 0, on D × (0, t),(2.2)
φi = 0, on ∂D × (0, t),(2.3)
φi(x, t)= 0, x ∈D.(2.4)
By using (2.1) and integrating by parts we find
t∫
0
‖w‖2 dη=
t∫
0
∫
D
wi
{
1φi + ∂φi
∂η
− ρ,i
}
dx dη
=
t∫
0
∮
∂D
wi
∂φi
∂n
dS dη−
∫
D(0)
φi(gi − hi)dx −
t∫
0
∮
∂D
ρwini dS dη−
t∫
0
∫
D
giφiθ dx dη,(2.5)
where
∫
D(0) denotes integration over the domain D at t = 0 and ∂/∂n is the outward normal
derivative to ∂D. The arithmetic-geometric mean inequality is now used on the right hand side
and we find that:
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t∫
0
‖w‖2 dη6
{ t∫
0
∮
∂D
wiwi dS dη
}1/2{[ t∫
0
∮
∂D
∂φi
∂n
∂φi
∂n
dS dη
]1/2
+
[ t∫
0
∮
∂D
ρ2 dS dη
]1/2}
+
{ ∫
D(0)
φiφi dx
}1/2
‖g− h‖+
{ t∫
0
∫
D
φiφi dx dη
t∫
0
‖θ‖2 dη
}1/2
.(2.6)
In the next two sections we derive bounds for the φi and ρ terms in (2.6).
3. Estimates for the φi terms
From (2.1) we may derive
d
dt
∫
D
φiφi dx = 2
∫
D
φi(ρ,i +wi −1φi)dx = 2
∫
D
φi,j φi,j dx + 2
∫
D
wiφi dx,(3.1)
where (2.2) and (2.3) have also been employed.
If we let λ1 denote the first eigenvalue for the fixed membrane problem for D then from (3.1)
one may also deduce
− d
dt
∫
D
φiφi dx 6
1
2λ1
‖w‖2.(3.2)
An integration over (0, t) allows us to see that
∫
D(0)
φiφi dx 6
1
2λ1
t∫
0
‖w‖2 dη.(3.3)
On the other hand if we integrate (3.2) from τ to t we have
∫
D(τ)
φiφi dx 6
1
2λ1
t∫
τ
‖w‖2 dη,
and a further integration in τ from 0 to t yields
t∫
0
∫
D
φiφi dx dη6
t
2λ1
t∫
0
∫
D
wiwi dx dη.(3.4)
Inequalities (3.3) and (3.4) are required to bound the appropriate terms on the right of
inequality (2.6).
To derive a bound for the term involving ∂φi/∂n we use a Rellich-type identity. Explicitly, we
consider for an arbitrary positive constant a, the identity
t∫
0
∫
D
(
a
∂φi
∂η
+ xjφi,j
)(
1φi + ∂φi
∂η
− ρ,i −wi
)
dx dη= 0.(3.5)
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After integrations by parts in this expression and use of the conditions (2.2), (2.3) on φi, we may
see that
1
2
a
∫
D(0)
φi,j φi,j dx + a
t∫
0
∫
D
φi,ηφi,η dx dη− a
t∫
0
∫
D
φi,ηwi dx dη
+ 1
2
t∫
0
∮
∂D
xjnj
∂φi
∂n
∂φi
∂n
dS dη+ 1
2
t∫
0
∫
D
φi,j φi,j dx dη
+
t∫
0
∫
D
xjφi,j φi,η dx dη−
t∫
0
∫
D
xjφi,jwi dx dη= 0.(3.6)
The next step is to use the arithmetic-geometric mean inequality on the third, sixth and seventh
terms in (3.6) to obtain for positive constants β1, β2, β3 at our disposal,
1
2
a
∫
D(0)
φi,jφi,j dx +
(
a − 1
2
aβ1 − 12β2
) t∫
0
∫
D
φi,ηφi,η dx dη
+ 1
2
t∫
0
∮
∂D
xjnj
∂φi
∂n
∂φi
∂n
dS dη+ 1
2
(
1− R
2
β2
−R2β3
) t∫
0
∫
D
φi,j φi,j dx dη
6 1
2
(
a
β1
+ 1
β3
) t∫
0
‖w‖2 dη,(3.7)
where R is the radius of the smallest ball (centred at the origin) circumscribingD. We may now
select βi to ensure the coefficients of the terms on the left of (3.7) are positive. Since D is star
shaped we have for some λ0 > 0,
xini > λ0, on ∂D.
Thus, for example with the choice, β2 = β3 = 4R2, then a = 4R2, β1 = 1/2, we may deduce
from (3.7) the estimate
1
2
a
∫
D(0)
φi,j φi,j dx +R2
t∫
0
∫
D
φi,ηφi,η dx dη+ 12λ0
t∫
0
∮
∂D
∂φi
∂n
∂φi
∂n
dS dη
+ 1
4
t∫
0
∫
D
φi,j φi,j dx dη6 6R2
t∫
0
‖w‖2 dη.(3.8)
With the aid of (3.3), (3.4) and (3.8) we may now derive from (2.6) the bound:
t∫
0
‖w‖2 dη6
{ t∫
0
∮
∂D
wiwi dS dη
}1/2{[
12R2
λ0
t∫
0
‖w‖2 dη
]1/2
+
[ t∫
0
∮
∂D
ρ2 dS dη
]1/2}
+ ‖g− h‖
{
1
2λ1
t∫
0
‖w‖2 dη
}1/2
+
[
t
2λ1
t∫
0
‖w‖2 dη
]1/2[ t∫
0
‖θ‖2 dη
]1/2
.(3.9)
We must now proceed to obtain a bound for the ρ term in (3.9).
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4. A bound for the term
∫ t
0
∮
∂D
ρ2 dS dη
Since the function ρ appears in (2.1), (2.2) as a gradient it is only defined up to a constant and
this we may (and do) select so that ∮
∂D
ρ dS = 0.(4.1)
We now define the function H by
1H = 0, in D × (0, t),
∂H
∂n
= ρ, on ∂D× (0, t).
(4.2)
Then from (4.2) and (2.1) we see that
t∫
0
∮
∂D
ρ2 dS dη=
t∫
0
∮
∂D
ρ
∂H
∂n
dS dη=
t∫
0
∫
D
H,i
(
1φi + ∂φi
∂η
−wi
)
dx dη
=
t∫
0
∫
D
H,i
{(
φi,j − φj,i
)
,j
+ ∂φi
∂η
−wi
}
dx dη,(4.3)
where (2.2) has also been employed. We next integrate the first term by parts and use the
arithmetic-geometric mean inequality on the second and third terms to find
t∫
0
∮
∂D
ρ2 dS dη6
t∫
0
∮
∂D
H,inj
(
φi,j − φj,i
)
dS dη
+
[ t∫
0
∫
D
H,iH,i dx dη
]1/2[ t∫
0
∫
D
∂φi
∂η
∂φi
∂η
dx dη
]1/2
+
[ t∫
0
∫
D
H,iH,i dx dη
]1/2[ t∫
0
‖w‖2 dη
]1/2
.(4.4)
To handle the boundary term in (4.4) we introduce surface coordinates ξα, α = 1,2, on ∂D, and
then note that on ∂D,
φi,j = nj ∂φi
∂n
+ aαβxj ;αφi;β ≡ nj ∂φi
∂n
+ sj∇sφi,
where aαβ is derived from the first fundamental form for ∂D, α denotes surface covariant
differentiation with respect to ξα, ni is the unit outward normal to ∂D, si are tangential vectors
on ∂D and ∇s denotes tangential derivatives.
We rewrite the boundary term in (4.4) as, using (2.2) on ∂D,
t∫
0
∮
∂D
H,i
(
njφi,j + φj,j ni − φj,inj
)
dS dη.(4.5)
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By calculation, on ∂D,
φj,in
j − φj,jni = njni
∂φj
∂n
+ nj si∇sφj − njni ∂φj
∂n
− nisj∇sφj = 0,
since φi is 0 on ∂D. Thus, (4.5) reduces to
t∫
0
∮
∂D
H,i
∂φi
∂n
dS dη.
Thus we may now derive from (4.4),
t∫
0
∮
∂D
ρ2 dS dη6
[
2
t∫
0
∮
∂D
(|∇sH |2 + ρ2)dS dη]1/2[ t∫
0
∮
∂D
∂φi
∂n
∂φi
∂n
dS dη
]1/2
+
[ t∫
0
∫
D
H,iH,i dx dη
]1/2
×
{[ t∫
0
∫
D
∂φi
∂η
∂φi
∂η
dx dη
]1/2
+
[ t∫
0
‖w‖2 dη
]1/2}
.(4.6)
Thus with the aid of (3.8) we further obtain
t∫
0
∮
∂D
ρ2 dS dη6
[ t∫
0
‖w‖2 dη
]1/2{[24R2
λ0
t∫
0
∮
∂D
(|∇sH |2 + ρ2)dS dη]1/2
+ (1+√6 )[ t∫
0
∫
D
H,iH,i dx dη
]1/2}
.(4.7)
To progress beyond this we must bound the ∇sH surface integral and the Dirichlet integral of
H in terms of the boundary integral of ρ. The first stage of this process is to consider a Rellich
identity, cf. Payne and Weinberger [24], of form
0=
∫
D
xiH,i1H dx.
By integration by parts this identity may be rearranged as
0= 1
2
∫
D
H,iH,i dx + 12
∮
∂D
xini
(
∂H
∂n
)2
dS − 1
2
∮
∂D
xini |∇sH |2 dS +
∮
∂D
xis
i∇sH ∂H
∂n
dS.(4.8)
Define now:
λ¯=max
∂D
xis
i .
TOME 78 – 1999 – N◦ 6
EFFECT ERRORS IN THE SPATIAL GEOMETRY 617
Then by use of the arithmetic-geometric mean inequality and integration we obtain from (4.8),
t∫
0
∮
∂D
∣∣∇sH ∣∣2 dS dη6 2
λ0
t∫
0
∫
D
H,iH,i dx dη+ 4λ¯
2
λ20
t∫
0
∮
∂D
(
∂H
∂n
)2
dS dη.(4.9)
Now for functions ψ normalised such that∮
∂D
ψ dS = 0(4.10)
one has the Stekloff inequality ∮
∂D
ψ2 dS 6 1
p2
∫
D
ψ,iψ,i dx,(4.11)
where p2(> 0) is the second (first non-zero) eigenvalue in the variational characterisation
p2 = min
ζ∈H
∫
D
ζ,iζ,i dx∮
∂D
ζ 2 dS
,
where H is the space of admissible functions, see, e.g., Hersch and Payne [9], Payne [11],
Sigillito [27]. For the function H we see that
t∫
0
∫
D
H,iH,i dx dη=
t∫
0
∮
∂D
H
∂H
∂n
dS dη6
( t∫
0
∮
∂D
H 2 dS dη
)1/2( t∫
0
∮
∂D
ρ2 dS dη
)1/2
6 1
p
1/2
2
( t∫
0
∫
D
H,iH,i dx dη
)1/2( t∫
0
∮
∂D
ρ2 dS dη
)1/2
,(4.12)
where we have used the arithmetic-geometric mean inequality and the Stekloff inequality (4.11).
(Observe that H is defined only up to a constant and we choose this in accordance with (4.10).)
From (4.12) we arrive at
t∫
0
∫
D
H,iH,i dx dη6
1
p2
t∫
0
∮
∂D
ρ2 dS dη.(4.13)
Now we may employ estimates (4.9) and (4.13) in (4.7) to derive
t∫
0
∮
∂D
ρ2 dS dη6 k1
t∫
0
‖w‖2 dη,(4.14)
where the constant k1 is given by
k
1/2
1 = 2R
√
6
λ0
(
1+ 2
λ0p2
+ 4λ¯
2
λ20
)1/2
+
(
1+√6
p2
)
.(4.15)
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Equipped with inequality (4.14) we may now return to estimate (3.9) and derive the bound
t∫
0
‖w‖2 dη6 k2
t∫
0
∮
∂D
wiwi dS dη+ k3‖g− h‖2 + k4t
t∫
0
‖θ‖2 dη,(4.16)
with the constants k2, k3 and k4 given by
k2 = 3
[
k
1/2
1 + 2R
√
3
λ0
]2
, k3 = k4 = 32λ1 .(4.17)
To make use of (4.16) we require a bound for ∫ t0 ‖θ‖2 dη and so we now turn to this.
5. A bound for
∫ t
0 ‖θ‖2 dη
Define the function ψ(x, t) by
∂ψ
∂t
−1ψ = 0, in D × {t > 0},
ψ = θ, on ∂D × {t > 0},
ψ(x,0)= T0 − S0, x ∈D.
(5.1)
Then from the triangle inequality we have
t∫
0
‖θ‖2 dη6 2
t∫
0
‖θ −ψ‖2 dη+ 2
t∫
0
‖ψ‖2 dη.(5.2)
The standard a priori inequality from the theory of the diffusion equation shows that:
t∫
0
‖ψ‖2 dη6 b1
t∫
0
∮
∂D
θ2 dS dη+ b2‖T0 − S0‖2,(5.3)
for b2 = 2λ−11 and b1 a computable constant dependent on the geometry of D. The proof of this
inequality and an explicit value for b1 is given in Sigillito [27], pp. 32–35. This yields a bound
for the second term on the right of (5.2). To bound the first we use (1.19) and (5.1) to see that
t∫
0
∫
D
(θ −ψ)
[
1(θ −ψ)− ∂
∂t
(θ −ψ)− uiθ,i −wiS,i
]
dx dη= 0.(5.4)
After some integrations and rearrangement we conclude from this
1
2
‖θ −ψ‖2 =
t∫
0
∫
D
(θ −ψ)[1(θ −ψ)− uiψ,i −wiS,i]dx dη
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=−
t∫
0
∫
D
(θ −ψ),i
[
(θ −ψ),i − uiψ −wiS
]
dx dη.(5.5)
At this stage we need an estimate for S, and later for T . Thus, these results are collected here.
We can show that T which solves (1.6)–(1.10) satisfies the bound
sup
D1×[0,T ]
|T |6 TM,(5.6)
where TM is given by
TM =max
{
|T0|m, sup
[0,T ]
f1m
}
.(5.7)
In (5.7) |T0|m denotes the maximum value of T0 on D1 and f1m(> 0) is the maximum value
of f1 on ∂D1. This result is proved as in the appendix of Payne and Straughan [22]. The only
difference with the proof given there is that inequality (A4) of that paper does not hold here.
Instead we multiply (1.6) by ui and integrate to obtain
d
dt
1
2
∫
D1
uiui dx =−
∫
D1
ui,j ui,j dx + g˜i
∫
D1
T ui dx
6−1
2
λ1
∫
D1
uiui dx + 12λ1
∫
D1
T 2 dx,(5.8)
where we have used the arithmetic-geometric mean inequality and Poincaré’s inequality. Thus
by integration we see that
∫
D1
uiui dx + λ1
t∫
0
∫
D1
uiui dx dη6
∫
D1
gigi dx + 1
λ1
t∫
0
∫
D1
T 2 dx dη,(5.9)
where λ1 is the first eigenvalue in the fixed membrane problem for D1.
The inequality which replaces (A4) of Payne and Straughan [22] is
t∫
0
∫
D1
uiui dx dη6
1
λ1
∫
D1
gigi dx + 1
λ21
t∫
0
∫
D1
T 2 dx dη.(5.10)
This necessitates modifications to (A6) and (A14) of Payne and Straughan [22]. The modifica-
tions are (whereH and G are the analogues of those defined in Payne and Straughan [22]):
2p
t∫
0
∫
D1
HuiT,i dx dη6 2pf 2p−11m
√√√√√ t∫
0
∫
D1
uiui dx dη
t∫
0
∫
D1
T,iT,i dx dη
6 2pf 2p−11m
(
1
λ1
∫
D1
gigi dx + 1
λ21
t∫
0
∫
D1
T 2 dx dη
)1/2( t∫
0
∫
D1
T,iT,i dx dη
)1/2
,(5.11)
which replaces (A6), and
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t∫
0
∫
D1
GuiT,i dx dη6 f1m
√√√√√ t∫
0
∫
D1
uiui dx dη
t∫
0
∫
D1
T,iT,i dx dη
6
f 21m
4λ1
∫
D1
gigi dx + f
2
1m
4λ21
t∫
0
∫
D1
T 2 dx dη+
t∫
0
∫
D1
T,iT,i dx dη,(5.12)
an inequality which replaces (A14).
The proof of (5.6) then follows as in Payne and Straughan [22], mutatis mutandis.
The same proof applies to S of (1.11)–(1.15) so that
sup
D2×[0,T ]
|S|6 SM =max
{
|S0|m, sup
[0,T ]
f2m
}
.(5.13)
We now return to Eq. (5.5) and use the arithmetic-geometric mean inequality and (5.13) to
derive
1
2
‖θ −ψ‖2 6 1
2
t∫
0
∫
D
uiuiψ
2 dx dη+ 1
2
S2M
t∫
0
∫
D
wiwi dx dη.(5.14)
With the use of Hölder’s inequality,
t∫
0
∫
D
uiuiψ
2 dx dη6
( t∫
0
∫
D
(uiui)
5/3 dx dη
)3/5( t∫
0
∫
D
|ψ|5 dx dη
)2/5
.(5.15)
Next, from Hölder’s inequality, followed by use of the Sobolev inequality (Gilbarg and
Trudinger [8], p. 148) and Poincaré’s inequality we find∫
D
(uiui)
5/3 dx 6
∫
D1
(uiui)
5/3 dx 6
(∫
D1
uiui dx
)2/3(∫
D1
(uiui)
3 dx
)1/3
6 4
35/3pi4/3
(∫
D1
uiui dx
)2/3(∫
D1
uiui dx +
∫
D1
ui,j ui,j dx
)
6 `1
(∫
D1
uiui dx
)2/3 ∫
D1
ui,j ui,j dx,(5.16)
where we have set
`1 = 4(1+ λ1)35/3pi4/3λ1 .(5.17)
From the equation before (5.8) one can derive
1
2
∫
D1
uiui dx +
t∫
0
∫
D1
ui,j ui,j dx dη= g˜i
t∫
0
∫
D1
T ui dx dη+ 12
∫
D1
gigi dx,(5.18)
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and then from use of the arithmetic-geometric mean inequality and Poincaré’s inequality:
∫
D1
uiui dx +
t∫
0
∫
D1
ui,j ui,j dx dη6
1
λ1
t∫
0
∫
D1
T 2 dx dη+
∫
D1
gigi dx.(5.19)
An a priori bound for
∫ t
0
∫
D1
T 2 dx dη may be found as in Section 6, or simply by using (5.7), so
that for a data term a1,
t∫
0
∫
D1
T 2 dx dη6 a1,(5.20)
then (5.19), (5.20) in (5.16) lead to
t∫
0
∫
D
(uiui)
5/3 dx dη6 `1 max
t
(∫
D1
uiui dx
)2/3 t∫
0
∫
D1
ui,j ui,j dx dη6 `5/32 ,(5.21)
where
`
5/3
2 = `1
[
a1
λ1
+
∫
D1
gigi dx
]5/3
.(5.22)
Hence, using (5.21) in (5.15) we obtain
t∫
0
∫
D
uiuiψ
2 dx dη6 `2
( t∫
0
∫
D
|ψ|5 dx dη
)2/5
,(5.23)
where we stress that the constant `2 depends only on data and the geometry of D1.
To estimate the right hand side of (5.23) we introduce the function χ which satisfies,
1χ =−1 in D, χ = 0 on ∂D.(5.24)
Then we have
t∫
0
∫
D
|ψ|5 dx dη=−
t∫
0
∫
D
|ψ|51χ dx dη
6−5
t∫
0
∫
D
ψ41ψ(signψ)χ dx dη−
t∫
0
∮
∂D
|ψ|5 ∂χ
∂n
dS dη
6−
t∫
0
∮
∂D
|ψ|5 ∂χ
∂n
dS dη+
∫
D
∣∣T0 − S0∣∣5χ dx,(5.25)
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where (5.1) has also been employed. We next suppose D is convex (although this requirement
may be relaxed) and then one can show (Payne [12,15])
χ 6 χmax 6
1
2
d2,
∣∣∣∣∂χ∂n
∣∣∣∣
max
6 d,(5.26)
where d is the radius of the largest inscribed ball in D. Therefore, from (5.25),
t∫
0
∫
D
|ψ|5 dx dη6 d
t∫
0
∮
∂D
|ψ|5 dS dη+ 1
2
d2
∫
D
∣∣T0 − S0∣∣5 dx.(5.27)
The idea is now to employ (4.16), (5.2), (5.3), (5.23) and (5.27) in (5.14). If we define the data
term d1(t) by
d1(t)= `2d
4/5
27/5
(∫
D
∣∣T0 − S0∣∣5 dx)2/5 + 12k3S2M‖g− h‖2 + k4b2S2Mt∥∥T0 − S0∥∥2,(5.28)
then we may obtain the inequality
‖θ −ψ‖2 6 k4tS2M
t∫
0
‖θ −ψ‖2 dη+ `2d2/5
( t∫
0
∮
∂D
|θ |5 dS dη
)2/5
+ 1
2
S2Mk2
t∫
0
∮
∂D
wiwi dS dη+ k4S2Mb1t
t∫
0
∮
∂D
θ2 dS dη+ d1(t).(5.29)
Hence, defining a = k4S2M we derive from (5.29) the estimate
t∫
0
‖θ −ψ‖2 dη6 `2d2/5teat2/2
( t∫
0
∮
∂D
|θ |5 dS dη
)2/5
+ 1
2
S2Mk2te
at2/2
t∫
0
∮
∂D
wiwi dS dη
+ k4S2Mb1t2eat
2/2
t∫
0
∮
∂D
θ2 dS dη+ d2(t),(5.30)
where d2(t) is the data term
d2(t)=
t∫
0
d1(η) exp
[
1
2
a
(
t2 − η2)]dη.(5.31)
We may now return to (5.2) and together with (5.3) and (5.30) obtain the required result
t∫
0
‖θ‖2 dη6 r1(t)
( t∫
0
∮
∂D
|θ |5 dS dη
)2/5
+ r2(t)
t∫
0
∮
∂D
wiwi dS dη
+ r3(t)
t∫
0
∮
∂D
θ2 dS dη+ r4(t),(5.32)
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where the constants r1, r2 and r3 which depend on t and the geometry of D are given by
r1(t)= 2`2d2/5teat2/2, r2(t)= S2Mk2teat
2/2, r3(t)= 2b1 + 2k4S2Mb1t2eat
2/2,
and r4(t) is the data term
r4(t)= 2b2
∥∥T0 − S0∥∥2 + 2d2(t).
We observe that by utilizing (5.32) in (4.16) one may produce a similar bound for ∫ t0 ‖w‖2 dη,
although the ri ’s are different.
The final section extends inequality (5.32) to derive continuous dependence on the spatial
geometry by estimating the boundary terms on the right of (5.32) in terms of changes in the
geometry.
6. Bounds for the boundary integrals in terms of the geometry
To handle the first term on the right of (5.32) we write
t∫
0
∮
∂D
|θ |5 dS dη6
[
max
∂D×[0,t ]
|θ |3
] t∫
0
∮
∂D
θ2 dS dη.(6.1)
We then observe that
|θ |6max
{
max
∂D×[0,t ]
|T − f2|, max
∂D×[0,t ]
|S − f1|
}
6max
{
TM + f2m,SM + f1m
}
,(6.2)
where now f1m and f2m denote the maxima of f1 and f2 on ∂D × [0, t]. If we denote the right
hand side of (6.2) by m1(t) then (6.1) yields
t∫
0
∮
∂D
|θ |5 dS dη6m31
t∫
0
∮
∂D
θ2 dS dη.(6.3)
The boundary region can be broken into pieces such as in Fig. 1.
The point P1 is in a normal direction from P to the surface ∂D (the piece Σ1). We can
obviously define other sections where Σ2(⊂ ∂D2) is a part of ∂D, and the domain is Ω2, with
ui = 0 on Σ2.
On Σ1 ∫
Σ1
wiwi dS =
∫
Σ1
uiui dS and ui(P )=−
P1∫
P
∂ui
∂n
dn,
where the derivative is in the normal direction to Σ1. Thus, by the Cauchy–Schwarz inequality
uiui 6 γ
P1∫
P
∂ui
∂n
∂ui
∂n
dn,(6.4)
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Fig. 1. A piece of the boundary intersection.
where γ is the maximum distance along all normals from the section of the ∂D2 surface to the
∂D1 surface. Thus, ∫
Σ1
wiwi dS 6 γ
∫
Ω1
∂ui
∂n
∂ui
∂n
dS dn6 γ
∫
Ω1
ui,j ui,j dx,
and
t∫
0
∫
Σ1
wiwi dS dη6 γ
t∫
0
∫
Ω1
ui,j ui,j dx dη.(6.5)
If we sum over all pieces of the form Ω1 (or Ω2) then we have
t∫
0
∮
∂D
wiwi dS dη6 γ˜
[ t∫
0
∫
D1
ui,j ui,j dx dη+
t∫
0
∫
D2
vi,j vi,j dx dη
]
,(6.6)
where γ˜ denotes the maximum of γ over all pieces of form Ω1 and Ω2.
From inequality (5.19) we can immediately obtain
t∫
0
∫
D1
ui,j ui,j dx dη6
∫
D1
gigi dx + 1
λ1(D1)
t∫
0
∫
D1
T 2 dx dη,(6.7)
with an analogous inequality involving vi, hi and S. Observe that λ1(D1) and λ1(D2) are the first
eigenvalues in the fixed membrane problem for D1 and D2, respectively. Use of these bounds
in (6.6) gives us
t∫
0
∮
∂D
wiwi dS dη6 γ˜
[ ∫
D1
gigi dx + 1
λ1(D1)
t∫
0
∫
D1
T 2 dx dη
+
∫
D2
hihi dx + 1
λ1(D2)
t∫
0
∫
D2
S2 dx dη
]
.(6.8)
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We turn now to an estimate for
∫ t
0
∮
∂D
θ2 dS dη. Suppose now that f2(P )= f1(Q), where the
notation is as in Fig. 1. (Note that S = f2 on Σ1, T = f1 on Σ2.) Then
T (P )− S(P )= T (P )− f2(P )= T (P )− f1(Q)= T (P )− T (Q)
= T (P )− T (P1)+ T (P1)− T (Q)= T (P )− T (P1)+ f1(P1)− f1(Q).
Thus, [
T (P )− S(P )]2 6 2[T (P )− T (P1)]2 + 2[f1(P1)− f1(Q)]2
= 2
[ P1∫
P
∂T
∂n
dn
]2
+ 2
[ Q∫
P1
∂f1
∂σ
dσ
]2
6 2γ
P1∫
P
(
∂T
∂n
)2
dn+ 2`2
∣∣∣∣∂f1∂σ
∣∣∣∣2
m
,
where ` is the arc length between P1 andQ, σ denotes integration along the curve P1Q, and the
subscript m denotes the maximum value on the indicated curve. This leads to∫
Σ1
(T − S)2 dS 6 2γ
∫
Ω1
T,iT,i dx + 2`2
∣∣∣∣∂f1∂σ
∣∣∣∣2
m
∣∣Σ1∣∣ ,(6.9)
where |Σ1| is the surface area ofΣ1 and ` denotes the maximum arc length of distances between
all such points P1 and Q. If we sum inequality (6.9) over all such pieces Σ1 and Σ2 we derive:
t∫
0
∮
∂D
θ2 dS dη6 k1γ˜
[ t∫
0
∫
D1
T,iT,i dx dη+
t∫
0
∫
D2
S,iS,i dx dη
]
+ k2 ˜`2 max
{∣∣∣∣∂f1∂σ
∣∣∣∣2
m
,
∣∣∣∣∂f2∂σ
∣∣∣∣2
m
}
|∂D|t,(6.10)
where |∂D| is the measure of ∂D, k1 and k2 are constants depending on the geometry of D1 and
D2, and ˜` is the maximum of the `’s occurring in inequalities like (6.9).
The idea is to use (6.3), (6.8) and (6.10) in (5.32) but to make the resulting estimate truly
a priori (i.e., with coefficients dependent only on data and geometry) we must derive a priori
bounds for
∫ t
0
∫
D1
T 2 dx dη,
∫ t
0
∫
D1
T,iT,i dx dη,
∫ t
0
∫
D2
S2 dx dη, and
∫ t
0
∫
D2
S,iS,i dx dη.
We commence with a bound for
∫ t
0
∫
D1
T,iT,i dx dη and to this end define the function ψ˜ by
1ψ˜ − ∂ψ˜
∂t
= 0 in D1 × (0, t),
ψ˜ = f1 on ∂D1 × (0, t),
ψ˜(x,0)= T0(x), x ∈D1.
(6.11)
Now form the identity
t∫
0
∫
D1
(T − ψ˜)[(T − ψ˜),η + uiT,i −1(T − ψ˜)]dx dη= 0.(6.12)
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From this we find after integration,
t∫
0
∫
D1
(T − ψ˜),i(T − ψ˜),i dx dη+ 12
∫
D1
(T − ψ˜)2 dx =
t∫
0
∫
D1
(T − ψ˜),iuiT dx dη
6 1
2
t∫
0
∫
D1
(T − ψ˜),i(T − ψ˜),i dx dη+ 12T
2
M
t∫
0
∫
D1
uiui dx dη.(6.13)
Hence,
t∫
0
∫
D1
(T − ψ˜),i(T − ψ˜),i dx dη+
∫
D1
(T − ψ˜)2 dx 6 T 2M
t∫
0
∫
D1
uiui dx dη.(6.14)
By using the triangle inequality in (6.14) we now see that
[ t∫
0
∫
D1
T,iT,i dx dη
]1/2
6
[ t∫
0
∫
D1
ψ˜,i ψ˜,i dx dη
]1/2
+ TM
[ t∫
0
∫
D1
uiui dx dη
]1/2
.(6.15)
To find a bound for the first term on the right we now introduce the harmonic functionL which
takes boundary values f1, i.e.,
1L= 0 in D1, L= f1 on ∂D1.(6.16)
From the identity
t∫
0
∫
D1
(ψ˜ −L)(ψ˜,η −1ψ˜)dx dη= 0
we derive the equation
1
2
∫
D1
ψ˜2 dx − 1
2
∫
D1
T 20 dx −
∫
D1
Lψ˜ dx +
∫
D1
LT0 dx
+
t∫
0
∫
D1
L,ηψ˜ dx dη+
t∫
0
∫
D1
ψ˜,i ψ˜,i dx dη−
t∫
0
∫
D1
L,i ψ˜,i dx dη= 0,(6.17)
where L0 denotes L for f1 at t = 0. From Eq. (6.17) we use the arithmetic-geometric mean
inequality to derive
1
2
∫
D1
ψ˜2 dx +
t∫
0
∫
D1
ψ˜,iψ˜,i dx dη6
t∫
0
∫
D1
ψ˜2 dx dη+ 2
∫
D1
T 20 dx
+2
∫
D1
L2 dx +
∫
D1
L20 dx +
t∫
0
∫
D1
L2,η dx dη+
t∫
0
∫
D1
L,iL,i dx dη.(6.18)
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To progress beyond this we employ a Rellich identity∫
D1
xiL,i1Ldx = 0.
After some integrations this leads to
1
2
∫
D1
L,iL,i dx + 12
∮
∂D1
nixi
(
∂L
∂n
)2
dS
= 1
2
∮
∂D1
xin
i
∣∣∇sL∣∣2 dS − ∮
∂D1
xis
i∇sL∂L
∂n
dS.(6.19)
Recollect that D1 (and D2) are star shaped with respect to an interior origin and then let c1, c2
be constants such that
xin
i > c1 on ∂D1,
∣∣xisi ∣∣6 c2 on ∂D2.(6.20)
By employing (6.20) in (6.19) together with use of the arithmetic-geometric mean inequality we
may obtain
t∫
0
∫
D1
L,iL,i dx dη+ 12c1
t∫
0
∮
∂D1
(
∂L
∂n
)2
dS dη6
t∫
0
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1∣∣2 dS dη.(6.21)
Further, from (6.19) and (6.20) together with Poincaré’s inequality we find for µ˜ > 0 dependent
on D1, ∫
D1
L2 dx 6 1
λ1(D1)
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1∣∣2 dS + µ˜ ∮
∂D1
f 21 dS.(6.22)
Also, since L,t satisfies a similar system to (6.16) we may show for a constant µ1 > 0,
t∫
0
∫
D1
L2,η dx dη6
1
λ1(D1)
t∫
0
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1,η∣∣2 dS dη+ µ˜1 t∫
0
∮
∂D1
f 21,η dS dη.(6.23)
Hence, utilizing (6.21)–(6.23) in (6.18) one shows
1
2
∫
D1
ψ˜2 dx +
t∫
0
∫
D1
ψ˜,iψ˜,i dx dη6
t∫
0
∫
D1
ψ˜2 dx dη+ c3(t),(6.24)
where c3(t) is the data term
c3(t)= 2
∫
D1
T 20 dx +
3
λ1(D1)
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1∣∣2 dS + 3µ˜ ∮
∂D1
f 21 dS
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+ 1
λ1(D1)
t∫
0
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1,η∣∣2 dS dη+ µ˜ t∫
0
∮
∂D1
f 21,η dS dη
+
t∫
0
∮
∂D1
(
c22
2c1
+ xini
)∣∣∇sf1∣∣2 dS dη.(6.25)
By integration we now see that
t∫
0
∫
D1
ψ˜,iψ˜,i dx dη6 c3(t)+ c4(t),(6.26)
and ∫
D1
ψ˜2 dx 6 2(c3 + c4),(6.27)
where c4 is a further data term defined by
c4(t)= 2
t∫
0
c3(η)e
2(t−η) dη.(6.28)
We are now in a position to return to (6.15). In this inequality we use (6.26) and (5.10) to find( t∫
0
∫
D1
T,iT,i dx dη
)1/2
6
√
c3 + c4 + TM
[
1
λ1(D1)
∫
D1
gigi dx + 1
λ21(D1)
t∫
0
∫
D1
T 2 dx dη
]1/2
.(6.29)
The next step is to bound
∫ t
0
∫
D1
T 2 dx dη. Since
t∫
0
∫
D1
(T − ψ˜),iui(T − ψ˜)dx dη= 0
we may derive from the equation before (6.13),
1
2
∫
D1
(T − ψ˜)2 dx +
t∫
0
∫
D1
(T − ψ˜),i(T − ψ˜),i dx dη=
t∫
0
∫
D1
(T − ψ˜),iui ψ˜ dx dη
6 1
2
t∫
0
∫
D1
(T − ψ˜),i(T − ψ˜),i dx dη+ 12 |ψ˜ |
2
max
t∫
0
∫
D1
uiui dx dη.(6.30)
Thus, using the maximum principle for ψ˜ ,
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∫
D1
(T − ψ˜)2 dx 6 ω1
t∫
0
∫
D1
uiui dx dη
6 ω1
λ1(D1)
∫
D1
gigi dx + ω1
λ21(D1)
t∫
0
∫
D1
T 2 dx dη,(6.31)
where
ω1 =max
{
f 21m,T
2
0m
}
.
Then using the arithmetic-geometric mean inequality on the left hand side of (6.31)
1
2
∫
D1
T 2 dx 6 2
∫
D1
ψ˜2 dx + ω1
λ1(D1)
∫
D1
gigi dx + ω1
λ21(D1)
t∫
0
∫
D1
T 2 dx dη.(6.32)
We now use the bound (6.27) to produce
∫
D1
T 2 dx 6 8(c3 + c4)+ 2ω1
λ1(D1)
∫
D1
gigi dx + 2ω1
λ21(D1)
t∫
0
∫
D1
T 2 dx dη.(6.33)
Upon integration we see that
t∫
0
∫
D1
T 2 dx dη6 ω4(t), where ω4 =
t∫
0
ω2(η)e
ω3(t−η) dη,(6.34)
with ω2 and ω3 given by
ω2 = 8(c3 + c4)+ 2ω1
λ1(D1)
∫
D1
gigi dx, ω3 = 2ω1
λ21
.
Thus, we may employ (6.33) in (6.29) to deduce
t∫
0
∫
D1
T,iT,i dx dη6 ω5(t),(6.35)
where
ω5(t)= 2(c3 + c4)+ 2T
2
M
λ1(D1)
∫
D1
gigi dx + 2T
2
M
λ21(D1)
ω4.
Analogous to (6.34) and (6.35) we may produce the estimates
t∫
0
∫
D1
S2 dx dη6 ωS4 (t),
t∫
0
∫
D1
S,iS,i dx dη6 ωS5 (t),(6.36)
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where ωS4 and ω
S
5 are the counterparts of ω4 and ω5 with SM replacing TM .
Then, from (6.10), (6.35) and (6.36) we obtain
t∫
0
∮
∂D
θ2 dS dη6 α1γ˜ + α2 ˜`2,(6.37)
where
α1 = k1
(
ω5 +ωS5
)
, α2 = k2 max
{∣∣∣∣∂f1∂σ
∣∣∣∣2
m
,
∣∣∣∣∂f1∂σ
∣∣∣∣2
m
}
|∂D|t .
From (6.3) we are then led to
t∫
0
∮
∂D
|θ |5 dS dη6m31α1γ˜ +m31α2 ˜`2.(6.38)
Upon use of (6.8) together with (6.34) and (6.36) we also find
t∫
0
∮
∂D
wiwi dS dη6 α3γ˜ ,(6.39)
where
α3 =
∫
D1
gigi dx +
∫
D2
hihi dx + ω4
λ1(D1)
+ ω
S
4
λ1(D2)
.
The bounds (6.37)–(6.39) may now be used in (5.32) to derive:
t∫
0
‖θ‖2 dη6 β1γ˜ + β2 ˜`2 + r4(t),(6.40)
where
β1 = r1m31α1 + r2α3 + r3α1, β2 = r1m31α2 + r3α2.
Also, upon using (6.39) and (6.40) in (4.16) we see that
t∫
0
‖w‖2 dη6 γ1 + γ2γ˜ + γ3 ˜`2,(6.41)
where the data coefficients γi are given by
γ1 = k3‖g− h‖2 + k4 + r4, γ2 = k2α3 + k4tβ1, γ3 = k4tβ2.
The estimates (6.40) and (6.41) establish continuous dependence on the spatial geometry for a
solution to the Stokes flow problem (1.6)–(1.10). It is a truly a priori result in that the coefficients
β1, β2, r4, γ1, γ2, γ3 all depend only on data and the geometry of the problem.
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