Counting Problems for Parikh Images by Haase, Christoph et al.
Counting Problems for Parikh Images
Christoph Haase1, Stefan Kiefer2, and Markus Lohrey3
1 University of Oxford, UK
2 University of Oxford, UK
3 University of Siegen, Germany
Abstract
Given finite-state automata (or context-free grammars) A,B over the same alphabet and a Parikh
vector ~p, we study the complexity of deciding whether the number of words in the language of A
with Parikh image ~p is greater than the number of such words in the language of B. Recently, this
problem turned out to be tightly related to the cost problem for weighted Markov chains. We
classify the complexity according to whether A and B are deterministic, the size of the alphabet,
and the encoding of ~p (binary or unary).
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1 Introduction
In our recent papers [5, 7], the authors started an investigation of the so called cost problem:
Given a Markov chain whose transitions are labelled with non-negative integers and which
has a designated target state t, a probability threshold τ , and a Boolean combination of
linear inequalities over one variable ϕ(x), the cost problem asks whether the accumulated
probability pϕ of paths achieving a value consistent with ϕ when reaching t is at least τ .
It has been shown in [5] by the first two authors that the cost problem can be decided in
PSPACE. In [7] the upper bound was improved to membership in the counting hierarchy
CH, and the same upper bound has been shown for the related problem of computing a
certain bit of the aforementioned probability pϕ. At the algorithmic core of those complexity
results [5, 7] are the following two counting problems: Given a finite-state automaton A over
a finite alphabet Σ and a Parikh vector ~p (i.e., a function mapping every alphabet symbol
from Σ to N), we denote by N(A, ~p) the number of words accepted by A whose Parikh image
is ~p. Then BitParikh is the problem of computing a certain bit of the number N(A, ~p) for
a given finite-state automaton A and a Parikh vector ~p. Further, PosParikh is the problem
of checking whether N(A, ~p) > N(B, ~p) for two given automata A and B (over the same
alphabet) and a Parikh vector ~p. We proved in [7] that BitParikh and PosParikh both
belong to the counting hierarchy if the input automata are deterministic and the Parikh
vectors are encoded in binary, and we used these results to show that the cost problem
belongs to CH.
The counting hierarchy is defined similarly to the polynomial-time hierarchy using counting
quantifiers, see [1] or Section 2.3 for more details. It is contained in PSPACE and this inclusion
is believed to be strict. In recent years, several numerical problems, for which only PSPACE
upper bounds had been known, have been shown to be in CH. Two of the most important and
fundamental such problems are PosSLP and BitSLP: PosSLP is the problem of deciding
whether a given arithmetic circuit over the operations +, − and × evaluates to a positive
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Table 1 The complexity landscape of PosParikh. References to propositions proving the stated
complexity bounds are in parentheses.
Parikh vector size of Σ DFA NFA CFG
unary encoding
unary in L (10) NL-compl. (10) P-compl. (10)
fixed PL-compl.(2)
variable PP-compl. (2, 8, 9)
binary encoding
unary in L (10) NL-compl. (10) DP-compl. (10)







number, and BitSLP asks whether a certain bit of the computed number is equal to 1. Note
that an arithmetic circuit with n gates can evaluate to a number in the order of 22n ; hence
the number of output bits can be exponential and a certain bit of the output number can
be specified with polynomially many bits. It has been shown in [5, Prop. 5] that the cost
problem is hard for both PosSLP and PP (probabilistic polynomial time).
The tight relationship between the cost problem and counting problems for Parikh images
motivates the investigation of the complexity of BitParikh and PosParikh also for other
variants: Instead of a DFA, one can specify the language by an NFA or even a context-free
grammar (CFG). Indeed, Kopczyński [9] recently asked about the complexity of computing
the number of words with a given Parikh image accepted by a CFG. Other natural input
parameters are the alphabet size (variable size, fixed size or even singleton) and the encoding
of Parikh vectors (unary or binary). In this paper we carry out a detailed complexity analysis
of PosParikh for the different settings. Our complexity results are collected in Table 1. In
Section 6 we discuss possible extensions to BitParikh.
Interestingly, we show that PosParikh for DFA over a two-letter alphabet and Parikh
vectors encoded in binary is hard for PosMatPow. The latter problem was recently
introduced by Galby, Ouaknine and Worrell [3] and asks, given a square integer matrix
M ∈ Zm×m, a linear function f : Zm×m → Z with integer coefficients, and a positive integer n,
whether f(Mn) ≥ 0, where all numbers in M , f and n are encoded in binary. Note that
the entries of Mn are generally of size exponential in the size of n. It is shown in [3] that
PosMatPow can be decided in polynomial time for fixed dimension m = 2. The same
holds for m = 3 provided that M is given in unary [3]. The general PosMatPow problem
is in CH; in fact, it is is reducible to PosSLP, but the complexity of PosMatPow is left
open in [3]. In particular, it is not known whether PosMatPow is easier to decide than
PosSLP. Our result that PosParikh is PosMatPow-hard already for a fixed-size alphabet
while PosSLP-hardness seems to require an alphabet of variable size [5] could be seen as an
indication that PosMatPow is easier to decide than PosSLP.
Due to space constraints, we can only sketch some proofs in the main part. Full proofs
can be found in [6].
1.1 Related Work
A problem related to the problem PosParikh is the computation of the number of all
words of a given length n in a language L. If n is given in unary encoding, then this
problem can be solved in NC2 for every fixed unambiguous context-free language L [2]. On
the other hand, there exists a fixed context-free language L ⊆ Σ∗ (of ambiguity degree
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two) such that if the function an 7→ #(L ∩ Σn) can be computed in polynomial time, then
EXPTIME = NEXPTIME [2]. Counting the number of words of a given length encoded in
unary that are accepted by a given NFA (which is part of the input in contrast to the results
of [2]) is #P-complete [10, Remark 3.4]. The corresponding problem for DFA is equivalent
to counting the number of paths between two nodes in a directed acyclic graph, which is the
canonical #L-complete problem. Note that for a fixed alphabet and Parikh vectors encoded
in unary, the computation of N(A, ~p) for an NFA (resp. DFA) A can be reduced to the
computation of the number of words of a given length encoded in unary accepted by an NFA
(resp. DFA) A′: In that case, one can easily compute in logspace a DFA A~p for the set of all
words with Parikh image ~p and then construct the product automaton of A and A~p.
2 Preliminaries
2.1 Counting Problems for Parikh Images
Let Σ = {a1, . . . , am} be a finite alphabet. A Parikh vector is vector of m non-negative
integers, i.e., an element of Nm. Let u ∈ Σ∗ be a word. For a ∈ Σ, we denote by |u|a the
number of times a occurs in u. The Parikh image Ψ(u) ∈ Nm of u is the Parikh vector
counting how often every alphabet symbol of Σ occurs in u, i.e., Ψ(u) := (|u|a1 , . . . , |u|am).
The Parikh image of a language L ⊆ Σ∗ is defined as Ψ(L) := {Ψ(u) : u ∈ L} ⊆ Nm.
We use standard language accepting devices in this paper. A non-deterministic finite-state
automaton (NFA) is a tuple A = (Q,Σ, q0, F,∆), where Q is a finite set of control states, Σ is
a finite alphabet, q0 ∈ Q is an initial state, F ⊆ Q is a set of final states, and ∆ ⊆ Q×Σ×Q
is a set of transitions. We write p a−→ q whenever (p, a, q) ∈ ∆. For convenience, we sometimes
label transitions with words w ∈ Σ+. Such a transition corresponds to a chain of transitions
that are consecutively labelled with the symbols of w. We call A a deterministic finite-state
automaton (DFA) if for all p ∈ Q and all a ∈ Σ there is at most one state q ∈ Q with
p
a−→ q. Given u = a1a2 · · · an ∈ Σ∗, a run % of A on u is a finite sequence of control states
% = p0p1 · · · pn such that p0 = q0 and pi−1
ai−→ pi for all 1 ≤ i ≤ n. We call % accepting
whenever pn ∈ F and define the language accepted by A as L(A) := {u ∈ Σ∗ : A has an
accepting run on u}. Finally, context-free grammars (CFG) are defined as usual.
Let Σ be an alphabet of size m and ~p ∈ Nm be a Parikh vector. For a language acceptor
A (a DFA, NFA, or CFG), we denote by N(A, ~p) the number of words in L(A) with Parikh
image ~p, i.e.,
N(A, ~p) := #{u ∈ L(A) : Ψ(u) = ~p}.
We denote the counting function that maps (A, ~p) to N(A, ~p) by #Parikh. For complexity
considerations, we have to specify
the type of A (DFA, NFA, CFG),
the encoding of (the numbers in) ~p (unary or binary), and
whether the underlying alphabet is fixed or part of the input (variable).
For instance, we speak of #Parikh for DFA over a fixed alphabet and Parikh vectors encoded
in binary. The same terminology is used for the following computational problems:
PosParikh
INPUT: Language acceptors A,B over an alphabet Σ of size m and a Parikh vector
~p ∈ Nm.
QUESTION: Is N(A, ~p) > N(B, ~p)?
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BitParikh
INPUT: Language acceptor A over an alphabet Σ of size m, a Parikh vector ~p ∈ Nm,
and a number i ∈ N encoded binary.
QUESTION: Is the i-th bit of N(A, ~p) equal to one?
Note that for a Parikh vector ~p encoded in binary, the number N(A, ~p) is at most doubly
exponential in the input length (size of A plus number of bits in ~p), and this bound can be
reached. Hence, the number of bits in N(A, ~p) is at most exponential, and a certain position
in the binary encoding of N(A, ~p) can be specified with polynomially many bits.
The following two results from [5, 7] are the starting point for our further investigations
in this paper (see Section 2.3 below for the formal definition of the counting hierarchy):
I Theorem 1 ([5, 7]). For DFA over a variable alphabet and Parikh vectors encoded in
binary, the problems BitParikh and PosParikh belong to the counting hierarchy. Moreover,
the problem PosParikh (resp., BitParikh) is PosSLP-hard (resp., BitSLP-hard).1
2.2 Graphs
A (finite directed) multi-graph is a tuple G = (V,E, s, t), where V is a finite set of nodes, E
is a finite set of edges, and the mapping s : E → V (resp., t : E → V ) assigns to each edge its
source node (resp., target node). A loop is an edge e ∈ E with s(e) = t(e). A path (of length
n) in G from u to v is a sequence of edges e1, e2, . . . , en such that s(e1) = u, t(en) = v, and
t(ei) = s(ei+1) for all 1 ≤ i ≤ n− 1. The out-degree of a node v ∈ V is the number #s−1(v)
of outgoing edges of v.
An edge-weighted multi-graph is a tuple G = (V,E, s, t, w), where (V,E, s, t) is a multi-
graph and w : E → N assigns a weight to every edge. We can define the ordinary multi-graph
G̃ induced by G by replacing every edge e ∈ E by k = w(e) many edges e1, . . . , ek with
s(ei) = s(e) and t(ei) = t(e). For u, v ∈ V and n ∈ N, define N(G, u, v, n) as the number of
paths in G̃ from u to v of length n. Note that the different edges e1, . . . , ek that replaced an
edge e with w(e) = k are distinguished in paths.
2.3 Computational Complexity
We assume familiarity with basic complexity classes such as L (deterministic logspace), NL,
P, NP, PH (the polynomial time hierarchy) and PSPACE. The class DP is the class of all
intersections K ∩L with K ∈ NP and L ∈ coNP. Hardness for a complexity class will always
refer to logspace reductions.
A counting problem is a function f : Σ∗ → N for a finite alphabet Σ. A counting class is
a set of counting problems. A logspace reduction from a counting problem f : Σ∗ → N to a
counting problem g : Γ∗ → N is a logspace computable function h : Σ∗ → Γ∗ such that for all
x ∈ Σ∗: f(x) = g(h(x)). Note that no post-computation is allowed. Such reductions are also
called parsimonious. Hardness for a counting class will always refer to parsimonious logspace
reductions.
The counting class #P contains all functions f : Σ∗ → N for which there exists a non-
deterministic polynomial-time Turing machine M such that for every x ∈ Σ∗, f(x) is the
number of accepting computation paths of M on input x. The class PP (probabilistic polyno-
mial time) contains all problems A for which there exists a non-deterministic polynomial-time
1 In [5] only the PosSLP-hardness of PosParikh is explicitly shown, but the construction from [5] implies
that BitParikh is BitSLP-hard.
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Turing machine M such that for every input x, x ∈ A if and only if more than half of all
computation paths ofM on input x are accepting. By a famous result of Toda [16], PH ⊆ PPP,
where PPP is the class of all languages that can be decided in deterministic polynomial time
with the help of an oracle from PP. Hence, if a problem is PP-hard, then this can be
seen as a strong indication that the problem does not belong to PH (otherwise PH would
collapse). If we replace in the definitions of #P and PP non-deterministic polynomial-time
Turing machines by non-deterministic logspace Turing machines (resp., non-deterministic
polynomial-space Turing machines; non-deterministic exponential-time Turing machines), we
obtain the classes #L and PL (resp., #PSPACE and PPSPACE; #EXP and PEXP). Ladner
[11] has shown that a function f belongs to #PSPACE if and only if for a given input x
and a binary encoded number i the i-th bit of f(x) can be computed in PSPACE. It follows
that PPSPACE = PSPACE. It is well known that PP can be also defined as the class of all
languages L for which there exist two #P-functions f1 and f2 such that x ∈ L if and only if
f1(x) > f2(x), and similarly for PL and PEXP.
The levels of the counting hierarchy Cpi (i ≥ 0) are inductively defined as follows: C
p
0 = P
and Cpi+1 = PP
Cp
i (the set of languages accepted by a PP-machine as above with an oracle




i be the counting hierarchy. It is not difficult to
show that CH ⊆ PSPACE, and most complexity theorists conjecture that CH ( PSPACE.
Hence, if a problem belongs to the counting hierarchy, then the problem is probably not
PSPACE-complete. More details on the counting hierarchy can be found in [1].
3 Parikh Counting Problems for DFA
Recall that PosParikh (resp., BitParikh) is PosSLP-hard (resp., BitSLP-hard), see
Theorem 1. The variable alphabet and binary encoding of Parikh vectors are crucial for the
proof of the lower bound. In this section, we complement Theorem 1 by showing further
results for DFA when the alphabet is not unary. The results of this section are collected in
the following proposition.
I Proposition 2. For DFA, we have:
(i) #Parikh (resp. PosParikh) is #L-complete (resp. PL-complete) for a fixed alphabet
of size at least two and Parikh vectors encoded in unary.
(ii) #Parikh (resp. PosParikh) is #P-complete (resp. PP-complete) for a variable alphabet
and Parikh vectors encoded in unary.
(iii) PosParikh is PosMatPow-hard for a fixed binary alphabet and Parikh vectors encoded
in binary.
Proof sketch of Proposition 2(i) and (ii). We only sketch the main ideas, all details can
be found in [6]. Regarding (i), the lower bound for #L follows via a reduction from the
canonical #L-complete problem of computing the number of paths between two nodes in
a directed acyclic graph [12], and for the PL lower bound one reduces from the problem
whether the number of paths from s to t0 is larger than the number of paths from s to t1.
For the upper bound, let A be a DFA over a fixed alphabet and ~p be a Parikh vector encoded
in unary. A non-deterministic logspace machine can guess an input word for A symbol by
symbol. Thereby, the machine only stores the current state of A (which needs logspace) and
the binary encoding of the Parikh image of the word produced so far. The machine stops
when the Parikh image reaches the input vector ~p and accepts iff the current state is final.
Note that since the input Parikh vector ~p is encoded in unary notation, all numbers that
appear in the accumulated Parikh image stored by the machine need only logarithmic space.
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Moreover, since the alphabet has fixed size, logarithmic space suffices to store the whole
Parikh image. The number of accepting computations of the machine is exactly N(A, ~p),
which yields the upper bound for #L as well as for PL.
Regarding (ii), the #P-lower bound for #Parikh follows from a reduction from #3SAT,
see e.g. [13, p. 442], where the unfixed alphabet allows for representing assignments of Boolean
variables via individual alphabet symbols. For the #P-upper bound, let A be a DFA and ~p
be a Parikh vector encoded in unary. A non-deterministic polynomial-time Turing machine
can first non-deterministically produce an arbitrary word w with Ψ(w) = ~p. Then, it checks
in polynomial time whether w ∈ L(A), in which case it accepts. The proof that PosParikh
is PP-complete is similar and can be found in [6]. J
Statement (iii) is the most difficult part of Proposition 2. We split the proof into several
lemmas below. As stated in Section 1, the PosMatPow problem asks, given a square integer
matrix M ∈ Zm×m, a linear function f : Zm×m → Z with integer coefficients, and a positive
integer n, whether f(Mn) ≥ 0. Unless stated otherwise, subsequently we assume that all
numbers are encoded in binary. Here, we show that PosParikh is PosMatPow-hard for
DFA over two-letter alphabets and Parikh vectors encoded in binary. We first establish
several lemmas that will enable us to prove this proposition. The first lemma is a variant of
the well-known correspondence between matrix powering and counting paths in a directed
graph. In the following, by Mi,j we denote the entry at position (i, j) of the matrix M .
I Lemma 3. Given a matrix M ∈ Zm×m, and i, j ∈ {1, . . . ,m}, one can compute in logspace




j ∈ V such that for all n ∈ N
we have (Mn)i,j = N(G, v+i , v
+





Proof. In the following we write Mni,j to mean (Mn)i,j . Define an edge-weighted multi-graph
G = (V,E, s, t, w) as follows. Let V := {v+k , v
−
k : 1 ≤ k ≤ m}. For all k, ` ∈ {1, . . . ,m},
if Mk,` > 0 then include in E an edge e from v+k to v
+
` with w(e) = Mk,`, and an edge e
from v−k to v
−
` with w(e) = Mk,`. Similarly, if Mk,` < 0 then include in E an edge e from v
+
k




` with w(e) = −Mk,`. We prove by
induction on n that we have for all k, ` ∈ {1, . . . ,m}:
Mnk,` = N(G, v+k , v
+





Note that this implies the statement of the lemma. For the induction base, let n = 0.








` , 0) = 0. If k 6= ` then








` , 0). For the inductive step, let n ∈ N and








` , n) for all k, `. For s ∈ {1, . . . ,m} write
I+(s) := {` ∈ {1, . . . ,m} : M`,s > 0} and I−(s) := {` ∈ {1, . . . ,m} : M`,s < 0}. For
v, v′, v′′ ∈ V write Ñ(G, v, v′, v′′, n+ 1) for the number of paths in G̃ (the unweighted version
of G) from v to v′′ of length n+ 1 such that v′ is the vertex visited after n steps. We have








N(G, v+k , v
+
` , n)M`,s −
m∑
`=1






N(G, v+k , v
+
` , n)M`,s +
∑
`∈I−(s)
N(G, v+k , v
−
` , n)(−M`,s) −
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∑
`∈I+(s)
N(G, v+k , v
−
` , n)M`,s −
∑
`∈I−(s)










s , n+ 1) +
∑
`∈I−(s)




s , n+ 1) −∑
`∈I+(s)




s , n+ 1) −
∑
`∈I−(s)




s , n+ 1)
= N(G, v+k , v
+
s , n+ 1)−N(G, v+k , v
−
s , n+ 1)
This completes the induction proof. J
In a next step, we extend the previous lemma to matrix powering followed by the application
of a linear function:
I Lemma 4. Given a matrix M ∈ Zm×m and a linear function f : Zm×m → Z with integer
coefficients, one can compute in logspace an edge-weighted multi-graph G = (V,E, s, t, w) and
v0, v
+, v− ∈ V such that f(Mn) = N(G, v0, v+, n+ 2)−N(G, v0, v−, n+ 2) for all n ∈ N.
Proof. Denote by bi,j ∈ Z the coefficients of f , i.e., for i, j ∈ {1, . . . ,m} let bi,j ∈ Z such




j=1 bi,jAi,j . By Lemma 3, one can compute
in logspace for all i, j ∈ {1, . . . ,m} an edge-weighted multi-graph Gi,j with vertex set Vi,j ,
and vertices v0i,j , v+i,j , v
−
i,j ∈ Vi,j such that for all n ∈ N we have:




i,j , n) (1)
Compute the desired edge-weighted multi-graph G as follows. For each i, j ∈ {1, . . . ,m}
include in G (a fresh copy of) the edge-weighted multi-graph Gi,j . Further, include in G fresh
vertices v0, v+, v−, and edges with weight 1 from v0 to v0i,j , for each i, j ∈ {1, . . . ,m}. Further,
for each i, j ∈ {1, . . . ,m} with bi,j > 0, include in G an edge from v+i,j to v+ with weight bi,j ,
and an edge from v−i,j to v− with weight bi,j . Similarly, for each i, j ∈ {1, . . . ,m} with
bi,j < 0, include in G an edge from v+i,j to v− with weight −bi,j , and an edge from v
−
i,j to v+
with weight −bi,j . It remains to show that f(Mn) = N(G, v0, v+, n+ 2)−N(G, v0, v−, n+ 2)
for all n ∈ N. Indeed, any path of length n + 2 from v0 to v+ must start with an edge
from v0 to v0i,j for some i, j, continue with a path of length n from v0i,j to either v+i,j or v
−
i,j ,
and finish with an edge to v+. Hence, writing I+ := {(i, j) : 1 ≤ i, j ≤ m, bi,j > 0} and
I− := {(i, j) : 1 ≤ i, j ≤ m, bi,j < 0} we have
N(G, v0, v+, n+ 2) =
∑
(i,j)∈I+
N(G, v0i,j , v+i,j , n) · bi,j +
∑
(i,j)∈I−
N(G, v0i,j , v−i,j , n) · (−bi,j).
Similarly we have:
N(G, v0, v−, n+ 2) =
∑
(i,j)∈I+
N(G, v0i,j , v−i,j , n) · bi,j +
∑
(i,j)∈I−


















N(G, v0i,j , v−i,j , n) · bi,j
= N(G, v0, v+, n+ 2)−N(G, v0, v−, n+ 2)
This proves the lemma. J
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u v
13 =⇒
10101 1010 101 10 1
u v
Figure 1 Illustration of the construction of the unweighted multi-graph from Lemma 5. We
assume k = 6. The binary representation of 13 is 10101. The binary numbers over the nodes on the
right hand side correspond to w-values that occur during the construction, but are not part of the
output. Each binary number over a node indicates the number of paths to v.
Next, we show that one can obtain from an edge-weighted multi-graph a corresponding DFA
such that the number of paths in the graph corresponds to the number of words with a
certain Parikh image accepted by the DFA. The proof is split into a couple of intermediate
steps.
I Lemma 5. Given an edge-weighted multi-graph G = (V,E, s, t, w) (with w in binary),
v0, v1 ∈ V and a number k ∈ N in unary such that k ≥ 1 + maxe∈Eblog2 w(e)c, one can
compute in logspace an unweighted multi-graph G′ := (V ′, E′, s′, t′) with V ′ ⊇ V such that
for all n ∈ N we have N(G, v0, v1, n) = N(G′, v0, v1, n · k).
Proof. Note that k is at least the size of the binary representation of the largest weight in
G. Define a mapping b : E → N with b(e) = k for all e ∈ E. Define G′ so that it is obtained
from G by iterating the following construction. Let e ∈ E with b(e) > 1. If w(e) = 1 then
replace e by a fresh path of length b(e) (with w(e′) = b(e′) = 1 for all edges e′ on that path).
If w(e) = 2j for some j ∈ N then introduce a fresh vertex v and two fresh edges e1, e2 from
s(e) to v with b(e1) = b(e2) = w(e1) = w(e2) = 1 and another fresh edge e3 from v to t(e)
with b(e3) = b(e)− 1 and w(e3) = j. Finally, if w(e) = 2j + 1 for some j ∈ N then proceed
similarly, but additionally introduce fresh vertices that create a new path of length b(e) from
s(e) to t(e) (with w(e′) = b(e′) = 1 for all edges e′ on that path). By this construction, every
edge e is eventually replaced by w(e) paths of length k. The construction is illustrated in
Figure 1.
For the logspace claim, note that it is not necessary to store the whole graph for this
construction. The binary representation of k has logarithmic size and can be stored, and a
copy of k can be counted down, keeping track of the b-values in the construction. The edges
can be dealt with one by one. It is not necessary to store the values w(e′) = j for the created
fresh edges; rather those values can be derived from the binary representation of the original
weight w(e) and the current b-value (acting as a “pointer” into the binary representation
of w(e)). J
I Lemma 6. Given an unweighted multi-graph G = (V,E, s, t) and v0, v1 ∈ V , one can
compute in logspace unweighted multi-graphs G0 = (V0, E0, s0, t0) and G1 = (V1, E1, s1, t1)
with V0 ⊇ V and V1 ⊇ V such that for all n ∈ N we have N(G0, v0, v1, n+2) = N(G, v0, v1, n)
and N(G1, v0, v1, n+ 2) = N(G, v0, v1, n) + 1.
Proof. For G0 redirect all edges adjacent to v0 to a fresh vertex v∗0 , and similarly redirect
all edges adjacent to v1 to a fresh vertex v∗1 . Then add an edge from v0 to v∗0 , and an edge
from v∗1 to v1.
For G1 do the same, and in addition add a fresh vertex v, and add edges from v0 to v,
and from v to v1, and a loop on v. This adds a path from v0 to v1 of length n+ 2. J





















Figure 2 Illustration of the construction of the DFA from Lemma 7. We assume d = 4.
I Lemma 7. Given an unweighted multi-graph G = (V,E, s, t), v0, v1 ∈ V and a number d
in unary so that d is at least the maximal out-degree of any node in G, one can compute
in logspace a DFA A = (Q,Σ, q0, F,∆) with Σ = {a, b} such that for all n ∈ N we have
N(G, v0, v1, n) = N(A, ~p) where ~p(a) = n and ~p(b) = n · (d− 1).
Proof. Define A so that Q ⊇ V , q0 = v0, and F = {v1}. Include states and transitions in A
so that for every edge e (from v to v′, say) in G there is a run from v to v′ in A of length d
so that exactly one transition on this run is labelled with a, and the other d− 1 transitions
are labelled with b. Importantly, each edge e is associated to exactly one such run. The
construction is illustrated in Figure 2. The DFA A is of quadratic size and can be computed
in logspace. It follows from the construction that any path of length n in G corresponds to a
run of length n · d in A, with n transitions labelled with a, and n · (d− 1) transitions labelled
with b. This implies the statement of the lemma. J
Proof of Proposition 2(iii). The above lemmas enable us to prove part (iii) from Propos-
ition 2. Consider an instance of PosMatPow, i.e., a square integer matrix M ∈ Zm×m,
a linear function f : Zm×m → Z with integer coefficients, and a positive integer n. Using
Lemma 4 we can compute in logspace edge-weighted multi-graphs G+ with vertices v+0 , v+
and G− with vertices v−0 , v− such that
f(Mn) = N(G+, v+0 , v+, n+ 2)−N(G−, v
−
0 , v
−, n+ 2) .
Let k := 1 + maxe∈Eblog2 w(e)c, where E is the union of the edge sets of G+ and G−. Using
Lemma 5 we can compute unweighted multi-graphs G′+, G′− such that
N(G+, v+0 , v+, n+ 2) = N(G′+, v
+
0 , v
+, (n+ 2) · k) and
N(G−, v−0 , v−, n+ 2) = N(G′−, v
−
0 , v
−, (n+ 2) · k) .
Hence,
f(Mn) = N(G′+, v+0 , v+, (n+ 2) · k)−N(G′−, v
−
0 , v
−, (n+ 2) · k) .
Using Lemma 6 we can compute unweighted multi-graphs G′′+, G′′− such that
1 +N(G′+, v+0 , v+, (n+ 2) · k) = N(G′′+, v
+
0 , v
+, (n+ 2) · k + 2) and
N(G′−, v−0 , v−, (n+ 2) · k) = N(G′′−, v
−
0 , v
−, (n+ 2) · k + 2) .
Hence,
f(Mn) + 1 = N(G′′+, v+0 , v+, (n+ 2) · k + 2)−N(G′′−, v
−
0 , v
−, (n+ 2) · k + 2) .
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Let d denote the maximal out-degree of any node in G′′+ or G′′−. Let ~p : {a, b} → N with
~p(a) = (n+ 2) · k + 2 and ~p(b) = ((n+ 2) · k + 2) · (d− 1). Using Lemma 7 we can compute
DFA A,B over the alphabet {a, b} such that
N(G′′+, v+0 , v+, (n+2)·k+2) = N(A, ~p) and N(G′′−, v
−
0 , v
−, (n+2)·k+2) = N(B, ~p) .
Hence, f(Mn) + 1 = N(A, ~p)−N(B, ~p). So f(Mn) ≥ 0 if and only if f(Mn) + 1 > 0 if and
only if N(A, ~p) > N(B, ~p). All mentioned computations can be performed in logspace. J
4 Parikh Counting Problems for NFA and CFG
In this section, we show the remaining results for NFA and CFG from Table 1 when the
alphabet is not unary. The following theorem states upper bounds for PosParikh and
#Parikh for NFA and CFG.
I Proposition 8. For an alphabet of variable size, #Parikh (resp., PosParikh) is in
(i) #P (resp., PP) for CFG with Parikh vectors encoded in unary;
(ii) #PSPACE (resp., PSPACE) for NFA with Parikh vectors encoded in binary; and
(iii) #EXP (resp., PEXP) for CFG with Parikh vectors encoded in binary.
Proof (sketch). In all cases, the proof is a straightforward adaption of the proof for the
upper bounds in Proposition 2(i), see [6]. J
The following proposition states matching lower bounds for PosParikh for the cases
considered in Proposition 8:
I Proposition 9. For a fixed alphabet of size two, PosParikh is hard for
(i) PP for NFA and Parikh vectors encoded in unary;
(ii) PSPACE for NFA and Parikh vectors encoded in binary; and
(iii) PEXP for CFG and Parikh vectors encoded in binary.
Proof (sketch). We only provide the main ideas for the lower bounds, all details can be
found in [6]. Let us sketch the proof for (i). The proof is based on the fact that those strings
(over an alphabet Σ) that do not encode a valid computation (called erroneous below) of a
polynomial-time bounded non-deterministic Turing machine M started on an input x (with
|x| = n) can be produced by a small NFA [15] (and this holds also for polynomial-space
bounded machines, which is important for (ii)). Suppose the NFA A generates all words
that end in an accepting configuration of M, or that are erroneous and end in a rejecting
configuration. Symmetrically, suppose that B generates all words that are erroneous and end
in an accepting configuration, or that end in a rejecting configuration. We then have that
#(L(A) ∩ Σg(n))−#(L(B) ∩ Σg(n)) equals the difference between the number of accepting
paths and rejecting paths of M. Here, g(n) is a suitably chosen polynomial.
Let h : Σ∗ → {0, 1}∗ be the morphism that maps the i-th element of Σ (in some enu-
meration) to 0i−110#Σ−i. Moreover, let Ah and Bh be NFA for h(L(A)) and h(L(B)),
respectively, and let ~p be the Parikh vector with ~p(0) := g(n) · (#Σ− 1) and ~p(1) := g(n).
Then N(Ah, ~p)−N(Bh, ~p) = #(L(A)∩Σg(n))−#(L(B)∩Σg(n)) equals the difference between
the number of accepting paths and rejecting paths of M.
The proof for (ii) is similar. For (iii) we use the fact that those strings that do not encode a
valid computation of an exponential-time bounded non-deterministic Turing machine started
on an input x can be produced by a small CFG [8]. J
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In our construction above, we do not construct an NFA (resp., CFG) A and a Parikh vector
~p such that N(A, ~p) is exactly the number of accepting computations of M on the given input.
This is the reason for not stating hardness for #P (resp., #PSPACE #EXP) in the above
proposition (we could only show hardness under Turing reductions, but not parsimonious
reductions).
5 Unary alphabets
A special case of PosParikh that has been ignored so far is that of a unary alphabet. Of
course, for a unary alphabet a word is determined by its length, and a Parikh vector is a
single number. Moreover, there is not much to count: Either a language L ⊆ {a}∗ contains
no word of length n or exactly one word of length n. Thus, PosParikh reduces to the
question whether for a given length n (encoded in unary or binary) the word an is accepted
by A and rejected by B. In this section we clarify the complexity of this problem for (i)
unary DFA, NFA, and CFG, and (ii) lengths encoded in unary and binary. In the case of
lengths encoded in binary, PosParikh is tightly connected to the compressed word problem:
Given a unary DFA (resp., NFA, CFG) A and a number n in binary encoding, determine if
an ∈ L(A). In particular, if this problem belongs to a complexity class that is closed under
complement (e.g. L, NL, P), then PosParikh belongs to the same class.
I Proposition 10. For unary alphabets, PosParikh is
(i) in L for DFA with Parikh vectors encoded in binary;
(ii) NL-complete for NFA irrespective of the encoding of the Parikh vector; and
(iii) P-complete for CFG with Parikh vectors encoded in unary.
(iv) DP-complete for CFG with Parikh vectors encoded in binary.
We only give the proof for Part (ii), all remaining proofs can be found in [6]. To this
end, we employ a recent result of Sawa [14]. For a, b ∈ N we write a + bN for the set
{a + b · i : i ∈ N}. Given a unary NFA A = (Q, {a}, q0, F,∆) with p, q ∈ Q and n ∈ N we
write p n−→ q if there is a run of length n from p to q. The subsequent lemma gives an easy
criterion that allows for deciding when a word is in the language of a unary NFA.
I Lemma 11 ([14, Lemma 3.1]). Let A = (Q, {a}, q0, F,∆) be a unary NFA withm := |Q| ≥ 2.
Let n ≥ m2. Then an ∈ L(A) if and only if there are q ∈ Q, qf ∈ F , b ∈ {1, . . . ,m}, and
c ∈ {m2 − b− 1, . . . ,m2 − 2} with n ∈ c+ bN and q0
m−1−−−→ q b−→ q c−(m−1)−−−−−−→ qf .
We can now give the proof of Proposition 10 (ii):
Proof of Proposition 10(ii). We first show that the compressed word problem for unary
NFA is in NL, from which we can conclude NL-membership for PosParikh for unary NFA
with Parikh vectors encoded in binary.
Let A = (Q, {a}, q0, F,∆) be the given unary NFA, and let n ∈ N be given in binary. We
claim that, given two states p1, p2 ∈ Q and a number c ∈ N whose binary representation is
of size logarithmic in the input size, we can check in NL whether p1
c−→ p2 holds. To prove
the claim, consider the directed graph G with vertex set Q× {0, . . . , c} and an edge from
(q1, i) to (q2, j) if and only if q1
1−→ q2 and j = i + 1. The graph G can be computed by a
logspace transducer. Then p1
c−→ p2 holds if and only if (p2, c) is reachable from (p1, 0) in G.
The claim follows as graph reachability is in NL.
Now we give an NL algorithm for the compressed word problem. If n < m2 then guess
qf ∈ F and check, using the claim above, in NL whether q0
n−→ qf . If n ≥ m2 we use Lemma 11
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as follows. We run over all q ∈ Q, qf ∈ F , b ∈ {1, . . . ,m}, and c ∈ {m2 − b− 1, . . . ,m2 − 2}
(all four values can be stored in logspace), and check (i) whether n ∈ c + bN and (ii)
q0
m−1−−−→ q b−→ q c−(m−1)−−−−−−→ qf holds. Condition (i) can be checked in logspace (as in the proof
of Proposition 10), and condition (ii) can be checked in NL by the above claim.
It follows that PosParikh is in NL for unary NFA with Parikh vectors encoded in
binary: Given NFA A,B and n ∈ N in binary, we have N(A, n) > N(B, n) (where we identify
the mapping ~p : {a} → N with the single number ~p(a)) if and only if N(A, n) = 1 and
N(B, n) = 0, which holds if and only if an ∈ L(A) and an 6∈ L(B). Since NL is closed under
complement, the latter condition can be checked in NL.
It remains to show the NL lower bound, which we obtain via a reduction from the
graph reachability problem. This problem is to decide whether for a given directed graph
G = (V,E) and vertices s, t ∈ V there is a path from s to t. By adding a loop at node t,
this is equivalent to the existence of a path in G from s to t of length n = #V . Let A be
the NFA obtained from G by labelling every edge with the terminal symbol a and making s
(resp., t) the initial (resp., unique final) state. Moreover, let B be an NFA with L(B) = ∅.
Then N(A, n) > N(B, n) if and only if an ∈ L(A) if and only if there is a path in G from s
to t of length n = |V |. J
6 Open problems
Our PEXP-hardness proof for PosParikh on context-free languages and binary encoded
Parikh vectors requires non-deterministic context-free languages. It might be interesting
to see whether this problem belongs to the counting hierarchy for deterministic pushdown
automata or the subclass of visibly pushdown automata. For this, one might try to generalise
our techniques for DFA from [7], which rely on results from algebraic graph theory (Tutte’s
matrix tree theorem and the BEST theorem for counting Eulerian cycles in digraphs), to
deterministic pushdown automata or visibly pushdown automata.
We believe that results similar to those shown for PosParikh can be also shown for
BitParikh. For instance, the proof of Proposition 2(ii) (showing that #Parikh is #P-
complete for DFA over a variable alphabet and Parikh vectors encoded in unary) shows
that BitParikh for DFA over a variable alphabet and Parikh vectors encoded in unary is
complete for the complexity class MP. The class MP contains all problems which can be
solved in polynomial time with the additional information of one bit from a #P-function
[4]. Moreover, one might also consider the problem of computing N(A, ~p) modulo a fixed
number k. This should yield completeness results for Modk-classes.
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