Abstract-Determining the number of sources from observed data is a fundamental problem in many scientific fields. In this paper we consider the nonparametric setting, and focus on the detection performance of two popular estimators based on information theoretic criteria, the Akaike information criterion (AIC) and minimum description length (MDL). We present three contributions on this subject. First, we derive a new expression for the detection performance of the MDL estimator, which exhibits a much closer fit to simulations in comparison to previous formulas. Second, we present a random matrix theory viewpoint of the performance of the AIC estimator, including approximate analytical formulas for its overestimation probability. Finally, we show that a small increase in the penalty term of AIC leads to an estimator with a very good detection performance and a negligible overestimation probability.
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I. INTRODUCTION

D
ETECTION of the number of sources measured by an array of passive sensors is a fundamental problem in statistical signal processing, which has received considerable attention in the past 20 years, see [3] , [5] , [24] , [27] , [29] , [32] , and [33] . In the nonparametric setting, where no assumptions on the array manifold or on the desired signal waveforms are made, two of the most common estimators for this problem are the AIC and the MDL estimators, both derived from information theoretic considerations [29] . Information theoretic criteria have also been used to derive estimators in parametric settings, where the array manifold is assumed known, as in [28] and [30] , or when other information is available, such as explicit knowledge of the waveform of the desired signal or some shift invariance properties of the sensor array response, as in [9] and [10] . Most of these estimators require the eigendecomposition of the sample covariance matrix. We note that in certain parametric settings, this step can be avoided, leading to more computationally efficient estimators, see, for example, [11] .
In this paper, we focus on the detection performance of the original AIC and MDL estimators as proposed in [29] . In particular, we analyze the performance of these estimators in the nonparametric setting, where no assumptions are made neither on 
A. Problem Formulation
We consider the standard model for signals impinging on an array of sensors, (1) where is the complex observation vector received at the sensors, is the steering matrix, composed of linearly independent vectors, is a vector containing the zero mean random signals and is a -dimensional complex Gaussian white noise vector. The parameter is the unknown noise variance.
We assume the signals have a full rank covariance matrix (e.g., there are no fully correlated signals), and denote by the noise-free population signal eigenvalues. That is, the eigenvalues of the population covariance matrix of are (2) For simplicity of the analysis and without loss of generality, we assume that for the rest of this paper. Furthermore, for the analysis of the MDL estimator we assume that the smallest signal eigenvalue has multiplicity one or equivalently ), and as described explicitly below, it is well separated from the next eigenvalue. The smallest signal eigenvalue will have multiplicity one, for example, whenever the emitting sources are at markedly different distances from the sensors. Our analysis can be generalized to the case of multiplicity larger than one, or to two signal eigenvalues which are not well separated, but these extensions are beyond the scope of this paper. Let denote i.i.d. observations from the model (1). The problem of interest is to determine the number of sources . In the nonparametric setting, where no knowledge of the desired signal waveforms is assumed, and no assumptions on the steering matrix are made beyond it being of rank , most methods to perform this task use the eigenvalues of the sample covariance matrix of the observations, see [31] for a review. Some of the most common nonparametric estimators for the number of signals are based on information theoretic criteria [29] , [32] . In this paper, we consider the MDL and AIC estimators, given by (3) and (4) where Note that these two estimators differ only by their penalty terms for AIC, and for MDL. Also note that our definition of and is slightly different from the standard notation in the literature, as for convenience later on, we divide these terms by (which does not change the estimate of the number of sources).
The main focus of this paper is on the performance analysis of these two estimators
In particular, we focus on the underestimation probability of MDL and overestimation probability of AIC by exactly one signal, as these are the leading terms governing their respective detection performances for large sample sizes.
B. Previous Work
Various works analyzed the performance of these two estimators, see [7] , [20] , [34] , and [35] . The MDL estimator was proven to be strongly consistent [36] For finite sample sizes, it was observed empirically that the main source of error in the MDL estimator is underestimation of the number of signals by exactly one signal. Following this observation, both [7] and [35] studied the properties of (5) Asymptotically as this random variable follows a Gaussian distribution with some mean and standard deviation , where both of these quantities depend on the parameters , , and . It readily follows that (6) where is the cumulative distribution function of a standard Gaussian. Both references derived the following asymptotic approximations for the parameters and
In [35, Fig. 4] and in [7, Fig. 2] it is suggested that these formulas are in very close agreement with simulation results. The performance of the AIC estimator was also studied in various works, see [15] , [35] and references therein. It was shown that its main source of error is model order overestimation by exactly one signal (9) where is given by (10) and . In [34] and [35] , expressions for this overestimation probability were derived, which require numerical evaluation of a possibly high dimensional integral (although [34] also presented approximations to these high dimensional integrations). Both simulations and theory show that for number of sensors the overestimation probability of AIC for complex valued signals is nonnegligible, of the order of 5%-10%.
II. MAIN RESULTS
In this paper we present three main contributions related to the AIC and MDL estimators. First, regarding the MDL estimator, we show that despite the above results, (6) for MDL's detection performance with given by (7) is not as accurate as claimed. We explain the source of this discrepancy and derive a new more accurate formula which provides a much better fit to simulations. Our first main result is the following lemma.
Lemma 1: Assume has multiplicity one, and . Then, an accurate expression for the detection performance of the MDL estimator is given by (6), but with a modified expression for as follows [see (11) at the bottom of the page], where for real valued signals and noise, and in the complex valued case. Note that the difference between (7) and the new formula (11) are the additional terms, neglected in the calculation of the expectation in previous works. We note that independent of our work, a similar observation was made recently in [8] . While the underlying analysis is similar, our results are different as we obtain an explicit formula for the correction terms, (11), whereas [8] require the numerical solution of some nonlinear equations.
We now show that for practical values of , and signal eigenvalues, these terms are nonnegligible. To this end, assume is large and perform a Taylor expansion of the logarithms in (11) . This gives, up to terms (12) Note that the second term in (12) is , which is small with respect to the first term if . Hence, for reasonable values of (say , for which ), the difference is approximately , which is nonnegligible in comparison to the difference in the penalty term of MDL, . Further, for , from (8) it follows that . Hence, the change in the number of standard deviations due to these terms is , which again may be significant for small signal strengths, see Section V for a numerical example.
The second contribution of this paper is a random matrix view of the overestimation probability of the AIC estimator. We present a relation between this probability and the distribution of the largest eigenvalue of a Wishart matrix with identity covariance, and obtain the following result.
Lemma 2: Let be i.i.d. observations from (1) with signals, noise variance , and noise-free signal eigenvalues . Let be the solution of (13) and define (14) In addition, let be a Wishart matrix with identity covariance matrix and parameters and , and let denote its largest eigenvalue.
Then, for , in the joint limit as both with , an approximate expression for the overestimation probability of the AIC estimator in the presence of signals is given by (15) where is the Tracy-Widom distribution of order , and for real valued noise or for complex valued noise. The centering and scaling parameters and are given by (25) , (26) below.
There are two key points in (15), beyond its possible use as an approximate expression for the overestimation probability of the AIC estimator. First, it shows that the overestimation probability is asymptotically independent of the signal eigenvalues. Second, and perhaps more importantly, it provides a novel insight, from a random matrix point of view, of why this overestimation probability is nonnegligible for practical values of , . Consider, for example the case of no signals, , and assume is large, so that . A Taylor expansion with respect to in (13) gives that (16) According to (14) and (15), the condition for AIC to overestimate the number of signals is But, as is well known from random matrix theory [13] , the largest eigenvalue of a pure noise covariance matrix is , which is comparable to the overestimation threshold . Thus, for finite small number of sensors , the penalty term of AIC is not sufficiently large for this event to have negligible probability. We stress that the (11) above is only an approximate analysis, whose purpose is to provide insight, rather than exact results. In Lemma 3, we provide an explicit nonasymptotic bound on the overestimation probability for a family of modified AIC estimators.
Since the AIC estimator has a nonnegligible model order overestimation probability, an interesting question is what is a sufficient penalty term that would yield a negligible probability of overestimation for large sample sizes and typical number of sensors,
. As already discussed in the original paper by Wax and Kailath [29] , (see also [36] for a corrected analysis), any penalty term of the form with an increasing function such that but as sample size , leads to an asymptotically consistent estimator. One solution is of course offered by the MDL estimator with penalty term . However, this penalty is too large and leads to poor detection performance at low SNR, see [4] , [17] , and [35] .
In the third contribution of this paper, we show that even a small increase in the penalty term of the original AIC estimator is sufficient to obtain a new nonparametric estimator for the number of sources, with both a high detection performance at low SNR and a negligible overestimation probability. In more detail, we consider a modified AIC estimator of the form (17) whose penalty term depends on a yet unspecified constant . This specific form is chosen so that the difference in the penalty terms in is , which will turn out to be convenient for the analysis later on. Note that for this estimator has a penalty term comparable to that of the original AIC estimator, and so we naturally focus on values .
The following lemma provides a nonasymptotic quantitative bound for the overestimation probability of this modified AIC estimator, and shows that a penalty constant as small as is sufficient to obtain a practically zero overestimation probability.
Lemma 3: Consider the modified AIC estimator (17) with constant . In the presence of pure noise with no signals , this estimator has a negligible overestimation probability which can be bounded by an explicitly computable expression. Analysis of the resulting expression for large gives the following approximate bound which holds for any value of (18) In addition, for a single signal to be detected with probability at least 1/2 by this estimator, its noise-free eigenvalue must be larger than , where
For comparison purposes, to detect the same signal with probability at least 1/2 by the MDL estimator, its eigenvalue must be larger than , where (20) Hence, with a penalty coefficient as small as this modified AIC estimator enjoys both a much improved detection performance in comparison to MDL, together with a negligible overestimation probability. For example, for , and the bound (18) is of the order of . In practice, this bound is highly conservative and the actual overestimation probability is orders of magnitude smaller, see Section V for simulation results. Finally, we mention that if one would like the estimator to also be strongly consistent ( as ), then following the analysis in [29] , this can be achieved with a sample-dependent penalty term, such as .
III. MATHEMATICAL PRELIMINARIES
To derive approximate expressions for the overestimation and underestimation probabilities of the AIC and MDL estimators, we shall use the following results regarding the distribution of sample eigenvalues of both "signal plus noise" covariance matrices or of pure noise covariance matrices.
The following theorem characterizes the asymptotic variance and bias of sample eigenvalues. The expression for the variance is well known, see, e.g., Anderson's book [1, ch. 13] . The expression for the bias, due to interaction terms with other eigenvalues, was first derived by Lawley [18] . 
where (28) with , , and .
IV. ANALYSIS OF MDL AND AIC DETECTION PERFORMANCE
In this section, we prove Lemmas 1-3 from Section II. Following [7] and [35] , we assume the performance of the MDL estimator is governed by the underestimation probability by exactly one signal. Thus, we start our analysis with the random variable , given by (5). We prove the following result, from which Lemma 1 follows. (29) at the bottom of the page]. This expression depends on all signal eigenvalues. However, assuming , and approximating (30) gives the expression in (11) in Lemma 1. Remark 1: By a similar analysis it is possible to derive the correction term to in (8) . However, this requires considerable more tedious algebraic calculations and is hence omitted. Also, note that the correction term to does not change the value of where , since according to (6) , this value is determined by the condition . Remark 2: The proof of this lemma uses Theorem 1 regarding the bias of sample eigenvalues. Hence, while (22) and (29) are correct asymptotically as , they provide a good approximation for finite only if the eigenvalue with multiplicity one is sufficiently separated from the other eigenvalues, see [22] . A necessary condition is that no eigenvalue crossover (or subspace swap) occurs. Since the sample eigenvalue corresponding to a population eigenvalue has asymptotically Gaussian fluctuations with variance , the condition for a negligible probability of eigenvalue crossover is . In our case , and so (29) is a good approximation if . Proof of Lemma 4: Equation (5) contains terms of the form for various random variables , whose distribution depends on the number of samples , and whose variance is . Let
For each we make the following change of variables where is a random variable with some density , which in general depends on the number of samples . Nonetheless, by construction so that . Further, note that . Assuming is large, we compute the asymptotic expansion in of the quantity via a Taylor expansion of the logarithm function, as follows: (31) To apply (31) to the various random variables appearing in in (5) we thus need to know, up to terms, the means and variances of the following three random variables:
, and . Applying (21) and (22) of Theorem 1 gives the equation at the bottom of the page, and where for real valued observations and for complex valued observations. Combining these expressions with (31) and (5) yields the required result, (29) .
We now turn our attention to the performance analysis of the AIC and modified AIC estimators.
Proof of Lemma 2: Following [34] and [35] , we assume that the signals present are sufficiently strong so that the misdetection performance of AIC is governed by its overestimation probability by exactly one source. That is (32) with given by (10).
Our first goal is to show that under the conditions of the lemma, as this probability is to leading order in independent of the signal eigenvalues and depends only on the eigenvalues of a random Wishart matrix with identity covariance. To this end, we denote the signal subspace by , and its orthogonal complement by , such that . Let be a basis of whose first vectors are the eigenvectors of the population covariance matrix corresponding to the signal eigenvalues , and the remaining vectors diagonalize the projection of the sample covariance matrix onto the noise subspace . That is
The diagonal entries are the sample variances in the (unknown) directions that correspond to the population signal eigenvalues . Hence, . The quantities are the eigenvalues of the projection of onto the noise subspace , of dimension . Note that the projection of onto the noise subspace gives a sub-matrix which is independent of its projection onto the signal subspace. Since this submatrix contains no signal contributions, it is a random realization of a Wishart matrix with identity covariance.
The matrix captures the interactions between the signal and the noise subspaces. We consider the case , view this matrix as a small perturbation, and expand the eigenvalues and eigenvectors of , which correspond to the noise subspace, in terms of the matrix (see [22, The-orem 2.2] for a similar analysis). We thus write for where the expansion coefficients and are quantities yet to be determined. Inserting these expressions into the eigenvalue/eigenvector system , and equating powers of gives linear equations for the unknown quantities above. Solving these equations gives that for each (33) The random variable is given by
It captures, to leading order in , the interaction between the signal subspace direction with variance and the direction corresponding to the noise subspace eigenvalue . Since and , we can write (34) where and . Hence, the sum in (33) can be written as Next, we study the properties of the random variables . By definition, each such variable is proportional to the correlation coefficient between the projection of the data onto a fixed direction and its projection onto the direction . Since the directions and are orthogonal, the random variables are independent of . Furthermore, since the direction is fixed and independent of the signal and noise realizations, under the assumption of Gaussian sources and noise, the vector is uniformly distributed on the -dimensional unit sphere. In particular, we have that and for . Similarly, the properties of the random variable relevant to our proof are that , and . Furthermore, since , we have that whereas for the noise eigenvalues . Hence (35) where , and the zero mean random variable is defined as follows:
Note that under the conditions of the lemma that , it follows that and . Similarly, we obtain up to terms where and . Inserting all of the above expressions into (10) the terms cancel out, and up to terms we obtain (36) where the random variable is a linear combination of , for , explicitly given by
The key point thus far is that to leading order in , the effect of the signals is captured solely by the fluctuations in the random variable , as all other terms in (36) depend only on the eigenvalues of the noise subspace , . A similar conclusion was also reached by [35] , where the random variable was neglected altogether. We now show that asymptotically as , the random variable can indeed be neglected. To this end, note that both and . Hence, is indeed negligible with respect to the term in (36) . Our analysis departs from [35] by introducing the random variable , so that
Recall that . Hence, by definition Inserting these expressions into (36) gives that the condition for AIC to overestimate the number of signals is, up to (39) Let be the solution with equality in (39). Then, asymptotically in , overestimation occurs when (40) Thus, asymptotically, the overestimation probability of the AIC estimator depends on the tail statistics of the ratio of the largest eigenvalue of a Wishart matrix with identity covariance and parameters and to the mean of all its eigenvalues. For small values of (say ), the tail distribution of this random variable was tabulated, see [25] , and in principle could be numerically calculated for larger values of with the aid of a computer.
To derive an approximate explicit expression for this overestimation probability, we first note that similar to Theorem 2, in the joint limit as both , it can be proven that with the same centering and scaling parameters, as for the largest eigenvalue However, as discussed in [23] , a more accurate expression for tail probabilities of the ratio, with an error is Combining this expression with (40) proves the lemma.
Proof of Lemma 3:
We perform an analysis similar to the one for the AIC estimator. Note that for the case of no signals, there are no interactions between signal and noise eigenvalues. Hence, the exact condition for is (41) where is the solution of the following equation, which depends on the penalty constant ,
For future use, we note that similar to the analysis made in (16) , for large we have that . Also, recall that the random variable is the trace of a pure noise covariance matrix divided by its size, and is thus distributed as a random variable. Let be some positive number. Then, [see (43) at the bottom of the page]. In principle, both terms on the right-hand side (RHS) above can be computed numerically for any value of , , , and , and one can also find the value of where the bound attains a minimum. As we now show, the key point is that both terms in (43) are exponentially small in .
For the first term, we use the following inequality (see [14] ):
Applying this bound with and , gives that the first term in (43) is bounded by . As for the second term, according to Theorem 3 it is bounded by (27) , with . To understand the dependence of this bound on the number of sensors and on the penalty coefficient , we consider in more detail the probability of an event of the form . According to (27) , this probability is bounded by , where
Evaluating the integral gives that for any , [see (45) (43) gives (18) . Finally, to prove (19), we note that the condition for the modified estimator to detect a single signal with probability at least (43) (7) and (11) for [1 ] . 
V. SIMULATIONS
In this section, we compare simulation results to our theoretical predictions regarding the probability of misdetection of both the MDL, the AIC and the modified AIC estimators. We start with the MDL estimator. In Fig. 1 we show the result of computer simulations for the misdetection probability of the MDL estimator, in comparison to the theoretical prediction of (6) for or sensors and for various numbers of signals, either with the original expression for , (7), or with our modified expression, (11) . As shown in the figure, there is a considerable discrepancy between the original theoretical curve computed from (7) and the empirical results, whereas the theoretical curve computed with the modified expression (11) is more accurate.
Next, we show that the difference is nonnegligible for practical values of . Consider sensors, and a single signal of strength , as in the upper left simulation in Fig. 1 . In Fig. 2(a) , we plot the difference as a function of sample size . As expected from (12) , this difference converges to . In Fig. 2(b) , we plot as a function of sample size . Note that the difference is of the order of one standard deviation for the values of considered. This nonnegligible difference explains the discrepancy in Fig. 1 between the empirical simulation results and the theoretical performance curve based on the original expression for , (7) . Next, we consider the misdetection probability of the AIC estimator. In Fig. 3 , we present the result of computer simulations of the probability of overestimation of the AIC estimator, in comparison to the theoretical prediction of (15), for or samples as a function of the number of sensors , and for different number of sources, . In all cases the theoretical prediction is quite accurate with an error of up to 1%-2%.
(45) Finally, we consider the misdetection probability of the modified AIC estimator. Table I presents simulation results for the probability of misdetection of the modified AIC estimator with a penalty constant , various values for and different number of sources. As predicted theoretically, the overestimation probability is extremely small, and it slightly increases with the number of signals , as this decreases the noise subspace dimension from to . Since the penalty term of the modified AIC estimator is significantly smaller than that of the MDL estimator, it enjoys a much improved signal detection performance at low SNR, compared to the MDL estimator. We illustrate this in Fig. 4 , where we compare the misdetection probability of the MDL, AIC, and modified AIC estimator with , as well as the algorithm recently developed in [16] , with a confidence level of . The latter algorithm performs a sequence of hypothesis tests for the significance of the largest eigenvalue as arising from a signal, using results from random matrix theory, and we thus denote it as RMT. Note that even though the modified-AIC and the RMT algorithms are not consistent, their overestimation probabilities are so small that on the scale of the figure, their misdetection error appears to reach a value of zero.
VI. SUMMARY AND CONCLUSION
In this paper, we presented a statistical performance analysis of the MDL and AIC estimators, and of a modified AIC-type estimator with a penalty slightly larger than that of the AIC estimator but significantly smaller than that of the MDL estimator. We showed that this modified AIC estimator has a much better detection performance than MDL with a negligible probability of overestimation.
The two key quantities used in our analysis were: i) the distribution of the largest eigenvalue of a pure noise matrix; and ii) the interaction of signal and noise eigenvalues. These quantities also played a key role in our previous work [16] , [17] , where we developed a source enumeration estimator based on a sequence of hypothesis tests and analyzed its performance and that of two other recent estimators [24] , [26] .
Since source enumeration involves choosing amongst many composite hypothesis, in general there is no universally optimal detection procedure. Indeed, comparing the detection performance of the modified AIC estimator, (19) , with that of the RMT estimator, (25) in [17] , no estimator dominates the other over all parameter ranges. In particular, the modified AIC algorithm may be useful in legacy systems where only minimal changes to an existing code can be made.
In this paper, we focused on analysis in the nonparametric setting and relied on recent results from random matrix theory. In a similar fashion, both analysis and development of improved estimators in a parametric setting, with an explicit knowledge of the array manifold, are possible, this time using results from extreme value theory on the maxima of random processes and fields. This analysis will be described in a separate publication [2] .
