Abstract-Neuromuscular Electrical Stimulation (NMES) (also described as functional electrical stimulation (FES) in some scenarios) is a prescribed treatment for various neuromuscular disorders where an electrical stimulus is provided to elicit a muscle contraction. Barriers to the development of NMES controllers exist because the muscle response to an electrical stimulation is nonlinear and the muscle model is uncertain. Several recent adaptive control results have been developed to enable a stimulated limb to track a desired limb trajectory. Yet, feedback methods (especially adaptive and robust methods) have a potential for overstimulation that can lead to faster muscle fatigue. Efforts in this paper focus on the development of a first ever inverse optimal NMES controller that yields an optimal limb tracking result. That is, a controller is designed that achieves desired limb trajectory tracking while simultaneously minimizing a cost functional that is positive in the error states and stimulation input. The inverse optimal controller is examined through a Lyapunov-based analysis and simulations.
I. INTRODUCTION Neuromuscular Electrical Stimulation (NMES) (also known as functional electrical stimulation (FES)
, particularly when eliciting functional tasks) has the potential to facilitate improved functionality in persons with certain neurological disorders (e.g., stroke, cerebral palsy, etc.). As a rehabilitation tool, traditional open-loop NMES methods can be used to strengthen muscle, and in some cases closed-loop methods are used to yield repetitive limb motion (e.g., for gait retraining). The development of closed-loop NMES controllers is challenging because the muscle response is nonlinear and the muscle activation and limb dynamics contain parametric and unstructured uncertainty. Several PIDbased linear NMES controllers have been developed (cf. [1] - [3] and the references within), but these methods typically either lack a stability analysis or are based on a linear muscle model. Neural network (NN) -based NMES controllers (cf. [4] - [7] ) have also been developed based on the idea that the universal approximation property of NNs can be used to approximate the nonlinear (unstructured) dynamics. Robust NMES methods have also recently been developed [6] , [8] that achieve guaranteed asymptotic limb tracking. Inevitably, adaptive and robust methods use additional control input to provide robustness in the presence of uncertain dynamics. The resulting overstimulation (among a number of other factors) can lead to premature fatigue which limits repetitions. To delay the onset of fatigue existing methods suggest different stimulation strategies [9] - [12] such as choosing different stimulation patterns and parameters, improving fatigue resistance through muscle retraining, sequential stimulation, and size order recruitment.
Optimal control is another promising technique that can potentially ameliorate the fatigue effects during NMES. The underlying idea of optimal control is to develop a Lyapunov function that is the steady state solution to the Hamilton-Jacobi-Bellman equation (HJB), stabilizes a nonlinear system, and guarantees optimality by minimizing a cost functional. When external disturbances are present in the system the Lyapunov function must solve the steady state Hamilton-Jacobi-Isaac (HJI) equation to obtain optimality. Nonlinearities in the system dynamics pose challenges in developing controllers that can guarantee both stability and optimality, thus inverse optimal control [13] - [15] is used to avoid the complexity of solving the steady state HJB and HJI equations. Rather than minimizing a given cost functional, inverse optimal control aims to parameterize a family of stabilizing controllers that minimize a meaningful derived cost functional which is driven by Lyapunov stability analysis. The derived cost functional is meaningful in the sense that it contains a nonlinear non-quadratic, positive function of the state, and a positive definite function of the feedback control. The general form of the meaningful cost functional is given as
where o({) is a positive definite and radially unbounded and U({) is a positive real valued function. Variations to the inverse optimal control theory have encompassed adaptive control [16] - [18] to compensate for parametric uncertainty, and using K " [14] , [19] , [20] inverse optimal control to compensate for external disturbances.
In this paper, a first ever NMES controller is developed that can yield (practical) limb trajectory tracking while minimizing a function of the error states and control effort (and hence, an attempt to strike a balance between adaptive performance and control stimulation). Specially, an inverse optimal adaptive NMES controller is developed for lower limb trajectory tracking in the presence of parametric uncertainty and external disturbances in the muscle activation and limb dynamics model. A Lyapunov-based stability analysis is used to prove that the developed NN-based controller yields uniformly ultimately bounded (UUB) tracking while 
II. MUSCLE ACTIVATION AND LIMB MODEL
The dynamics of a knee joint with a supported upper limb and free swinging lower limb ( Fig. 1) can be segregated into body segmental dynamics and muscle activation and contraction dynamics. The muscle activation and contraction dynamics yield force generation in the muscle while the body segmental dynamics considers the active moment and passive joint moments. These dynamics can be modeled as [2] 
In (1), P L (ẗ) # R denotes the inertial effects of the lower limb-foot complex about the knee-joint, P h (t) # R denotes the elastic effects due to joint stiffness, P j (t) # R denotes the gravitational component, P y (ṫ) # R denotes the viscous effects due to damping in the musculotendon complex [21] , g (w) # U is considered as an unknown bounded disturbance which represents an unmodeled reflex activation of the muscle (e.g., muscle spasticity) and other unknown unmodeled phenomena (e.g., dynamic fatigue), and (w) # U denotes the torque produced at the knee joint. The inertial component P L (t) # R is defined as
where t(w),ṫ(w),ẗ(w) # R denote the angular position, velocity, and acceleration of the lower limb about the kneejoint, respectively. The relationship between the generated knee torque and the applied electrical stimulus, denoted by Y (w) # R, can be developed as
where (t>ṫ) # R denotes a nonlinear function that models the muscle activation dynamics which changes with the extension and flexion of the leg as shown in [22] , [23] . For complete details of the dynamics in (1), see [8] .
Assumption 1: Based on the results in [23] , the nonlinear function (t>ṫ) is assumed to be continuously differentiable, positive, and bounded function. And the first time derivatives of (t>ṫ) and 1 (t>ṫ) exist and are bounded. Assumption 2: The disturbance term g (w) and its first time derivative are assumed to be bounded. This assumption is reasonable for typical disturbances such as muscle spasticity, fatigue, and load changes during functional tasks.
To facilitate the subsequent analysis, the expression in (1) is rewritten as
where M (t>ṫ) >P (t>ṫ) # R are defined as
Based on Assumptions 1 and 2, the following inequalities can be developed
where 0 > 1 , 2 , 3 # R are known positive constants.
III. CONTROL DEVELOPMENT
A rehabilitative goal of NMES is to elicit a desired muscle response that can lead to restored independent function. For rehabilitative outcomes, repetitive training is essential; yet, electrically stimulated muscle can often fatigue quickly due to overstimulation. As an inroad to address these concerns, the control objective is to stimulate the quadriceps muscle group to enable the lower limb track a desired time varying trajectory 1 ensure that the system tracks a desired time-varying trajectory despite uncertainties in the dynamic model, while also minimizing a given performance index that includes a penalty on the tracking error and the control effort (to help penalize the controller against overstimulation).
To quantify the tracking objective, a lower limb angular position tracking error denoted by h (w) # R,i sd e fined as h , t g t=
To facilitate the subsequent control design and stability analysis, a filtered tracking error denoted by u (w) # R,i s also defined as u =ḣ + h>
where # R is a positive constant gain. After taking the time derivative of u(w), multiplying it by M (t>ṫ) > and utilizing (4), (7),and (8), the following openloop error system can be obtained:
where i 1 (w)>i 2 (w) # R are defined as
Based on (9) and the subsequent stability analysis, the voltage control input Y (w) is designed as
where x 1 (w) # R,a n dx 2 (w)=î 2 (w) # R is a NN estimate of i 2 (w). A three-layer NN can be used to represent i 2 as
where X # R (Q 1 +1)×Q 2 and Z # R (Q 2 +1)×1 are bounded constant ideal weight matrices for the first-to-second layer and second to third layer, respectively, where Q 1 , Q 2 > 1 are the numbers of neurons in the first, second, and third layer of the NN, respectively, (·):
is an activation function for the NN, and (|):R Q1+1 : R is functional reconstruction error that can be upper bounded as
where # R is a known constant. The input vector | (w) # R 4 is defined as
The estimateî 2 (w) is denoted aŝ
where,X (w) # R (Q1+1)×Q2 >Ẑ (w) # R (Q2+1)×1 are weight estimate matrices for the first-to-second and second-tothird layer, respectively. The ideal weight matrix estimateŝ X (w) andẐ (w) are updated on-line using the projection algorithm [24] 
are constant, positive definite, symmetric gain matrices, = ³X W |´> and 0 = 0 ³X W |´= Some NN estimate properties and definitions that facilitate the subsequent development are described as follows.
Property 1: (Taylor Series Approximation) The Taylor series expansion for ¡ X W | ¢ for a given | (w) may be written as [25] ¡
,a n d R ³X W |´2 denotes the higher order terms.
Property 2: (Boundedness of the Ideal Weights) The ideal weights are assumed to exist and can be bounded by known positive values so that
where k·k I is the Frobenius norm of a matrix, wu (·) is the trace of a matrix.
The weight mismatch errorsX (w) # R (Q 1 +1)×Q 2 and Z (w) # R (Q 2 +1)×q are denoted as
and the hidden-layer output mismatch (|) # R Q2+1 for a given | (w) is defined as
Using Property 1, the hidden-layer output mismatch (|) can be expressed as
After substituting (11) into (9) > the closed loop error system can be expressed as
whereĩ 2 (|) # R is an estimation error defined as
Substituting (12) and (15) into (24) yields
After adding and subtracting the term Z W +Ẑ W to (25), the following expression can be obtained:
where the notations (·) and (·) are introduced in (21). The Taylor series approximation described in (17) and (22) c a nb eu s e dt or e w r i t e(26) as
where the auxiliary term Q 0 ³Z >X>|´is defined as
where the auxiliary term Q ³Z >X>|´is defined as
Based on (6), (13),a n d(16) >Q ³Z >X>|´can be upper bounded as [26] 
where f 1 >f 2 # R are known positive constants, and } (w) # R 2 is defined as
Based on (9) and the subsequent stability analysis, the optimal control input x 1 in (23) is designed as
2 ¶ u where U 1 # R is some positive scalar, N 1 # R is a positive constant gain, and 1 > 2 # R are defined as
where n v1 >n v2 # R are positive constant gains, and and 1 are introduced in (6) and (8), respectively.
IV. STABILITY ANALYSIS

Theorem 1:
The control laws given in (15) and (33) ensure that all closed-loop signals are bounded, and the position tracking error is uniformly ultimately bounded (UUB) in the sense that
provided the control gain N 1 >n v 2 introduced in (33) and (34) are selected according to the following conditions:
where 1 > 2 , f 2 , are introduced in (6) and (8) 
Using (8) and (10), the expression in (38) can be written aṡ
(39) By utilizing (6), (31) > and (33) > and adding and subtracting (n v 1 + n v 2 ) u 2 (w)> the expression in (39) can be upper bounded aṡ
After neglecting negative terms, (41) can be rewritten aṡ
provided the sufficient gain condition in (35) is satisfied, where 4 # R is defined as
The inequality in (37) can be used to rewrite (42) aṡ
where % # R is a positive constant. The linear differential inequality in (43) can be solved as
Provided the sufficient condition given in (35) is satisfied, the expression in (36) and (44) 20) , and Property 2 can be used to prove that 
V. C OST FUNCTIONAL MINIMIZATION
The control development and the following analysis is based on an inverse optimal formulation. An inverse optimal controller [13] - [15] is optimal with respect to an a posteriori cost functional that is derived from a Lyapunov-based analysis (in comparison to minimizing an ap r i o r igiven cost functional in direct optimal control). The derived cost functional is considered to be meaningful if it is a positive function of the states and control input. Due to the use of a NN to compensate for the unstructured uncertainty in the muscle model, a residual disturbance is present in the system (i.e., the UUB stability result). Given this residual disturbance, the following analysis is formulated in the spirit of a two player zero-sum differential game where the objective is to minimize the cost functional with respect the control input in the presence of the maximum "worst-case" disturbance. As in [27] , the controller is augmented into an adaptive feedforward element and an optimal feedback element. The adaptive feedforward element estimates the non-LP dynamics, while the feedback element will be shown to minimize a cost functional.
Theorem 2:
The feedback law given by
with the scalar gain constant selected as A2 and the update law given in (16) , minimizes the cost functional
where o (}> w) # R is a positive function of the tracking error determined to be
(47) provided the sufficient conditions in (35) are satisfied.
Remark 1: The purpose of the terminal penalty 2Y O (w) is to avoid imposing the assumption that u(w) 0 and h(w) 0 as w ".
Proof: The cost functional in (46) is said to be meaningful if the bracketed terms in (47) are positive (i.e., positive state and control functions). To examine the sign of o (}> w) > the expressions in (33), (38), (42) and the condition in (35)c a n be used to determine that
Multiplying both sides by 2 and adding ( 2)u 2 U 1 on both sides the expression in (48) can be rewritten as
The inequality in (49) indicates that o (}> w) is positive since U is positive and A2. Therefore M (w) is a cost functional; penalizing error function in }(w) and the feedback control
To show that x r minimizes M (w), the auxiliary signal y (w) # R is defined as
Substituting (47) and (50) into (46) yields
After adding and subtracting the integral of 2u(w)x 1 (w) and using (33) and (50), the expression in (51) can be rewritten as:
Cancelling common terms and using (38), the expression in (52) can be simplified as
After integrating (53), the cost functional M (w) can be expressed as
By substituting (45) into (39), it can be shown that x r stabilizes the system. Since M (w) is minimized if y (w)=0 , then control law x 1 = x r is optimal. Minimizing the cost functional (46) implies that the system definedin(1)follo ws an optimal trajectory from the initial state to the terminal state in the presence of persistent (L " )d i s t u r b a n c e s .
VI. SIMULATION STUDY
Simulations were performed using a muscle model as given in [28] . The controller computes pulse width as input to the simulated muscle model. The simulation results are shown in Figs. 2-3 . The desired trajectory is given as which has a frequency of 1=5K} and the maximal and minimal angles are 35 and 10 . The gains of the controller were chosen as n =3 0 >=6 > z =2 L> x =1 0 L.T h e steady state error is found to be with ±0=2 =
VII. CONCLUSION
A NN-based inverse optimal NMES controller is developed to enable the lower limb to track a desired trajectory through electrical stimulation of the quadriceps despite uncertainties in the considered muscle activation and limb model. A cost functional is developed as a positive function of the states and the control efforts. The developed controller yields UUB tracking of the desired limb trajectory and is also shown to minimize a cost functional. This first inroad into optimal NMES control allows for trajectory tracking while also penalizing the control effort in an attempt to reduce overstimulation. The performance of the controller is validated by simulations. Future efforts will focus on trials on volunteer subjects. 
