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Abstract. In this paper, we present two new results to the classical Floquet theory, which
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1 Introduction
The Floquet theory is concerned with the study of the linear stability of differential equations
with periodic coefficients, see [2]. This theory focuses on the concept of Floquet multipliers and
offers a powerful means to analyze nonautonomous, periodic differential equations. However, it
is very difficult to determine the Floquet multipliers of general linear periodic systems. Except
for a few special cases, which include second-order scalar equations and systems of Hamiltonian
type or canonical forms, very little is known about the analysis of Floquet multipliers.
For a nonlinear periodic system, if it has a nonconstant periodic solution, its stability can
be analyzed by linearization about the periodic solution. The variational system then becomes
a linear periodic system, and its Floquet multipliers provide useful information on the stability
of the periodic solution.
Consider the planar system
(1)
u˙ = p11(t)u+ p12(t)v
v˙ = p21(t)u+ p22(t)v,
where the pij are continuous real valued T -periodic functions with T > 0. By Floquet theory,
see [2, 5], there are solutions to the system (1), say, ϕ1 = (u1, v1) and ϕ2 = (u2, v2), and real
numbers λ1 and λ2 (not necessarily distinct) that satisfy
ϕ1(t+ T ) = λ1ϕ1(t)
ϕ2(t+ T ) = λ2ϕ2(t).
The solutions ϕ1 and ϕ2 are called normal solutions and the numbers λ1 and λ2 are called
Floquet multipliers. Set
φ(t) =
[
u1(t) u2(t)
v1(t) v2(t)
]
and P (t) =
[
p11(t) p12(t)
p21(t) p22(t)
]
,
it is a well-known fact that λ1 and λ2 are the eigenvalues of the matrix φ
−1(0)φ(T ) and that
(2) λ1λ2 = exp
∫ T
0
traceP (t)dt.
We observe that, if λ1 6= λ2, then ϕ1 and ϕ2 are linearly independent. In this case, knowledge
of the Floquet multipliers and the values of ϕ1 and ϕ2 for 0 < t < T gives information for every
solution of (1) for all t. The calculation of the Floquet multipliers is not routine, since one does
not generally know even one nontrivial solution of (1). A procedure for obtaining the Floquet
multipliers and the corresponding normal solutions for (1) is possible when an associate Riccati
equation to the system (1) presents a periodic solution. Following Proctor, see [7], making the
change of coordinate u = z1+σz2 and v = z2 in (1), where σ is a solution of the Riccati equation
(3) x˙ = c(t) + b(t)x+ a(t)x2
with a(t) = −p21(t), b(t) = p11(t)− p22(t) and c(t) = p12(t), that is,
2
(4) x˙ = p12(t) + [p11(t)− p22(t)]x− p21(t)x
2,
the differential equation in z can be integrated, thus providing the following result:
Proposition 1.1 [7, Theorem 3.2]
(1) If ϕ = (ϕ1, ϕ2) is a solution of (1), then σ =
ϕ1
ϕ2
is a solution of (3) on any interval on
which ϕ does not vanish.
(2) If σ is a solution of (3) on an interval I containing the number k, then
(5)
u(t) = σ(t) exp
∫ t
k
p21(s)σ(s) + p22(s)ds
v(t) = exp
∫ t
k
p21(s)σ(s) + p22(s)ds
is a solution of (1)on I.
(3) If σ is a solution of (3) with period nT and f is the mean value of p21σ+ p22 over the period
nT , where n is a positive integer, then exp (nTf) is a Floquet multiplier for (1) for the period
nT and (5) is a normal solution of (1) corresponding to this multiplier.
Thus, for n = 1,
λ = exp
∫ T
0
p21(s)σ(s) + p22(s)ds
is a Floquet multiplier associated to solution ϕ. We observe that the formula given in (2)
provides us another multiplier.
Now the question is: how to guarantee the existence of a periodic solution to the equation
(3)? The next result, proved by Mokhtarzadeh, Pounark and Razani, provides an answer to the
question above. Before enunciating it, we define the following function.
G : [0, T ]× [0, T ] −→ R, such that
G(t, s) =


1
1−exp
∫
T
0
b(r)dr
exp
∫ t
s
b(r)dr, 0 ≤ s ≤ t ≤ T
exp
∫
T
0
b(r)dr
1−exp
∫
T
0
b(r)dr
exp
∫ t
s
b(r)dr, 0 ≤ t ≤ s ≤ T.
Proposition 1.2 [Theorem 3.2, [6]] Let a(t), b(t) and c(t) be continuous T -periodic functions
with
∫ T
0 b(t)dt 6= 0. Set
(6) M = sup
0≤t,s≤T
|G(t, s)| and N = sup
0≤t≤T
∣∣∣∣
∫ T
0
G(t, s)c(s)ds
∣∣∣∣
and suppose
(7)
∫ T
0
|a(ξ)| dξ ≤
1
4MN
.
Then, x′ = c(t) + b(t)x+ a(t)x2 has at least a T -periodic solution.
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In [6, Theorem 3.2], the authors defined the following Banach space,
X = {φ;φ is a T -periodic continuous real functions on R}.
For φ ∈ X, defined |φ|∞ = sup0≤t≤T |φ(t)| and
(8) Ω = {φ ∈ X; |φ − ψ|∞ ≤ N},
where ψ : [0, T ] −→ R is defined by
(9) ψ(t) =
∫ T
0
G(t, s)c(s)ds.
It is easy to see that Ω is closed, bounded and convex subset of X. They also defined the
operator S : Ω −→ X by
(10) S(φ)(t) =
∫ T
0
G(t, s)
[
a(s)φ2(s) + c(s)
]
ds.
By assumptions (6), (7) and using Schauder Fixed Point Theorem, the authors proved the
existence of x ∈ Ω, such that, S(x) = x, that is, for all t ∈ [0, T ]
x(t) =
∫ T
0
G(t, s)
[
a(s)x2(s) + c(s)
]
ds.
As a consequence of the Propositions 1.1 and 1.2 we state the following result.
Theorem 1.3 Suppose
(i)
∫ T
0 p11(t)− p22(t)dt 6= 0;
(ii)
∫ T
0 |p21(t)| dt ≤ 1/4MN .
Then, the Floquet multipliers of the system (1) are
λ1 = exp
∫ T
0
p22(t) + p21(t)σ(t)dt and λ2 = exp
∫ T
0
p11(t)− p21(t)σ(t)dt,
where σ(t) is a T -periodic solution of equation (4).
Now, we state one of the main results of this work, which is related to the existence of a
periodic solution to the Ricatti equation, which satisfies
∫ T
0 a(t)x(t)dt = 0, as a consequence of
the coincidence degree theory, proposed by R. E. Gaines and J. L. Mawhin [3].
Theorem 1.4 Consider 0 < T and let a(t), b(t) and c(t) be continuous T -periodic functions
with
(11)
∫ T
0
a(t)dt = 0,
4
(12) |a(t)| ≤ A, 0 < b ≤ b(t),
∫ T
0
c(t)dt = 0
where b,A > 0 are constants. Then, the Ricatti equation
(13) x′ = c(t) + b(t)x+ a(t)x2
has at least one nontrivial x T - periodic solution that satisfies
(14)
∫ T
0
a(t)x(t)dt = 0 and |x|∞ ≤
b
2A
.
As a consequence of the Theorem 1.4, we obtain the Floquet multipliers explicitly. In this
case, they do not depend on the solution of the Riccati equation.
Theorem 1.5 Suppose
(i)
∫ T
0 p21(t)dt =
∫ T
0 p12(t)dt = 0 and |p21(t)| ≤ A, where A > 0 is a constant;
(ii) p11(t)− p22(t) ≥ b > 0, where b is a constant.
Then the Floquet multipliers of the system (1) are
λ1 = exp
∫ T
0
p11(t)dt and λ2 = exp
∫ T
0
p22(t)dt.
We observe that the Proposition 1.2 guarantees the existence of a T -periodic solution, but
does not explicitly provide such a solution. Therefore, the Floquet multipliers provided by
Theorem 1.3 cannot be obtained explicitly. On the other hand, the Theorem 1.5 provides
Floquet multipliers that can be obtained explicitly.
In what follows, starting from section 2, we present some concepts and results of coincidence
degree theory. In section 3, we prove the theorem 1.3, 1.4 and 1.5. In section 4, we present
some stability results of linear and nonlinear systems in terms of Floquet multipliers. Finally,
in section 5, we apply Theorem 1.3 in a mathematical model for cholera.
2 Some concepts and results about coincidence degree
The method to be used in this paper involves the applications of the continuation theorem of
coincidence degree. In order to make this presentation as self-contained as possible, we introduce
a few concepts and results about the coincidence degree. For further details, see R. E. Gaines
and J. L. Mawhin [3].
Definition 2.1 Let X, Y be real Banach spaces, L : DomL ⊂ X → Y be a linear mapping.
The mapping L is said to be a Fredholm mapping of index zero, if
dimKerL = codimImL < +∞
and ImL is closed in Y .
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If L is a Fredholm mapping of index zero, then there are continuous projectors P : X → X
and Q : Y → Y , such that
ImP = KerL
and
KerQ = ImL = Im(I −Q).
It follows that the restriction LP of L to DomL∩KerP : (I−P )X → ImL is invertible. Denote
the inverse of LP by KP .
Definition 2.2 A continuous mapping N : X → Y is said to be L-compact on Ω, if Ω is an
open bounded subset of X, QN(Ω) is bounded and KP (I −Q)N : Ω→ X is compact.
Since ImQ is isomorphic to KerL, there is an isomorphism J : ImQ→ KerL. We shall be
interested in proving the existence of solutions for the operator equation
(15) Lx = Nx,
where a solution is an element of DomL ∩Ω which verifies (15).
The following results is due to R. E. Gaines and J. L. Mawhin [3].
Proposition 2.3 (Mawhin’s Continuation Theorem) Let L be a Fredholm mapping of in-
dex 0 and let N be L-compact on Ω¯. Suppose that
(i) For each λ ∈ (0, 1), x ∈ ∂Ω
Lx 6= λNx.
(ii) QNx 6= 0 for each x ∈ KerL ∩ ∂Ω and
deg(JQN,Ω ∩KerL, 0) 6= 0,
where J : ImQ→ KerL is an isomorphism.
Then, the equation Lx = Nx has at least one solution in DomL ∩ Ω¯.
3 Proof of Theorems 1.3, 1.4 and 1.5
3.1 Proof of Theorem 1.3
Proof. Due to (i) and (ii), the Proposition 1.2 guarantees that the equation (4) has a T -periodic
solution σ(t). Thus, by Proposition 1.1, a Floquet multiplier of the system (1) is
λ1 = exp
∫ T
0
p22(t) + p21(t)σ(t)dt.
Now, we use the equation (2) to determine the other multiplier, which is
λ2 = exp
∫ T
0
p11(t)− p21(t)σ(t)dt.
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3.2 Proof of Theorem 1.4
Proof. Consider the following Banach spaces
X = {x|x ∈ C(R,R), x(t+ T ) = x(t), for all t ∈ R} ∩
{
x|
∫ T
0
a(t)x(t)dt =
∫ T
0
c(t)x(t)dt = 0
}
,
and
Y = {x|x ∈ C(R,R), x(t+ T ) = x(t), for all t ∈ R},
with the norm
‖x‖X = ‖x‖Y = |x|∞,
where |x|∞ = max
t∈[0,T ]
|x(t)|.
Define a linear operator L : DomL ⊂ X → Y by setting
DomL = {x|x ∈ X,x′ ∈ C(R,R)}
and for x ∈ DomL,
Lx = x′.
We also define a nonlinear operator N : X → Y by setting
Nx = c(t) + b(t)x+ a(t)x2.
It is not difficult to see that, by (11),
KerL = R, and ImL =
{
y|y ∈ Y,
∫ T
0
y(s)ds = 0
}
.
Thus the operator L is a Fredholm operator with index zero.
Define the continuous projector P : X → KerL and the averaging projector Q : Y → Y by
setting
Px(t) = x(0)
and
Qy(t) =
1
T
∫ T
0
y(s)ds.
Hence, ImP = KerL and KerQ = ImL. Denoting by KP : ImL → DomL ∩ KerP the
inverse of L|DomL∩KerP , we have
KP y(t) =
∫ t
0
y(s)ds.
Then QN : X → Y and KP (I −Q)N : X → X read
QNx =
1
T
∫ T
0
b(s)x(s)ds +
1
T
∫ T
0
a(s)x2(s)ds,
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KP (I −Q)Nx(t) =
∫ t
0
c(s)ds +
∫ t
0
b(s)x(s)ds +
∫ t
0
a(s)x2(s)ds− tQNx.
Clearly, QN and KP (I − Q)N are continuous. By using Arzela-Ascoli theorem, it is not
difficult to prove that KP (I −Q)N(Ω) is compact for any open bounded set Ω ⊂ X. Indeed,
let L > 0 such that |x|∞ ≤ L, for each x ∈ Ω. Notice that QN(Ω) is bounded and |QNx|∞ ≤
|b|∞L+ |a|∞L
2, for all x ∈ Ω. Hence, KP (I −Q)N(Ω) is uniformly bounded and
|KP (I −Q)Nx|∞ ≤ 2T (|c|∞ + |b|∞L+ |a|∞L
2),∀x ∈ Ω.
Now, let t1, t2 ∈ [0, T ], if we suppose t2 < t1, we obtain
|KP (I −Q)Nx(t1)−KP (I −Q)Nx(t2)|
=
∣∣∣∫ t1t2 c(s)ds+
∫ t1
t2
b(s)x(s)ds +
∫ t1
t2
a(s)x2(s)ds− (t1 − t2)QNx
∣∣∣
≤ 2(|c|∞ + |b|∞L+ |a|∞L
2)|t1 − t2|,∀x ∈ Ω.
Therefore, KP (I −Q)N(Ω) is a equicontinuous set of C([0, T ])(hence of X). By using Arzela-
Ascoli theorem, KP (I −Q)N(Ω) is compact. Therefore, N is L-compact on Ω with any open
bounded set Ω ⊂ X.
As b2A > 0, we consider
(16) Ωd := {x ∈ X||x|∞ <
b
2A
},
that is an open set in X.
Notice that
(17) b(t)− a(t)
b
2A
> 0.
Indeed,
b(t)− a(t)
b
2A
≥ b−A.
b
2A
= b−
b
2
=
b
2
> 0.
Notice that
(18) b(t) + a(t)
b
2A
> 0.
Indeed,
b(t) + a(t)
b
2A
≥ b−A
b
2A
= b−
b
2
=
b
2
> 0.
Let 0 < λ < 1 and x such that
x′ = λc(t) + λb(t)x+ λa(t)x2.
By multiplying by x and integrand of 0 to T , we have
0 =
∫ T
0
x′xdt = λ
∫ T
0
c(t)xdt + λ
∫ T
0
b(t)x2 + a(t)x3dt.
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That is,
0 =
∫ T
0
c(t)xdt+
∫ T
0
x2(b(t) + a(t)x)dt =
∫ T
0
x2(b(t) + a(t)x)dt.
By (16), if x ∈ ∂Ωd, we have |x|∞ =
b
2A , and we obtain
0 ≥
∫ T
0
x2(b(t)− |a(t)||x|∞)dt.
By (12), we have
0 ≥
∫ T
0
x2(b−A
b
2A
)dt
≥
∫ T
0
x2
b
2
dt > 0.
But this is a contradiction. Therefore, the condition (1) of Proposition 2.3 holds for Ωc. Take
x ∈ ∂Ωd ∩KerL. Thus, we have x = −
b
2A or x =
b
2A .
If x = − b2A , by (17), we have
b(t)− a(t)
b
2A
> 0.
Hence,
(19) QNx =
1
T
∫ T
0
−
b
2A
(
b(t)− a(t)
b
2A
)
dt < 0.
If x = b2A , by (18), we have
b(t) + a(t)
b
2A
> 0.
Hence,
(20) QNx =
1
T
∫ T
0
b
2A
(
b(t) + a(t)
b
2A
)
dt > 0.
Then, for each x ∈ ∂Ωd ∩KerL, we have
(21) QNx =
1
T
∫ T
0
x (b(t) + a(t)x) dt 6= 0.
Therefore, the condition (2) of Proposition 2.3 holds for Ωd.
Define a continuous function H(x, µ) by setting
H(x, µ) = (1− µ)x+ µ
1
T
∫ T
0
x (b(t) + a(t)x) dt, µ ∈ [0, 1].
It follows from (19), (20) and (21) that
H(x, µ) 6= 0, for all x ∈ ∂Ωd ∩KerL.
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Hence, using the homotopy invariance theorem, we have
deg(QN,Ωd ∩KerL, 0) = deg
(
1
T
∫ T
0
x (b(t) + a(t)x) dt,Ωd ∩KerL, 0
)
= deg (x,Ωd ∩KerL, 0) = −1 6= 0.
In view of all the discussions above, we conclude from Proposition 2.3 that the equation (13)
has a solution in DomL ∩ Ω¯d.
3.3 Proof of Theorem 1.5
Proof. Due to (i) and (ii), the Theorem 1.4 guarantees that the equation (4) has a T -periodic
solution σ(t) and
∫ T
0 p21(t)σ(t)dt = 0. Thus, by Proposition 1.1, a Floquet multiplier of the
system (1) is
λ1 = exp
∫ T
0
p11(t)dt.
Now, we use the equation (2) to determine the other multiplier, which is
λ2 = exp
∫ T
0
p22(t)dt.
4 Stability of linear and nonlinear systems
The following theorem provides details about the stability of the system (1) in terms of
Floquet exponents. We refer to Theorem 7.2 on page 120 of Hale’s book [4].
Theorem 4.1 (i) A necessary and sufficient condition that the system (1) is uniformly stable
is that the Floquet multipliers of the system (1) have modulii ≤ 1 and the ones with modulii
= 1 have multiplicity 1.
(ii) A necessary and sufficient condition that the system (1) is uniformly asymptotically stable
is that all Floquet multipliers of the system (1) have modulii < 1.
Now, consider the system
(22) X˙ = A(t)X + F (t,X),
where A(t) is an n × n continuous matrix function, and F (t,X) is continuous in t and X and
Lipschitz-continuous in X for all t ∈ R and X in a neighbourhood of X = 0. Moreover, we
assume that
(23) lim
|X|→0
|F (t,X)|
|X|
= 0 uniformly in t.
Notice that the condition in (23) implies that X = 0 is a solution to system (22). Then, we have
the following theorem on the behaviour of the trivial solution X = 0. This result is an extended
version of [4, Theorem 2.4] or [9, Theorem 7.2].
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Theorem 4.2 If the trivial solution X = 0 of the system X˙ = A(t)X is uniformly asymptoti-
cally stable for t ≥ 0, then the trivial solution of (22) is also uniformly asymptotically stable. If
the trivial solution X = 0 of the system X˙ = A(t)X is unstable, then the trivial solution of (22)
is also unstable.
In the following example, we study the stability of a planar system, whose Floquet multipliers
are obtained by Theorem 1.5.
Example 1 Consider the planar system
(24)
u˙ = (m(t)−A)u+ sin(t)v
v˙ = a(t)u+ (m(t)−B)v,
where m(t) is a continuous function and 2pi-periodic,
a(t) =
(α+ 1) sin(t)
β + cos(t)
,
β > 1 and A−B > 0. The Riccati equation associated with this system is
y′ = −a(t)y2 + (A−B)y + sin(t).
Since
∫ 2pi
0 a(t)dt =
∫ 2pi
0 sin(t)dt = 0, b(t) = A−B > 0 and a(t) is limited, according to Theorem
1.4, that there is a 2pi-periodic solution σ(t) with
∫ 2pi
0 a(t)σ(t)dt = 0. Now, by Theorem 1.5, the
Floquet multipliers are
λ1 = exp
∫ 2pi
0
p11(t)dt
λ2 = exp
∫ 2pi
0
p22(t)dt,
that is,
λ1 = exp
∫ 2pi
0
(m(t)−A)dt
λ2 = exp
∫ 2pi
0
(m(t)−B)dt.
Therefore,
λ1 = e
−2piAe
∫
2pi
0
m(t)dt and λ2 = e
−2piBe
∫
2pi
0
m(t)dt.
Observe that, if
∫ 2pi
0 m(t)dt < 2piA and
∫ 2pi
0 m(t)dt < 2piB, then the system (24), according to
Theorem 4.1, is uniformly asymptotically stable.
5 An application to cholera modeling
In this section, we propose the analysis of a mathematical model for cholera dynamics with
seasonal oscillation, studied by [8]. Cholera is a severe intestinal infection caused by the bac-
terium Vibrio cholerae. Many epidemic models have been published, but Codec¸o [1] was the
first to explicitly incorporate bacterial dynamics into a SIR epidemiological model.
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The following new model is a significant extension of Codec¸o’s model [1] that incorporates
the phage dynamics and the seasonal oscillation of cholera transmission, as proposed in [8]:
(25)


dS
dt
= n(H − S)− d B
K+BS,
dI
dt
= d B
K+BS − rI,
dB
dt
= eI −mB − δ B
K˜+B
P,
dP
dt
= ξ I + κ B
K˜+B
P − ν P,
where
• S is the susceptible human population,
• I is the infectious human population,
• B and P are the concentrations of the pathogen (i.e. vibrio) and the phage, respectively
in the contaminated water,
• the total human population, H, is assumed to be a constant,
• n denotes the natural human birth/death rate,
• d denotes the human contact rate to the vibrio,
• δ is the death rate of the bacteria due to phage predation,
• κ is the growth rate of the phage due to feeding on the vibrio,
• e and ξ are the rates of human contribution (e.g. by shedding) to the pathogen and the
phage, respectively,
• m and ν are the natural death rates of the vibrio and the phage, respectively.
In addition, r = n+ γ with γ as the recovery rate, and K and K˜ as the half saturation rates
of the vibrio in the interaction with human and phage, respectively.
In [8], the authors investigated the impact of seasonality on cholera dynamics, particularity
when they examined the periodic variation of three parameters, m, e and d, and applied the
results from the Floquet theory in the analysis, as follows. Firstly, the authors consider that
the parameter m is a positive periodic function of time, m(t), which represents a seasonal
variation of the extinction rate of the vibrio. On the second scenario, the parameter e is set
as a positive periodic function, e(t), which represents a seasonal oscillation of the per capita
contamination rate, i.e., the unit rate of human contribution (e.g. shedding) to the pathogen in
the environment. On the third scenario, the parameter d is set as a positive periodic function,
d(t), which represents a seasonal variation of the contact rate. For an accurate analysis of the
dynamics in each previous case, see [8].
In this paper, we consider the following scenario, by setting the parameters m, e and d as
positive periodic functions m(t), e(t) and d(t) simultaneously.
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It is clear that E0 = (H, 0, 0, 0) is the unique disease free equilibrium (DFE) of the system.
For ease of discussion, we translated the DFE to the origin via a change of variable by S = HS.
Then, with linearization at (0, 0, 0, 0), the original system becomes
(26)


dS
dt
= −nS + d(t)H
K
B +
(
d(t)B(H−S)
K+B −
d(t)H
K
B
)
,
dI
dt
= −rI + d(t)H
K
B +
(
d(t)B(H−S)
K+B −
d(t)H
K
B
)
,
dB
dt
= e(t)I −m(t)B − δ B
K˜+B
P,
dP
dt
= ξ I + κ B
K˜+B
P − ν P.
Thus, system (26) can be written in a compact form
X˙ = A(t)X + F (t,X),
with X = (S¯, I, B, P )T and the matrix
(27) A(t) =


−n 0 d(t)H
K
0
0 −r d(t)H
K
0
0 e(t) −m(t) 0
0 ξ 0 −ν

 .
By [8], it is straightforward to check that lim
|X|→0
|F (t,X)|
|X| = 0 uniformly in t. Based on Theorem
4.2, we only need to consider the periodic linear system
(28) X˙ = A(t)X,
where the matrix A(t) is given by (27).
Notice that the matrix A(t) has a block tridiagonal structure. From [8, Theorem 2.5 and
Corollary 2.5], two Floquet exponents of the system (28) are given by n and ν; the other two
Floquet exponents are determined by the matrix block
(
−r d(t)H
K
e(t) −m(t)
)
. Hence, its stability
depends on the 2× 2 sub-system
(29) Y˙ =
(
−r d(t)H
K
e(t) −m(t)
)
Y.
We consider m(t), e(t) and d(t), such that
(30) A = max
0≤t≤T
d(t),
(31) E = max
0≤t≤T
e(t)
and
(32) m1 = min
0≤t≤T
m(t),
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satisfying
(33) 2EMAT
H
K
< min{m1, r}
and
(34)
∫ T
0
e(t)dt ≤
1
4MN
,
where M and N are defined in (6).
We have the following lemma to describe the stability of the sub-system (29).
Lemma 5.1 Suppose (33), (34) and r 6= 1
T
∫ T
0 m(t)dt. Then, the trivial solution of (29) is
asymptotically stable.
Proof. We observe that m(t), e(t) and a(t) satisfies the assumptions of Theorem 1.3, with∫ T
0 (p11 − p22)dt = −Tr +
∫ T
0 m(t)dt 6= 0 and
∫ T
0 p21(t)dt =
∫ T
0 e(t)dt ≤
1
4MN . Then, it follows
from Theorem 1.3 that the Floquet multipliers of the system (29) are
λ1 = exp
(∫ T
0
(−r − e(t)σ(t))dt
)
and
λ2 = exp
(∫ T
0
(−m(t) + e(t)σ(t))dt
)
,
where σ(t) is a T -periodic solution of equation (4). Since σ ∈ Ω (Ω defined in (8)), we obtain
∣∣∣∣σ(t)−
∫ T
0
G(t, s)a(s)
H
K
ds
∣∣∣∣ < N.
Therefore,
|σ(t)| ≤
∫ T
0
|G(t, s)||a(s)
H
K
|ds+N ≤ 2MAT
H
K
.
Hence, by (33), we obtain
−r − e(t)σ(t) ≤ −r + 2EMAT
H
K
< 0
and
−m(t) + e(t)σ(t) ≤ −m1 + 2EMAT
H
K
< 0.
Notice that all Floquet multipliers of the system (29) have modulii < 1. By Theorem 4.1-(ii),
the trivial solution X = 0 of the system (29) is uniformly asymptotically stable for t ≥ 0.
We can summarize our analysis above in the theorem below.
Theorem 5.2 Assume that system (25) satisfies (33), (34) and r 6= 1
T
∫ T
0 m(t)dt. Then, the
disease free equilibrium E0 = (H, 0, 0, 0) is uniformly asymptotically stable.
14
References
[1] Codec¸o, C.T. Endemic and epidemic dynamics of cholera: the role of the aquatic reservoir,
BMC Infectious diseases, v. 1, n. 1, p. 1, 2001.
[2] Floquet, G. Sur les e´quations diffe´rentielles line´aires a` coefficients pe´riodiques [On linear
differential equations with periodic coefficients], Annales scientifiques de l’E´cole normale
supe´rieur, p. 47–88, 1883.
[3] Gaines, R. E. and Mawhin, J. L. Coincidence Degree and Nonlinear Differential Equations,
Lecture Notes in Math., 586, Berlin, New York:Springer-Verlag, 1977.
[4] Hale, J. K. Ordinary differential equations, vol. XXI, Pure and applied mathematics. New
York (NY):Wiley-Interscience; 2 Ed., 1980.
[5] Hartman, P. Ordinary differential equations, Wiley, New York, 1964.
[6] Mokhtarzadeh, M.R., Pournaki, M.R. and Razani, A. A note on periodic solutions of
Riccati equations, Nonlinear Dynamics, v. 62, n. 1–2, p. 119–125, 2010.
[7] Proctor, T. G. Characteristic multipliers for some periodic differential equations, Proceed-
ings of the American Mathematical Society, v. 22, n. 2, p. 503–508, 1969.
[8] Tian, M.P. and Wang, J. Some results in Floquet, with application to periodic epidemic
models, Applicable Analysis, v. 94, n. 6, p. 1128–1152, 2015.
[9] Verhulst, F. Nonlinear differential equations and dynamical systems, 2nd ed. Berlin:
Springer, 1996.
15
