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LOWER BOUNDS FOR NODAL SETS OF BIHARMONIC STEKLOV
PROBLEMS
JUI-EN CHANG
Abstract. We use layer potential to establish that the boundary biharmonic Steklov op-
erators are elliptic pseudo-differential operators. Thus we are able to establish lower bounds
on both the measure of boundary nodal sets and interior nodal sets for biharmonic Steklov
eigenfunctions.
1. Introduction
Let M be a compact n-dimensional manifold with smooth boundary ∂M . We consider
the following three biharmonic Steklov eigenfunction problems:
(1.1)
{
△2eλ = 0 in M
∂νeλ = ∂ν△eλ + λ3eλ = 0 on ∂M ;
(1.2)
{
△2eλ = 0 in M
eλ = △eλ − λ∂νeλ = 0 on ∂M ;
(1.3)
{
△2eλ = 0 in M
eλ = ∂
2
νeλ − λ∂νeλ = 0 on ∂M.
The problems arise in elastic mechanics. When the weight of the body M is the only body
force, the stress function must be biharmonic inM . In addition, the problem (1.2) is referred
to as the Dirichlet eigenvalue problem in [12] and it is related to the study of Poisson ratio
in theory of elasticity, see [6]. Kutter and Sigillito[9], Payne[12], Wang and Xia[17] focus on
giving bounds for the first eigenvalues, which are related to the geometry of the manifold.
These problems are also important in biharmonic analysis and the inverse problem. The
related problem was initially studied by Caldero´n[3]. The connection is that the set of the
eigenvalues for the biharmonic Steklov problem (1.1) and (1.2) are the same as that of the
well-known “Dirichlet to Neumann Laplacian” map and the “Neumann to Laplacian” map
for biharmonic equation, respectively. These maps concern the relation between different
boundary data of biharmonic functions.
In each of the problems, the spectrum is discrete and the only accumulation points of
eigenvalues is infinity. In view of the important applications, one is interested in finding
the asymptotic behavior for eigenvalues and corresponding eigenfunctions. The Weyl-type
formula which concerns the distribution of the eigenvalues is given by Liu in [10], [11]. In
this paper, we are interested in the behavior of the eigenfunctions. We give lower bounds of
the measure of nodal sets for all the biharmonic Steklov problems.
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Let us briefly review the literature concerning the study of the nodal sets for other eigen-
function problems. First, the eigenfunction eλ with eigenvalue λ for the Laplace operator on
a smooth compact manifold satisfies
(1.4) △eλ = −λ2eλ.
Yau[19], [20] conjectures that for the nodal set Zλ = {eλ = 0},
(1.5) cλ ≤ |Zλ| ≤ Cλ
for some constant c, C only depends on M . The lower bound was proven by Bru¨ning[1] and
Yau for surfaces. Donnelly and Fefferman[5] establish both bounds for analytic manifolds.
However, for n-dimensional smooth manifolds, the conjecture remains open. In this case,
there are some bounds established for the nodal sets which are weaker than that in the
conjecture. Colding and Minicozzi[4] give the best lower bound |Zλ| ≥ cλ 3−n2 . For alternative
proofs, see Hezari and Sogge[8], Sogge and Zelditch[15].
For the case of the harmonic Steklov eigenfunction, eλ is defined as the solution of
(1.6)
{
△eλ = 0 in M
∂νeλ = λeλ on ∂M.
If we restrict eλ on the boundary, it satisfies the eigenvalue problem
(1.7) Λeλ = λeλ,
where Λ, the Dirichlet-to-Neumann operator, is defined as
(1.8) Λf = ∂ν(Kf)|∂M ,
for f ∈ C∞(∂M) and Kf is the unique harmonic function in M with boundary value f .
Let Z˜λ = {x ∈ ∂M |eλ = 0} be the boundary nodal set for harmonic Steklov eigenfunction
eλ. Bellova and Lin[2] first establish a upper bound |Zˆλ| ≤ Cλ6 on analytic domains in
R
n. Later, Zelditch[22] gives the sharp upper bound |Zˆλ| ≤ Cλ on analytic manifolds with
analytic boundary. For the case of a smooth manifold, Wang and Zhu[18] establish a lower
bound |Z˜λ| ≥ cλ 4−n2 . Notice that this is the same order as in the Laplacian operator case
since the dimension of ∂M is n− 1. For the interior nodal set Zλ = {eλ = 0} ⊂ M , Sogge,
Wang and Zhu[14] establish a lower bound |Zλ| ≥ cλ 2−n2 . All the current best lower bounds
on smooth manifolds employ the theory of pseudo-differential operators to get an Lp estimate
of eigenfunctions.
In this article, we establish polynomial lower bounds for size of the boundary nodal sets,
the vanishing sets of △eλ and the interior nodal sets.
Theorem 1.1. If 0 is a regular value of eλ on ∂M for (1.1) case, or 0 is a regular value of
∂νeλ on ∂M for (1.2), (1.3) case, we have
(1.9)
∣∣Z˜λ∣∣ ≥ cλ 4−n2 .
where
(1.10)
Z˜λ = {x ∈ ∂M |eλ = 0} for problem (1.1),
Z˜λ = {x ∈ ∂M |∂νeλ = 0} for problems(1.2).(1.3).
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Theorem 1.2. For eλ satisfying (1.1), (1.2) or (1.3), if 0 is a regular value of △eλ, we have
(1.11)
∣∣Zˆλ∣∣ ≥ cλ 2−n2 ,
where
(1.12) Zˆλ = {x ∈M |△eλ = 0}.
Theorem 1.3. For eλ satisfying (1.2) or (1.3), if 0 is a regular value of eλ, we have
(1.13)
∣∣Zλ∣∣ ≥ cλ 2−n2 .
For eλ satisfying (1.1), if 0 is a regular value of eλ, we have
(1.14)
∣∣Zλ∣∣ ≥ cλ−n2 ,
where
(1.15) Zλ = {x ∈M |eλ = 0}.
Remark 1.4. The reader may compare theorem 1.3 to the lower bound of interior Steklov
nodal sets given in [14], which is of the same order except the bound for
∣∣Zλ∣∣ in (1.1) case.
Also, the reader may compare theorem 1.1 to the lower bound of boundary Steklov nodal
sets given in [18]. Again, we get a lower bound with the same order.
The rest of this article is organized as follows. In section 2, we introduce related boundary
operators and establish important equations for biharmonic functions. In section 3, using
the method of layer potentials as in [16], we show that the boundary operators are elliptic
pseudo-differential operators on ∂M , which is different from the proof given in [11]. By the
pseudo-differential operator theory, we establish the Lp estimates from the theorem in [13].
From this, L∞, L2, L1 bounds for |∇eλ| is given on the sets which we want to find a lower
bound as in [18] and [8]. In section 4, 5 and 6, we focus on the set Zˆλ, Zλ and Z˜λ respectively
and prove the theorems.
2. Some basic properties for the biharmonic Steklov problem
The biharmonic Steklov problems are related to the boundary operators. The eigenfunc-
tions eλ in (1.1), (1.2) and (1.3) satisfy the eigenvalue problems
Θeλ = λ
3eλ,Ξ∂νeλ = λ∂νeλ,Π∂νeλ = λ∂νeλ,(2.1)
on ∂M , respectively, for the Dirichlet-to-Neumann-Laplacian operator Θ, Neumann-to-
Laplacian operator Ξ, Neumann-to-double-Neumann operator Π, which are defined below.
For f ∈ C∞(∂M), define
Θf = −∂ν△(K1f)|∂M ,
Ξf = △(K2f)|∂M ,
Πf = ∂2ν(K2f)|∂M ,
(2.2)
where K1f = u is the unique biharmonic function with u|∂M = f , ∂νu|∂M = 0 and K2f = v
is the unique biharmonic function with v|∂M = 0, ∂νv|∂M = f .
First, let us show the operator Π is well defined and establish the relation between Ξ and
Π.
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Theorem 2.1. The ∂2ν in the definition of Π is well defined. We have Ξf = Πf +Hf , where
H is the mean curvature of ∂M .
Proof. Let F be a smooth function on M with F |∂M = 0. Let N be any unit vector field
defined in a neighborhood of ∂M with N |∂M = ∂ν . We have
(2.3) NNF = N(dF (N)) = ∇2F (N,N) + dF (∇NN).
Since ∇NN ⊥ N , ∇NN |∂M is tangent to ∂M . Using F |∂M = 0, we have dF (∇NN) = 0.
Therefore, NNF = ∇2F (N,N) is tensorial and only depends on N |∂M = ∂ν .
Now, let {ei}n−1i=1 ∪ {N} be an orthonormal frame in a neighborhood of the boundary. We
have
(2.4) △F = ∇2F (N,N) +
n−1∑
i=1
∇2F (ei, ei) = ∇2F (N,N) +
n−1∑
i=1
(
eieiF − dF (∇eiei)
)
.
Given that F |∂M = 0, ei|∂M is tangent to ∂M , we have eieiF = 0.
(2.5) △F |∂M = ∂2νF −
n−1∑
i=1
dF (∇eiei) = ∂2νF − dF (
n−1∑
i=1
∇eiei) = ∂2νF +H∂νF.
Plug in F = K2f and we can get the desired result. 
Next, let us recall the Green’s formula for biharmonic function:
Theorem 2.2. Let u, v be biharmonic function on M , we have
0 =
∫
∂M
∂ν△uv −△u∂νv + ∂νu△v − u∂ν△v,∫
M
(△u)2 =
∫
∂M
∂νu△u− u∂ν△u.
(2.6)
Proof. Integrate the equation
△2uv − u△2v = ∇ · (∇△uv −△u∇v +∇u△v − u∇△v),
(△u)2 − u△2u = ∇ · (∇u△u− u∇△u).(2.7)
on M and use divergence theorem. 
From the equation above, we can deduce that Θ, Ξ, Π are self-adjoint, Θ and Ξ are
positive.
Now, let Eˆ(x, y) be a symmetric fundamental solution to the biharmonic equation:
(2.8) △2xEˆ(x, y) = δy(x).
From the symmetry, we also have △2yEˆ(x, y) = δx(y). We have the following Green’s formula
for the biharmonic functions.
Theorem 2.3. If u is a biharmonic function on M , we have
(2.9) u(x) =
∫
∂M
[
u ·∂yν△yEˆ(x, y)−∂νu ·△yEˆ(x, y)+△u ·∂yνEˆ(x, y)−∂ν△u ·Eˆ(x, y)
]
dσ(y).
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3. Layer potentials
Now, to establish the result, we need some technical results for biharmonic boundary
Steklov operators. Let M as above, we can extend the manifold across the boundary such
that M¯ ⊂ Ω, where Ω is a smooth n-dimensional manifold. Let O ⊂ Ω be a precompact open
neighborhood of M¯ . Start with a symmetric fundamental solution E◦(x, y) of the Laplacian
operator,
(3.1) △xE◦(x, y) = δy(x),
where E◦(x, y) is the Schwartz kernel of the operator E◦(x,D) ∈ OPS−2(Ω). Now, let
η ∈ C∞0 (Ω) be a cutoff function which is identically 1 in O and E(x, y) = η(x)η(y)E◦(x, y)
be the Schwartz kernel of the compactly supported operator E(x,D) ∈ OPS−2(Ω). We can
construct the following fundamental solution for the biharmonic equation:
(3.2) Eˆ(x, y) =
∫
Ω
E(x, z)E(z, y)dV (z),
which satisfies
(3.3) △2xEˆ(x, y) = δy(x),△2yEˆ(x, y) = δx(y)
in O. Eˆ(x, y) is the Schwartz kernel of a compactly supported operator Eˆ(x,D), where
Eˆ(x,D) = E(x,D)E(x,D) ∈ OPS−4(Ω). The Schwartz kernel Eˆ(x, y) is smooth off the
diagonal. As x→ y, we have the following expansion:
(3.4) Eˆ(x, y) = cn
{ R(x, y)+d(x, y)2 log(d(x, y)) + · · · n = 2,
R(x, y)+d(x, y) + · · · n = 3,
log(d(x, y)) + · · · n = 4,
d(x, y)4−n + · · · n ≥ 5,
where R(x, y) is smooth, in dimension n = 2, 3, they are more significant than the part
contribute to △2xEˆ(x, y) = δy(x), but they only contribute to a smoothing operator. The
function d(x, y) is the distance on the manifold, and the constant
(3.5) cn =
{ 1
4ω1
= 1
8π
n = 2,
−1
4ω3
n = 4,
1
2(4−n)(2−n)ωn−1
n = 3, n ≥ 5,
with ωn = V ol(S
n). For a function f on ∂M , follow the same approach as in [16], we define
the following potentials in M .
(3.6)
L1f(x) =
∫
∂M
f(y)Eˆ(x, y)dσ(y), L2f(x) =
∫
∂M
f(y)∂ν,yEˆ(x, y)dσ(y),
L3f(x) =
∫
∂M
f(y)△yEˆ(x, y)dσ(y), L4f(x) =
∫
∂M
f(y)∂ν,y△yEˆ(x, y)dσ(y).
Given a function u on Ω\∂M . For x ∈ ∂M , define u+(x) and u−(x) be the limit of u(z)
as z → x, from z ∈ M and z ∈ Ω\M¯ , respectively. Now, we can find the limit of the above
layer potentials on ∂M .
Proposition 3.1. For x ∈ ∂M , we have
(3.7) L1f+(x) = L1f−(x) = S3f(x),
(3.8) L2f+(x) = L2f−(x) = S2f(x),
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(3.9) L3f+(x) = L3f−(x) = S1f(x),
(3.10) L4f±(x) = ±1
2
f(x) +Nf(x),
where, for x ∈ ∂M ,
(3.11) S3f(x) =
∫
∂M
f(y)Eˆ(x, y)dσ(y),
(3.12) S2f(x) =
∫
∂M
f(y)∂ν,yEˆ(x, y)dσ(y),
(3.13) S1f(x) =
∫
∂M
f(y)△yEˆ(x, y)dσ(y),
and
(3.14) Nf(x) =
∫
∂M
f(y)∂ν,y△yEˆ(x, y)dσ(y).
Furthermore, for the operators defined above, we have S2, S3 ∈ OPS−3(∂M), S1, N ∈
OPS−1(∂M). S1 and S3 are elliptic. The principle symbols of S1 and S3 are the same as
that of 1
2
√
−△T−1 and 1
4
√
−△T−3, respectively, where △T is the Laplacian operator on the
boundary.
Proof. Following [16], if σ ∈ E ′(Ω) is the surface measure on ∂M , f ∈ D′(∂M), we have
fσ ∈ E ′(Ω). Now, let p(x,D) ∈ OPSm(Ω), define
(3.15) v = p(x,D)(fσ).
When m < −1, v is continuous even across ∂M and
(3.16) v|∂M = Qf, Q ∈ OPSm+1(∂M).
We need to compute the principle symbols of them. At any point on ∂M , choose the
coordinates such that {xi}n−1i=1 are normal coordinates on ∂M and xn is the normal direction
pointing into M . The symbol of Q(x,D) is given by
(3.17) q(xn, x
′, ξ′) =
1
2π
∫
p(x, ξ′, ξn)e
ixnξndξn.
In this coordinate, put p3(x,D) = Eˆ(x,D), p2(x,D) = Eˆ(x,D)X
∗, p1(x,D) = Eˆ(x,D)△
respectively, where X is any vector field on Ω which equals the outer normal ν on ∂M and
X∗ its formal adjoint. The corresponding principle symbols are p3(x, ξ) = |ξ|−4, p2(x, ξ) =
iξn|ξ|−4, p1(x, ξ) = −|ξ|2. Use this, we can get
q3(xn, x
′, ξ′) =
1
2π
∫ ∞
−∞
|ξ|−4eixnξndξn = 1
4
(
1
|ξ′|3 +
|xn|
|ξ′|2 )e
−|xnξ′|,
q2(xn, x
′, ξ′) =
i
2π
∫ ∞
−∞
ξn|ξ|−4eixnξndξn = −xn
4|ξ′|e
−|xnξ′|,
q1(xn, x
′, ξ′) =
−1
2π
∫ ∞
−∞
|ξ|−2eixnξndξn = −e
−|xnξ′|
2|ξ′| ,
(3.18)
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Taking the limit as xn goes to 0. For |ξ′| > 1 the right hand side uniformly converge.
Therefore, after restricting on ∂M , the principle symbol of S3, S1 are
1
4
|ξ′|−3, −1
2
|ξ′|−1
respectively. For q2, since the right side converge to 0, and the term with O(|ξ|−4) only
contribute to OPS−3(∂M), we can conclude the resulting operator S2 ∈ OPS−3(∂M). We
can establish (3.7), (3.8), (3.9) and the properties of S3, S2, S1.
Now, let us turn out attention to (3.10). Put p(xn, ξ
′, ξn) = −iξn|ξ|−2+p′(xn, ξ′, ξn), where
p′(x,D) ∈ OPS−2(Ω). Since
(3.19)
1
2π
∫ ∞
−∞
−iξn|ξ|−2dξn =
{
e−xn|ξ
′|
2
xn > 0,
−exn|ξ
′|
2
xn < 0.
Let xn goes to 0, the contribution of p
′ will converge to the same limit from both positive
and negative direction. Therefore, v± = Q±f , where Q± ∈ OPS0(∂M). Q± = ±12I + Q′,
with Q′ ∈ OPS−1(∂M). Now, for ∂ν,y△yEˆ(x, y), the expansion when x is near y is given by
(3.20) ∇y△yEˆ(x, y) = − 1
ωn−1
d(x, y)1−nVx,y + · · · ,
where Vx,y denotes the unit vector at y in the direction of the geodesic from x to y. Therefore,
(3.21) ∂ν,y△yEˆ(x, y) = − 1
ωn−1
d(x, y)1−n〈Vx,y, νy〉+ · · · .
Since 〈Vx,y, νy〉 is Lipschitz on ∂M × ∂M and vanishes on the diagonal, ∂ν,y△yEˆ(x, y) is
integrable on ∂M ×∂M . Q± has Schwartz kernels equal to ∂ν,y△yEˆ(x, y) on the compliment
of the diagonal in ∂M ×∂M , together with the knowledge of the principle symbol of Q±, we
establish (3.10). 
Now, we investigate the relation between the boundary biharmonic Steklov operators and
the operators defined above.
Theorem 3.2. For the biharmonic Steklov operators, Θ, Ξ and Π, we have Ξ, Π ∈ OPS1(∂M),
Θ ∈ OPS3(∂M). All of them are elliptic. The principle symbol of Θ is equal to the principle
symbol of 2
√
−△T 3. The principle symbols of Ξ, Π are equal to the principle symbol of
2
√
−△T .
Proof. For f ∈ C∞(∂M), let u = K1f ∈ C∞(M¯). Define operator θ on ∂M to be θf =
△u|∂M . Since △(△u) = 0, we have Λθf = −Θf . From the Green’s formula,
u(x) =
∫
∂M
u∂ν,y△yEˆ(x, y)− ∂νu△yEˆ(x, y) +△u∂ν,yEˆ(x, y)− ∂ν△uEˆ(x, y)dσ(y)
=
∫
∂M
f∂ν,y△yEˆ(x, y) + θf∂ν,yEˆ(x, y)− ΛθfEˆ(x, y)dσ(y)
= L4f(x) + L2θf(x)− L1Λθf(x).
(3.22)
for x ∈M . Taking the limit, let x goes to a boundary point, we have
(3.23) f =
1
2
f +
1
2
Nf + S2θf − S3Λθf
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on ∂M , which can be written as
(3.24) (
1
2
− 1
2
N)f = (S2 − S3Λ)θf.
Note that S2, S3 ∈ OPS−3(∂M), Λ ∈ OPS1(∂M), the principle symbols of S3 and Λ are
given by 1
4
|ξ′|−3, |ξ′| respectively, we can conclude that θ ∈ OPS2(∂M) and the corresponding
principle symbol is −2|ξ′|2. Therefore, Θ = −Λθ ∈ OPS3(∂M) with principle symbol 2|ξ′|3.
Now, we deal the operators Ξ and Π in a similar way. For f ∈ C∞(∂M), let v = K2f ∈
C∞(M¯). Using Green’s formula,
v(x) =
∫
∂M
v∂ν,y△yEˆ(x, y)− ∂νv△yEˆ(x, y) +△v∂ν,yEˆ(x, y)− ∂ν△vEˆ(x, y)dσ(y)
=
∫
∂M
−f△yEˆ(x, y) + Ξf∂ν,yEˆ(x, y)− ΛΞfEˆ(x, y)dσ(y)
= −L3f(x) + L2Ξf(x)− L1ΛΞf(x)
(3.25)
for x ∈M . Taking the limit as x goes to a boundary point, we have
(3.26) 0 = −S1f + S2Ξf − S3ΛΞf
on ∂M , which is the same as
(3.27) S1f = (S2 − S3Λ)Ξf.
Use the argument as above, we can conclude that Ξ ∈ OPS1(∂M) with the principle symbol
2|ξ′|. Finally, recall that Π = Ξ + H on ∂M , we have Π ∈ OPS1(∂M) with the same
principle symbol. 
Remark 3.3. The operator θ defined in the proof above may not be self-adjoint. In the
proof, we only need the ellipticity of the operator.
For simplicity, in the following, we use A . B to mean there exist constant C independent
of λ such that A ≤ CB when λ large enough. A ≈ B means A . B and B . A.
One of the most important ingredients for the proof is the Lp estimates for eigenfunctions.
We have that 3
√
Θ, Ξ and Π are classical order 1 pseudo-differential operators with principle
symbol equal to some nonzero constants times the principle symbol of
√
−△T . From [13],
we have the following:
Theorem 3.4. For the Steklov eigenfunctions eλ satisfying (1.1), p ≥ 2, we have
(3.28) ‖eλ‖Lp(∂M) . λσ(n,p)‖eλ‖L2(∂M).
For the Steklov eigenfunctions eλ satisfying (1.2) or (1.3), p ≥ 2, we have
(3.29) ‖∂νeλ‖Lp(∂M) . λσ(n,p)‖∂νeλ‖L2(∂M).
where
(3.30) σ(n, p) =
{
(n− 1)(1
2
− 1
p
)− 1
2
, 2n
n−2
≤ p ≤ ∞
n−2
2
(1
2
− 1
p
), 2 ≤ p ≤ 2n
n−2
.
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Use this theorem for p = 2n
n−2
and the Holder inequality, we have
(3.31) ‖eλ‖L1(∂M) & λ−
n−2
4 ‖eλ‖L2(∂M)
for eλ satisfying (1.1) and
(3.32) ‖∂νeλ‖L1(∂M) & λ−
n−2
4 ‖∂νeλ‖L2(∂M)
for eλ satisfying (1.2), (1.3).
Now, we establish bounds of Lp estimates when applying pseudo-differential operators to
the eigenfunctions.
Lemma 3.5. Fix p ∈ (1,∞), for any P ∈ OPSk(∂M), we have
(3.33) ‖Peλ‖Lp(∂M) . λk‖eλ‖Lp(∂M)
for (1.1) and
(3.34) ‖P∂νeλ‖Lp(∂M) . λk‖∂νeλ‖Lp(∂M)
for (1.2), (1.3).
Proof. Let eλ satisfies (1.1). Since the inverse of I +
3
√
Θ exist, we have P (I + 3
√
Θ)−k ∈
OPS0(∂M). Therefore,
‖Peλ‖Lp(∂M) = ‖P (I + 3
√
Θ)−k(I +
3
√
Θ)keλ‖Lp(∂M)
= (1 + λ)k‖P (I + 3
√
Θ)−keλ‖Lp(∂M) . λk‖eλ‖Lp(∂M).
(3.35)
We can get the similar result for eλ satisfying (1.2), (1.3). 
For the case that p = 1, we need to take extra care.
Lemma 3.6. Let P ∈ OPSk(∂M). Fix ǫ > 0, eλ satisfying (1.1), we have
(3.36) ‖Peλ‖L1(∂M) . λk+ǫ‖eλ‖L1(∂M).
If eλ satisfying (1.2), (1.3), similarly,
(3.37) ‖P∂νeλ‖L1(∂M) . λk+ǫ‖∂νeλ‖L1(∂M).
Proof. We proof the case for k = 0 first. If eλ satisfies (1.1), let δ > 0. By Holder’s inequality,
‖Peλ‖L1(∂M) . ‖Peλ‖L1+δ(∂M) . ‖eλ‖L1+δ(∂M) ≤ ‖eλ‖
2δ
1+δ
L2(∂M)‖eλ‖
1−δ
1+δ
L1(∂M)
. λ
2(n−1)δ
4(1+δ) ‖eλ‖L1(∂M).
(3.38)
Choose δ such that 2(n−1)δ
4(1+δ)
< ǫ, we can get the desired result. For general k, P (I + 3
√
Θ)−k ∈
OPS0(∂M). We can use the same argument as in the lemma above. The case for (1.2), (1.3)
can be done in a similar manner. 
It’s convenient to write the Lp norms in terms of that of △eλ. We have the following
corollary
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Corollary 3.7. Fix any p ∈ [1,∞). For (1.1), we have
(3.39) ‖△eλ‖Lp(∂M) ≈ λ2‖eλ‖Lp(∂M).
For (1.3), we have
(3.40) ‖△eλ‖Lp(∂M) ≈ λ‖∂νeλ‖Lp(∂M).
Proof. Choose ǫ = 1
2
. For (1.1), we have△eλ|∂M = θeλ. Using θ+ 3
√
2Θ2 = P ′1 ∈ OPS1(∂M),
we have
(3.41) θeλ = (− 3
√
2Θ2 + P ′1)eλ = (− 3
√
2λ2 + P ′1)eλ
on ∂M . Therefore,
(3.42)
3
√
2λ2‖eλ‖Lp(∂M) − ‖P ′1eλ‖Lp(∂M) ≤ ‖△eλ‖Lp(∂M) ≤ 3
√
2λ2‖eλ‖Lp(∂M) + ‖P ′1eλ‖Lp(∂M).
Since ‖P ′1eλ‖Lp(∂M) . λ
3
2‖eλ‖Lp(∂M), we can get the desired result. The case for (1.3) is
similar. 
4. Lower bound for the vanishing set of △eλ
For (1.2), we can think △eλ as the extension of the boundary data into M . Thus it would
be interesting to get a lower bound of its vanishing set. Let Zˆαλ = {x ∈M |△eλ = α} be the
α-level set of △eλ. Define
(4.1) σα(x) =
{
1 x > α
0 x = α
−1 x < α.
We have the following equation.
Theorem 4.1. For any f ∈ C∞(M¯), any regular value α of △eλ, we have
(4.2)
∫
∂M
fσα(△eλ)∂ν△eλds−
∫
M
σα(△eλ)〈∇f,∇△eλ〉dV = 2
∫
Zˆα
λ
f |∇△eλ|ds.
Proof. Let {Dˆ+,αk }k be the collection of connected components of the set {△eλ > α} ∩M .
Zˆ
+,α
k = ∂Dˆ
+,α
k ∩M , Yˆ +,αk = ∂Dˆ+,αk ∩ ∂M . We have∫
Dˆ
+,α
k
〈∇f,∇△eλ〉dV = −
∫
Dˆ
+,α
k
f△2eλdV −
∫
Zˆ
+,α
k
f |∇△eλ|ds+
∫
Yˆ
+,α
k
f∂ν△eλds
= −
∫
Zˆ
+,α
k
f |∇△eλ|ds+
∫
Yˆ
+,α
k
f∂ν△eλds.
(4.3)
Similarly, from the set {△eλ < α} ∩M , we can define Dˆ−,αk , Zˆ−,αk , Yˆ −,αk together with a
similar equation:
(4.4) −
∫
Dˆ
−,α
k
〈∇f,∇△eλ〉dV = −
∫
Zˆ
−,α
k
f |∇△eλ|ds−
∫
Yˆ
−,α
k
f∂ν△eλds.
Summing over all the equation above and notice that almost every point on Zˆαλ will appear
once for some Zˆ+,αk and once for some Zˆ
−,α
k , we can get the desired equation.

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Plug in f = 1 in the theorem, we get the following:
Corollary 4.2. There exists a constant c such that for any biharmonic Steklov eigenfunciton
eλ satisfying (1.1), (1.2), (1.3), any regular value α of△eλ satisfying |α| < cλ 2−n4 ‖△eλ‖L2(∂M),
we have
(4.5)
∫
Zˆα
λ
|∇△eλ|ds & λ‖△eλ‖L1(∂M).
Proof. For the eigenfunction satisfying (1.2), we have
2
∫
Zˆα
λ
|∇△eλ|ds =
∫
∂M
σα(△eλ)∂ν△eλds =
∫
∂M
σα(△eλ)Λ△eλds.(4.6)
Since 2Λ− Ξ = P ∈ OPS0(∂M), we have Λ△eλ = 12(Ξ + P )△eλ = 12λ△eλ + 12P△eλ. Thus
2
∫
Zˆα
λ
|∇△eλ|ds =1
2
∫
∂M
σα(△eλ)(λ+ P )△eλds
=
λ
2
∫
∂M
σα(△eλ)△eλds+ 1
2
∫
∂M
σα(△eλ)P△eλds
≥λ
2
(
‖△eλ‖L1(∂M) − 2α|∂M |
)
− 1
2
‖P△eλ‖L1(∂M)
≥λ
2
‖△eλ‖L1(∂M) − λα|∂M | − C
2
λǫ‖△eλ‖L1(∂M)
(4.7)
Choose c which only depend on M such that for any |α| < cλ 2−n4 ‖△eλ‖L2(∂M), α|∂M | <
1
8
‖△eλ‖L1(∂M). We can get the desired result when λ is large.
For the eigenfunction satisfying (1.3), use △eλ = Π∂νeλ + H∂νeλ = λ∂νeλ + H∂νeλ and
2Λ−Π = P ′ ∈ OPS0(∂M). We have
Λ△eλ = 1
2
(Π + P ′)(λ∂νeλ +H∂νeλ) =
1
2
λ2∂νeλ +
λ
2
P ′∂νeλ +
1
2
ΛH∂νeλ
=
1
2
λ(△eλ −H∂νeλ) + λ
2
P ′∂νeλ +
1
2
ΛH∂νeλ
=
λ
2
△eλ + 1
2
(HΠ+ P ′Π+ ΛH)∂νeλ.
(4.8)
Notice that 1
2
(HΠ+ P ′Π+ ΛH) ∈ OPS1(∂M). Therefore
(4.9) ‖1
2
(HΠ+ P ′Π+ ΛH)∂νeλ‖L1(∂M) . λ1+ǫ‖∂νeλ‖L1(∂M) . λǫ‖△eλ‖L1(∂M).
We can use the same approach as in (4.7) to get the estimation for (1.3).
For the eigenfunction satisfying (1.1), we have △eλ = θeλ and ∂ν△eλ = Θeλ = −λ3eλ.
3
√
2Θ2 + θ = P ′1 ∈ OPS1(∂M). We have
Λ△eλ = −λ3eλ = −λ 3
√
Θ2eλ =
λθ
3
√
2
eλ − λP
′
1
3
√
2
eλ =
λ
3
√
2
△eλ − λP
′
1
3
√
2
eλ,(4.10)
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also,
‖λP
′
1
3
√
2
eλ‖L1(∂M) . λ · λ1+ǫ‖eλ‖L1(∂M) . λǫ‖△eλ‖L1(∂M).(4.11)
Again, we can use the same approach as in (4.7) to get the estimation for (1.1) when λ is
sufficiently large. 
Remark 4.3. For the operator Θ, Π, the eigenfunctions are eλ|∂M , ∂νeλ respectively. It’s
more nature to write the norm in terms of the eigenfunctions. We choose △eλ|∂M to make
the result for all the cases look similar.
Next, we can plug in f =
√
1 + |∇△eλ|2 and get the following proposition.
Proposition 4.4. For the eigenfunctions satisfying (1.1), (1.2), (1.3), we have the following
estimation when λ is large enough:
(4.12)
∫
Zˆα
λ
|∇△eλ|2ds . λ2‖△eλ‖2L2(∂M).
Proof. Plug in f =
√
1 + |∇△eλ|2, we have
2
∫
Zˆα
λ
|∇△eλ|2ds ≤ 2
∫
Zˆα
λ
|∇△eλ|
√
1 + |∇△eλ|2ds
≤
∫
∂M
√
1 + |∇△eλ|2|∂ν△eλ|ds+
∫
M
|〈∇
√
1 + |∇△eλ|2,∇△eλ〉|dV.
(4.13)
We need to estimate both terms on the right hand side. First, let eλ satisfies (1.2). |∇△eλ|2 =
(∂ν△eλ)2+|∇T△eλ|2 on ∂M , where∇T denotes the gradient on ∂M . Since△T ∈ OPS2(∂M),
‖△T△eλ‖L2(∂M) = ‖△TΞ∂νeλ‖L2(∂M) . λ3‖∂νeλ‖L2(∂M) . λ2‖△eλ‖L2(∂M).(4.14)
We can get the following:
∫
∂M
|∇T△eλ|2ds = −
∫
∂M
△eλ△T△eλds ≤ ‖△eλ‖L2(∂M)‖△T△eλ‖L2(∂M) . λ2‖△eλ‖2L2(∂M)
(4.15)
when λ is large enough. Similarly, using Λ ∈ OPS1(∂M), we have
(4.16) ‖∂ν△eλ‖2L2(∂M) . λ2‖△eλ‖2L2(∂M),
and therefore
(4.17)
∫
∂M
1 + |∇△eλ|2ds =
∫
∂M
1 + (∂ν△eλ)2 + |∇T△eλ|2ds . λ2‖△eλ‖2L2(∂M).
The estimation of the first term is given as
(4.18)∫
∂M
√
1 + |∇△eλ|2|∂ν△eλ|ds ≤ ‖
√
1 + |∇△eλ|2‖L2(∂M)‖∂ν△eλ‖L2(∂M) . λ2‖△eλ‖2L2(∂M).
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Now, let us estimate the second term.∫
M
∣∣〈∇√1 + |∇△eλ|2,∇△eλ〉∣∣dV =
∫
M
|∇2△eλ(∇△eλ,∇△eλ)|√
1 + |∇△eλ|2
dV
≤ ‖∇2△eλ‖L2(M)‖∇△eλ‖L2(M)‖ ∇△eλ√
1 + |∇△eλ|2
‖L∞(M)
≤ ‖∇2△eλ‖L2(M)‖∇△eλ‖L2(M).
(4.19)
The L2 norm of ∇△eλ and ∇2△eλ on M is needed. We have
(4.20)
∫
M
|∇△eλ|2dV = −
∫
M
△eλ△2eλdV +
∫
∂M
△eλ∂ν△eλds . λ‖△eλ‖2L2(∂M).
Therefore, ‖∇△eλ‖L2(M) .
√
λ‖△eλ‖L2(∂M).
To estimate ‖∇2△eλ‖L2(M), let us recall the Reilly’s formula: for any smooth function f
on M , we have
(4.21)
∫
M
|∇2f |2+Ric(∇f,∇f)−(△f)2dV =
∫
∂M
A(∇Tf,∇Tf)−2∂νf△Tf+H(∂νf)2ds.
Use this formula for △eλ, we have∫
M
|∇2△eλ|2 = −
∫
M
Ric(∇△eλ,∇△eλ)dV
+
∫
∂M
A(∇T△eλ,∇T△eλ)− 2∂ν△eλ△T△eλ +H(∂ν△eλ)2ds
≤‖Ric‖L∞(M)‖∇△eλ‖2L2(M) + ‖A‖L∞(∂M)‖∇T△eλ‖2L2(∂M)
+ 2‖∂ν△eλ‖L2(∂M)‖△T△eλ‖L2(∂M) + ‖H‖L∞(∂M)‖∂ν△eλ‖2L2(∂M)
.
(
‖Ric‖L∞(M) · λ+ (‖A‖L∞(∂M) + 2λ) · λ2 + λ2‖H‖L∞(∂M)
)
‖△eλ‖2L2(∂M)
.λ3‖△eλ‖2L2(∂M).
(4.22)
The estimation of the second term is given by
∣∣ ∫
M
〈∇
√
1 + |∇△eλ|2,∇△eλ〉dV
∣∣ ≤ ‖∇2△eλ‖L2(M)‖∇△eλ‖L2(M)
.
√
λ
√
λ3‖△eλ‖2L2(∂M) = λ2‖△eλ‖2L2(∂M).
(4.23)
Combine the estimations together, we have
(4.24)
∫
Zˆλ
|∇△eλ|2ds . λ2‖△eλ‖2L2(∂M) + λ2‖△eλ‖2L2(∂M) ≈ λ2‖△eλ‖2L2(∂M).
For the eigenfunction satisfying (1.3), just replace the operator Ξ to Π and we can get the
desired result.
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For the eigenfunction satisfying (1.1), use similar method, we can get the following esti-
mation on the boundary:
‖∂νeλ‖L2(∂M) = 0, ‖∇T eλ‖L2(∂M) = λ‖eλ‖L2(∂M)
‖△eλ‖L2(∂M), ‖△Teλ‖L2(∂M) . λ2‖eλ‖L2(∂M),
‖∇T△eλ‖L2(∂M) . λ3‖eλ‖L2(∂M), ‖∂ν△eλ‖L2(∂M) = λ3‖eλ‖L2(∂M),
‖△T△eλ‖L2(∂M) . λ4‖eλ‖L2(∂M),
(4.25)
and following estimation on M :
‖∇eλ‖L2(M) ≈ λ 12‖eλ‖L2(∂M),
‖△eλ‖L2(M) = λ 32‖eλ‖L2(∂M),
‖∇△eλ‖L2(M) . λ 52‖eλ‖L2(∂M),
‖∇2△eλ‖L2(M) . λ 72‖eλ‖L2(∂M).
(4.26)
From these, using ‖△eλ‖L2(∂M) ≈ λ2‖eλ‖L2(∂M) when λ is large, we can get the desired
estimation. 
Finally, we can establish a lower bound of |Zˆαλ |.
Theorem 4.5. For eλ satisfying (1.1), (1.2) or (1.3), for |α| < cλ 2−n4 ‖△eλ‖L2(M), we have
(4.27)
∣∣Zˆαλ ∣∣ & λ 2−n2 .
Proof. We have
(4.28) λ‖△eλ‖L1(∂M) .
∫
Zˆα
λ
|∇△eλ|ds ≤
( ∫
Zˆα
λ
|∇△eλ|2ds
) 1
2
∣∣Zˆαλ ∣∣ 12 . λ∣∣Zˆαλ ∣∣ 12‖△eλ‖L2(∂M).
Recall that when λ is large, p = 1, 2, ‖△eλ‖Lp(∂M) ≈ λ‖∂νeλ‖Lp(∂M) for (1.3), ‖△eλ‖Lp(∂M) ≈
λ2‖eλ‖Lp(∂M) for (1.1). Using the Lp estimate (3.4) for the eigenfunctions, we have
(4.29) ‖△eλ‖L1(∂M) & λ−
n−2
4 ‖△eλ‖L2(∂M).
Therefore,
(4.30) λ
2−n
4 .
∣∣Zˆαλ ∣∣ 12 ,
which is the desired result. 
Plug in α = 0, we have the lower bound for the vanishing set of △eλ as in theorem 1.2.
5. Lower bound for the interior nodal set
In this section, we get an lower bound for the interior nodal set. For problem (1.2),
(1.3), the α-level set is unstable near the boundary, since eλ vanishes on the boundary. For
simplicity, we only consider the nodal set in this section. Let Zλ = {x ∈ M |eλ = 0} and
σ(x) = σ0(x).
We have the following equations.
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Theorem 5.1. For the problem (1.1), let f ∈ C∞(M¯), if 0 is a regular value of eλ, we have
(5.1)
∫
∂M
fσ(eλ)∂ν△eλds−
∫
M
σ(eλ)〈∇f,∇△eλ〉dV = 2
∫
Zλ
f〈∇△eλ, N〉ds.
For the problem (1.2), (1.3), if 0 is a regular value of eλ, we have
(5.2) −
∫
∂M
fσ(∂νeλ)∂ν△eλds−
∫
M
σ(eλ)〈∇f,∇△eλ〉dV = 2
∫
Zλ
f〈∇△eλ, N〉ds,
where N on Zλ is defined to be the unit normal
∇eλ
|∇eλ|
.
Proof. The result follows by replacing {D+,αk }k to be the collection of connected components
of the set {△eλ > 0} in the Theorem 4.1. 
Plug in f = 1 in the theorem, we get the following:
Corollary 5.2. There exists a constant c such that for any biharmonic Steklov eigenfunciton
eλ satisfying (1.1), with 0 as a regular value, we have
(5.3)
∫
Zλ
|〈∇△eλ, N〉|ds ≥ λ
3
2
‖eλ‖L1(∂M).
For any eigenfunction satisfying (1.3) or (1.2), with 0 as a regular value, we have
(5.4)
∫
Zλ
|〈∇△eλ, N〉|ds & λ2‖∂νeλ‖L1(∂M).
Proof. For the eigenfunction satisfying (1.1), we have
2
∫
Zλ
|〈∇△eλ, N〉|ds ≥− 2
∫
Zλ
〈∇△eλ, N〉ds = −
∫
∂M
σ(eλ)∂ν△eλds
=
∫
∂M
σ(eλ)λ
3eλds = λ
3
∫
∂M
|eλ|ds = λ3‖eλ‖L1(∂M).
(5.5)
For the eigenfunction of satisfying (1.2) or (1.3), we have
2
∫
Zλ
|〈∇△eλ, N〉|ds ≥− 2
∫
Zλ
〈∇△eλ, N〉ds =
∫
∂M
σ(∂νeλ)∂ν△eλds
&λ2‖∂νeλ‖L1(∂M).
(5.6)

Now, we need to get an upper bound for |∇△eλ|. The approach is the same as that in
Proposition 3.1 of [14]: Applying the gradient estimates of elliptic equation in the interior
and near the boundary separately and combine the results.
Proposition 5.3. If eλ satisfies (1.2) or (1.3), d = d(x) be the distance from x ∈M to ∂M ,
we have
(5.7) ‖(λ−1 + d)∇△eλ‖L∞(M) . λn2 ‖∂νeλ‖L1(∂M).
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Proof. On the boundary, △eλ = λ∂νeλ for problem (1.2) and △eλ = λ∂νeλ + H∂νeλ for
problem (1.3). We can argue as in [14], see also [15] that
(5.8) λ−k‖(DT )k△eλ‖L∞(∂M) . λn2 ‖∂νeλ‖L1(∂M),
where (DT )k denotes k boundary derivatives.
For the interior estimate, start with
(5.9) ‖△eλ‖L∞(∂M) . λn2 ‖∂νeλ‖L1(∂M),
since △eλ is harmonic, from the gradient estimate, see corollary 6.3 of [7], for a fixed δ > 0,
(5.10) ‖d∇△eλ‖L∞({d≥δλ−1}) ≤ Cδλn2 ‖∂νeλ‖L1(∂M).
The constant Cδ depends on δ and M , but not on λ.
Now, for the boundary estimate for any x0 ∈ ∂M , use a local coordinate in a neighborhood
of x0 which map x0 to 0, ∂M to {xn = 0}, and the neighborhood of x0 into the upper half
space. For simplicity, we also us eλ to denote the function induced on the coordinate.
Consider the ball of radius 2δλ−1 around 0 and define
(5.11) uλ(x) = λ
−n
2△Meλ(xλ−1),
which is defined in the upper half of the ball of radius 2δ, B+2δ(0). We have the estimate
(5.12) ‖(DT )kuλ‖L∞(Rn−1∩B+2δ(0)) ≤ Ck‖∂νeλ‖L1(∂M).
The partial differential equation satisfied by u has uniformly bounded coefficients. We can
also find φλ in this coordinate which agree with uλ on the boundary and is bounded in
C2,α(B+2δ(0)) by some constant times ‖∂νeλ‖L1(∂M). Use Corollary 8.36 in [7], the C1,α(B+δ (0))
norm of uλ is bounded by Cα‖∂νeλ‖L1(∂M), with Cα independent of λ. Thus, we have
(5.13) ‖Duλ‖L∞(B+
δ
(0)) ≤ Cα‖∂νeλ‖L1(∂M),
which is the desired result. 
Proposition 5.4. If eλ satisfies (1.1), we have
(5.14) ‖(λ−1 + d)∇△eλ‖L∞(M) . λn+42 ‖eλ‖L1(∂M).
Proof. On the boundary, ∂ν△eλ = −λ3eλ for problem (1.1), we have that
(5.15) λ−k‖(DT )k∂ν△eλ‖L∞(∂M) . λn+42 ‖∂νeλ‖L1(∂M),
where (DT )α denotes α boundary derivatives.
For the interior estimate, us the result in [21], we have
(5.16) ‖△eλ‖L∞(∂M) ≤ C‖∂ν△eλ‖L∞(∂M) . λn+42 ‖eλ‖L1(∂M)
and therefore for any given δ > 0,
(5.17) ‖d∇△eλ‖L∞({d≥δλ−1}) ≤ Cδλ
n+4
2 ‖eλ‖L1(∂M).
Now, for the boundary estimate, for any x0 ∈ ∂M , use the same approach as above, define
(5.18) uλ(x) = λ
−n+4
2 △eλ(xλ−1),
which is defined in B+2δ(0). We have the estimate
(5.19) ‖(DT )k∂νuλ‖L∞(∂M) ≤ Ck‖eλ‖L1(∂M).
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From lemma 6.29 in [7], we have the following bound:
(5.20) ‖uλ‖C2,α ≤ C(‖uλ‖L∞ + ‖∂νuλ‖C1,α).
Thus, we have
(5.21) ‖Duλ‖L∞(B+
δ
(0)) ≤ Cα‖eλ‖L1(∂M),
and therefore
(5.22) ‖λ−1∇△eλ‖L∞(B+
δ
(0)) ≤ Cλ
n+4
2 ‖eλ‖L1(∂M).

Now, we can estimate the interior set in each case.
Proof of Theorem 1.3. For problem (1.2), (1.3), we have (5.4) and (5.7). Therefore
λ2‖∂νeλ‖L1(∂M) .
∫
Zλ
|〈∇△eλ, N〉|ds ≤ ‖∇△eλ‖L∞(M)|Zλ|
. λ
n+2
2 ‖∂νeλ‖L1(∂M)|Zλ|.
(5.23)
Cancel ‖∂νeλ‖L1(∂M) from the both side yields the desired result.
For problem (1.1), we can use a similar argument. 
Remark 5.5. For problem (1.1), we can not get the L∞ bound of △eλ on the boundary.
We use the L∞ bound of ∂ν△eλ instead, thus losing a factor of λ.
6. Lower bound for the boundary nodal set
Let us turn our attention to the boundary ∂M and get the estimations of the nodal sets
for the operators Θ, Ξ and Π. Since all we need is the property of the operator on ∂M ,
we can argue in an abstract way. Let Ψ ∈ OPS1(∂M) be classical and with the principle
symbol equal to some nonzero constant times the principle symbol of
√
−△T . Let φλ be an
eigenfunction of Ψ corresponds to λ. Note that the case we want is given by Ψ = 3
√
Θ, Ξ, Π
and φλ = eλ|∂M , ∂νeλ, ∂νeλ respectively.
The proof is given in [18] to establish the lower bound of boundary nodal sets of harmonic
Steklov eigenfunctions. From now on, all the argument are on ∂M and all the Lp norm
are Lp(∂M). Let Z˜αλ = {x ∈ ∂M |φλ = α} be the α-level set of φλ. We have the following
equation.
Theorem 6.1. For any f ∈ C∞(M¯), any regular value α of φλ, we have
(6.1) −
∫
∂M
σα(φλ)
[
〈∇Tf,∇Tφλ〉+ f△Tφλ
]
dV = 2
∫
Z˜α
λ
f |∇Tφλ|ds.
Proof. Let {D˜+,αk }k be the collection of connected components of the set {φλ > α}, Z˜+,αk =
∂D˜
+,α
k . we have
(6.2) −
∫
D˜
+,α
k
〈∇Tf,∇Tφλ〉+ f△TφλdV =
∫
Z˜
+,α
k
f |∇Tφλ|ds.
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Similarly, from the set {φλ < α}, we can define D˜−,αk , Z˜−,αk together with a similar equation:
(6.3)
∫
D˜
−,α
k
〈∇Tf,∇Tφλ〉+ f△TφλdV =
∫
Z˜
−,α
k
f |∇Tφλ|ds.
Summing over all the equations and we can get the desired equation. 
Choosing f = 1 gives the following:
Corollary 6.2. There exists a constant c such that for any regular value α of φλ satisfying
|α| < cλ 2−n4 ‖φλ‖L2, we have
(6.4)
∫
Z˜α
λ
|∇Tφλ|ds & λ2‖φλ‖L1 .
Proof. Put f = 1 yields
(6.5) 2
∫
Z˜α
λ
|∇Tφλ|ds = −
∫
∂M
σα(φλ)△TφλdV.
Since
√
−△T = aΨ+ P0, for some a 6= 0, P0 ∈ OPS0(∂M),
(6.6) △Tφλ = −a2Ψ2φλ − (aΨP0 + aP0Ψ+ P 20 )φλ = −a2λ2φλ − (aΨP0 + aP0Ψ+ P 20 )φλ.
Using aΨP0 + aP0Ψ+ P
2
0 ∈ OPS1(∂M), we can bound the second term by
(6.7) ‖(aΨP0 + aP0Ψ+ P 20 )φλ‖L1 . λ1+ǫ‖φλ‖L1 .
Proceed as in (4.7), and choose the constant c as before, we can get the desired result. 
Next, choosing f =
√
1 + |∇Tφλ|2 gives the following proposition.
Proposition 6.3. We have the following estimation when λ large enough:
(6.8)
∫
Z˜α
λ
|∇Tφλ|2ds . λ3‖φλ‖2L2 .
Proof. Plug in f =
√
1 + |∇Tφλ|2,
2
∫
Z˜α
λ
|∇T△eλ|2ds ≤ 2
∫
Z˜α
λ
|∇Tφλ|
√
1 + |∇Tφλ|2ds
≤
∫
∂M
√
1 + |∇Tφλ|2|△Tφλ|+ |〈∇T
√
1 + |∇Tφλ|2,∇Tφλ〉|dV.
(6.9)
Since △T ∈ OPS2(∂M), we can use the lemma for Lp bounds to get
(6.10) ‖△Tφλ‖L2 . λ2‖φλ‖L2
and
(6.11)
∫
∂M
‖∇Tφλ‖2 = −
∫
∂M
φλ△Tφλ ≤ ‖φλ‖L2‖△Tφλ‖L2 . λ2‖φλ‖2L2.
Therefore, the first term is bounded by
(6.12)
∫
∂M
√
1 + |∇Tφλ|2|△Tφλ|dV ≤ ‖
√
1 + |∇Tφλ|2‖L2‖△Tφλ‖L2 . λ3‖φλ‖2L2 .
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For the the second term,∫
∂M
∣∣〈∇T√1 + |∇Tφλ|2,∇Tφλ〉∣∣dV =
∫
∂M
|(∇T )2φλ(∇Tφλ,∇Tφλ)|√
1 + |∇Tφλ|2
dV
≤ ‖(∇T )2φλ‖L2‖∇Tφλ‖L2‖ ∇
Tφλ√
1 + |∇Tφλ|2
‖L∞ . λ‖(∇T )2φλ‖L2‖φλ‖L2.
(6.13)
Since ∂M is compact without boundary, for any smooth function f on ∂M ,
(6.14)
∫
∂M
|(∇T )2f |2 = −
∫
∂M
Ric∂M (∇Tf,∇Tf) + (△Tf)2dV.
Use this formula on φλ,
(6.15)
∫
∂M
|(∇T )2φλ|2 ≤ ‖Ric∂M‖L∞‖∇Tφλ‖2L2 + ‖△Tφλ‖2L2 . λ4‖φλ‖2L2 .
Thus the second term is bounded by
(6.16)
∫
∂M
|〈∇T
√
1 + |∇Tφλ|2,∇Tφλ〉|dV . λ‖(∇T )2φλ‖L2‖φλ‖L2 . λ3‖φλ‖2L2
Combining the estimation for both term, we can get the desired bound for
∫
Z˜α
λ
|∇Tφλ|2ds. 
Finally, we can estimate the size of boundary nodal sets.
Theorem 6.4. For φλ, α as above, we have
(6.17)
∣∣Z˜αλ ∣∣ & λ 4−n2 .
Proof. From the bounds above,
(6.18) λ2‖φλ‖L1 .
∫
Z˜α
λ
|∇Tφλ|ds ≤
( ∫
Z˜α
λ
|∇Tφλ|2ds
) 1
2
∣∣Z˜αλ ∣∣ 12 . λ 32 ∣∣Z˜αλ ∣∣ 12‖φλ‖L2 .
Using the Lp estimate (3.4) for the φλ,
(6.19) ‖φλ‖L1 & λ−
n−2
4 ‖φλ‖L2 .
Therefore,
(6.20) λ
4−n
4 .
∣∣Zˆαλ ∣∣ 12 .

We can get the theorem 1.1 by plugging in α = 0.
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