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SPACES OF COINVARIANTS AND FUSION PRODUCT II.
ŝl2 CHARACTER FORMULAS IN TERMS OF KOSTKA
POLYNOMIALS
B. FEIGIN, M. JIMBO, R. KEDEM, S. LOKTEV, T. MIWA
Abstract. In this paper, we continue our study of the Hilbert poly-
nomials of coinvariants begun in our previous work [FJKLM] (paper I).
We describe the sln fusion products for symmetric tensor representations
following the method of [FF], and show that their Hilbert polynomials
are An−1-supernomials. We identify the fusion product of arbitrary ir-
reducible sln-modules with the fusion product of their resctriction to
sln−1. Then using the equivalence theorem from paper I and the results
above for sl3 we give a fermionic formula for the Hilbert polynomials of
a class of ŝl2 coinvariants in terms of the level-restricted Kostka poly-
nomials. The coinvariants under consideration are a generalization of
the coinvariants studied in [FKLMM]. Our formula differs from the
fermionic formula established in [FKLMM] and implies the alternating
sum formula conjectured in [FL] for this case.
1. Introduction
Combinatorics and representation theory share a long history of mutual
interaction. Calculation of dimensions, multiplicities, etc., provides interest-
ing problems for combinatorics, and combinatorics gives a natural language
and technical machinery for solving them. In many cases, representation
theory provides an interpretation of combinatorial identities, or creates new
identities.
The Kostka-Foulkes polynomial Kλµ(q), the transition matrix between
Hall Littlewood and Schur functions, is one of the main players in this
interaction. In the original version, where λ and µ are partitions, the Kostka
number Kλµ(1) is the cardinality of the set of Young tableaux T(λ, µ) of
shape λ and weight µ. It gives the multiplicity of the irreducible sln-module
of highest weight λ in the tensor product of the µi-th symmetric tensor
representations (1 ≤ i ≤ N).
In combinatorics, introduction of q-polynomials such as Kλµ(q) is equiv-
alent to finding a good statistic on combinatorial objects. In [LS], it was
proved that the charge statistic on T(λ, µ) gives the Kostka polynomial.
In recent years, the interaction between combinatorics and representation
theory has been enhanced by integrable models in statistical mechanics and
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quantum field theory. This is because physics provides the equivalent of a
charge statistic.
For the Kostka polynomial, [KR] found a charge preserving bijection be-
tween Young tableaux and rigged configurations. The latter appear natu-
rally in the context of counting the Bethe Ansatz states of the XXX Hamil-
tonian of one-dimensional quantum spin chain. The meaning of the charge
statistic for the Bethe states was later clarified in [KKMM], where it was
found that in the conformal limit, the scaled partition function in the infi-
nite size limit, corresponding to the Bethe states, in many integrable models
gives characters in conformal field theory (CFT). The bijection of [KR] led
to new combinatorial identities which express the Kostka polynomials as
sums of products of q binomial coefficients. Such a formula was called a
fermionic formula in [KKMM].
Although a variety of fermionic formulas and related identities have been
obtained by combinatorial methods, the meaning from representation theory
was not given in general. In [FJKLM] we clarified some aspect of this con-
nection between filtered spaces of conformal blocks and the Kostka polyno-
mial from representation theory of affine Lie algebra ĝ = g⊗C[t, t−1]⊕CK.
Namely, we defined a natural filtration on the dual space of conformal blocks,
and showed that the Hilbert polynomial of the associated graded space gives
rise to the Kostka polynomial and its generalizations. Let us recall this con-
struction.
Let Z be a set of distinct complex numbers. To each zi we associate a left
ideal Xi ⊂ U(g). We fix a level k, and consider the finite-dimensional cyclic
g-module
pi(k)(Xi) = ⊕µ∈P (k)+
(
piXiµ
)∗
⊗ piµ.
Here piµ is the irreducible g-module with highest weight µ, and
(
piXiµ
)∗
is the
dual space of Xi invariants in piµ. The highest weight µ is restricted by the
condition 〈µ, θ∨〉 ≤ k where θ∨ is the maximal coroot.
Let Li be a level k integrable (in general, reducible) ĝ-module localized
at zi, which has pi
(k)(Xi) as the degree zero part. Let us consider the space
of conformal coinvariants
〈L0, L1, . . . , LN 〉
CP 1
∞,z1,...,zN
= L0 ⊠ L1 ⊠ · · ·⊠ LN/g
CP 1\{∞,z1,...,zN}(L0 ⊠ L1 ⊠ · · ·⊠ LN ),(1.1)
where L0 = L
(k)
λ (∞) is the level k irreducible highest weight ĝ-module with
highest weight λ ‘placed at∞’, whereas Li are placed at zi (see [FJKLM] for
the precise meaning of these terms). We fix a cyclic vector vi ∈ pi
(k)(Xi) ⊂
Li to be the canonical element corresponding to the inclusions pi
Xi
µ → piµ
(µ ∈ P (k)+). Set Xi = S(Xi)+B1, where B1 = g⊗ tC[t]U(g[t]), and S is the
antipode. Note that the left ideal S(Xi) annihilates vi. In the following, for
a module W over an algebra A and a right ideal Y ⊂ A, we abbreviate the
space of coinvariants W/YW to W/Y .
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In [FJKLM] we introduced the notion of the fusion right ideal X1⊛ · · ·⊛
XN (Z), and proved two canonical isomorphisms
(1.2) L
(k)
λ (∞)/X1 ⊛ · · ·⊛XN (Z)→ 〈L0, L1, . . . , LN 〉
CP 1
∞,z1,...,zN
and
(1.3) FZ
(
pi(k)(X1), . . . , pi
(k)(XN )
)
/S
(
I
(k)
λ
)
→ 〈L0, L1, . . . , LN 〉
CP 1
∞,z1,...,zN
.
Here FZ
(
pi(k)(X1), . . . , pi
(k)(XN )
)
is the filtered tensor product (in the sense
of [FL]) of pi(k)(Xi) with the cyclic vector v1 ⊗ · · · ⊗ vN , and I
(k)
λ ⊂ U(g[t])
is a left ideal which annihilates the highest weight vector vλ ∈ L
(k)
λ (∞) (see
[FJKLM] for the precise definition).
The logical steps for the proof of these isomorphisms (1.2) and (1.3), given
in [FJKLM], was as follows. A standard argument shows that there are
canonical surjections. The dimension of the space of conformal coinvariants
(i.e., the right hand sides of (1.2) and (1.3)) is given by the Verlinde rule.
We showed that the dimension of the space in the left hand side of (1.2)
obeys the same Verlinde rule. Then, we proved the equivalence theorem of
filtered vector spaces
(1.4) L
(k)
λ (∞)/X1⊛ · · ·⊛XN (Z) ≃ FZ
(
pi(k)(X1), . . . , pi
(k)(XN )
)
/S
(
I
(k)
λ
)
.
In [FJKLM], we studied the case where g = sl2 and the representations Li
are irreducible. In that special case, we proved that the associated graded
space of (1.2)–(1.3) is isomorphic to the space of coinvariants
pi(k)(X1) ∗ · · · ∗ pi
(k)(XN )(Z)/S
(
I
(k)
λ
)
,(1.5)
where pi(k)(X1) ∗ · · · ∗pi
(k)(XN )(Z) signifies the fusion product, i.e., the asso-
ciated graded space of FZ
(
pi(k)(X1), . . . , pi
(k)(XN )
)
. We also gave an explicit
fermionic formula for the Hilbert polynomial of (1.5). In what follows we
refer to the latter as the ‘character’.
The aim of the present article is to obtain similar results for a class of
reducible representations Li. Let us describe the main points. Denote by
e, f, h the standard generators of g = sl2. In [FJKLM], we studied the
space of coinvariants (1.1) by taking Xi such that pi
(k)(Xi) is an irreducible
(l + 1)-dimensional module pil of g. Here we choose Xi of the form
U(g)emi+1 + U(g)f (1 ≤ mi ≤ k).
In this case we have
(1.6) pi(k)(Xi) ≃ ⊕
mi
l=0pil,
which is a reducible, cyclic module over g. We choose the cyclic vector to
be the sum
∑mi
l=0 vl of the lowest weight vectors vl ∈ pil. In this setting,
we compute the character of the associated graded space of the space of
conformal coinvariants
gr 〈L0, L1, . . . , LN 〉
CP 1
∞,z1,...,zN
.(1.7)
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For that purpose, we take the following approach. The direct sum (1.6)
can be viewed as the mi-th symmetric tensor representation p˜imi of sl3 re-
stricted to the subalgebra sl2. We will show that the filtered tensor product
appearing in (1.4) for the reducible sl2-modules (1.6) is isomorphic to that
for the irreducible sl3-modules p˜imi with the cyclic vector vmi . This obser-
vation enables us to compute the right hand side of (1.4). As a result, we
obtain a fermionic formula involving level-restricted Kostka polynomials for
sl2 and q-binomial symbols. At q = 1, this fermionic formula reduces to the
known formula for the dimension of the space of conformal blocks. This es-
tablishes the isomorphism between (1.7) and the space of coinvariants of the
fusion product (1.5). The fermionic formula obtained above also settles a
conjecture of [FL] in the special case g = sl2 (see Theorem 3.8). Our techni-
cal machinery from representation theory is not yet strong enough to prove
the conjecture in general. We hope for a further progress in this direction.
In the case m1 = · · · = mN = k with z1, · · · , zN being distinct, the left
hand side of (1.4) reduces to the quotient of L
(k)
λ (∞) by the right ideal
generated by
e⊗ ti
N∏
j=1
(t− zj), f ⊗ t
i (i ≥ 0).
In [FKLMM], it was shown that its associated graded space coincides with
the quotient of L
(k)
λ (∞) by the ideal of the above form with z1 = · · · =
zN = 0. Moreover a monomial basis of that space was constructed. The
method of [FKLMM] is based on the loop Heisenberg algebra contained in
ŝl3. As we mentioned already, the fermionic formula which naturally arises
in this method is different from the one given in this paper. Though the
two approaches are different, one could say that there is a common flavor in
that both make use of the sl3 structure. It would be an interesting problem
to derive analogous results in the present setting as well.
The plan of the paper is as follows. In Section 2, we extend some result
of [FF] on the fusion product in the case of sln-modules. In particular,
we obtain the equality of the Hilbert polynomial of fusion product for the
symmetric tensor representations with the corresponding case of the An−1
supernomials. In Section 3, we apply the result of Section 2 for the sl3 case
in the computation of the space of coinvariants in the sl2 fusion product.
Appendix is given for connecting filtered tensor products of sln−1 and sln.
2. Fusion product of modules over abelian Lie algebras
In this section, we extend some of the results of [FF] to the sln setting for
the case of symmetric tensor representations. Namely we consider the fusion
product of symmetric tensor representations of sln, and give an explicit
characterization of the annihilating ideals. As in [FF], we derive short exact
sequences of these modules and obtain a decomposition of sln fusion products
into subquotients, each being isomorphic to an sln−1 fusion product. As a
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corollary, we identify their characters with the q-supernomial coefficients.
We also give a recursive construction of a basis of fusion products in terms
of abelian currents.
2.1. Symmetric tensors for sln. We denote the generators of sln by
eab, eba and hab = eaa−ebb (1 ≤ a < b ≤ n), where eab =
(
δiaδjb
)
1≤i,j≤n
in the
defining representation. We fix a standard embedding sl2 ⊂ · · · ⊂ sln−1 ⊂
sln, regarding sli as the subalgebra generated by eab (n− i+1 ≤ a 6= b ≤ n).
In general, for a Lie algebra g we set g[t] = g⊗ C[t] and write
x[i] = x⊗ ti (x ∈ g, i ≥ 0).
Fix a set of distinct complex numbers
Z = (z1, · · · , zN ), zi 6= zj (i 6= j).(2.1)
Consider the k-th symmetric tensor representationWk = S
k(Cn) with lowest
weight vector wk: eabwk = 0 for a > b. Our main concern is the fusion
product [FL]
Wk1 ∗ · · · ∗WkN (Z),(2.2)
defined by choosing wkp as the cyclic vector for each Wkp .
A particularly simple feature of the symmetric tensors is that they can
be described in terms of the abelian subalgebra
a = Cx1 ⊕ · · · ⊕Cxn−1 ⊂ sln, xa = en−an.
Indeed, Wk is generated by wk also as an a-module. Moreover, since wk is
annihilated by all generators eab (a 6= b) except for x1, · · · , xn−1, the fusion
product as a[t]-module is the same as the restriction to a[t] of the fusion
product (2.2) as sln[t]-module. For that reason we will henceforth forget the
sln-structure and focus attention to the a-structure.
The universal enveloping algebra U(a) is nothing but the polynomial ring
C[x1, · · · , xn−1]. The annihilating ideal
Ann (Wk) = {x ∈ C[x1, · · · , xn−1] | xwk = 0}
is generated by the elements xν11 · · · x
νn−1
n−1 such that ν1 + · · ·+ νn−1 = k+ 1,
ν1, · · · , νn−1 ≥ 0. One of our goals is to determine the annihilating ideal of
the fusion product (2.2) in U(a[t]) = C[xa[i] | 1 ≤ a ≤ n − 1, i ∈ Z≥0]. It
turns out that xa[i] belongs to this ideal if i is sufficiently large (see (2.10)),
and hence we can work with polynomial rings with finitely many variables.
In order to study the inductive structure of the fusion product, it is nec-
essary to consider a family of modules slightly more general than (2.2). In
the next section, we begin by reformulating the setting to accommodate this
point.
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2.2. Modules over an abelian Lie algebra. Let a = ⊕n−1a=1Cxa be an
abelian Lie algebra. For 1 ≤ m ≤ n and k ≥ 0, set
V
(m)
k = C[x1, · · · , xn−1]/J
(m)
k ,(2.3)
where J
(m)
k is the ideal generated by the following elements:
J
(m)
k = 〈xm, · · · , xn−1, x
ν1
1 · · · x
νm−1
m−1 : νi ≥ 0,
m−1∑
a=1
νa = k + 1〉.(2.4)
Notice that
V
(m)
k ≃ ⊕
ν1+...+νm−1≤k
Cxν11 · · · x
νm−1
m−1
so that
dimV
(m)
k =
[
k +m− 1
m− 1
]
.
We regard (2.3) as a cyclic a-module with cyclic vector v
(m)
k = 1 mod J
(m)
k .
It is a trivial module C 1 if m = 1 or k = 0. Note also that xa = 0 on V
(m)
k
if a ≥ m.
Let Z be as in (2.1), and let
n = (n1, · · · , nN ), k = (k1, · · · , kN )
be N tuples of non-negative integers with 1 ≤ n1, · · · , nN ≤ n. We consider
the filtered tensor product
FZ(V
(n1)
k1
, · · · , V
(nN )
kN
) = V
(n1)
k1
(z1)⊗ · · · ⊗ V
(nN )
kN
(zN )(2.5)
and the fusion product
VZ(n,k) = V
(n1)
k1
∗ · · · ∗ V
(nN )
kN
(Z).(2.6)
In (2.5), V
(n)
k (z) denotes the evaluation module with parameter z, where x[i]
acts as zix (x ∈ a). These are cyclic a[t]-modules generated by v(n,k) =
v
(n1)
k1
⊗ · · · ⊗ v
(nN )
kN
. We define a Z≥0 × Z
n−1
≥0 grading on (2.6) by degree and
weight, with the assignment
deg xa[i] = i, wt xa[i] = (0, · · · ,
a−th
1 , · · · , 0),
deg v(n,k) = 0, wt v(n,k) = (0, · · · , 0).
In general, for a graded vector space W = ⊕d,m1,··· ,mn−1Wd,m1,··· ,mn−1 , we
define its character by
chq,z1,··· ,zn−1W =
∑
qdzm11 · · · z
mn−1
n−1 dimWd,m1,··· ,mn−1 .(2.7)
By an inequality of characters chq,z1,··· ,zn−1W ≤ chq,z1,··· ,zn−1W
′ we mean in-
equalities for all the coefficients, i.e., dimWd,m1,··· ,mn−1 ≤ dimW
′
d,m1,··· ,mn−1
.
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Given n, define Xa to denote the set of representations on which xa acts
nontrivially, and Na to be the number of such representations, that is,
Xa = {p | 1 ≤ p ≤ N, np > a},(2.8)
N = (N0, · · · , Nn−1), Na = |Xa|,(2.9)
so that N = N0 ≥ N1 ≥ · · · ≥ Nn = 0. We note also that if i ≥ Na then
xa[i] = 0 on the fusion product (2.6). This is because
(2.10) xa ⊗ t
i−Na
∏
p∈Xa
(t− zp)
acts as 0 on the filtered tensor product (2.5).
2.3. Annihilating ideal. Consider the polynomial ring R = C[SN] in in-
determinates
SN = {xa[i] | 1 ≤ a ≤ n− 1, 0 ≤ i ≤ Na − 1}.(2.11)
We denote by Rd,m the homogeneous component of R of degree d and weight
m = (m1, · · · ,mn−1).
The fusion product (2.6) has a presentation as a quotient of R
VZ(n,k) = R/IZ(n,k)(2.12)
by some homogeneous ideal IZ(n,k). In this subsection, we will find a set of
elements in this ideal which are independent of Z (Proposition 2.1). Later
we show that they generate the whole ideal IZ(n,k) (Theorem 2.4).
Set
xa(z) =
Na−1∑
i=0
xa[i]z
Na−1−i.(2.13)
For ν = (ν1, · · · , νn−1) ∈ Z
n−1
≥0 , define
µ(ν,k) =
N∑
p=1
(np−1∑
a=1
νa − kp
)
+
(2.14)
where u+ = max(u, 0). Consider the ideal J(n,k) of R generated as:
(2.15)
J(n,k) = 〈coefficients of zj in
∏n−1
a=1 xa(z)
νa , ∀j < µ(ν,k),ν ∈ Zn−1≥0 〉.
Proposition 2.1. We have
J(n,k) ⊂ IZ(n,k).
That is, the following relations hold in R/IZ(n,k):
ordz
n−1∏
a=1
xa(z)
νa ≥ µ(ν,k).(2.16)
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Above, for a polynomial ϕ(z) =
∑
j≥0 cjz
j we write ordzϕ ≥ j0 if cj = 0
for j < j0.
To prove Proposition 2.1, we prepare a few Lemmas. For each 0 ≤ a ≤
n− 1, set
x˜a(z) =
Na−1∑
i=0
x˜a[i]z
Na−1−i,
x˜a[i] = xa[i]− xa[i− 1]σa,1 + xa[i− 2]σa,2 − · · ·
=
i∑
s=0
(−1)sxa[i− s]σa,s,
where σa,s denotes the s-th elementary symmetric polynomial in the vari-
ables {zp}p∈Xa . Let x
(p)
a stand for the action of xa on the p-th tensor com-
ponent.
Lemma 2.2. There exists a constant c
(p)
a 6= 0 such that on (2.5) we have
x˜a(zp) = c
(p)
a x
(p)
a (1 ≤ a ≤ np − 1).(2.17)
Proof. Let v be a vector of (2.5). Then we have
∞∑
i=0
z−ix˜a[i]v =
∏
p∈Xa
(1− zp/z)
∞∑
i=0
z−ixa[i]v
=
∏
p∈Xa
(1− zp/z)
∑
p∈Xa
1
1− zp/z
x(p)a v
=
∑
p∈Xa
∏
p′( 6=p)
p′∈Xa
(1− zp′/z) · x
(p)
a v.
In the second line, we used x
(p)
a v = 0 for p 6∈ Xa. We have shown that
x˜a[i]v = 0 for i ≥ Na. Multiplying z
Na−1 and setting z = zp, we obtain
(2.17) with c
(p)
a =
∏
p′( 6=p)
p′∈Xa
(zp − zp′). 
Let us present the filtered tensor product as a quotient of R by some ideal
I˜Z(n,k),
FZ(V
(n1)
k1
, · · · , V
(nN )
kN
) = R/I˜Z(n,k).
Recall from (2.4) that
np−1∏
a=1
(x(p)a )
νa ∈ J
(np)
kp
if
np−1∑
a=1
νp > kp.
We will now interpret this condition in terms of xa[i] by using the current
xa(z).
Denote by Rd = ⊕mRd,m the homogeneous component of degree d, and
set R≤d = R0 + · · ·+Rd.
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Lemma 2.3. (i)The ideal IZ(n,k) consists of homogeneous elements P ∈
Rd (d ≥ 0), such that
P ≡ P ′ mod R≤d−1 for some P
′ ∈ I˜Z(n,k) ∩R≤d.
(ii)For each p, the elements
np−1∏
a=1
x˜a(zp)
νp , (ν ∈ Zn−1≥0 ,
np−1∑
a=1
νa > kp)
belong to the ideal I˜Z(n,k).
Proof. Assertion (i) is clear from the definition of the fusion product as
the adjoint graded space of the filtered tensor product. Assertion (ii) is an
immediate consequence of Lemma 2.2 and 2.4. 
Proof of Proposition 2.1. Let us prove the relation (2.16). Fix ν, and
consider the polynomial
f(z) =
n−1∏
a=1
x˜a(z)
νa ∈ R[z].
From Lemma 2.3 (ii), we have for each p = 1, · · · , N
djf(z)
dzj
∣∣∣∣
z=zp
∈ I˜Z(n,k) (0 ≤ j ≤ µp − 1),(2.18)
where
µp =
(np−1∑
a=1
νa − kp
)
+
.
Using (2.18) and the fact that z1, · · · , zN are distinct, we can find poly-
nomials g(z), h(z) ∈ R[z] such that
f(z) =
N∏
p=1
(z − zp)
µp · g(z) + h(z),(2.19)
h(z) ∈ I˜Z(n,k)[z], deg h < deg g.
Note that they have the form
f(z) =
d∑
j=0
ajz
d−j , g(z) =
d′∑
j=0
bjz
d′−j, h(z) =
d∑
j=d−d′+1
cjz
d−j ,
where aj , bj , cj ∈ R≤j .
Let ϕt be the automorphism of R[t, t
−1] defined by ϕt(b) = t
−ib for b ∈
Ri. Because of the above form, t
dϕt(f)(z/t), t
d′ϕt(g)(z/t) and t
dϕt(h)(z/t)
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have a well-defined limit as t → 0. Denote the limit by f∗(z), g∗(z), h∗(z),
respectively. Clearly we have
f∗(z) =
n−1∏
a=1
xa(z)
νa , h∗(z) ∈ IZ(n,k).
From (2.19) we obtain
f∗(z) = z
∑N
p=1 µpg∗(z) + h∗(z).
The proof is over. 
2.4. An isomorphism. Consider now the module
W (n,k) =W
(
n1, · · · , nN
k1, · · · , kN
)
= R/J(n,k).(2.20)
The following relations are immediate from the definition.
W
(
· · · np−1 1 np+1 · · ·
· · · kp−1 kp kp+1 · · ·
)
=W
(
· · · np−1 np+1 · · ·
· · · kp−1 kp+1 · · ·
)
,(2.21)
W
(
· · · np · · · np′ · · ·
· · · kp · · · kp′ · · ·
)
=W
(
· · · np′ · · · np · · ·
· · · kp′ · · · kp · · ·
)
.(2.22)
We have also a canonical isomorphism
W
(
· · · np−1 np np+1 · · ·
· · · kp−1 0 kp+1 · · ·
)
≃W
(
· · · np−1 np+1 · · ·
· · · kp−1 kp+1 · · ·
)
.(2.23)
To see this note that if kp = 0, then for all a < np, the generator xa[Na− 1]
belongs to the ideal J(n,k) (take νb = δab). Therefore, in the presentation
(2.20), we can replace R by dropping all such xa[Na − 1]. The result is the
presentation in the right hand side. In what follows we identify modules
which are related by (2.23).
Our first goal is the following result.
Theorem 2.4. We have an isomorphism
W (n,k)
∼
−→ VZ(n,k)(2.24)
given by the canonical surjection. In particular, the fusion product is inde-
pendent of the choice of Z.
We prove Theorem 2.4 in subsection 2.8.
2.5. Subquotient modules. In order to determine the structure ofW (n,k),
we study its subquotients. If kp = 0 for all p such that np ≥ 2, then
W (n,k) ≃ C. Otherwise, we can find a number p satisfying the following
conditions.
np ≥ 2, kp > 0, ks ≤ kp for ns ≥ np.(2.25)
In what follows we fix p subject to the conditions (2.25) and set
a = np − 1, 1 ≤ a ≤ n− 1.(2.26)
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Define
n′ = (n1, · · · , np − 1, · · · , nN ),
N′ = (N0, · · · , Na − 1, · · · , Nn−1),
k′′ = (k1, · · · , kp − 1, · · · , kN ).
We set S = SN, S
′ = SN′ , S
′′ = SN, J = J(n,k), J
′ = J(n′,k), J ′′ =
J(n,k′′) and
W ′ =W
(
n1 · · · np − 1 · · · nN
k1 · · · kp · · · kN
)
= C[S′]/J ′,
W =W
(
n1 · · · np · · · nN
k1 · · · kp · · · kN
)
= C[S]/J,
W ′′ =W
(
n1 · · · np · · · nN
k1 · · · kp − 1 · · · kN
)
= C[S′′]/J ′′.
Our second goal is the following theorem.
Theorem 2.5. Notation being as above, there exists an exact sequence
0 −→W ′
ι
−→ W
ψ
−→W ′′ −→ 0,(2.27)
where the maps shift the grading as
ι
(
W ′d−ma,m1,··· ,ma,··· ,mn−1
)
⊂Wd,m1,··· ,ma,··· ,mn−1 ,
ψ
(
Wd,m1,··· ,ma,··· ,mn−1
)
⊂W ′′d,m1,··· ,ma−1,··· ,mn−1 .
The maps ι and ψ are described as follows.
Let ι˜ be the map
ι˜ : C[S′]→ C[S], xb[i] 7→ xb[i+ δab].
In subsection 2.6 we show that ι˜(J ′) ⊂ J (Proposition 2.6). The map ι is
the induced map
ι : W ′ = C[S′]/J ′ −→W = C[S]/J.(2.28)
Set W
′
= ι(W ′) ⊂W . In other words, W
′
is the subspace spanned by all
monomials in xb[i] (b 6= a, 0 ≤ i ≤ Nb − 1) and xa[1], · · · , xa[Na − 1]. The
quotient W/W
′
is spanned by monomials which are divisible by xa[0].
In subsection 2.7, we show that there is a well-defined map
φ : W ′′ −→W/W
′
(2.29)
given by
xa[0]
ib 7→
1
i+ 1
xa[0]
i+1b,
where b runs over monomials not divisible by xa[0]. We show moreover that
(2.29) is an isomorphism. The map ψ is the composition φ−1 ◦ pi, where
pi :W →W/W
′
signifies the canonical surjection.
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Theorem 2.5 will be proved in subsection 2.8 simultaneously with Theo-
rem 2.4.
2.6. The map ι. Here we show that the map (2.28) is well-defined.
Proposition 2.6. We have ι˜(J ′) ⊂ J .
Proof. Set
x′b(z) =
N ′
b
−1∑
i=0
xb[i]z
N ′
b
−1−i, N ′b = Nb − δab.
Then ι˜(x′b(z)) = xb(z)− δabxa[0]z
Na−1, so that we have
ι˜
(
n−1∏
b=1
x′b(z)
νb
)
(2.30)
=
νa∑
µ=0
(−xa[0])
µ
∏
b(6=a)
xb(z)
νb · xa(z)
νa−µz(Na−1)µ.
Let C(j) denote the coefficient of zj in
∏n−1
b=1 x
′
b(z)
νb . We are to show that
ι˜
(
C(j)
)
belongs to J if j < d1, where
d1 =
N∑
s=1
(n′s−1∑
b=1
νb − ks
)
+
, n′s = ns − δsp.
Let C(µ, j) denote the coefficient of zj in the µ-th term in the right hand
side of (2.30). It belongs to J if j < d2, where (see (2.8) and (2.9) for Xa)
d2 =
∑
s∈Xa
(ns−1∑
b=1
νb − µ− ks
)
+
+
∑
s 6∈Xa
(ns−1∑
b=1
νb − ks
)
+
+ (Na − 1)µ.
Noting that x+ + y ≥ (x + y)+ holds for y ≥ 0, a = np − 1, and that
µ ≤ νa = νnp−1 implies
np−1∑
b=1
νb − µ− kp ≥
np−2∑
b=1
νb − kp =
n′p−1∑
b=1
νb − kp,
we find d2 ≥ d1. The assertion follows from this. 
2.7. Dual space. In order to construct the map φ in (2.29), we pass to
the dual space W (n,k)∗ and use a realization for the latter in terms of
polynomials.
Recall R = C[SN], with SN = {xb[i] | 0 ≤ i ≤ Nb − 1, 1 ≤ b ≤ n − 1}.
Consider the restricted dual space
R∗ =
⊕
d,m
(Rd,m)
∗.
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Each homogeneous component (Rd,m)
∗ is realized as a subspace of the ring
of polynomials C[Tm] in indeterminates
Tm = {ybj | 1 ≤ j ≤ mb, 1 ≤ b ≤ n− 1},
where m = (m1, · · · ,mn−1). In this space we count the total degree d
∗ by
assigning deg ybj = 1. Let Fd∗,m,N denote the subspace of C[Tm] consisting
of all polynomials f with the properties
(i) f is symmetric in each group of variables (yb1, · · · , ybmb),
(ii) f has total degree d∗, and degybj f < Nb for each b, j.
Set
d(N,m) =
n−1∑
b=1
(Nb − 1)mb.
We have an isomorphism
Rd,m)
∗ ∼−→ Fd∗,m,N, d+ d
∗ = d(N,m)(2.31)
given by
d(N,m)⊕
d=0
C[SN]
∗
d,m ∋ θ 7→ θ
( ∏
1≤b≤n−1
1≤j≤mb
xb
(
ybj
))
∈
d(N,m)⊕
d∗=0
Fd∗,m,N.
With respect to this pairing, monomials
n−1∏
a=1
xa[i
(a)
1 ] · · · xa[i
(a)
ma ] (0 ≤ i
(a)
1 ≤ · · · ≤ i
(a)
ma ≤ Na − 1)
and
n−1∏
a=1
Sym
(
y
Na−1−i
(a)
1
a1 · · · y
Na−1−i
(a)
ma
ama
)
are dual bases to each other, where the symbol Sym stands for the normal-
ized sum over all permutations of i
(a)
1 , · · · , i
(a)
ma .
We have introduced the quotient space W (n,k) of R = C[SN] by the
homogeneous ideal J = J(n,k) (2.15). The dual space
(
W (n,k)d,m
)∗
is the
orthogonal complement to J under the coupling given above. Explicitly it
is described as follows. Given ν such that νb ≤ mb (1 ≤ b ≤ n − 1), we
consider the specialization of variables
y11 = · · · = y1ν1 = z
· · ·
yn−1 1 = · · · = yn−1 νn−1 = z
(2.32)
and denote by Φ(f, ν1, · · · , νn−1; z) the polynomial obtained from f by
(2.32).
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Lemma 2.7. The dual space
(
W (n,k)d,m
)∗
is isomorphic to the subspace
of Fd∗,m,N consisting of polynomials f satisfying (see (2.14) for µ(ν,k))
ordzΦ(f, ν1, · · · , νn−1; z) ≥ µ(ν,k)(2.33)
for all ν ∈ Zn−1≥0 such that νb ≤ mb (1 ≤ b ≤ n − 1). Namely, f ∈ Fd∗,m,N
is orthogonal to J if and only if it satisfies the condition (2.33).
We need also the orthogonal complement to the subspace Im ι˜. An element
f ∈ Fd∗,m,N is orthogonal to Im ι˜ if and only if
it does not contain monomials of the form
∏
1≤b≤n−1
1≤j≤mb
y
ibj
bj(2.34)
with ia1, · · · , iama < Na − 1.
Such an f can be written uniquely in the form
f =
ma∑
j=1
yNa−1aj g
(j)(2.35)
with some polynomial g ∈ C[Tm1,··· ,ma−1,··· ,mn−1 ], where
g(j) = g(y11, · · · ; · · · ,
⌢
yaj , · · · ; · · · , yn−1mn−1).
In the right hand side the variable yaj is omitted. Let F
′
d∗,m,N be the sub-
space of polynomials satisfying (2.34). Setting φ˜∗(f) = g, we obtain an
injective map
φ˜∗ : F′d∗,m1,··· ,ma,··· ,mn−1,N −→ Fd∗−Na+1,m1,··· ,ma−1,··· ,mn−1,N.
Note that the dual space (W/W
′
)∗d∗,m is isomorphic to the subspace of
F
′
d∗,m,N which is orthogonal to J .
Proposition 2.8. If f ∈ F′d∗,m,N is orthogonal to J , then g = φ˜
∗(f) is
orthogonal to J ′′. Hence φ˜∗ induces an injection
φ∗ : (W/W
′
)∗d∗,m1,··· ,ma,··· ,mn−1 −→ (W
′′)∗d∗−Na+1,m1,··· ,ma−1,··· ,mn−1 .
Proof. By Lemma 2.7, f satisfies the condition (2.33). We are to show that
ordzΦ(g, ν1, · · · , νn−1; z) ≥
N∑
s=1
( ∑
1≤b≤ns−1
νb − ks + δsp
)
+
(2.36)
holds for any ν with νb ≤ mb − δab (1 ≤ b ≤ n− 1).
Specializing (2.35), we obtain
Φ(f, ν1, · · · , νa, · · · , νn−1; z)(2.37)
= νaz
Na−1Φ(g, ν1, · · · , νa − 1, · · · , νn−1; z)
+
∑
νa+1≤j≤ma
yNa−1aj Φ(g
(j), ν1, · · · , νa, · · · , νn−1; z).
We distinguish two cases.
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Case
∑
1≤b≤a νb ≤ kp − 1: In this case, the term with s = p in the right
hand side of (2.36) does not contribute. If νa = 0, then (2.36) follows from
(2.33), (2.37) and the uniqueness of the representation (2.35). The general
case follows by ascending induction on νa. Namely, we apply the induction
hypothesis (2.36) for the first term in the right hand side of (2.37), and
conclude (2.36) for the second term.
Case
∑
1≤b≤a νb ≥ kp: We use (2.37) by changing νa to νa + 1:
Φ(f, ν1, · · · , νa + 1, · · · , νn−1; z)
= (νa + 1)z
Na−1Φ(g, ν1, · · · , νa, · · · , νn−1; z)
+
∑
νa+2≤j≤ma
yNa−1aj Φ(g
(j), ν1, · · · , νa + 1, · · · , νn−1; z).
Consider first the case νa = ma− 1. The second term in the right hand side
is then void. We have
ordzΦ(g, ν1, · · · , νa, · · · , νn−1; z)
≥
∑
s 6∈Xa
( ∑
1≤b≤ns−1
νb − ks
)
+
+
∑
s∈Xa
( ∑
1≤b≤ns−1
νb + 1− ks
)
+
− (Na − 1).(2.38)
Since a = np − 1, s ∈ Xa implies np ≤ ns, and hence∑
1≤b≤ns−1
νb ≥
∑
1≤b≤a
νb ≥ kp ≥ ks.
In the last step we used the assumption (2.25). Therefore we find that the
right hand side of (2.38) is not less than
N∑
s=1
( ∑
1≤b≤ns−1
νb − ks + δsp
)
+
.
The general case follows by descending induction on νa. Namely, we apply
the induction hypothesis (2.36) for the second term in the right hand side
of (2.37), and conclude (2.36) for the first term. 
Let
φ˜ : C[SN]d,m1,...,ma−1,...,mn−1 −→ (C[SN]/Im ι˜)d,m
be the map dual to φ˜∗. Decomposing C[SN]d,m1,...,ma−1,...,mn−1 as
⊕ma−1i=0 xa[0]
i(Im ι˜)d,m1,...,ma−1−i,...,mn−1 ,
we can explicitly write φ˜ as
φ˜ : xa[0]
i(Im ι)d,m1,...,ma−1−i,...,mn−1 ∋ b 7→
xa[0]
i+ 1
b ∈ (C[SN]/Im ι˜)d,m.
We have shown in Proposition 2.8 that if b ∈ C[SN]d,m1,...,ma−1,...,mn−1 be-
longs to J ′′ then the image φ˜(b) belongs to J . Therefore, φ˜ induces the
surjection φ of (2.29).
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2.8. Proof of Theorems 2.4,2.5. Summarizing the results of subsections
2.6 and 2.7, we obtain the diagram
W ′ W ′′
ι
y yφ
0 −−−−→ W
′
−−−−→ W
π
−−−−→ W/W
′
−−−−→ 0
where the vertical arrows are surjective. In particular we have
dimW ≤ dimW ′ + dimW ′′.(2.39)
We are now in a position to finish the proof of Theorems 2.4, 2.5. Set
d˜(n,k) = dimW (n,k),
d(n,k) = dimVZ(n,k).
From (2.24) we have d˜(n,k) ≥ d(n,k).
On the other hand, under the assumption (2.25), we have from (2.39) the
inequality
(2.40)
d˜
(
· · · a+ 1 · · ·
· · · kp · · ·
)
≤ d˜
(
· · · a · · ·
· · · kp · · ·
)
+ d˜
(
· · · a+ 1 · · ·
· · · kp − 1 · · ·
)
.
We have also the relations
d˜
(
1, · · · , 1
k1, · · · , kN
)
= 1,
d˜
(
· · · np · · ·
· · · 0 · · ·
)
= d˜
(
· · · np − 1 · · ·
· · · 0 · · ·
)
,
d˜
(
· · · np · · · np′ · · ·
· · · kp · · · kp′ · · ·
)
= d˜
(
· · · np′ · · · np · · ·
· · · kp′ · · · kp · · ·
)
.
The above relations are also true for d(n,k), and moreover the equality
holds in (2.40), due to the identity for binomial coefficients. These equations
determine d(n,k) uniquely. Therefore by induction we have for all n,k that
d˜(n,k) ≤ d(n,k).
This implies that in (2.40) the equality always takes place. Hence ι and φ
are isomorphisms. 
2.9. Characters and q-supernomial coefficients. In this section we iden-
tify the characters of the fusion product with the q-supernomial coefficients
for sln known in the literature [HKKOTY], [SW2]. Our consideration is
restricted to the case of symmetric tensor representations.
For the description of the characters, we find it convenient to use the
language of partitions. For a partition λ = (λ1, · · · , λN ), let λ
′ denote
the conjugate partition. We write |λ| =
∑N
i=1 λi. We identify partitions
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obtained by concatenating 0’s at the end. Reordering np, kp by using (2.22),
we can assume without loss of generality that
n1 ≥ · · · ≥ nN ,(2.41)
kNa+1 ≥ · · · ≥ kNa−1 (a = 1, · · · , n).(2.42)
Define partitions µ(1) ⊂ · · · ⊂ µ(n) by setting
µ(a) =
a∑
b=1
κ(b),
κ(b) = (kNb+1, . . . , kNb−1)
′.
Note that µ
(a)
1 = N −Na. We adopt the following notation
W (n)[µ(n), · · · , µ(1)] =W (n,k).(2.43)
When k1 = · · · = kNn−1 = 0, we have µ
(n) = µ(n−1). In this case we
understand that
W (n)[µ(n−1), µ(n−1), · · · , µ(1)] =W (n−1)[µ(n−1), · · · , µ(1)].
Assuming µ(n) 6= µ(n−1) and therefore n1 = n, let k = k1. Theorem 2.5
implies the following exact sequence.
(2.44)
0 −→W (n)[µ(n), µ(n−1) + (1k), · · · , µ(1)]
ι
−→W (n)[µ(n), µ(n−1), · · · , µ(1)]
ψ
−→W (n)[µ(n) − ek, µ
(n−1), · · · , µ(1)] −→ 0.
Here ek denotes the unit vector (δjk)1≤j≤k and (1
k) =
∑k
i=1 ei. The sub-
space corresponds to changing n1 to n1 − 1, while the quotient space corre-
sponds to changing k1 to k1 − 1.
Let us rewrite (2.44) in terms of the character (see (2.7))
χ(n)[µ(n), · · · , µ(1)](q, z1, · · · , zn−1)(2.45)
= chq,z1,··· ,zn−1W
(n)[µ(n), · · · , µ(1)]
=
∑
qdzm11 · · · z
mn−1
n−1 dimW
(n)[µ(n), · · · , µ(1)]d,m1,··· ,mn−1 .
Proposition 2.9. We have
χ(n)[µ(n), · · · , µ(1)](q, z1, · · · , zn−1)(2.46)
= χ(n)[µ(n), µ(n−1) + (1k), · · · , µ(1)](q, z1, · · · , qzn−1)
+zn−1χ
(n)[µ(n) − ek, · · · , µ
(1)](q, z1, · · · , zn−1).
It is useful to modify the character
χ˜(n)[µ(n), · · · , µ(1)](q, z1, · · · , zn−1)
= χ(n)[µ(n), · · · , µ(1)](q, qµ
(1)
1 z1, · · · , q
µ
(n−1)
1 zn−1),
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so as to absorb the shift of variable zn−1 → qzn−1. Eq. (2.46) then becomes
(2.47)
χ˜(n)[µ(n), · · · , µ(1)]
= χ˜(n)[µ(n), µ(n−1) + (1k), · · · , µ(1)] + qµ
(n−1)
1 zn−1χ˜
(n)[µ(n) − ek, µ
(n−1), · · · , µ(1)]
where we have suppressed the variables (q, z1, · · · , zn−1) which are common
to all terms. The base of the recursion is
χ˜(1)[µ(1)] = 1.
Using (2.44) repeatedly, we are led to
Proposition 2.10. There exists a filtration by submodules
W (n)[µ(n), · · · , µ(1)] = F 0 ⊃ F 1 ⊃ F 2 ⊃ · · ·
such that each composition factor F j/F j−1 has the form
W (n−1)[ν(n−1), µ(n−2), · · · , µ(1)],
with appropriate shift of gradings, where ν(n−1) is a partition satisfying
µ(n) ⊃ ν(n−1) ⊃ µ(n−1).
In terms of the characters, it means a relation of the form
χ˜(n)[µ(n), µ(n−1), · · · , µ(1)](2.48)
=
∑
µ(n)⊃ν(n−1)⊃µ(n−1)
Cν(n−1)(q, zn−1)χ˜
(n−1)[ν(n−1), µ(n−2), · · · , µ(1)],
where Cν(n−1)(q, zn−1) are some polynomials in q and zn−1.
Example. The following diagram illustrates the process of the reduction on
the example n = 2, k = 2, µ(2) = (3, 2), µ(1) = ∅ and ν(1) = (2, 1).(
, ∅
)
z1−−−−→
(
, ∅
)
x x(
,
)
qz1
−−−−→
(
,
)
qz1
−−−−→
(
,
)
x x(
,
)
q2z1
−−−−→
(
,
)
The vertical and the horizontal arrows correspond to the maps ι and ψ,
respectively. The coefficients appearing in (2.47) are as indicated. 
Let us compute the coefficients Cν(n−1)(q, zn−1). Assuming µ
(n) 6= µ(n−1),
we apply (2.48) repeatedly for k1 = k, k − 1, · · · , and collect the terms
which have the array of partitions of the form (ν(n−1), ν(n−1), µ(n−2), · · · ).
First consider k1 = k. If we take the first term from (2.48) m1 times and
the second term m2 times, then the resulting array of partitions becomes
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(µ(n) − m2ek, µ
(n−1) + m1(1
k), µ(n−2), · · · ). Comparing the k-th row, we
have m1 = ν
(n−1)
k − µ
(n−1)
k and m2 = µ
(n)
k − ν
(n−1)
k . There are altogether(
m1 +m2
m1
)
such terms. It is easy to see that the sum of the corresponding
coefficients is
(qµ
(n−1)
1 z)µ
(n)
k
−ν
(n−1)
k
[
µ
(n)
k − µ
(n−1)
k
ν
(n−1)
k − µ
(n−1)
k
]
.
One can continue a similar process for k1 = k − 1, · · · , 1. The coefficient
Cν(n−1)(q, zn−1) is the product of all factors resulting from each step.
Let us s summarize the above calculation.
For a pair of partitions κ ⊃ ν, define
Fκ,ν(q) = q
∑k−1
a=1 νa+1(κa−νa)
k∏
a=1
[
κa − νa+1
νa − νa+1
]
.(2.49)
Here k = κ′1 is the length of κ, and the q-binomial symbol is[
m
n
]
=

[m]!
[n]![m− n]!
(0 ≤ n ≤ m),
0 otherwise,
with [n]! =
∏n
j=1(1− q
j)/(1− q). Returning to the definition (2.45), we find
the following.
Theorem 2.11. We have
χ(n)[µ(n), µ(n−1), · · · , µ(1)](q, z1, · · · , zn−1)(2.50)
=
∑
µ(n)⊃ν⊃µ(n−1)
z
|µ(n)|−|ν|
n−1 Fµ(n)−µ(n−1),ν−µ(n−1)(q)
×χ(n−1)[ν, · · · , µ(1)](q, z1, · · · , zn−2).
Hence we obtain a fermionic expression for the character
χ(n)[µ(n), , · · · , µ(1)](q, z1, · · · , zn−1)(2.51)
=
∑ n−1∏
a=1
(
z|ν
(a+1)|−|ν(a)|
a Fν(a+1)−µ(a),ν(a)−µ(a)(q)
)
,
where the sum extends over sequences of partitions
µ(n) = ν(n) ⊃ ν(n−1) ⊃ · · · ⊃ ν(1)
satisfying ν(a) ⊃ µ(a) (1 ≤ a ≤ n− 1).
In the case n1 = · · · = nN = n, we have µ
(1) = · · · = µ(n−1) = ∅ and
µ(n) = µ where µ = (k1, · · · , kN )
′. By comparing (2.51) with known results
in the literature, we conclude that the coefficients of monomials in za are
the q-supernomial coefficients. More precisely, setting
W (n)[µ] =W (n)[µ, ∅, · · · , ∅], χ(n)[µ] = χ(n)[µ, ∅, · · · , ∅],
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we have
χ(n)[µ](q, z1, · · · , zn−1) =
∑
λ∈Zn
≥0
|λ|=|µ|
zλ21 · · · z
λn
n−1S˜λ,µ(q).(2.52)
Here λ = (λ1, · · · , λn) and S˜λ,µ(q) denotes the q-supernomial coefficient as
given in formula (2.1) of [S].
The exact sequence (2.44) gives also a recursive method of constructing
a monomial basis of W (n)[µ(n), · · · , µ(1)].
Theorem 2.12. There exists a basis B(n)[µ(n), · · · , µ(1)] ofW (n)[µ(n), · · · , µ(1)]
defined recursively as follows.
(i) Each element in the set B(n)[µ(n), · · · , µ(1)] is represented by a mono-
mial in the variables {xb[i]}.
(ii) B(1)[µ(1)] = {1}.
(iii) If the length of µ(n) − µ(n−1) is k > 0, then
B(n)[µ(n), · · · , µ(1)]
= ι
(
B(n)[µ(n), µ(n−1) + (1k), · · · , µ(1)]
)⊔
xa[0]B
(n)[µ(n) − ek, · · · , µ
(1)],
where the second term in the right hand side means elementwise
multiplication by xa[0].
Example. Consider the case of sl2 (with e
def
= x1). Computing the basis for
the example above, with µ(2) = (3, 2) and µ(1) = ∅, we have
((3, 2), ∅)
((3, 2), (1, 1))
66nnnnnn
((3, 1), ∅)
hhPPPPPPPPPPPP
((3, 2), (2, 2))
66nnnnnn
((3, 1), (1, 1))
OO
((3, 1), (1, 1))
66nnnnnn
((3), ∅)
ffNNNNNNNNNN
((3, 1), (2, 1))
66nnnnnn
((2, 1), (1, 1))
OO
((3, 1), (2, 1))
OO


((2, 1), (1, 1))
hhPPPPPPPPPPPP
((3), (1))
@@








((2), ∅
OO
((3), (2))
33ffffffffffffff
((2), (1))
66nnnnnnnnnnnn
((2), (1))
88p
p
p
p
p
((1), ∅)
OO
Here, the dotted arrows correspond to the map ι : e[i] → e[i + 1], and
the solid arrows to multiplication by e[0]. As a result, and noting that
COINVARIANTS AND FUSION PRODUCT 21
B(2)[µ + (1), µ] = {1, e[0]}, we have
B(2)[(3, 2), ∅] = {1, e[0], e[0]2 , e[0]3, e[0]4, e[0]5, e[1], e[0]e[1],
e[0]2e[1], e[0]3e[1], e[2], e[1]2 , e[0]e[2],
e[0]e[1]2, e[0]2e[2], e[0]2e[1]2, e[1]e[2], e[1]3}.
3. Character of ŝl2 spaces of coinvariants
In [FJKLM], we have introduced a large class of spaces of coinvariants,
and established their equivalence to certain quotients of filtered tensor prod-
ucts of finite-dimensional modules. In this section, we restrict to the simplest
case where the underlying simple Lie algebra is g = sl2, and apply the results
of the previous section to the character of the space of coinvariants.
3.1. Spaces of coinvariants. We retain the following notation of [FJKLM]:
e, f, h are the standard generators of sl2. Vl is the (l + 1)-dimensional irre-
ducible representation with lowest weight vector vl. L
(k)
l (∞) is the level k
integrable module of the affine Lie algebra ŝl2 ‘placed at infinity’. It has Vl as
its subspace of degree 0 and x[i]Vl = 0 if x ∈ sl2, i < 0. By V
(k) = ⊕kl=0Z · [l]
we denote the level k Verlinde algebra for sl2 with basis [l] (l = 0, · · · , k).
We write an element a ∈ V(k) as a =
∑k
l=0(a : [l])k[l], where (a : [l])k ∈ Z.
For an sl2[t]-module L and a right ideal Y ⊂ U(sl2[t]), we write L/Y for
the space of coinvariants L/Y L. Let m = (m1, · · · ,mk) be an array of
non-negative integers. The level-restricted Kostka polynomial for sl2 is
K
(k)
l,m(q) =
∑
s∈Zk
≥0
2|s|=|m|−l
qs·As+v·s
[
A(m− 2s)− v + s
s
]
,(3.1)
where A is a k × k matrix with entries Aij = min(i, j), vi = (i − k + l)+,
|u| =
∑k
i=1 iui, and u · u
′ =
∑k
i=1 uiu
′
i. In what follows we use also the
partition
µ = (kmk · · · 1m1)′(3.2)
to label m. We abuse the notation and write K
(k)
l,µ (q) for K
(k)
l,m(q). We recall
also the following formula in the Verlinde algebra V(k), which will be used
later.
[k]mk · · · [1]m1 =
k∑
l=0
K
(k)
l,µ (1) · [l].(3.3)
When we deal with fusion product, we consider also sl2 embedded in sl3.
We write the generators as e23, e32, h23. In particular, we use h23[0] for the
action on the fusion product, and h[0] for that on L
(k)
l (∞).
Consider the fusion product of irreducible modules
W (2)[µ] =
mk︷ ︸︸ ︷
Vk ∗ · · · ∗ Vk ∗ · · · ∗
m1︷ ︸︸ ︷
V1 ∗ · · · ∗ V1
22 B. FEIGIN, M. JIMBO, R. KEDEM, S. LOKTEV, T. MIWA
taking the tensor product of lowest weight vectors
mk︷ ︸︸ ︷
vk ⊗ · · · ⊗ vk ⊗ · · · ⊗
m1︷ ︸︸ ︷
v1 ⊗ · · · ⊗ v1
as cyclic vector. The eigenvalue of h23[0] on it is −|µ|. Denote by I
(k)
l the
left ideal of U(sl2[t]) generated by the elements
h23[0] + l, e23[0], e23[1]
k−l+1.
Let S(I
(k)
l ) be the right ideal obtained by applying the antipode S. The
following result was obtained in [FJKLM],Theorem 4.1.
Proposition 3.1. We have
chq,z1W
(2)[µ]/S(I
(k)
l ) = z
|µ|−l
2
1 K
(k)
l,µ (q).
3.2. Fusion product of sl3-modules. In this section, we consider re-
ducible sl2-modules of the form
Wr = V0 ⊕ · · · ⊕ Vr.(3.4)
It is generated over sl2 by the sum of lowest weight vectors wr = v0 +
· · · + vr. We make use of the fact that (3.4) can also be viewed as the r-th
symmetric tensor Sr(V(1,0)) of the defining representation of sl3, restricted
to the subalgebra sl2 ⊂ sl3.
Let M = (M1, · · · ,Mk) ∈ Z
k
≥0, and
λ = (kMk , · · · , 1M1)′.(3.5)
Fix a set of distinct complex numbers Z = (z1, · · · , zN ), N =M1+ · · ·+Mk.
Consider the filtered tensor product of sl2[t]-modules
FZ
( Mk︷ ︸︸ ︷
Wk, · · · ,Wk, · · · ,
M1︷ ︸︸ ︷
W1, · · · ,W1
)
,(3.6)
taking
Mk︷ ︸︸ ︷
wk ⊗ · · · ⊗ wk ⊗ · · · ⊗
M1︷ ︸︸ ︷
w1 ⊗ · · · ⊗ w1(3.7)
as cyclic vector.
Lemma 3.2. The filtered tensor product (3.6) as sl2[t]-module and with
cyclic vector (3.7) coincides with the filtered tensor product as sl3[t]-module
and with cyclic vector
Mk︷ ︸︸ ︷
vk ⊗ · · · ⊗ vk ⊗ · · · ⊗
M1︷ ︸︸ ︷
v1 ⊗ · · · ⊗ v1 .(3.8)
The proof is given in Appendix, Proposition A.2. Note that the fusion
product in the latter sense is the same as the one over the abelian Lie algebra
a[t], a = Ce13 ⊕ Ce23. That is,
W (3)[λ] =
Mk︷ ︸︸ ︷
Wk ∗ · · · ∗Wk ∗ · · · ∗
M1︷ ︸︸ ︷
W1 ∗ · · · ∗W1(3.9)
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in the notation of the previous section.
Let Yr denote the right ideal of U(sl2[t]) generated by
e23[0]
r+1, e32[0], x[i] (x ∈ sl2 ⊂ sl3, i > 0).
As a left sl2[t]-module we have
U(sl2[t])/S(Yr) ≃Wr,
where x[i] (i > 0) acts as 0 on the right hand side. Introduce the fusion
right ideal in the sense of [FJKLM]
Yλ =
Mk︷ ︸︸ ︷
Yk ⊛ · · · ⊛ Yk⊛ · · ·⊛
M1︷ ︸︸ ︷
Y1 ⊛ · · ·⊛ Y1(Z).(3.10)
Our aim is to determine the character of the space of coinvariants
grL
(k)
l (∞)/Yλ.(3.11)
Concerning (3.11), the following are known.
Proposition 3.3. ([FJKLM], Theorem 2.9) The dimension of (3.11) is
given by the Verlinde rule
dimL
(k)
l (∞)/Yλ =
(
([0] + · · ·+ [k])Mk · · · ([0] + [1])M1 : [l])k.
From (3.3), the right hand side is written explicitly as∑
µ⊂λ
|µ|≡l mod 2
k∏
i=1
(
λi − µi+1
µi − µi+1
)
·K
(k)
l,µ (1) =
∑
µ⊂λ
|µ|≡l mod 2
Fλ,µ(1)K
(k)
l,µ (1).(3.12)
Proposition 3.4. ([FJKLM], Theorem 3.6) There is an isomorphism of
filtered vector space
L
(k)
l (∞)/Yλ ≃ FZ(
Mk︷ ︸︸ ︷
Wk, · · · ,Wk, · · · ,
M1︷ ︸︸ ︷
W1, · · · ,W1)/S(I
(k)
l ).(3.13)
On the space L
(k)
l (∞) we have a grading by d = td/dt and h[0]. Define
the character of the associated graded space L = grL
(k)
l (∞)/Yλ by
chq,zL = trL
(
qdzh[0]
)
.
We have also a grading on the fusion product W (3)[λ]. Its character is
defined in (2.7), by assigning qiz1 (resp. q
iz2) to e23[i] (resp.e13[i]) and 1 to
the cyclic vector. Using the action of hab[0] ∈ sl3, we can write the character
as
χ(3)[λ](q, z1, z2) = (z1z2)
|λ|/3trW (3)[λ]
(
qdzε21 z
ε1
2
)
,
where
ε1 =
1
3
(h12[0] + h13[0]), ε2 =
1
3
(h21[0] + h23[0]).
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Lemma 3.5. In the isomorphism (3.13), the grading by h[0] in the left
hand side translates in the right hand side to the grading by the operator
(h21[0] + h31[0] + 2|λ|)/3.
Proof. Consider the cyclic vector wr = v0+ · · ·+vr ofWr. As it is explained
in (3.20), [FJKLM], the grading by h[0] counts xvj as j for any x ∈ sl2.
Denote the natural basis of C3 by ui (i = 1, 2, 3), on which ejj [0] acts as
ejj[0]ui = δijui. In the identification Wr ≃ S
r(C3), vj is identified with the
symmetrization of u⊗r−j1 ⊗ u
⊗j
3 . Therefore h[0] acts on S
r(C3) as
e22[0] + e33[0] =
1
3
(
h21[0] + h31[0] + 2r
)
.
The lemma follows from this. 
From the lemma we find the following relation
chq,z grL
(k)
l (∞)/Yλ = z
|λ|chq,z1,z2W
(3)[λ]/S(I
(k)
l )
∣∣
z1=1,z2=z−1
,
where we have used
zε21 z
ε1
2 = z
h23[0]/2
1 (z
1/2
1 z
−1
2 )
−h[0]+2|λ|/3.
3.3. Character formulas. With the preparations above, let us proceed to
the character of a quotient of the fusion product.
Proposition 3.6. We have
chq,z1,z2W
(3)[λ]/S(I
(k)
l ) =
∑
µ⊂λ
|µ|≡l mod 2
z
|µ|−l
2
1 z
|λ|−|µ|
2 Fλ,µ(q)K
(k)
l,µ (q),
where Fλ,µ(q) is defined in (2.49).
Proof. By Proposition 3.3 and 3.4, (3.12) gives a lower bound to the dimen-
sion dimW (3)[λ]/S(I
(k)
l ).
On the other hand, from Proposition 2.10 we have a filtration of W (3)[λ]
by submodules with composition factors of the formW (2)[µ]. The operators
h23[0] + l, e23[0] and e23[1]
k−l+1 leave the filtration invariant. Replacing the
character of the quotient by that of the quotient of the associated graded
space, we obtain an upper estimate
chq,z1,z2W
(3)[λ]/S(I
(k)
l )
≤
∑
µ⊂λ
|µ|≡l mod 2
z
|λ|−|µ|
2 Fλ,µ(q)chq,z1W
(2)[µ]/S(I
(k)
l ).(3.14)
Proposition 3.1 states that up to a power of z1 the last factor is given by
K
(k)
l,µ (q). Setting q = z1 = z2 = 1, the right hand side of (3.14) becomes
the lower bound (3.12). This in turn implies that the equality holds in each
step, and the proof is over. 
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Writing Fλµ(q) explicitly, we obtain the following as an immediate conse-
quence of Proposition 3.1 and 3.4.
Theorem 3.7. We have a fermionic formula for the character of the space
of coinvariants
chq,z grL
(k)
l (∞)/Yλ(3.15)
=
∑
µ⊂λ
|µ|≡l mod 2
z|µ|q
∑k−1
i=1 µi+1(λi−µi)
k∏
i=1
[
λi − µi+1
µi − µi+1
]
·K
(k)
l,µ (q).
Since W (3)[λ] has an sl2-structure, its character is a linear combination
of sl2-characters χj(z) = z
−j/2 + · · ·+ zj/2−1 + zj/2. Let us define Xjλ(q, z)
as the coefficient of the expansion
χ(3)[λ](q, z1, z2) = z
|λ|
2
∑
j≥0
χj(z1)Xjλ(q, z
1/2
1 z
−1
2 ).
Then we have the following alternating sum formula. When specialized to
the case M = (0, · · · , 0,M), it settles the ‘main conjecture’ of [FL] (Conjec-
ture 3.5) for g = sl2.
Theorem 3.8.
chq,z grL
(k)
l (∞)/Yλ =
∑
i≥0
q(k+2)i
2+(l+1)iX2(k+2)i+l,λ(q, z)(3.16)
−
∑
i>0
q(k+2)i
2−(l+1)iX2(k+2)i−l−2,λ(q, z).
Proof. We have from (2.50) and (2.52)
χ(3)[λ](q, z1, z2) =
∑
µ⊂λ
z
|λ|−|µ|
2 Fλµ(q)χ
(2)[µ](q, z1),(3.17)
χ(2)[µ](q, z1) =
∑
0≤j≤|µ|
z
(|µ|−j)/2
1 S˜σ(j),µ(q),(3.18)
where we have set σ(j) =
( |µ|+j
2 ,
|µ|−j
2
)
. LetKj,µ(q) denote the non-restricted
Kostka polynomial for sl2, which is related to the q-supernomial coefficients
S˜σ(j),µ(q) via χ
(2)[µ](q, z1) as
χ(2)[µ](q, z1) =
∑
0≤j≤|µ|
z
|µ|/2
1 χj(z1)Kj,µ(q).
From this and (3.17),(3.18), we find an expression
Xjλ(q, z) =
∑
|µ|=j
z|µ|Fλµ(q)Kjµ(q).
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The statement of Theorem now follows from Theorem 3.7 together with the
known formula (see [SS], eq.(6.8))
K
(k)
l,µ (q) =
∑
i≥0
q(k+2)i
2+(l+1)iK2(k+2)i+l,µ(q)
−
∑
i>0
q(k+2)i
2−(l+1)iK2(k+2)i−l−2,µ(q).

Appendix A. A Lemma on changing cyclic vectors
In this appendix we prove one of the steps used in the main text in a more
general setting, i.e., to show the equality of certain filtered tensor products
of sln−1[t] and sln[t] representations. In this paper, we use only the case of
(sl2, sl3) pair and for symmetric tensor representations.
Since the essential part of the argument is contained in the simplest case
n = 2, we first formulate it and give a proof to that particular case. Consider
the subalgebra Ch⊗ C[t] ⊂ sl2[t].
Proposition A.1. Let va (1 ≤ a ≤ N) be the lowest weight vectors of
finite dimensional irreducible representations of sl2. We denote by Ua the
representation generated by va. Let Z = (z1, . . . , zN ) be (not necessarily
distinct) complex numbers. Consider the tensor product of the evaluation
representations Ua (1 ≤ a ≤ N) of sl2[t], for which the evaluation parameter
is set to za. We denote this tensor product by W (Z).
Let w0 = v1 ⊗ · · · ⊗ vN , and consider the subspace G
i of W (Z) spanned
by the vectors x1[i1] · · · xl[il]w0 where l ≥ 0, x1, . . . , xl ∈ sl2 and
∑
a ia ≤ i.
Let
w = (
∑
i
e[0]i
i!
v1)⊗ · · · ⊗ (
∑
i
e[0]i
i!
vN ),
and let F i be the subspace of W (Z) spanned by the vectors h[i1] · · · h[il]w
where l ≥ 0 and
∑
a ia ≤ i.
Under this setting, the equality F i = Gi holds for all i ≥ 0.
Proof. Note that
w =
∑
i
e[0]i
i!
w0.
Since the h[0]-weights of the vectors e[0]iw0 (i ≥ 0) are distinct, they all be-
long to F 0. Since
∑
iCe[0]
iw0 is h⊗t
0-invariant, we have F 0 =
∑
iCe[0]
iw0.
Since f [0]w0, h[0]w0 ∈ Cw0, F
0 is sl2⊗ t
0 invariant, and therefore, F 0 = G0.
Now, we will show that (sl2 ⊗ t
j)F i ⊂ F i+j for all i, j ≥ 0. From this
follows F i = Gi for all i. Note that
F i =
∑
m≥0
∑
i1+···+iK≤i
Ch[i1] · · · h[iK ]e[0]
mw0.
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First, we show that
e[j]h[i1] · · · h[iK ]e[0]
mw0 ∈ F
i1+···iK+j
by induction on K. For K = 0, we have
e[j]e[0]mw0 = e[0]
me[j]w0
=
1
2
e[0]m[h[j], e[0]]w0 .
We use a ≡i b meaning a− b ∈ F
i. Since h[j]w0 ∈ Cw0 and h[j]e[0]
m+1w0 ∈
F j, we have
e[j]e[0]mw0 ≡j
1
2
e[0]mh[j]e0w0
≡j
1
2
[e[0]m, h[j]]e[0]w0
= −me[j]e[0]mw0.
From this follows that e[j]e[0]mw0 ∈ F
j .
For K ≥ 1, we have
e[j]h[i1] · · · h[iK ]e[0]
mw0 = [e[j], h[i1 ]] · · · h[iK ]w0 + h[i1]e[j] · · · h[iK ]w0.
Using induction hypothesis, we see that this element belongs to F i1+···iK+j.

Now, we proceed to the case of (sln−1, sln) pair.
Proposition A.2. Let va (1 ≤ a ≤ N) be the lowest weight vectors of finite
dimensional irreducible representations of sln (n ≥ 3). We denote by Ua
the representation generated by va. Let Z = (z1, . . . , zN ) be (not necessarily
distinct) complex numbers. Consider the tensor product of the evaluation
representations Ua (1 ≤ a ≤ N) of sln[t], for which the evaluation parameter
is set to za. We denote this tensor product by W (Z).
Let w0 = v1 ⊗ · · · ⊗ vN , and consider the subspace G
i of W (Z) spanned
by the vectors x1[i1] · · · xl[il]w0 where l ≥ 0, x1, . . . , xl ∈ sln and
∑
a ia ≤ i.
Let
w = (
∑
i
ei1n
i!
v1)⊗ · · · ⊗ (
∑
i
ei1n
i!
vN ),
and let F i be the subspace of W (Z) spanned by the vectors x1[i1] · · · xl[il]w
where l ≥ 0, x1, . . . , xl ∈ sln−1 and
∑
a ia ≤ i.
Under this setting, the equality F i = Gi holds for all i ≥ 0.
Proof. First Step : We show that F 0 is spanned by the vectors
(A.1) ea1b1 [0] · · · eaJ bJ [0]
∏
2≤a≤n
e1a[0]
maw0,
where J ≥ 0, 2 ≤ ai < bi ≤ n for 1 ≤ i ≤ J , and ma ≥ 0 for 2 ≤ a ≤ n.
Proceeding as in the proof of Proposition A.1, we see that F 0 contains
the vectors e1n[0]
mw0 (m ≥ 0). Then, by using [ena[0], e1b[0]] = −δn,be1a[0]
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and [e1a[0], e1b[0]] = 0 for 2 ≤ a ≤ n − 1 and 2 ≤ b ≤ n, we see that F
0
contains the vectors
∏
2≤a≤n e1a[0]
maw0 for m2, . . . ,mn ≥ 0.
Now, by using the PBW theorem, it is straightforward to see that F 0 is
spanned by the vectors (A.1).
Second Step : We show that F 0 = G0. It is enough to show that F 0 is
invariant by the actions of e1a[0] and ea1[0] for 2 ≤ a ≤ n. The invariance
for e1a[0] follows from [e1a[0], ebc[0]] = δabe1c[0] for 2 ≤ a ≤ n and 2 ≤ b <
c ≤ n. The invariance for ea1[0] follows from ea1[0]w0 = 0, [ea1[0], ebc[0]] =
−δaceb1[0] for 2 ≤ a ≤ n and 2 ≤ b < c ≤ n, and
[ea1[0], e1b[0]] =
{
−h1a[0] if a = b;
eab[0] if a 6= b,
for 2 ≤ a, b ≤ n.
Third Step : We show that F j contains the vectors
(A.2) ea1b1 [j1] · · · eaJ bJ [jJ ]
K∏
i=1
hci [ki]
L∏
i=1
e1di [li]e1n[0]
mw0,
where J,K,L, ji, li,m ≥ 0, ki > 0, 2 ≤ ai < bi ≤ n, 2 ≤ ci, di ≤ n− 1, and
J∑
i=1
ji +
K∑
i=1
ki +
L∑
i=1
li ≤ j.
We have shown that F 0 contains the vectors
∏n
a=2 e1a[0]
maw0. Applying
e32[l
(2)
i ] (1 ≤ i ≤ m
′
2 ≤ m3; l
(2)
i > 0), we get
n∏
a=4
e1a[0]
mae13[0]
m3−m′2
m′2∏
i=1
e12[l
(2)
i ]e12[0]
m2w0 ∈ F
∑m′2
i=1 l
(2)
i
Repeating this procedure successively for e43, . . . , en,n−1, we obtain the vec-
tors
∏L
i=1 e1di [li]e1n[0]
mw0 ∈ F
∑L
i=1 li . Therefore, F j contains the vectors
(A.2). We denote by Hj the linear span of these vectors.
Last Step : We show that
(sln ⊗ t
i)Hj ⊂ H i+j .
Since H0 = F 0 = G0, it then follows that Hj = F j = Gj . The only non-
trivial calculation is to show that e1n[i]H
j ⊂ H i+j. This can be shown
similarly as in the proof of Proposition A.1. 
Let us explain these statements in more invariant terms. To define a
lowest vector of an irreducible representation it is enough to choose a Borel
subalgebra b ⊂ sln. The set of all possible Borel subalgebras inherits the
natural topology of a homogeneous space, namely they form the flag mani-
fold.
Now take the standard inclusion sln−1 ⊂ sln and choose a Borel subalge-
bra b ⊂ sln. Then for any irreducible representation U of sln by v
b
U denote
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the corresponding lowest weight vector and by U denote the restriction of
U to sln−1.
Theorem A.3. Consider a set of irreducible representations U1, . . . , UN of
sln and a set of distinct points Z = (z1, . . . , zn). Choose a generic Borel
subalgebra b ⊂ sln. Then vectors v
b
Ua
are cyclic in Ua as well as in Ua and
we have an isomorphism of filtered spaces
(A.3) FZ(U1, . . . , UN ) ∼= FZ(U1, . . . , UN ).
Proof. Note, that (A.3) is satisfied for an algebraically open set of Borel
subalgebras. So it is enough to show it for a certain subalgebra.
Let b0 be the standard Borel subalgebra of upper-triangular matrices.
Then Proposition A.2 implies (A.3) for
b = exp(e1n)b0 exp(−e1n).

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