ABSTRACT The working of recurrent neural networks has not been well understood to date. The construction of such network models, hence, largely relies on heuristics and intuition. This paper formalizes the notion of ''memory length'' for recurrent networks and consequently discovers a generic family of recurrent networks having maximal memory lengths. Stacking such networks into multiple layers is shown to result in powerful models, including the gated convolutional networks. We show that the structure of such networks potentially enables a more principled design approach in practice and entails no gradient vanishing or exploding during back-propagation. We also present a new example in this family, termed attentive activation recurrent unit (AARU). Experimentally we demonstrate that the performance of this network family, particularly AARU, is superior to the LSTM and GRU networks.
I. INTRODUCTION
In the deep learning era, recurrent neural networks, such as Vanilla RNN [1] , LSTM [2] and GRU [3] , have demonstrated great power in modeling sequential data and are prevailing in many applications (e.g., machine translation [3] , speech recognition [4] , text classification [5] ). However, theoretical understanding of how these models work, for example, how information contained in the sequence is memorized, selected and compressed for the learning objectives, remains largely vacuous. Specifically, very few analytic results have been developed in characterizing the behavior or performance of these models. Zhang et al. [6] carried out a theoretical study of oscillator neurons in recurrent neural networks, and Chen et al. [7] studied the effects of gating mechanism in recurrent neural networks by leveraging the mean-filed theory. Among many unknowns, the most well-understood behavior of these models is perhaps the gradient vanishing and exploding problem potentially associated with Vanilla RNN [8] . The lack of theoretical understanding makes the construction of recurrent network models rely primarily on heuristics and intuition.
On the other hand, Convolutional Neural Networks and more generally convolution-based models are also gaining popularity in sequence modeling (e.g., language modeling [9] , audio generation [10] , and machine translation [11] ). Originally developed for image applications, these models appear disconnected from the recurrent network modeling philosophy and yet exhibit equally powerful strength in learning from sequential data.
This work is motivated by developing theoretical understanding or analytic characterization of the memorization capability of recurrent networks. At the same time, we are curious to understand if there may be a connection between recurrent networks and convolution-based models for sequence learning.
As learning the memorization capacity of recurrent networks is an important problem, some approaches have been proposed to tackle this challenge. Some well known approaches include the analytical leaning of echo state network(ESN) in the context of Reservoir Computing [12] , and learning the the memory traces of echo state network using fisher memory matrix [13] . Echo state network can be considered as a special kind of recurrent networks with sparsely connected hidden layer. The connected weights of hidden state are fixed and randomly assigned, and only the weights of output units are trained. In the previous approaches, the concept of memory capacity is based on network's ability to reconstruct the past input. The paper [13] proposed that the memory capacity for recalling the past input by a N -unit echo state networks with linear output units is bounded by N . The shortcoming of this conclusion lies in the assumption of a linear activation function and the input space dimension equals 1. In addition, the conclusion is based on the echo state networks, which makes the conclusion difficult to generalize to other recurrent networks. The others approaches tend to introduce new memory mechanism to improve the network's memorization capability. Wang et al. [14] proposed an auxiliary recurrent memory unit by separating the memory and output explicitly in the recurrent neural networks, Chen et al. [15] designed a new encode-decoder architecture using recurrent neural networks, which forced the recurrent unit to reconstruct the past state with the current state and then enhance the model's ability in modeling long term dependency. However, the above two memory mechanisms have no theoretical study of the memory capability of the recurrent neural networks.
The starting point of this research is a theoretical formulation of the memorization capability for common recurrent networks. Inspired by the definition of memory capability in [13] , we define a notion of ''memory length'' for singlelayer (SL) recurrent networks, indicating how much into the past the network ''remembers''. We prove that if the state space and the input space for the recurrent unit have dimensions k and l respectively, the memory length of the SL recurrent network is maximally k/l. It is then of great curiosity to understand what kind of SL recurrent networks are ''optimal'' in the sense of achieving such maximum memory length.
To that end, we present a canonical class of SL recurrent network with finite memory length, referred to as CFM-SL (canonical finite-memory single-layer) recurrent networks. We show that this class of SL networks achieves the maximum memory length and is therefore optimal in this sense. Furthermore, we prove that the expressivity of the class of CFM-SL recurrent networks is in fact the same as the class of all SL recurrent networks optimal in this sense.
Focusing on the CFM-SL class, we then present two example recurrent unit structures, the Gated Activation Recurrent Unit (GARU) and the Attentive Activation Recurrent Unit (AARU). We note that GARU is a simple adaptation of the Gated Activation Unit [16] to a recurrent unit, whereas AARU is proposed in this work afresh.
Related to memory length, the notion of receptive field is a well-known concept that correlates with the expressivity of neural network models. For SL networks, memory length and the size of receptive field are equivalent concepts. For optimal SL networks, the only means of enlarging the receptive field is by increasing its memory length. This, in some applications, can however be inefficient, in the consumption of model parameters. As has been observed in [10] , a more efficient approach to increase the receptive field is by stacking multiple single-layer networks into a stacked network. In fact, when stacking GARU into a multi-layer recurrent network, we arrive at the Gated Convolutional Neural Network (GCNN) [9] . That is, stacked CFM networks can be considered as generalizing GCNN and other convolutionbased models to a much wider model family.
This paper suggests some concrete advantages of CFM networks relative to LSTM or GRU networks. First, the size of receptive field of these networks can be perfectly designed. This potentially enables a well-principled methodology for model construction in practice. In addition, these networks entail no gradient vanishing or exploding during backpropagation. The structure of such networks also supports additional parallelization during the back-propagation training. Our experimental results also indicate that the CFM networks, particularly the AARU networks, outperform LSTM and GRU in a number of applications.
II. SINGLE LAYER RECURRENT NETWORKS WITH FINITE MEMORY LENGTHS A. RECURRENT UNIT AND SINGLE-LAYER RECURRENT NETWORKS
In this paper, we follow the standard state-space representation in system theory [17] . The state-space model is the central topic in system theory. In a nutshell, the state configuration is an quantity internal to the system, serving as a complete summary of the all past inputs so that given the current state, the current and future outputs are independent of all past inputs.
In this perspective, a recurrent unit can be regarded precisely as a causal time-invariant system in a state-space representation, and such a recurrent unit can be formalized as:
which maps a state vector s ∈ R k and an input vector x ∈ R l to a state vector f (s, x) ∈ R k , and
• an output function g : R k ×R l → R k which maps a state vector s ∈ R m and an input vector x ∈ R l to an output vector g(s, x) ∈ R m . We will use the pair (f , g) to refer to such a recurrent unit.
The common recurrent neural networks are what we refer to as ''single-layer recurrent networks''. More precisely, a single-layer (SL) recurrent network of length N consists of N copies of a recurrent unit (f , g), which processes a length-N input sequence (x 1 , x 2 , . . . , x N ) (where each x t ∈ R l , t = 1, 2, . . . , N ) according to
here the first equation is referred to as the state-update equation, and the second as the output equation. Graphically, the structure of a recurrent unit and that of an SL recurrent networks are shown in Figure 1 . It can be easily verified (by appropriately identifying the variables in the networks with the x t , s t and y t and functions as f and g) that the standard Vanilla RNN networks, LSTM networks, and GRU networks can all be regarded as special cases of such a network. Let S ⊆ R k denote the set of all possible sate configurations of an SL recurrent networks. We will restrict the domain of the function f to S×R l . The following conditions, satisfied by all known recurrent units(e.g., those composing the Vanilla RNN, LSTM, GRU networks etc.), are assumed.
(A) The image of S × R l under f is S, namely, any state s ∈ S is ''reachable'' from some previous state s ∈ S.
(B) For each s ∈ S, the function f is a continuous map; and in case f is invertible, its inverse is also continuous.
It is readily verified that the usual recurrent networks such as Vanilla RNN, LSTM and GRU satisfy these conditions.
B. SINGLE-LAYER RECURRENT NETWORKS WITH FINITE MEMORY LENGTHS
Let L be a positive integer. We call an SL recurrent network L-memorizing if at any time t ≥ L, it is possible to recover the input sequence (x t−L+1 , x t−L+2 , . . . , x t−1 , x t ) uniquely by observing s t and s t−L . That is, the state of an L-memorizing SL recurrent network contains all information needed to recover the most recent L inputs, or alternatively, the network ''memorizes'' these L inputs.
Lemma 1: For any given integer L > 1, an L-memorizing SL recurrent networks is also (L − 1)-memorizing. 1 Proof: For any function h : X → Y mapping a set X to a set Y , we will adopt the following notations: For any subset X ⊆ X , we will use h(X ) to denote the image of X under function h.
If an RNN has state configuration s t = s at time step t and the input during time interval
, we may also write the state configuration s t+d at time t
. That is, with each vector s ∈ S, we have associated a function
We will show that it can not be L-memorizing. The fact that the RNN is not (L − 1)-memorizing implies by definition that for some t ≥ L − 1, there exist some configuration, say a, of state s t−L+1 such that two different input sequences (x t−L+2 , x t−L+2 , . . . , x t−1 , x t ) := x and (x t−L+2 , x t−L+2 , . . . , x t−1 , x t ) := x will give rise to the same state at time t,
Since a ∈ S, by Condition (A), there are some state configuration b ∈ S and some input configuration c
is not invertible, and hence the RNN is not L-memorizing.
The lemma-1 implies that an L-memorizing single-layer recurrent networks is L -memorizing for all L ≤ L. The maximum value of L for which the network is L-memorizing is then called the memory length of the SL recurrent networks.
Theorem 1: If an SL recurrent networks is L-memorizing, then the state dimension k and input dimension l of its recurrent unit satisfy
Since the map f L a collapses dimensions, it can not be invertible. Thus we have prove the theorem by contradiction.
Since every given single-layer recurrent networks is associated with fixed (k, l) parameters (namely, that of its recurrent unit (f , g)), this theorem suggests that the network can not be L-memorizing for L > k/l, regardless of the form of the functions f and g and their parameter settings. Thus k/l is an upper bound of its memory length.
Notably some existing SL recurrent networks, such as the LSTM and GRU networks, are reportedly capable of memorizing information entering the network in the unbounded past. This however does not mean that these networks have infinite memory lengths. This is because the notion of memorization that defines ''L-memorizing'' and memory length is ''complete memorization'', namely, requiring the network to memorize all inputs entered in the past time window, whereas LSTM and GRU networks realize ''selective memorization'': only inputs at a set of selected time instances are memorized and other inputs are ''forgotten''. As such, the above theorem is not violated in LSTM or GRU networks.
Relative to LSTM/GRU-like recurrent networks, SL recurrent networks with finite memory lengths form a fundamentally different class of recurrent networks. Unlike LSTM/GRU networks, which use selective memorization over the entire past to achieve compression and feature selection, SL recurrent networks with memory length L keep in their states all the input information in the past time window of size L. In such networks, the state-update function f serves to memorize only the inputs in the past time window, throwing away older inputs, and the compression task is left completely for the output function g. VOLUME 7, 2019 At the first glance, having finite memory lengths may seem to limit the applicability of a recurrent network. However, since the memory length L can be designed at the modeling stage, one can in fact choose an appropriate value for L, depending on the application. Additionally, later in this paper we will discuss stacking layers of such recurrent units, which greatly extends modeling capability.
C. SL RECURRENT NETWORKS WITH CFM UNITS
We now present a canonical structure for the recurrent unit of an SL recurrent networks so that memory lengths of these networks achieve precisely the upper bound in Theorem 1. More specifically, the recurrent unit in such a network is given by
where the state dimension k = Ll, W is an Ll × l matrix and V is an Ll × Ll matrix. That is, the state update function f is a simple linear function and the output function g is made independent of the input x t . Moreover, instead of making the W and V learnable parameters, we specialize them to the following fixed form.
where each I denotes the l × l identity matrix and each 0 denotes the l × l all-zero matrix. We will call this structure the CFM (''canonical finitememory'') structure and a recurrent unit with this structure a CFM unit. An SL recurrent networks consisting of copies of a CFM unit will be referred to as a CFM-SL recurrent network.
Theorem 2: Any CFM-SL recurrent network achieves the upper-bound of memory lengths in Theorem 1.
Proof: For any SL recurrent networks expressed as in Equation 3 , and for any time t ≥ 1, let matrix t be defined as
Note that by definition 1 = W . We can prove that an SL recurrent networks is perfectly L-memorizing if and only if rank( L ) = Ll ''Only if'': Suppose that an SL recurrent networks is perfectly L-memorizing and that s 0 is known. Since
in order to recover x 1 uniquely from s 1 , the columns of W must be linearly independent. Thus rank(W ) = l. Further, since
in order to recover (x 1 ; x 2 ) uniquely from s 2 , we need the columns of matrix 2 := [W ; VW ] to be all linearly independent, namely, rank( 2 ) = 2l. Following the same argument, in order to recover (
In the proof of ''only if'', it can be seen that this condition is in fact also sufficient.
For any CFM-SL recurrent networks, where V and W are given in Equation 4 , one can easily verify that rank( L ) = Ll. Thus we have prove this theorem.
Under this theorem, the CFM-SL recurrent networks are optimal in the sense of achieving maximal memory length for a given state dimension, or achieving the minimal state dimension for a given memory length.
As the CFM-SL recurrent networks set the state-update function to a non-learnable fixed form, one may wonder if this restriction reduces the expressive power of SL recurrent networks. The following theorem suggests that this is not the case.
Theorem 3: Suppose that a recurrent unit is specified by
for some functionsf andg, and that the SL recurrent network consisting of such a recurrent unit achieves the memory length bound given in Theorem 1. Then the relationship between the input and output sequences of this SL recurrent networks can be expressed by a CFM-SL recurrent networks. Proof: Let L be the memory length of recurrent network (f ,g). The recurrent network (f ,g) has memory length achieving the bound in Theorem 1 indicates that k = Ll.
We first establish the following fact: the functionf L a : R Ll → S (as defined in the proof of Lemma 1) is independent of a ∈ S. To see this, note the dimension off L a (R Ll ) is k = Ll, andf L a is invertible. Iff a varies with a, then the state dimension k must be greater than Ll, which reduces contradiction.
Due to this fact, we will denotef L a as function F : R Ll → R Ll , which is independent of a. Now it is easy to see the recurrent network (f ,g) can be re-expressed as
since F and F −1 cancel each other. Let function G :
Then the recurrent network can be further expressed as
Since
. That is, x t is contained in the funtion G as its variable twice, thus it can be denoted more compactly using a different function G * : R Ll → R Ll , which is defined as follows.
where x equals s on its the last l dimensions. Then the recurrent network (f ,g) can be written as
Now consider the CFM-SL network (f , g) given in Equations (3) and (4), where we take g = G * . Then this CFM-SL network expresses exactly the same input-output relationship as the recurrent network (f ,g) does. This then proves the theorem. That is, every SL recurrent networks having maximum memory length can be implemented as an SL recurrent networks with CFM units. In addition to having the full representation power of the optimal SL recurrent networks, CFM-SL networks also enjoy the complete elimination of the gradient vanishing/exploding problem during the back-propagation training. This is because when setting function f to a fixed non-learnable form, in the back-propagation training, the gradient is only required to propagate backward along the function g (namely, propagating vertically in Figure 1) , and there is no need to propagate backward along the function f (since function f has no learnable parameter). Moreover, the CFM structure forces a clean separate between ''memorization'' and ''processing'', in that the state-update function f is only responsible for memorization, and the processing function (namely, compression or feature selection) is completely left for the output function g to execute.
Mathematically, the specific form of matrix V leads to the property:
and with the form of the state-update equation in equation-(3), we have:
That is, when the network is trained by back-propagation algorithm, the gradient does not decay or grow exponentially through the window of the recent L time units; but after L propagation steps, the gradient vanishes.
A convenient way to interpret and implement the update equation is to regard each state variable s t as an l × L matrix (instead of an Ll-vector). Under this interpretation, if s t−1 is the matrix [s(1), s(2), . . . , s(L − 1), s(L)], where s(i) is an l-vector, then under the CFM state-update function, s t can be shown as the matrix [x
That is, when interpreted as a matrix, the state variable serves as a queue or moving window of length L, which stores the input vectors as its columns. Such a moving window is in fact precisely the one used in convolution-like operations.
In the remainder of this paper, whenever speaking of CFM units or networks, we will take the state variable s t as an l × L matrix, consisting of column vectors, s t (1), s t (2), . . . , s t (L). The initial state s 0 will be taken as the all-zero matrix.
To illustrate the usefulness of CFM units, we introduce two particular examples of such units.
1) GATED ACTIVATION RECURRENT UNIT
We first exploit the notion of Gated Activation Unit (GAU) [18] to define a CFM unit, called Gated Activation Recurrent Unit or GARU.
We begin with introducing a notation. For a three-mode tensor A having size m × l × L and for each i = 1, 2, . . . , m, we will use A(i) to denote the l × L matrix in A with the first mode set to i. Let B be an l × L matrix, we use A * B to denote the vector of length m in which the i th component is the inner product A(i), B .
Using this notation, a GARU is a CFM unit in which the output equation (or the output function g) is parametrized by two three-mode tensors U and U of size m × l × L and two vectors b and b of length m. The output equation is given by
where denotes element-wise product and σ (·) denotes the logistic function. The structure of GARU is shown in Figure 2 (left). Later in this paper, we will show that an SL recurrent networks consisting of GARU is essentially the Gated Convolutional Network (GCNN) [9] degenerated to a single-layer network.
2) ATTENTIVE ACTIVATION RECURRENT UNIT
The Attentive Activation Recurrent Unit, or AARU, is another CFM unit, whose output function g is defined via the following sequence of mappings.
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First a set {α t (1), α t (2), . . . , α t (L)} of vector weights are generated according to
exp {ws t (j) + b} (17) where for each i = 1, 2, . . . , L, α t (i), w and b are l-vectors. Then a matrixs t having the same size as s t is computed according tõ
Note that Equations (17) and (18) essentially implement an attention mechanism [19] , the parameters of which are w and b.
Then the output vector y t is computed as
where the parameter U is an m × l × L tensor, c is a length-m vector, and h(·) is an activation function acting on its input element-wise. The structure of AARU is shown in Figure 2 (right), where ''ATTN'' denotes the attention computation given by Equations (17) and (18).
III. STACKED RECURRENT NETWORKS
It has been observed empirically that stacking layers of SL recurrent networks can be an effective and efficient approach for learning complex input-output relationships [10] . Formally, a stacked recurrent network consists of H layers of SL recurrent networks; for each i = 1, 2, . . . , H − 1, the output sequence from layer i is fed to the (i + 1) th layer as its input sequence; inside each layer, the recurrent units share parameters; across layers, they do not. Such a network can be shown graphically as in Figure 3 . This motivates us to also consider stacking layers of CFM networks. In fact, when stacking up layers of GARU networks, one arrives precisely at the Gated Convolution Network (GCNN). That is, the family of stacked CFM networks may be viewed as a generalization of the GCNN. It is perhaps natural to speculate that the family contains equally powerful models. Later in our experiments, we will demonstrate that in fact, the stacked AARU networks may offer even superior performance.
It is interesting to note that one can easily make some precise statements about the ''receptive field'' [20] of the recurrent units in a stacked CFM network. Briefly, the receptive field of a recurrent unit in a recurrent network is the set of inputs x t 's which may influence the output of the unit. Then obviously, the receptive field size of each recurrent unit in a CFM-SL network is the same as its memory length.
Lemma 2: Suppose that a recurrent network consists of H layers of CFM-SL networks having respective memory lengths L 1 , L 2 , . . . , L H . Then the receptive field size of each recurrent unit in the i th layer (
That is, by stacking up layers of CFM-SL networks, the receptive field of the recurrent unit in the highest layer can be made much larger than the memory length of single layer networks, thereby compressing information contained in a long history of the input.
Comparing with increasing the memory length of a CFM-SL network, stacking can be much more efficient means of expanding the receptive field, where the efficiency is measured in terms of required number of model parameters. With this approach, the overall network is also expected to perform successive compression across layers, making it possible to model more complex data structure. We will show this in our experiments.
Inheriting from CFM-SL networks, stacked CFM networks also enjoy the advantage of having no horizontal gradient flow during back-propagation. Thus gradient vanishing or exploding along this direction is never a concern. It is however worth noting that as the number of the stacked layers increases, gradient vanishing or exploding can occur along the vertical direction. In this case, we recommend adding residual connections [21] across layers to alleviate this problem. Note that such addition usually results in no increase of model parameters.
IV. EXPERIMENTS
In this work, we perform experimental evaluation of AARU and GARU against LSTM and GRU in three problems, including the ''memorization problem'', sentence classification problem and language modeling problem.
All the models are implemented with Tensorflow and trained using mini-batched backpropagation(BP). Adam optimiser [22] is used for optimization. All weight matrices in LSTM and GRU models are initialized to the values drawn from N (0, 1), the zero-mean unit variance gaussian density. The weight matrices in AARU and GARU are initialized with the Xavier initialisation. In all models, the batch size is set to 128. For each problem, we use N to denote the length of the input sequence.
A. MEMORIZATION PROBLEM
We propose to use the ''memorization problem'', a task inspired by a similar problem proposed in [23] , to examine the memorization capability of recurrent networks. In this problem, each input x t is a vector in dimension l. The elements of the first I inputs (I < N ) are randomly assigned to {±1} with equal probabilities. The remaining N −I inputs are noise drawn from N (0, 1). The target output z is a vector of length I × l, equal to the concatenation of inputs x 1 , x 2 , . . . , x I ,  when the input sequence (x 1 , x 2 , . . . , x N ) is fed to a recurrent network, the objective of this problem is to let the output y N equal z, namely, ''memorize'' the first I inputs.
Although this is a toy problem, we greatly appreciate its fundamental nature in evaluating the memorization capability of recurrent networks. Specifically, the quantity I × l characterizes the amount of information that needs to be remembered. The sequence length N characterizes how far back into the past information needs to be remembered. Clearly, increasing either of the two quantities increases the difficulty of this problem.
In our experiments, we choose l = 3, I = 10, and various choices of N . For each setting, 50,000 training examples and 10,000 testing examples are generated.
Recurrent networks based on LSTM, GRU, GARU and AARU units are constructed, where output y N is used as the prediction of the target z. For each recurrent unit, an SL networks as well as stacked networks with two layers and three layers are constructed. For each of these networks, we set its final-layer output dimension m = I × l = 30. For the stacked GARU and AARU networks, to make sure that the receptive fields of the final output unit is greater then the input sequence length, we set the memory length of each CFM network layer as a equal fraction of N . Using N=210 as example, in three layers stacked structure, we chose L 1 = 71, L 2 = 71, L 3 = 70 referring to lemma 2; in two layers structure, we can choose L 1 = 106, L 2 = 105; in one layer structure, we just set that L 1 = 210. For any other N values, we will follow the same rules. We fix a total parameter budget Q for this problem, namely, each model is restricted to have parameters no more than Q. In out experiments, we choose Q = 8200. For each setting of N , the model parameter settings are optimized heuristically subject to the parameter budget and the receptive field constraints(in case of the two CFM networks). The loss function of each model is set to the mean square error(MSE) between the output y N and z.
In Figure 4 , color-coded plots demonstrate the performance of each examined model. Every examined model works well when N is small (say, N = 20). This is expected, since the information to be memorized is not too far back, and the models need not to deal with a long noise sequence following the information content. On the other hand, when models are required to remember older information, the problem is expected to be more difficult. This is confirmed by the observation that all models start to decrease their performances after some value of N . For networks consisting of any one of four units, there is a general trend that the model performance improves with the number of network layers. It is still difficult to explain why stacking helps LSTM and GRU in dealing with long term dependency. But for the two CFM networks, we believe that at least one factor contributed to this phenomenon is their increased receptive fields resulting from stacking. Indeed, in the setting of stacked GARU and AARU networks, we have assured that the receptive fields of the final output recurrent unit. Note that to have the receptive field cover the entire input sequence, the memory length of each CFM network layer can be made only as a fraction of N . Although how to optimally allocate parameters in stacked CFM networks is still not clear, understanding the relationship between the receptive field and memory length certainly has provided a practicable design principle.
Across the single-layer networks, AARU is superior to the other three. The performance curves of GARU and GRU cross, both outperforming LSTM. This, to an extent, demonstrates the modeling power of the AARU recurrent unit. This power is further confirmed by the fact that both two-layer and three-layer AARU networks beat all other compared models.
Seeing the power of stacking in this set of experiments, we will only consider the stacked structure in the other two problems. Arguably, those problems involve more complex dynamics and some temporal dependencies that are difficult to characterize.
B. SENTENCE CLASSIFICATION
The problem of sentence classification may be formulated as learning a classifier for classifying the label z of a text, treated as a sequence of words (c 1 , c 2 , . . . , c N ) .
In our experiment, we use two standard datasets. The Movie Review(MR) dataset [24] , extracted from IMDB. The dataset consists of 25000 positive movie reviews and 25000 negative reviews, with average document length 231 words. The data is divided equally into training and testing set. The dataset is cleaned to contain a vocabulary of 10000 words. The TREC question dataset [25] contains 5952 questions in the training data, 500 questions in the test data, and the vocabulary size of the dataset is 9592. The classification task on the TREC dataset involves classifying a question into 6 question types (whether the question is about a person, location, numeric information, etc.)
Recurrent networks based on LSTM, GRU, GARU and AARU units are constructed according to the two layers stacked structure. We note that in each model, every word c t is taken as a one-hot vector and gets mapped to vector x t of length l = 128, using an embedding dictionary (matrix) D (which needs to be learned during training). Then (x 1 , x 2 , . . . , x N ) is taken as the input sequence to the model. The outputs of the final-layer are averaged and finally passed to a soft-max classifier. The final output is the predictive distribution of z. Average cross-entropy loss is used as the loss of the model. For each dataset, we perform two experiments with different parameter budgets. The testing accuracies of the four models are evaluated and reported in Table 1 , where AARU and GARU are seen superior to LSTM and GRU on the two datasets, AARU achieves better performance than GARU. It is remarkable that with 90K parameters, the AARU model gives rise to an accuracy of 88.97% on the MR dataset. This accuracy in fact has outperformed a more sophisticated two-layer LSTM model [26] , which reportedly performs at an accuracy of 85.3% on this dataset.
C. LANGUAGE MODELING
Language modeling [27] is a well-known natural language problem dealing with sequential data. In this problem, a text, or sequence of words (c 1 , c 2 , . . . , c N ) , is fed to the model; after c t enters the model, the model is required to predict the next word c t+1 .
Our experiments on this task use two public language modeling dataset. The Penn Treebank dataset(PTB) [28] , which contains 929K words in the training set, 73K in the validation set, and 82K in the testing set. The dataset is cleaned so that it contains a vocabulary of 10000 words. In our experiments, we truncate the input sentence length to 35. WikiText-103 [29] is a much larger dataset of over 100M tokens with a vocabulary of about 260K words. Different from PTB, the sentences in Wikitext-103 are consecutive, allowing a model to exploit larger contexts rather than single sentences.
For this task, we construct stacked LSTM, GRU, GARU and AARU networks with comparable total number of parameters. Similar to the sentence classification model structure, each word c t in a text is first mapped to an embedding vector x t of dimension 512. The sequence (x 1 , x 2 , . . . , x N ) is then fed to the model, and each output y t is passed to a softmax classifier which further outputs a predictive distribution for the target word c t+1 . Average cross-entropy loss of the predictive distribution with respect to the target word is used as the loss function. Since the GARU and AARU networks use much deeper layer structure, residual connections across the layer are also included so as to fix the gradient vanishing problem, such an approach was also adopted in GCNN [9] . Table 2 and Table 3 show the results of our models and prior works. On the PTB dataset, AARU and GARU obtain better perplexity compared to the other two models and other prior works. The perplexity of AARU is 58.9, better than GARU. On the Wikitext-103 dataset, the AARU model and GARU model achieve the performance of 43.6 and 45.1 respectively. Compared with the Neural Cache Model [30] , the structure of AARU and GARU is simpler without dynamic evaluation [31] . The use of dynamic evaluation in the Neural Cache Model is probably the main reason why AARU and GARU slightly underperform it. The number of processed words per second(WPS), measuring data-processing speed, is also reported in the tables. 2 It is remarkable that the WPS of the AARU models and GARU models is significantly better than the LSTM and GRU models. This is due the AARU and GARU's model structure in which there is no gradient signal passed between the recurrent units in the same layer.
In these networks, gradient signals are only passed ''vertically'' across layers. Then parallel execution of multiple vertical processing tasks is possible.
V. CONCLUSION
Through a theoretical study of the memorization capability, this paper formalizes the notion of canonical finite-memory networks, a canonical class of single-layer recurrent networks having maximal memory length. We present two examples of such networks, GARU and AARU. Stacking these networks in multiple layers is shown to result in a family of powerful models for sequence data. Although the stacked GARU (or GCNN) networks have already demonstrated great modeling power, the stacked AARU networks are shown to be superior.
Similar to LSTM/GRU-like networks, the canonical finite memory networks, single-layer or stacked, provide a more efficient and general approach to deal with the gradient vanishing or exploding problems. On the other hand, the superior performance of CFM-based models demonstrated in our experiments potentially provides a well-principled design methodology. That is, separating processing from memorization in a recurrent unit and trivializing its recurrence structure to solely serving as the system memory entail no loss of model expressivity as long as the processing function g is made sufficiently powerful. Research along this direction is under way. 
