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Abstract: We demonstrate the penetration of thick metallic and ferromagnetic barriers for
imaging of conductive targets underneath. Our system is based on an 85Rb radio-frequency
atomic magnetometer operating in electromagnetic induction imaging modality in an unshielded
environment. Detrimental effects, including unpredictable magnetic signatures from ferromag-
netic screens and variations in the magnetic background, are automatically compensated by
active compensation coils controlled by servo loops. We exploit the tunability and low-frequency
sensitivity of the atomic magnetometer to directly image multiple conductive targets concealed
by a 2.5 mm ferromagnetic steel shield and/or a 2.0 mm aluminium shield, in a single scan.
The performance of the atomic magnetometer allows imaging without any prior knowledge of
the barriers or the targets, and without the need of background subtraction. A dedicated edge
detection algorithm allows automatic estimation of the targets’ size within 3.3 mm and of their
position within 2.4 mm. Our results prove the feasibility of a compact, sensitive and automated
sensing platform for imaging of concealed objects in a range of applications, from security
screening to search and rescue.
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1. Introduction
The detection and identification of hidden illicit or dangerous items in cargo or vehicles is
paramount for ensuring security [1]. In this context, the ability to image through ferromagnetic
and metallic shields is a crucial feature of any device used for security screening applications.
Currently explored systems are based on gamma-ray or x-ray radiography [2–6]. Other active
approaches include neutron-based systems, such as pulsed fast neutron analysis [7, 8]. However,
these approaches risk delivering inherent doses of radiation to both operators and potential
stowaways. Muon tomography is being explored as a potential alternative passive technology [9].
Magnetic induction tomography (MIT) (or electromagnetic induction imaging (EII)) represents
an alternative, non-radiating active approach to imaging through metallic enclosures [10, 11].
EII measurements involve inducing eddy currents in a target object by applying an oscillating
magnetic field. The eddy current density, and the resultant “secondary field”, are determined
by the electromagnetic properties of the target. Maps of these properties can be non-invasively
produced by measuring the secondary field. Tomographic measurements can be constructed by
varying the frequency of the applied field, thus varying the penetration depth of the field into
the target. In this way an EII/MIT device can be tuned to penetrate shields and detect objects
concealed beneath them.
Conventional MIT instrumentation has demonstrated imaging through metallic shields. Such
instruments have been based on arrays of pick-up coils as detectors [12, 13] or measuring the
changing inductance of a single coil due to the shield and target [14, 15].
In this work we use an atomic magnetometer (AM) [16] as the magnetic field sensor for
the secondary field. This approach offers a number of advantages over coil-based devices
(for example, see Refs. [17–20]). We consider shields of differing electromagnetic properties
including both ferromagnetic and non-magnetic materials. Imaging through ferromagnetic shields
is of particular relevance as in many applications, such as the security screening of shipping
containers, the barriers are likely made from ferromagnetic steel.
2. Experimental setup
The electromagnetic imaging system used in this work is a targeted evolution of our previously
detailed experiment [18, 21]. The system is based on an 85Rb radio-frequency atomic magne-
tometer (RF-AM). The atomic sample is optically pumped and probed on the D2-line. Precession
of the polarised atomic vapor is driven by a weak oscillating magnetic field supplied by a single
7.8 mm ferrite-core coil centered 30 mm above the sensor.
The device operates in an unshielded environment. The local magnetic field at the position
of the sensor is controlled by a series of square Helmholtz coil pairs (side-length 1.3 m) in a
3-axis configuration. A fluxgate magnetometer (Bartington MAG690) monitors the background
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magnetic field. The desired value of bias field is actively maintained by controlling the current in
each pair of coils with a PID feedback loop. This allows the system to continue operating at the
correct excitation frequency in the presence of ferromagnetic steel shields, as well as fluctuations
or anomalies in the background magnetic fields. Multiple background sensors can be used for
compensating steep gradients. For the present work, we fix the bias field at around 0.1 µT parallel
to the pump beam. This gives an EII/MIT operation frequency of around 500 Hz.
Low frequency operation is key to increasing the penetration of AC magnetic fields. At 500 Hz,
the field’s skin depth (δ) [22] enables penetration of thick conductive barriers (as demonstrated
in the following). Accordingly, we based the choice of operation frequency on the required
penetration of the conductive shields.
The targets and shields are positioned between the inductor and the vapor cell. Figure 1 shows
the arrangements used. Firstly, we consider a target concealed between two shields in Fig. 1(a). In
practice, the attenuation of the primary field by the top shield can be compensated by increasing
the driving amplitude. Instead, the detection and imaging of targets is limited by the shielding
of the weak secondary field from the sensor by the bottom shield. We therefore consider the
arrangement in Fig. 1(b) when evaluating the performance of the system. In this case, both
shieldings affect the secondary field only and, therefore, the EII performance. We tested this
configuration using both a single shield and a combination of two shields.
The position of the target is swept across the field of view with a computer controlled xy-stage.
2D images are constructed in real-time by interrogating the polarization rotation of the probe
laser beam, whose signal is selectively amplified with a lock-in amplifier (LIA). The internal
oscillator of the LIA is used to drive the inductor coil. The 2D data is filtered with a Gaussian
filter and a piecewise cubic interpolation applied to ease the recognition of the secondary field’s
distribution in the plane under investigation when plotted.
Fig. 1. Measurement setup. (a) Targets concealed between shields to simulate an enclosure.
(b) Targets, and their weak secondary field contribution, shielded from sensor. This configu-
ration is used with a single shield and multiple shields. To highlight the gap between the
targets and the shields (5 mm), the xy-translational stage is not shown.
3. Results
We show example electromagnetic images of concealed targets in Figs. 2(a)–2(c). We present
images of the phase parameter of the oscillating field throughout. In particular, we only consider
the phase lag of the secondary field produced by eddy currents: a detected phase variation can
only be caused by the presence of an object behind the shield. This approach excludes any
screening effect simply reducing the amplitude of the applied field. For the targets used in this
work their electric conductivity provides the dominant contribution to the detected phase lag [23].
In this work, the targets are hidden by either a ferromagnetic steel shield, an Al shield, or the
combination of both.
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Fig. 2. Electromagnetic phase images of concealed objects. (a) Cu disk (diameter 40 mm,
thickness 2 mm) concealed between Al shields, thickness 1 mm and 2 mm (ν = 630 Hz,
δCu = 2.6 mm, δAl = 3.3 mm). This corresponds to the arrangement of Fig. 1(a). (b) Cu
disk (diameter 30 mm, thickness 2 mm) concealed behind a 2.5 mm thick ferromagnetic
steel shield (ν = 470 Hz, δCu = 3 mm). This corresponds to the arrangement of Fig. 1(b),
with a single shield. (c) Cu disk (diameter 30 mm, thickness 2 mm) and Cu square (side-
length 20 mm, thickness 2 mm) concealed behind a 2 mm thick Al shield (ν = 580 Hz,
δCu = 2.7 mm, δAl = 3.4 mm). For arrangement, see Fig. 1(b), with a single shield. The
rounded corners of square targets are a common feature of EII/MIT imaging attributed to a
reduction of the circular eddy current flow at the corners.
The ferromagnetic steel shield used was 142 mm × 180 mm and 2.5 mm thick. The exact mag-
netic and dielectric properties of the steel shield are unknown. This mimics practical operating
scenarios, where the magnetic history and contribution of shields/containers would not be known.
The steel shield contributes an additional DC magnetic field component of 3.8 µT along the
bias field direction and a total DC magnetic field of over 10.2 µT. Without active control of the
magnetic field vector this would result in a change of operation frequency exceeding 47 kHz.
This would push the system far out of resonance, rendering detection and imaging impossible.
The Al shield used was 150 mm × 210 mm and 2 mm thick. The dimensions of the shields where
such that they extended over the entire field of view. The choice of target size and material is
arbitrary.
We found that an applied AC primary field of 1.0 µT efficiently drove the magnetometer
through all the shields, in both configurations of Figs. 1(a) and 1(b). For the Al shield alone,
the driving could be reduced to 0.2 µT. This represents a significant improvement in power
consumption over coil-based EII systems and over previous implementations with atomic mag-
netometers [12, 13, 18, 19]. We also note that the primary field attenuation due to the steel shield
was approximately 15 times greater than that of the Al shield. This is attributed to a decrease in
the skin depth caused by the non-unity magnetic permeability of the steel.
All the images presented here are single scans of the target and shield. This contrasts with
previous works where the concealed target was extracted using background (“empty box”) image
subtraction or multi-frequency image subtraction [12, 13]. A single-acquisition approach is
desirable for practical applications where prior knowledge of the shield (or stable conditions for
dual-frequency imaging) may not be available. Furthermore, it is particularly advantageous for
time sensitive applications, or when a high throughput is required.
For all images an increase in the phase lag of the detected field is observed in the region of
the target. This is consistent with the predicted phase lag of the secondary magnetic field due to
eddy currents excited in the target.
3.1. Imaging through ferromagnetic and metallic shields
In this section we present a series of systematic measurements of different shields and concealed
objects. The results are shown in Figs. 3(a)–3(i). In all cases the concealed target is clearly
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detected and resolved by our EII system. For example, a maximum phase change of 19.3◦ is
measured for the smallest target (Cu disk, diameter 30 mm, thickness 2 mm) when concealed
behind a combination of the steel and aluminium shields. This compares to a typical maximum
phase change of 3.7◦ when no target is present.
For each target - i.e. rows of Figs. 3(a)–3(i) - the images are plotted against the same color-
scale for comparison. This highlights the relative attenuation of the secondary MIT field caused
by each shield. We find that, on average, the maximum detected phase lag is 2.1 times smaller
for the steel shield compared to the Al. In addition, the combination of shields sees a further 5%
reduction above that of the steel alone.
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Fig. 3. Electromagnetic phase imaging through various shields. First column, 2 mm Al 
shield. ν = 560 Hz, δCu = 2.8 mm, δAl = 3.5 mm. For arrangement, see Fig. 1(b), with a 
single shield. Second column, 2.5 mm ferromagnetic steel shield. ν = 470 Hz, δCu = 3.0 
mm, δAl = 3.8 mm. For arrangement, see Fig. 1(b), with a single shield. Third col-umn, 
combination of the 2.5 mm steel shield and 2 mm Al shield. ν = 330 Hz, δCu = 3.6 mm, 
δAl = 4.5 mm. For arrangement, see Fig. 1(b), with two shields.
3.2. Object localization and size: edge detection
Thus far, we have demonstrated our system’s capability in mapping concealed objects with a
single image acquisition. We now access the imaging performance of the system using an edge
detection algorithm. The algorithm allows us to extract the position (localization) and estimated
size of concealed targets. These can then be compared to the known values. Figures 4(a)–4(c)
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display examples of EII overlaid with the automatically detected edges.
Fig. 4. Shape and size reconstruction of targets concealed behind ferromagnetic and metallic
shields. (a) Edge-detection algorithm applied to Fig. 3(c). (b) Edge-detection algorithm
applied to Fig. 3(h). (c) Multiple target detection. Cu disk (left, diameter 30 mm, thickness
2 mm) and Al square (right, side-length 20 mm, thickness 2 mm), concealed by 2 mm Al
shield (ν = 580 Hz, δCu = 2.7 mm, δAl = 3.4 mm).
Firstly, the interpolated raw-data, as plotted in Figs. 2(a)–2(c) and Figs. 3(a)–3(i), is sorted into
two distinct sets referred to as the background and the remaining data, respectively. Recall that
the phase lag increases in the presence of a target. Therefore, we construct the background set
as the points with smallest detected phase lag (∆φ). This continues until the standard deviation
of the set, σbg, exceeds 2.9◦. The standard deviation is used as the threshold parameter as the
phase change, ∆φ, varies greatly with changing shield materials, target material, and target size.
The threshold value, σbg = 2.9, was fixed after repeated tests on the basis of the overall system
performance. This value is approximately 4 times the standard deviation observed for a shield
only.
The edges of each image are defined as the boundaries between the two sets. The edge set
is then sorted into distinct edge components. This allows the automatic detection of multiple
targets, as shown in Fig. 4(c), or the separation of the target from any other regions where the
threshold is exceeded. Hence, each component automatically identifies a region of interest for
further investigation. Formally, for the edge set E = {ei } and edge components Ei
E =
⋃
i
Ei : ∀Ei , E j ⊂ E , Ei ∩ E j = ∅, (1)
∀ei ∈ Ei , ∃e j ∈ Ei : | |ei − e j | | < ρ, (2)
where ρ is a constant that depends on the scan size - for Fig. 3, scan size 80 mm, ρ = 1.7 mm.
The position and size of concealed targets are then calculated from each component. Each
component is programmatically fitted with a circle or a square fit, with the parameters of the best
performing fit recorded.
We apply our edge detection algorithm to the images displayed in Figs. 3(a)–3(i). Figure 5(a)
shows the extracted center position of the target objects. For each image the algorithm identifies
the position of the target object to be in the vicinity of the actual position (40,40). The average
distance between the estimated position and actual position is 2.4 mm with the greatest devi-
ation being 5.1 mm. Figure 5(b) shows the estimated object size (diameter or side-length). The
algorithm correctly identifies the size order of the targets for each shield. The estimated target
sizes are, generally, in good agreement with the actual sizes. The average deviation between the
estimated and actual sizes is 3.3 mm with a largest difference of 6.0 mm. Finally, we note that no
evidence of correlations between the reconstructed location and size and other parameters such
as material, shape or shields composition have been found. Therefore, we attribute the small
deviations observed in Figs. 5(a) and 5(b) to random fluctuations of data.
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Fig. 5. Object size and localization via edge detection. Position and size are accurately
reproduced for all shield materials and targets. (a) Extracted center point of concealed
targets imaged in Fig. 3. σz = 0.61 mm, σx = 2.58 mm. (b) Estimated size (diameter/side-
length) for the same data. Actual sizes included to guide the eye (dotted lines).
4. Conclusions
We have investigated electromagnetic induction imaging through ferromagnetic and metallic
shields using an atomic magnetometer. We show the direct imaging of concealed targets in a
single image acquisition.
We have shown that the DC magnetic field contribution of ferromagnetic shields can be
eliminated by an actively controlled compensation coil system. This allows the atomic mag-
netometer to continue to operate at the desired excitation frequency, independently from the
shield’s magnetic properties.
We demonstrate imaging of Cu and Al targets concealed behind ferromagnetic steel and Al
shields. Analysis of the images, via edge detection, shows that our system accurately reproduces
the size and position of the targets.
Our results demonstrate the relevance of deploying electromagnetic induction imaging systems
based on atomic magnetometers to applications in security and screening and in areas where
unpredictable environmental conditions and shielding may hamper detection, such as search and
rescue.
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