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Resumen: Los algoritmos de agrupamiento suelen evaluarse o utilizan en su funcio-
namiento distintas medidas internas (u objetivas) como el ı´ndice de Davies-Boulding
o el ı´ndice de Dunn, que intentan reflejar propiedades estructurales del resultado
del agrupamiento. Sin embargo, la presencia de estas propiedades estructurales no
garantiza la usabilidad de los resultados para el usuario, una propiedad subjetiva re-
flejada por medidas externas como la medida F y que determinan hasta que punto
los grupos obtenidos se asemejan a los que se hubieran logrado con una categoriza-
cio´n manual real. En trabajos previos, se ha observado una correlacio´n interesante
entre la medida de densidad esperada (interna) y la tradicional medida F (externa)
en tareas de agrupamiento con documentos del corpus standard RCV1. En este tra-
bajo, analizamos si esta relacio´n tambie´n se verifica en tareas de agrupamiento de
resu´menes en dominios muy restringidos. Este tipo de tarea ha demostrado tener
un alto grado de complejidad y por ello, un ana´lisis de este estilo, puede ser u´til
para determinar cuales son las propiedades estructurales fundamentales a tener en
cuenta a la hora de disen˜ar algoritmos de agrupamiento para este tipo de dominios.
Palabras clave: agrupamiento de resu´menes, dominios muy restringidos, medidas
de evaluacio´n
Abstract: Clustering algorithms are usually based (and evaluated) taking into ac-
count internal (or objective) measures such as the Davies-Boulding index or the
Dunn index which attempt to evaluate particular structural properties of the clus-
tering result. However, the presence of such structural properties does not guaran-
tee the interestingness or usability of the results for the user, a subjective property
usually captured by external measures like the F -measure that determine up to what
extent the resulting groups resemble a real human classification. In previous works,
an interesting correspondence have been observed between the (internal) expected
density measure and the (external) F -measure in clustering tasks with documents
from the standard corpus RCV1. In this work, we investigate if that correspondence
also is verified in clustering on narrow-domain abstracts tasks. This is a challenging
problem and we think that this kind of study can be useful for detecting which are
the most relevant structural properties which should be considered when designing
clustering algorithms for these domains.
Keywords: clustering of abstracts, narrow domains, evaluation measures
1. Introduccio´n
El agrupamiento de textos consiste en la
asignacio´n no supervisada de documentos en
distintas categor´ıas. Si bien es comu´n que
este tipo de tareas se estudie utilizando co-
lecciones de documentos standards, en mu-
chos casos so´lo esta´n disponibles los resu´me-
nes descriptivos (abstracts), como ocurre con
muchas publicaciones cient´ıficas. La tarea de
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agrupamiento de resu´menes, presenta un de-
saf´ıo considerable debido a la baja frecuencia
de ocurrencia de los te´rminos en los documen-
tos. Esta tarea se dificulta au´n ma´s, cuan-
do los resu´menes abordan una tema´tica simi-
lar, debido a que existe una interseccio´n sig-
nificativa en el vocabulario de los documen-
tos. Esta tarea, conocida como agrupamiento
de resu´menes en dominios muy restringidos
(en ingle´s clustering abstracts on narrow do-
mains) ha comenzado a ser abordada en dis-
tintos trabajos recientes que presentan distin-
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tas propuestas para enfrentar las complejida-
des propias de este tipo de dominio (Makago-
nov, Alexandrov, y Gelbukh, 2004), (Alexan-
drov, Gelbukh, y Rosso, 2005), (Pinto, Jime-
nez, y Rosso, 2006).
Por otra parte, Stein (Stein, Meyer, y
Wißbrock, 2003) destaca que las me´tricas
tradicionales de validez de un agrupamiento
(´ındice de Davies-Boulding, ı´ndice de Dunn,
densidad esperada y otras), son medidas in-
ternas (u objetivas) que toman en cuenta dis-
tintas propiedades estructurales de los gru-
pos obtenidos. Sin embargo, estas medidas
no garantizan la calidad del agrupamiento de
acuerdo a la clasificacio´n que hubiera reali-
zado un usuario ante la misma tarea. Este
tipo de informacio´n suele estar expresada en
medidas externas (o subjetivas) como la pre-
cisio´n o la medida F, y requieren para su
ca´lculo de informacio´n sobre la clasificacio´n
real realizada por un humano. Un algoritmo
de agrupamiento no tiene en general acceso
a este tipo de informacio´n. Por ello, se suele
tomar como referencia a las medidas inter-
nas, y confiar en que permitan predecir ade-
cuadamente las medidas externas. Este es el
caso de me´todos como MajorClust (Stein y
Niggemann, 1999), que aproxima la funcio´n
de conectividad parcial o el algoritmo AAT
(Adaptive AntTree) (Ingaramo, Leguizamo´n,
y Errecalde, 2005b), (Ingaramo, Leguizamo´n,
y Errecalde, 2005a) que utiliza el ı´ndice de
Davies-Boulding en una etapa del algoritmo.
Respecto a las observaciones de Stein, e´ste
analiza en que medida distintas medidas in-
ternas de un agrupamiento sirven para prede-
cir la usabilidad del mismo (medidas subjeti-
vas) usando en su estudio distintas muestras
de un corpus etiquetado standard (RCV1).
En este caso, se reportan resultados intere-
santes respecto a la correlacio´n entre la me-
dida de densidad esperada (interna) y la me-
dida F (externa).
El objetivo de nuestro trabajo es deter-
minar si esta correspondencia tambie´n se
verifica en un dominio ma´s dificultoso co-
mo lo es el agrupamiento de resu´menes en
dominios muy restringidos. Esta informa-
cio´n podra´ ser utilizada en algoritmos de
agrupamiento que expl´ıcitamente recurren a
medidas internas (Ingaramo, Leguizamo´n, y
Errecalde, 2005b), (Ingaramo, Leguizamo´n, y
Errecalde, 2005a) para adaptarlos a las ca-
racter´ısticas de este tipo de dominios. En el
trabajo experimental se consideran 3 corpora
de resu´menes cient´ıficos en dominios muy es-
pec´ıficos y un subconjunto de un corpus tra-
dicional. En todos los casos, se utilizan dis-
tintas codificaciones de los documentos y dis-
tintos porcentajes del vocabulario. Los me´to-
dos de agrupamiento utilizados son k-means,
MajorClust y un algoritmo de clustering “ar-
tificial”.
El art´ıculo esta´ organizado de la siguiente
manera. En la Seccio´n 2 se resumen breve-
mente las particularidades que surgen en la
tarea de agrupamiento de resu´menes en do-
minios muy restringidos. En la Seccio´n 3 se
describen algunas de las consideraciones rea-
lizadas por Stein respecto a las medidas inter-
nas y externas del agrupamiento y se detallan
las medidas que utilizaremos en este trabajo.
En la Seccio´n 4 se describe el trabajo experi-
mental y los resultados obtenidos. Por u´ltimo
se presentan las conclusiones y posibles tra-
bajos futuros.
2. Agrupamiento de resu´menes
en dominios reducidos
La categorizacio´n de textos es el agrupa-
miento de documentos con tema´ticas simila-
res, y es una componente clave en la orga-
nizacio´n, recuperacio´n e inspeccio´n de gran-
des volu´menes de documentos accesibles ac-
tualmente en Internet, bibliotecas digitales,
etc. Distintos trabajos de investigacio´n han
abordado el problema de la categorizacio´n
automa´tica de textos en situaciones donde se
cuenta con un esquema de clasificacio´n prede-
finido y existe una coleccio´n de documentos
ya clasificados. En estos casos, las te´cnicas
de aprendizaje automa´tico han demostrado
una gran eficacia a la hora de obtener cla-
sificadores con muy buenos desempen˜os en
diversas colecciones de documentos (Sebas-
tiani, 2002), (Montejo y Uren˜a, 2006).
Esta tarea de agrupamiento es ma´s com-
pleja cuando el proceso de formacio´n de ca-
tegor´ıas es no supervisado y no se dispone de
una coleccio´n de documentos etiquetados co-
mo referencia. En estos casos se introducen
dificultades adicionales al caso supervisado
como, por ejemplo, la correcta determinacio´n
del nu´mero de clases o la forma de evaluar el
resultado del proceso de agrupamiento.
Si bien las te´cnicas de agrupamiento han
sido aplicadas en reiteradas oportunidades a
documentos completos provenientes de colec-
ciones de acceso pu´blico, el acceso a muchas
publicaciones cient´ıficas queda en muchos ca-
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sos restringido a sus resu´menes (o abstracts).
En estos casos, las te´cnicas de agrupamiento
tradicionales suelen arrojar resultados inesta-
bles e imprecisos debido a las bajas frecuen-
cias de ocurrencias de las palabras presen-
tes en el resu´men y a la ocurrencia de frases
comunes completas que no realizan ningu´n
aporte al significado del documento (ej. “In
this paper we present...”). Aqui es importan-
te diferenciar:
Resu´menes concernientes a tema´ticas
bien diferenciadas (deportes, pol´ıtica,
economı´a, etc).
Resu´menes concernientes a un dominio
muy restringido (narrow domain) donde
todos los resu´menes abordan una tema´ti-
ca similar y la interseccio´n de sus voca-
bularios es muy significativa.
La dificultad del agrupamiento en el u´lti-
mo caso ya ha sido observada en distin-
tos trabajos recientes (Alexandrov, Gelbukh,
y Rosso, 2005), (Pinto, Jimenez, y Rosso,
2006) que proponen distintos enfoques para
su abordaje. En (Makagonov, Alexandrov, y
Gelbukh, 2004) por ejemplo, se utilizo´ una
adecuada seleccio´n de las palabras claves y
una mejor evaluacio´n de la similitud entre
documentos, experimenta´ndose con dos co-
lecciones de abstracts de las conferencias CI-
CLing 2002 e IFCS 2000. En (Alexandrov,
Gelbukh, y Rosso, 2005) se propone el uso del
me´todo MajorClust de Stein para el cluste-
ring de palabras claves y documentos, experi-
menta´ndose con la misma coleccio´n CICLing
mencionada previamente.
Recientemente, en (Jime´nez, Pinto, y Ros-
so, 2005) un nuevo experimento con esta co-
leccio´n ha arrojado mejores resultados a par-
tir del uso del me´todo de punto de transi-
cio´n. Finalmente, en (Pinto, Jimenez, y Ros-
so, 2006), (Pinto et al., 2006) se muestra que
esta te´cnica de seleccio´n de te´rminos, pue-
de producir un mejor desempen˜o que otras
te´cnicas no supervisadas en colecciones de
resu´menes.
Estos u´ltimos trabajos comparten la con-
clusio´n de que puede haber una influencia
significativa del taman˜o del vocabulario en
la medida F cuando se utiliza la te´cnica del
punto de transicio´n. Por este motivo, en este
trabajo decidimos que el ana´lisis de la rela-
cio´n de las medidas internas y externas to-
mar´ıa en cuenta distintos porcentajes del ta-
man˜o de vocabulario, utilizando esta intere-
sante te´cnica de seleccio´n de te´rminos.
3. Medidas de evaluacio´n de
agrupamientos
El trabajo realizado por Stein en (Stein,
Meyer, y Wißbrock, 2003) intento´ determi-
nar si las medidas de validez internas para un
agrupamiento de textos se correspondian con
los criterios utilizados por un usuario final,
en relacio´n a la misma tarea. Dentro de este
marco se analizaron distintas medidas inter-
nas tradicionales como la familia de ı´ndices
de Dunn y Davies-Bouldin y medidas basadas
en densidad como la medida de conectividad
parcial y la medida de densidad esperada. El
ana´lisis se realizo´ considerando que el criterio
real del usuario estaba reflejado en la medida
F (externa).
Para los experimentos se consideraron
muestras de la coleccio´n Reuters Text Corpus
Volume 1 (Rose, Stevenson, y Whitehead,
2002) y distintos algoritmos de agrupamien-
to como k-Means y MajorClust. Los resulta-
dos mostraron que las medidas internas tradi-
cionales se comportan de manera consistente
aunque los grupos encontrados no sean bue-
nos en relacio´n a la medida F . La medida de
densidad esperada en cambio, tiene un mejor
comportamiento que, de acuerdo a Stein, se
debe a la independencia que tiene esta me-
dida con respecto a la forma y a la distan-
cia entre grupos y elementos de cada grupo.
A continuacio´n, se describen brevemente la
medida de densidad esperada y la medida F
analizadas en el trabajo de Stein.
3.1. Medida de densidad esperada
Se dice que un grafo ponderado 〈V,E, w〉
no es denso si |E| = O(|V |), y que es den-
so si |E| = O(|V |2). De esta forma pode-
mos calcular la densidad θ de un grafo me-
diante la ecuacio´n |E| = |V |θ. Con w(G) =
|V |+
∑
e∈E w(e), la relacio´n para grafos pon-
derados es:
w(G) = |V |θ ⇔ θ =
ln(w(G))
ln(|V |)
(1)
θ puede usarse para comparar la densidad
de cada subgrafo inducido G
′
= 〈V
′
,E
′
, w
′
〉
de G, y se dice que G′ (no) es denso respecto
a G si la relacio´n w(G
′
)
|V ′|θ
es ma´s chica (ma´s
grande) que 1.
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Definicio´n (Stein, Meyer, y Wißbrock,
2003): Sean C = {C1, .., Ck} los grupos de
un grafo ponderado G = 〈V,E, w〉 y sea
Gi = 〈Vi,Ei, wi〉 el subgrafo inducido de G
respecto al cluster Ci. La densidad esperada
ρ de un agrupamiento C es:
ρ(C) =
k∑
i=1
|Vi|
|V |
·
w(Gi)
|Vi|θ
(2)
Un mayor valor de ρ representa un mejor
agrupamiento.
3.2. La medida F
La medida F combina las medidas de pre-
cisio´n y recall.
Definicio´n: Sea D un conjunto de docu-
mentos, C = {C1, ..., Ck} un agrupamiento de
D y C∗ = {C∗
1
, . . . , C∗l } la clasificacio´n real de
los documentos en D. El recall de un grupo
j en relacio´n a la clase i, rec(i, j) se define
como |Cj ∩C
∗
i |/|C
∗
i |. La precisio´n de un gru-
po j respecto a la clase i, prec(i, j) se define
como |Cj ∩ C
∗
i |/|Cj |. La medida F combina
ambas funciones de la siguiente manera:
Fi,j =
2
1
prec(i,j) +
1
rec(i,j)
(3)
y la medida F global se define:
F =
l∑
i=1
|C∗i |
|D|
· ma´x
j=1,..,k
{Fi,j} (4)
En nuestro caso, es importante determinar
si la correspondencia observada por Stein en-
tre ambas medidas en la coleccio´n RCV1 se
mantiene al agrupar resu´menes de dominios
muy restringidos. Si e´sto ocurre, se podr´ıan
adaptar para este tipo de dominios, algunos
me´todos de agrupamiento que expl´ıcitamente
utilizan otras medidas internas. En caso con-
trario, se podr´ıa investigar si otras medidas
internas se comportan mejor en estos casos.
4. Experimentos
4.1. Conjuntos de Datos
En los experimentos se utilizaron las 4 co-
lecciones que se describen a continuacio´n, que
difieren fundamentalmente en la cantidad de
documentos y el tipo de distribucio´n entre los
distintos grupos.
4.1.1. La coleccio´n CICLing2002
Este corpus se caracteriza por un reducido
nu´mero de resu´menes (48) distribuidos ma-
nualmente y en forma balanceada en 4 gru-
pos que corresponden a tema´ticas abordadas
en la conferencia CICLing 2002. Es un corpus
pequen˜o (23.971 bytes) con 3382 te´rminos en
total y un vocabulario de taman˜o 953. La dis-
tribucio´n de los resu´menes en los grupos se
muestra en la Tabla 1.
Categor´ıa Nro de resu´menes
Lingu¨´ıstica 11
Ambigu¨edad 15
Le´xico 11
Proc. de texto 11
TOTAL 48
Tabla 1: Distribucio´n de CICLing2002
4.1.2. La coleccio´n Hep-Ex
Este corpus, basado en la coleccio´n de
resu´menes de la Universidad de Jae´n, Es-
pan˜a (Montejo, Uren˜a Lopez y Steinberg,
2005), esta´ compuesto por 2922 resu´menes
del a´rea de f´ısica, originalmente guardados
en los servidores del Conseil Europe´en pour
la Recherche Nucle´aire (CERN). Este corpus
de 962.802 bytes de taman˜o, con un total de
135.969 te´rminos en total y un vocabulario de
taman˜o 6150, distribuye los 2922 resu´menes
en 9 categor´ıas de la manera que se muestra
en la Tabla 2. Como se puede observar, tie-
ne una mayor cantidad de grupos que en el
caso de CICLing2002 y adema´s es altamen-
te desequilibrado, ya que uno de los grupos
concentra casi el 90% de los documentos.
Categor´ıa Nro de re-
su´menes
Resultados Experimentales 2623
Detectores y te´cnicas exp. 271
Aceleradores 18
Fenomenolog´ıa 3
Astronomı´a 3
Transf. de Informacio´n 1
Sistemas No Lineales 1
Otros campos de la f´ısica 1
XX 1
TOTAL 2922
Tabla 2: Distribucio´n de Hep-Ex
4.1.3. La coleccio´n KnCr
Esta coleccio´n es un subconjunto de la co-
leccio´n de textos cient´ıficos del a´rea de me-
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dicina de MEDLINE, restringida a aquellos
resu´menes sobre temas vinculados al ca´ncer.
Se compone de 900 resu´menes distribuidos en
16 categor´ıas como se muestra en la Tabla 3.
Este corpus tiene un taman˜o de 834.212 by-
tes, con 113.822 te´rminos en total y un vo-
cabulario de taman˜o 11.958. Estudios preli-
minares (Pinto y Rosso, 2006) demuestran la
alta complejidad y el desaf´ıo que presenta es-
ta coleccio´n.
Categor´ıa Nro de resu´menes
Sangre 64
Huesos 8
Cerebro 14
Pecho 119
Colon 51
Estudios Gene´ticos 66
Genitales 160
Pulmones 29
H´ıgado 99
linfoma 30
renal 6
piel 31
esto´mago 12
terapia 169
tiroide 20
otros 22
TOTAL 900
Tabla 3: Distribucio´n de KnCr
4.1.4. La coleccio´n 5-MNG
Las 3 colecciones previas corresponden a
colecciones de resu´menes cient´ıficos en domi-
nios muy espec´ıficos. Para poder comparar
los resultados con una coleccio´n que no tuvie-
ra estas caracter´ısticas, se genero´ un subcon-
junto de la coleccio´n de textos completos Mi-
niNewsGroups 1, de manera tal que los gru-
pos seleccionados correspondieran a tema´ti-
cas bien diferenciadas. Esta coleccio´n, que
denominamos 5-MNG, esta´ compuesta por 5
grupos de taman˜o equilibrado de 100 docu-
mentos cada uno (ver Tabla 4).
4.2. Disen˜o Experimental
En el trabajo experimental se analizo´ si
existe una correspondencia general entre la
densidad esperada y la medida F evitando
introducir distintos tipos de sesgos en facto-
res como el taman˜o del vocabulario utilizado
1http://kdd.ics.uci.edu/databases/20newsgroups/
20newsgroups.html. 20 Newsgroups, the original data
set. Ken Lang, 1993.
o la codificacio´n de los documentos. Por este
motivo, se busco´ obtener un muestreo repre-
sentativo de resultados considerando distin-
tos escenarios.
Para el caso de la codificacio´n de los do-
cumentos, por ejemplo, se obtuvieron resul-
tados considerando la mayor´ıa de las 20 co-
dificaciones SMART (Salton, 1971). Para la
reduccio´n del vocabulario, por su parte, los
te´rminos ma´s relevantes fueron seleccionados
mediante la te´cnica del punto de transicio´n.
Esta te´cnica ha demostrado tener un impac-
to significativo en la medida F en estudios
recientes con este tipo de dominios (Pinto et
al., 2006). Para cada uno de los corpus se
consideraron los resultados obtenidos con los
siguientes porcentajes de vocabulario: 2%,
5%, 10%, 20%, 40%, 60%, 80% y hasta un
100% (vocabulario total).
Como algoritmos de clustering se utiliza-
ron los me´todos k-means y MajorClust. En
el primer caso se deben especificar el nu´me-
ro de clusters requeridos y en el segundo ca-
so no. Tambie´n se implemento´ un algoritmo
de clustering artificial del tipo del utilizado
por Stein en sus experimentos. La idea en es-
te caso es que, dado que se conoce la cate-
gorizacio´n de referencia C∗, es posible gene-
rar agrupamientos artificiales C1, . . . , Cn que
difieren en el grado de ruido introducido en
el agrupamiento. Este ruido es generado me-
diante el intercambio controlado de pares de
subconjuntos de documentos entre los grupos
que pueden variar desde un documento hasta
el 50% de los documentos de un grupo.
4.3. Resultados
En las Figuras 1, 2, 3 y 4 se muestran los
resultados del agrupamiento artificial con las
colecciones explicadas previamente. En todos
los casos, los valores correspondientes al eje x
representan las densidades esperadas ρ de los
agrupamientos encontrados por este algorit-
mo, y los valores en el eje y son los valores de
la medida F para cada agrupamiento. Debe-
Categor´ıa Nro de resu´menes
Gra´ficas 100
Motocicletas 100
Baseball 100
Space 100
Politica 100
TOTAL 500
Tabla 4: Distribucio´n de 5-MNG
Medidas Internas y Externas en el Agrupamiento de Resúmenes Científicos de Dominios Reducidos
59
mos notar que adema´s de los puntos corres-
pondientes a los resultados del agrupamiento
artificial, tambie´n se grafica una l´ınea rotu-
lada “Curva ideal de la muestra”. Esta l´ınea
corresponde a la funcio´n lineal que pasa por
los puntos (ρ1,F1) y (ρ2,F2) donde ρ1 y ρ2
son el mı´nimo y ma´ximo valor de densidad es-
perada encontrado en los experimentos para
este corpus y F1 y F2 son el mı´nimo y ma´ximo
valor de la medida F obtenidos para este cor-
pus en nuestros experimentos. Esta funcio´n
corresponde a un resultado idealizado donde
la medida F se incrementar´ıa linealmente de
acuerdo al crecimiento de la densidad espe-
rada. Dado que esta funcio´n ser´ıa un patro´n
deseable posible para la correlacio´n entre am-
bas medidas, en todas las figuras subsiguien-
tes, esta l´ınea sera´ tomada como referencia
para comparar los resultados obtenidos con
los distintos algoritmos de agrupamiento.
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En todas estas figuras se puede observar
una buena correspondencia entre la medida
de densidad esperada y la medida F cuando
se introduce ruido gradualmente en el agru-
pamiento. Estos resultados se asemejan a los
obtenidos por Stein con agrupamientos artifi-
ciales con RCV1. Sin embargo, en nuestro ca-
so dos situaciones merecen atencio´n. La pri-
mera es respecto a CICLing2002 (Figura 1)
donde se observan variaciones significativas
de F con pequen˜as variaciones de la densi-
dad. Esto parece indicar que cuando existen
pocos grupos y pocos documentos por grupo
la densidad esperada no provee una estima-
cio´n muy estable de F . Esta inestabilidad no
se observa en una coleccio´n con pocos grupos
con textos completos como es el caso de 5-
MNG (Figura 2) cuya curva tiene grandes si-
militudes con la curva ideal para este corpus.
En el caso de Hep-ex (Figura 3) se observa
que la medida F se mantiene casi inaltera-
ble respecto a las variaciones de la densidad
esperada. Este comportamiento puede estar
motivado por el hecho de que esta coleccio´n
tiene un grupo que contiene el 90% de los
documentos y el clustering artificial parte del
agrupamiento perfecto de los documentos. Es
de esperar entonces, que si bien se incorpora
paulatinamente ruido intercambiando docu-
mentos entre los grupos, el impacto que se
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Figura 3: Hep-ex (clustering artificial)
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Diego Ingaramo, Marcelo Errecalde y Paolo Rosso
60
tiene sobre la medida F no alcance a ser sig-
nificativo. De esta forma, la medida F man-
tendra´ alto sus valores independientemente
de los valores de densidad esperada. La co-
leccio´n de resu´menes que muestra una mejor
correspondencia entre la densidad esperada
y la medida F es KnCr (Figura 4). En este
caso, la curva obtenida tiene una semejanza
a la curva ideal casi tan cercana como en el
caso de 5-MNG.
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Figura 5: CICLing2002 (k-means)
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El segundo grupo de resultados se obtuvie-
ron con el algoritmo k-means (con el nu´mero
correcto de grupos) y se muestran en las Fi-
guras 5, 6, 7 y 8. En los casos de Hep-ex y
KnCr no se observa que un incremento en la
densidad esperada implique un aumento de
la correspondiente medida F . En el caso de
5-MNG en cambio, parece haber una relacio´n
ma´s directa entre el crecimiento de la densi-
dad esperada y el crecimiento de F . No obs-
tante e´sto, los valores de F comienzan a ser
ma´s inestables con valores de densidad supe-
riores a 0.73. Considerando que en el caso de
CICLing2002 tampoco se visualiza una rela-
cio´n clara entre la densidad y la medida F ,
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Figura 7: KnCr (k-means)
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podemos inferir que si bien en un corpus con
documentos completos y tema´ticas diferen-
ciadas como 5-MNG, los resultados son con-
sistentes con los obtenidos por Stein, en el
caso de colecciones de resu´menes de dominios
restringidos esta relacio´n entre ambas medi-
das no parece verificarse.
Los resultados obtenidos con las coleccio-
nes de resu´menes no mejoraron cuando se uti-
lizo´ un algoritmo como MajorClust que de-
termina automa´ticamente el nu´mero de gru-
pos que tendra´ el resultado, ya que no cuenta
con informacio´n sobre el nu´mero correcto de
grupos como en los algoritmos previos. Co-
mo ejemplo representativo de estos resulta-
dos, en la Figura 9 se muestra el desempen˜o
de MajorClust con la coleccio´n CICLing2002.
Se puede observar que se tiene un rango ma´s
amplio de valores de densidad que con los dos
algoritmos previos, debido a que la variacio´n
en el nu´mero de grupos hacen variar signifi-
cativamente los valores de densidad. Sin em-
bargo, con estos valores mayores de densidad
esperada tampoco se percibe una mejora de
la medida F .
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5. Conclusiones y trabajo futuro
Los resultados obtenidos en este trabajo
con la coleccio´n 5-MNG confirman las obser-
vaciones realizadas por Stein respecto a que
la densidad esperada puede ser un buen in-
dicador de la medida F cuando se agrupan
documentos completos de tema´ticas dis´ımi-
les. Sin embargo, esta relacio´n entre ambas
medidas no parece verificarse en tareas de
agrupamiento de resu´menes de dominios muy
reducidos. Estos resultados se constituyen en
nuevos indicadores de la dificultad intr´ınseca
de este tipo de dominios. Como trabajo fu-
turo, ser´ıa interesante analizar el desempen˜o
de otras medidas internas como el ı´ndice de
Davies-Boulding o el ı´ndice de Dunn, en este
tipo de dominios y su relacio´n con la medi-
da F . En base a estos estudios, ser´ıa factible
incorporar la medida interna ma´s adecuada
en los algoritmos que las utilizan en alguna
de sus etapas. De esta manera, se podr´ıa lo-
grar un algoritmo de agrupamiento acepta-
ble, adaptado a las caracter´ısticas de este do-
minio tan dificultoso.
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