Neurons in the macaque posterior parietal cortex are known to encode the direction of self-motion. But do 53 they also encode one's speed? To test this, we performed neural recordings from area 7a while monkeys 54
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Author contributions: EA, KJL, GCD and DEA designed the experiment. EA and KJL conducted the 13 experiment and analyzed the data. EA, KJL GCD and DEA wrote the manuscript .  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  INTRODUCTION  62 Efficient navigation demands the use of static, external sensory cues as well as dynamic cues generated by 63 self-motion. Animals rely mostly on external landmarks to navigate in familiar environments. However 64 when landmarks are unavailable, they are capable of using self-motion signals to navigate by path 65
integration (see studies appear to support this view. First, lesions to area 7a in cynomolgus monkeys impaired navigation of 91 whole-body translation through a maze (Traverse and Latto, 1986; Barrow and Latto, 1996) . Second, 92 motion-sensitive receptive fields of area 7a neurons often exhibit a radial arrangement of preferred 93 directions within their receptive field (Motter and Mountcastle, 1981; Steinmetz et al., 1987) , such that they 94 are maximally activated by the expanding or contracting patterns of optic flow that are typically experienced 95 when the observer moves forward or backward through the world (Siegel and Read, 1997; Merchant et al., 96 2001 Merchant et al., 96 , 2003 Raffi and Siegel, 2007) . Finally, the response gain of these neurons is also modulated by 97 eye/head position ('gain fields', Andersen et al., 1985) , suggesting that they may play a role in transforming 98 sensory inputs into a navigationally useful format such as a body-centered representation (Zipser and 99
Andersen, 1988; Pouget and Sejnowski, 1997). Thus, anatomical and physiological evidence suggests that 00 area 7a plays a role in bridging motion perception and navigation. Yet, no study has explicitly tested 01 whether 7a neurons represent linear and angular velocities necessary for self-motion-based navigation. 02
Moreover, while responsiveness to optic flow has been described (Phinney and Siegel, 2000; Raffi and 03
Siegel, 2007; Read and Siegel, 1997) , responses of 7a neurons to vestibular stimulation have never been 04 directly recorded. 05 06 We recorded neuronal spikes and local-field potentials in area 7a during forward translation as well as yaw 07 rotation paradigms to probe the neural representation of linear and angular velocity. We systematically 08 varied speed using both visually simulated (optic flow) and passive vestibular (motion platform) self-motion 09 and found two key results. First, contrary to the general belief that responses in area 7a are predominantly 10 visual, we found evidence for a vestibular dominance in self-motion processing. Second, similar to rodent 11 PPC, neural response increased with the magnitude of linear and angular velocity. Our results suggest that 12 area 7a carries a multisensory code for self-motion velocity and may play a role in path integration. 13 14 RESULTS 15
Response to linear translation 16 We recorded local field potentials (LFP) from 704 channels across 44 recording sessions and isolated 340 17
neurons from area 7a of three macaque monkeys while they passively fixated and experienced real and/or 18 visually-simulated forward motion at different speeds (Methods, Fig. 1A, Supplementary Fig. S1 ). All 19 recordings were carried out extracellularly using laminar electrodes with 16 contact sites, spaced 100µm 20 apart, allowing us to sample neural activity spanning 1.5 mm across the depth of the cortex (Fig. 1B) . 21
We first examined stimulus-induced fluctuations in the LFP. The shape of the LFP waveforms was highly 22 correlated across channels (mean pairwise Pearson's correlation r=0.840.1), as was the timing and 23 amplitude of their peak fluctuations ( Supplementary Fig. S2 ). Therefore, we averaged LFP traces from 24 different electrodes and different speeds together before analyzing stimulus-evoked responses for each 25 condition. We found that evoked potentials were highly stereotyped across recording sessions (Fig. 1C) . The 26 onset of motion induced a large change in LFP, whose amplitude and latency both depended on stimulus 27
condition. Across all recordings, vestibular LFP responses had significantly greater peak amplitudes, defined 28
as the largest deflection away from baseline during the motion period, as well as lower peak latencies than 29 responses evoked by visual motion (mean  standard-error, vestibular: 1213 V at 214±1 ms; visual: 422 30 V at 2383 ms; p=4x10 -94 , t-test for difference in amplitudes; p=2x10 -22 , t-test for difference in latencies; 31 n=704 sites). Furthermore, the amplitude of evoked potentials elicited by the combination of vestibular and 32 visual stimuli (combined: 122±4 V at 2111 ms; n=704 sites) was much more strongly correlated with the 33 vestibular response (Pearson's correlation, r = 0.89, p=2x10 -245 than the visual response (r = 0.16, p=9x10 -6 ).
34
These findings show that area 7a is responsive to forward motion, and is likely to be more sensitive to 35 vestibular than visual motion cues. 36
Figure 1. Example responses to linear translation. (A) Leftstimulus conditions:
Monkeys were seated on a motion platform in front of a projector screen, and experienced simulated forward translation via optic flow (visual), real forward translation delivered using the platform (vestibular) or a congruent combination of the two (combined) while fixating on a central target. Righttrial structure: Time course of translation velocity reconstructed from accelerometer recordings during four representative trials under the vestibular condition. The desired temporal profile of velocity was trapezoidal for both vestibular and visual motion, and one of four possible movement speeds (5.5, 11, 16.5, 22 cm/s) was presented on each trial. During trials with visual motion, the motion period was flanked by the presentation of a static cloud of dots for 400 ms. No visual stimulus, except for the fixation target, was present during these periods under the vestibular condition. (B) Left: Recordings were carried out using a linear electrode array (U-Probe) with 16 contact sites (waveforms illustrate recorded spikes from an example session; shaded regions show ± 1 standard deviation). Right: Local field potentials (LFP, top) and spikes (bottom) from multi-units (grey) and isolated single-units (colored) during one trial. (C) Stimulus-evoked LFP (averaged across all channels of the array and all stimulus speeds) during vestibular (red), visual (green), and combined (blue) conditions of five example recording sessions carried out at different locations. Grey shaded areas correspond to periods of movement. (D) Response time-course of five example neurons, averaged across all speeds, chosen to highlight the diversity in temporal dynamics within the population. Green vertical line shows start of the static cloud of dots for the visual and combined conditions. Grey shaded region denotes the motion period. After motion offset, the monkey maintained fixation for another 400 ms (and the static cloud of dots was maintained for visual and combined conditions).
37
In contrast to the LFP, the time-course of responses of individual neurons was quite diverse even among 38 neurons recorded simultaneously at different depths along the same penetration ( Supplementary Fig. S3 ). 39 Figure 1D shows some example temporal response patterns. Whereas some neurons responded with a 40 transient change in activity following onset and/or offset of the motion stimulus, a large number of neurons 41 exhibited a change that persisted throughout the period of motion. There was also a notable diversity in the 42 polarity of response: although the vast majority of responsive neurons exhibited an increase in firing rate 43
following motion onset ('excitatory'), a small but significant fraction of neurons was suppressed by motion 44
('suppressive', Methods). Despite this heterogeneity, some key aspects of neuronal response were 45 consistent with LFP responses. Specifically, a larger fraction of neurons was significantly responsive to 46 vestibular (~40%) than visual motion (~27% , Table 1A) . Moreover, the time-course of neuronal activity 47 during combined visual-vestibular motion was much more strongly correlated with that of the vestibular 48 response (mean pairwise Pearson's correlation, r = 0.82 ± 0.25) than the visual response (r = 0.57 ± 0.2), 49
suggesting that neuronal response dynamics to multisensory inputs are more strongly dictated by vestibular 50 rather than visual inputs. We asked whether there was true multisensory convergence of visual and 51 vestibular self-motion signals at the neuronal level, that is, whether vestibular-responsive neurons are likely 52
to also respond to visual motion and vice-versa. Although the proportion of neurons responding to the 53 combined stimulus was relatively large (~38%), only a small subset of those neurons responded to both 54 individual conditions when presented separately (~17%). In fact, given the proportion of vestibular and 55 visual neurons in our population, the number of bi-sensory neurons (n=57) was only marginally greater than 56 expected by chance (99% confidence interval for the number of bi-sensory neurons: n= [25, 51] ). Therefore, 57
the observed fraction of bi-sensory neurons can largely be explained by independent, rather than co-58 operative, convergence of vestibular and visual inputs, providing only weak evidence for multisensory 59 convergence of motion information at the neuronal level. 60 61 62 Table 1 . Statistics of neuronal and multi-unit response to linear speed. (A) Single-units were classified into two groups based on whether at least one of the linear speeds elicited response that was significantly higher (excitatory) or lower (suppressive) response than their baseline response (fixation-only trials) (t-test corrected for multiple comparisons; significance-level p = 0.05). A subset of responsive neurons were identified as 'speed tuned' to linear motion if their responses were significantly different across speeds (one-way ANOVA; p = 0.05). Values between brackets correspond to percentages of the total number of recorded neurons. The rows in each panel correspond to normalized firing rates of all neurons that increased their firing ('excitatory') to vestibular (left), visual (middle), and combined (right) motion. To normalize the responses, we subtracted the mean pre-stimulus activity of each neuron from its response, and then divided by its peak response. We classified the temporal responses as unimodal or bimodal depending on the number of time-points at which a sudden increase in response was detected (black dots -Methods). Both unimodal (following motion onset) and bimodal (following motion onset/offset) profiles are frequently encountered in response to vestibular and combined motion. In contrast, responses are mostly unimodal when only visual motion is present. Responses of neurons with unimodal (gray) and bimodal (black) profiles are averaged separately and shown on top of the respective panels. Vertical dotted lines show motion onset and offset. (B) Response profiles of LFPs (averaged across all channels) for all recorded sessions (n=44), normalized in the same way as the single-unit responses. Note that LFPs were strongly negative at most sites.
64 Figure 2A shows response dynamics of the set of all responsive neurons that exhibited a motion-induced 65 increase ('excitatory') in firing rate within 400 ms of motion onset. An analysis of these dynamics 66
(Methods) revealed two distinct populations. During vestibular motion, the response profile of nearly half 67 of the neurons (~43%) was bimodal, exhibiting an increase after both the onset and offset of motion ( Fig.  68 2A -left). This fraction was not altered by the addition of visual motion cues (42%, Fig. 2A -right). In 69 contrast, responses to purely visual motion were mostly unimodal ( Fig. 2A -middle). Vestibular responses 70 had significantly shorter latencies than visual responses (vestibular: 1285 ms, visual: 1406 ms; t-test, 71
p=0.019). The latency of responses to the combined stimulus was more strongly correlated with vestibular 72 (r=0.37, p= 4.4x10 -4 ) than visual (r=0.007, p=0.96) latencies. Moreover, the peak firing rates of the subset 73 of neurons responsive to combined stimuli were more strongly modulated by vestibular than visual cues 74 (Supplementary fig. S4 ). These results parallel those of the LFPs and reinforce the view that the neural 75
representation of linear motion in area 7a is strongly influenced by vestibular inputs. 76
Very similar results were found for multi-unit activity (MUA). Of 704 recordings sites, MUA at 553 (~78%) 77 sites were significantly responsive to vestibular input, 301 (~43%) sites were responsive to visual input, and 78 533 (~76%) sites were responsive to the combined stimulus (Table 1B) . Similar to single-units, MUA 79 exhibited diverse temporal dynamics ( Supplementary Fig. S5 ) with nearly half of recordings showing an 80 increase in firing after both the onset and offset of vestibular motion (Supplementary Fig. S6 ). Moreover, 81
multi-unit responses were correlated strongly with those of single-units recorded from the same electrode 82 site ( Supplementary Fig. S7A ). Consequently, multi-units also exhibited stronger modulation to vestibular 83 than visual inputs ( Supplementary Fig. S7B ). 84 
85
We tested whether neurons responsive to translational motion also encoded translation speed (Methods). 86
Since the vast majority of the responsive neurons were excited (rather than suppressed) by motion (Table  87 1A, top), we restricted our analysis to this group of neurons. We found that many of these neurons were 88
tuned to speed (Vestibular: n=52/118; Visual: n=25/77; Combined: n=51/124; ANOVA, p<0.05; Table 1A,  89 bottom). To assess the linear trend in neuronal tuning for speed, we pooled the responses of all tuned 90 neurons separately to each movement speed, and estimated the correlation with translation speed. Across the 91 population of tuned neurons, the responses were positively correlated with speed under all stimulus 92 conditions (vestibular: r=0.21, p=2x10 -3 ; visual: r=0.27, p=5x10 -3 ; combined: r=0.30, p =1.6x10 -5 ), as 93 readily seen from the population average of response time-courses and tuning functions ( Fig. 3A, B) . 94 Consequently, the distribution of preferred speed, defined as the speed that elicited the largest deflection 95 from baseline, was skewed towards higher speeds ( Fig. 3C) . Analysis of multiunit responses yielded very 96 similar results ( Supplementary Fig. S8 ).
98
To quantify the sensitivity of each neuron to speed, we computed a speed selectivity index (SSI), based on 99 its response to different speeds (Methods). Comparing the distribution of SSIs across all neurons ( Fig. 3D) , 00
we found that the median SSI value for the vestibular condition (0.37±0.11) was slightly but significantly 01 greater than that for the visual condition (0.35±0.10, p=1.6x10 -5 , paired t-test), suggesting that speed 02 selectivity is greater, overall, under the vestibular condition ( Supplementary Fig. S9 ). Moreover, the 03 median SSI under the combined condition was significantly greater than that of the visual (paired t-test, 04
p=1.4x10 -7 ) but not the vestibular (t-test, p=0.28) condition, suggesting that speed tuning in the combined 05 condition is more likely to be driven by vestibular inputs. 06 07
Finally, we analyzed the spike waveforms to identify neuronal subtypes (Methods, Supplementary Fig.  08 S10) and found a bimodal distribution of spike widths (Hartigan's dip-test, p = 0.036, Hartigan and 09
Hartigan, 1985). On average, the response dynamics and speed selectivity of the putative broad-and narrow-10 spiking neurons were similar, suggesting that putative pyramidal and interneurons may share the same code. 11 12
Response to angular rotation 13
If area 7a contains a code for self-motion necessary for path integration, neurons should also signal angular 14 velocity. We recorded from 268 isolated neurons (across 36 recording sessions) using a protocol in which 15 the motion stimulus was composed of a pure yaw rotation at one of several angular velocities (Methods, 16 Fig. 4A ), including both clockwise (CW) and counter-clockwise (CCW) rotation. These stimuli evoked 17 changes in the LFP that were very similar to those triggered by linear translation. The onset of inertial as 18 well as visually-simulated rotation both resulted in reliable evoked potentials that were highly correlated 19
across recording sites at different depths (r=0.840.1, Fig. 4B , top and Supplementary Fig. S11) , and 20 across different recording sessions ( Fig. 4C) . Vestibular rotation produced larger and faster responses in the 21 LFP than visual rotation (mean  standard-error, vestibular: 933 V at 218±1 ms; visual: 372 V at 22 253±3 ms; p=1.4x10 -50 , t-test for difference in amplitude; p=2.5x10 -14 , t-test for difference in latency; Fig.  23  4C) . Combined visual-vestibular rotation was not included in this protocol due to technical limitations 24 (Methods). 25
Single-and multi-unit responses were also similar to those observed in response to translational motion in 26 that there was a diverse pattern of temporal responses ( Fig. 4D, Supplementary Figs . S12, S13). Both 27 vestibular and visual rotational motion elicited responses in a large fraction of neurons (Table 2A ; ~31% for 28 vestibular, ~20% for visual motion). Nevertheless, consistent with the findings from translational motion, 29
the number of multisensory neurons (n=29) barely exceeded that expected by chance (99 th percentile CI: 30
[10,27]), again suggesting weak cue-integration at the single neuron level. The average latency of neuronal 31
responses to vestibular rotation shows a slight tendency toward faster responses, as compared with visual 32 rotation (vestibular: 1245 ms; visual: 14310 ms; p=0.07, t-test). These results corroborate findings from 33 the linear translation protocol, and suggest that area 7a is more sensitive to vestibular cues both for 34
translational and rotational motion. 35
For each stimulus condition, we found that a significant proportion of neurons that were excited by 36 rotational motion showed significant tuning (Vestibular: n=26/75; Visual: n=27/51, ANOVA, p<0.05) for 37 the speed of rotation (Table 2A , Fig. 5A, B) . We tested the direction selectivity of individual neurons by 38
comparing responses from trials with clockwise rotation against responses from trials with counter-39 clockwise rotation. We found that only a small fraction of neurons was significantly tuned to direction of 40 rotation (Vestibular: n=4/75; Visual: n=9/51; p<0.05, t-test). Consequently, neuronal responses to the fastest 41 speed of CW and CCW rotation were strongly correlated across the population (Vestibular: r=0.87, 42
p=4.57x10 -85 ; Visual: r=0.77, p=2.65x10 -54 , Fig. 5C ). This indicates that 7a neurons largely signal the 43 magnitude but not the direction of rotational velocity. We estimated the correlation between neuronal 44 responses and angular speed by pooling trial-averaged responses of all neurons to each rotation speed 45 separately (Methods). Since neural responses were largely unaffected by rotation direction, we combined 46 responses from CW and CCW directions before trial averaging. We observed a significant positive 47 correlation between neuronal activity and rotation speed in the vestibular condition (Pearson's correlation 48 r=0.18, p=0.004). A similar tendency was present for the visual condition, although the correlation did not 49 quite reach statistical significance (r=0.07, p=0.06). 50 
52
As was the case for linear translation, the effects described above were also present, and often much 53 stronger, in multi-unit responses ( Supplementary Fig. S14 , Table 2B ). Furthermore, across the population 54 of all single-units, there was a significant difference in median SSI values between the vestibular (SSI=0.43 55 ±0.08) and visual (SSI=0.42±0.09) rotation conditions (paired t-test, p=0.036; Fig. 5D, Supplementary Fig.  56  S15) . 57 58
We wanted to know whether the same set of neurons were involved in encoding both linear and angular 59 speeds. Of 169 single-units tested with a range of both translational and rotational speeds, ~23% of the 60 neurons were responsive to vestibular motion and ~8% were responsive to visual motion under both 61
protocols. Only ~2% of the units were significantly tuned to both linear and angular speeds (Table 2C) , 62
suggesting that linear and angular speeds are likely encoded by non-overlapping neural populations. 63 
Spatial organization of responses 65
We leveraged the power of our laminar recordings, which were approximately normal to the cortical surface, 66
to study the spatial organization of responses across the depth of a cortical column. We first tested whether 67 similarities in the temporal fluctuations of LFP, single-unit, and multi-unit responses depended on the spatial 68 separation of recording sites along a column. To test this, we concatenated temporal responses from all trials 69
and computed pairwise correlations between the concatenated responses (this includes both signal and noise 70 correlations). There was a clear distance-dependent decrease in shared variability of responses to both 71 translational and rotational motion ( Fig. 6A) , which is well described by a power-law decay 72
( Supplementary Fig. S16) . Moreover, the correlation between LFP signals also exhibited a strong spatial 73 periodicity with a wavelength of about 800 m, suggesting a possible fine-scale structural organization of 74 neural circuit processing in area 7a. For single-units and multi-units, a similar distance-dependent decrease 75
was also found separately for correlations in stimulus-induced (signal correlation) and stimulus-independent 76 (noise correlation) components of spike-count variability under both visual and vestibular motion conditions 77 78 
79
( Supplementary Fig. S17 ). These results suggest that neighboring neurons within a cortical column likely 80
share similar response properties. Neurons in other regions of parietal cortex have previously been shown to 81 be spatially clustered according to their heading tuning (Chen et al., 2008; Chen et al. 2010). We asked 82
whether there was similar clustering of responses in area 7a based on speed selectivity. We found that the 83 SSI values of single-units in response to both translational and rotational speed were more strongly 84 correlated with those of multi-units recorded from the same electrode channel than those from other 85 channels ( Fig. 6B, Supplementary Fig. S18 ), suggesting that speed selective neurons are spatially clustered 86 in 7a (though not necessarily in a columnar fashion). 87 88
To test whether such clusters are confined to specific layers within a column, we used the laminar profile of 89 the LFP to estimate the layers spanning the electrode array by measuring the current source density (CSD, 90
Methods). While we cannot use CSD to tell the precise identity of the different layers, the location of the 91 current sink can be used to identify putative layer IV and thereby the relative locations of the infra-and 92 supra-granular layers (Schroeder, 1998; Maier et al., 2011; Self et al., 2013). We used this technique to align 93
CSDs and multi-unit responses across different recordings (Fig. 6C) r=0.15, p=0.51). Together, these results suggest that speed tuning is not restricted to specific layers or sites 00
in area 7a (Supplementary Fig. S19 ). 01 02
Precision of the speed code 03
The speed-selective neurons reported here are likely to play a fundamental role in path integration, the 04 process of computing one's position by integrating self-motion velocity signals. We evaluated the precision 05 of translational and rotational speed representations in our data to test how well a hypothetical decoder of 06 the recorded neural activity can estimate travel distances and angles (Fig. 7A) . We made the following 07 assumptions in order to do this. First, most neurons that were sensitive to rotational speed did not 08 discriminate between the two directions of rotation. Since self-motion under natural conditions is mostly in 09
the forward direction, we did not test neuronal sensitivity to translational speed under backward heading. 10
Therefore, we do not know if neurons in area 7a encode the direction of linear translation. We assume that 11 accurate information about the direction of translation (forward/backward) and rotation (clockwise/counter-12 clockwise) is available to the velocity decoder, presumably from other areas such as MSTd (Takahashi et al., 13
2007; Yang et al., 2011) that encode those quantities. Second, we assume that the encoding of speed is 14
instantaneous so any temporal filtering in responses induced by cellular or synaptic mechanisms will not 15 significantly alter the precision of the code under naturalistic conditions involving continuous movements. 16
Finally, based on evidence from human behavioral studies (Lakshminarasimhan et al., 2017, preprint), we 17
assume that brain mechanisms that integrate self-motion velocity are nearly perfect so that errors in 18 estimating movement distances and angles are largely due to uncertainty in the decoded velocity estimates.
19
Under these assumptions, we can examine the neural representation of speed to predict errors in estimating 20 distances and angles during path integration. 21 
22
Uncertainty in the estimated velocity depends on the choice of the decoder. For linear population codes, a 23 decoder with minimal uncertainty will be one that takes the fine structure of correlated variability into 24 account. However, this fine structure is difficult to assess experimentally with limited data so it is practically 25 impossible to determine the optimal decoderone that will yield estimates with least uncertainty. Instead, 26
we considered a decoder that extracts velocity information available within the principal component of the 27 population response. The uncertainty implied by this decoder is simply the inverse square root of the signal-28
to-noise ratio along the principal component of the population response. Here, signal and noise correspond 29
to the slope of the tuning curves and variance of the neural activity projected into the principal component 30 subspace respectively (Methods). We computed the uncertainty by considering ensembles of 1-16 31 simultaneously recorded (single session) multi-units and by averaging across many recordings separately for 32 the vestibular and visual conditions of translational and rotational motion (Fig. 7B) 
37
Uncertainty in velocity estimates would build up to produce errors in path integration. To evaluate the 38 performance of the decoder in path integration, we integrated the output of this decoder to estimate the 39 distance moved and angle turned under conditions of pure translation (at a speed of 13.75 cm/s) and pure 40 rotation (at 37.5 /s), respectively. These speeds were chosen as they corresponded to the mean speeds tested 41
in our experiments. Integrated distance and angle estimates were generated according to a random walk by 42 accumulating temporally independent samples drawn from a normal distribution with unbiased means (equal 43
to the actual speeds) and standard deviation equal to the uncertainty resulting from decoding linear and 44 angular speeds using the largest ensemble size (n=16). This procedure was repeated many times to obtain 45 average estimation errors in distance ( Fig. 7C -left) and angle ( Fig. 7C -right) . Estimates based on visual 46 cues were much worse as the uncertainties in both translational and rotational speed estimates generated by 47 decoding visual responses were greater than those generated by decoding vestibular responses. Nevertheless, 48
both visual and vestibular estimates of distance and angle were found to be well within 10% of the actual 49 values suggesting that an ideal integrator of the activity of neurons in area 7a can, in principle, maintain 50 qualitatively good estimates of position based solely on self-motion cues (mean estimated distance at 15m -51
visual: 15 ± 0.5 m, vestibular: 15 ± 0.3 m; mean estimated number of rotations after 10 rotationsvisual: 10 52 ± 0.35, vestibular: 10 ± 0.2). 53
We emphasize that decoding velocities along the principal component represents a very conservative choice 54 because this component represents the noisiest dimension of neural responses and will inflate the expected 55 uncertainty. Moreover, although there was a hint of saturation in our estimates of uncertainty in decoding 56 speed, decoding larger ensembles will lead to smaller errors. Notwithstanding potential errors arising from 57 any additional noise in the integration mechanism and uncertainty in direction estimates, we believe that the 58 above error estimates likely represent a theoretical upper bound on path integration errors. 59 60 DISCUSSION 61
We have found evidence for a multisensory representation of self-motion velocity in area 7a of the macaque 62 PPC. Our findings extend the literature on self-motion processing in this brain area in three ways. First, past 63 studies on speed sensitivity of neurons in area 7a used radial optic flow stimuli typically experienced during 64 fore-aft translation (Siegel and Read, 1997; Phinney and Siegel, 2000), but did not examine responses to 65 optic flow that simulates angular rotation. Here we used expanding as well as rotational flow patterns to 66 investigate the representation of both translational and rotational components of self-motion velocity. 67
Second, to our knowledge, sensitivity of area 7a neurons to vestibular inputs has never been explicitly previous studies is likely because of the greater variety of optic flow patterns that were employed. For 81 example, Merchant et al. (2001) found that ~60% of neurons in area 7a responded significantly to at least 82 one of their flow fields. In our recordings, we limited the optic flow conditions to those corresponding to 83 natural navigation, that is, expanding flow (straightforward linear translation) and rotational flow (yaw 84 rotation) only, which limited the fraction of neurons that could be driven effectively by our stimuli. In 85 addition, recordings in previous studies were carried out using single electrodes, which may allow for 86 greater sampling biases in selecting neurons. In contrast, we used linear electrode arrays in order to increase 87 yield and we isolated all single-units offline before assessing their responsiveness, thus reducing sampling 88
bias. The fraction of visually responsive multi-units in our dataset was substantially greater than for single-89
units, and was more comparable to earlier work using a greater variety of optic flow (Siegel and Read, 1997; excitation will cause currents to leave the extracellular region (and enter the neurons) leading to a decrease 95 in potential in the extracellular space. Hence, the negative deflections in the LFP caused by the stimulus 96 ( Fig. 1C, Supplementary Fig. 2A) .
98
A previous study on speed selectivity for optic flow reported heterogeneous tuning to speed with individual 99 7a neurons responding exclusively to low, high, intermediate, or multiple different speeds (Phinney and 00
Siegel, 2000). We did not observe such diversity in speed tuning-responses of most speed selective 01 neurons in our recordings increased with speed. Notably, earlier work on area MSTd using radial optic flow 02
under conditions similar to ours also found mostly monotonically increasing speed tuning (Duffy & Wurtz, 03 1997). The differences between our findings and those of Phinney and Siegel (2000) are likely due to some 04 fundamental differences between the two studies. First, Phinney and Siegel (2000) used a wider range of 05 speeds that we did, which may have led to greater diversity in speed tuning profiles. Second, Phinney and 06
Siegel (2000) used a wider variety of optic flow patterns including contraction, spirals, and linear translation 07 along various directions on the horizontal plane. It is possible that speed tuning is non-monotonic for some 08 optic flow patterns. Third, their recordings were performed in behaving monkeys that were trained to detect 09 changes in the global structure of optic flow, not speed. Sensory representations in the PPC are modulated 10 by attentional factors and continuously refined during learning, and therefore sensitive to task demands 11 (Bucci, 2009; Robinson and Bucci, 2012). Consequently, the nature of speed tuning might also have been 12
influenced by the task that Phinney and Siegel (2000) Responses to the combined visual-vestibular stimulus tended to be dominated by vestibular, rather than 29 visual, inputs (Supplementary Figs. S4, S7B) . In some cases, neurons selectively responsive to visual 30 motion were even suppressed when visual motion was paired with platform movement (Fig. 1D #2) . This 31
dominance of vestibular influences on responses was unexpected because area 7a is thought to be largely 32 visual and is generally considered the output of the dorsal visual hierarchy (Andersen, 1989; Britten, 2008 inhibit visual motion inputs when vestibular cues are available. Interestingly, a circuit mechanism involving 37 parvalbumin-expressing interneurons in the mouse PPC has recently been found to help resolve 38 multisensory conflicts in audiovisual tasks (Song et al., 2017) . It is possible that area 7a could perform an 39 analogous role in mediating conflicts related to self-motion processing in macaques, although this remains a 40 speculation at this point. Such a role would be consistent with the idea that this area conveys self-motion 41 information to navigation circuits, for it is critical to resolve such conflicts before using self-motion to 42 navigate. 43 44
Across both conditions, neuronal responses often varied with speed. This result parallels the outcome of 45 experiments in freely moving rodents that demonstrate speed representation by neurons in the PPC 46
(Whitlock et al., 2012). However, unlike in rodent PPC, neurons in area 7a did not show diverse preferences 47 for speed. Instead, their responses were more similar to 'speed cells' found in the medial entorhinal cortex of 48 rats that exhibit a speed-dependent increase in firing rate (Sargolini et al., 2006; Kropff et al., 2015; Hinman 49 et al., 2016) . Our recordings also revealed an important qualitative feature of angular velocity 50 representation in 7afiring rates increased with rotation speed regardless of the direction of yaw rotation. 51
Thus, while the magnitude of angular speed could be decoded from this area, information about rotation 52 direction (clockwise or counter-clockwise) likely has to be obtained from other brain areas. Although speed-53 dependent increases in firing rate were found for both translation and rotation, neuronal populations 54
representing translational and rotational speeds were almost completely non-overlapping (Table 2C) . A 55 potential computational benefit of such a spatially de-multiplexed representation is that the translational and 56 rotational components may be decoded independently by reading out the corresponding populations, and 57 integrated separately to estimate distance and heading. 58 59
A decrease in temporal response correlations with distance (Supplementary Figs. 16, 17) supports the 60 notion that neurons are spatially clustered with respect to their sensory representation of motion. Moreover, 61
the heterogeneity in responses across sites suggests that there is no clear topographic organization for a 62 specific modality or for the strength of speed tuning (Supplementary Fig. 19) . Most of the recording 63
penetrations were approximately normal to the surface of the cortex, such that the clustering is within the 64 span of a column although we cannot rule out small variations in the penetration angle of the recordings. 65
Functional organization of speed tuned neurons has been described in macaque area MT (Liu and Newsome, 66 2002) where penetrations normal to the surface of the cortex lack a columnar organization and rather show 67
neurons clustered according to preferred speed. Similarly, they also observe that single and multi-unit 68
activities recorded from the same sites were correlated. Spatial clustering could be a result of anatomical 69
connections. Overlapping connections have been described in the inferior parietal lobule where prefrontal 70
and parietal fibers overlap in area MST (Seltzer et al., 1996) . Moreover, a recent study in mice by 71
Yamawaki 2010). Our findings complement those studies by demonstrating a potential role for the PPC in self-motion-95 based, rather than route-based, navigation. 96 97
Although we focused on multisensory coding of self-motion information in this work, the PPC could span 98 multiple levels of a hierarchy of representations (Chafee and Crowe, 2012). In this general framework, 99 single neurons in PPC may carry mixtures of signals at many different time scales, ranging from sensory 00 variables such as movement speeds reported here to dynamical representations that are modulated by 01 Assad, 2006 ). The flow of information between brain 04 areas is likely modulated by task demands, which could in turn influence precisely where neuronal 05 responses fall along this continuum. We know relatively little about the neural mechanisms by which 06
interactive environments can dynamically lead to the emergence of cognitive neural signals in the cortex. 07
Future studies should use complex, naturalistic tasks and normative models of behavior to understand the 08 flow of information between populations of neurons that encode different task-relevant variables, and how 09 the PPC transforms sensory inputs into a more behaviorally relevant format. 10 11 METHODS 12
Animal preparation 13
We recorded extracellularly using linear array electrodes from area 7a of three adult male rhesus macaques (Macaca 14 Mulatta; 8.5-10 kg). We collected data from 9 recording sessions from the left hemisphere and 10 from the right 
22
Experimental setup 23 Monkeys were head-fixed and secured in a primate chair that was mounted on top of a rotary motor (Kollmorgen,
24
Radford, VA, USA). The chair and motor were all mounted on a 6 degree-of-freedom motion platform (Moog 25 6DOF2000E, East Aurora, NY, USA) that was used to deliver two different vestibular stimulus protocols (see below). Monkeys had to maintain fixation on a central fixation target (a square that subtended 0.5 deg on each side) for 100 34 ms to initiate each trial. A self-motion stimulus that lasted 700 ms was presented during each trial. The onset of 35 motion occurred 400 ms following trial initiation, and its dynamics followed a trapezoidal profile with the speed held 36 fixed for 500 ms in the middle (Fig. 1A) . Depending on the experimental protocol (see below), up to three different 37 kinds of trials were interleaved in which the self-motion stimulus was presented by moving the platform/chair in 38 which the animal was seated (vestibular condition), by presenting visual motion of a 3-dimensional cloud of dots 39 having a density of 0.01 dots/cm 3 (visual condition), or through a congruent combination of both cues (combined 40 condition). In trials containing visual motion, presentation of the motion stimulus was flanked on either side by a 400 41 ms display of a static cloud of dots to prevent on/off visual transient responses from contaminating neural responses to 42 motion. In the vestibular condition, no visual stimulus was present during these periods, except for the fixation square.
43
A liquid reward was delivered at the end of the trial if the monkey maintained fixation throughout the trial. Trials were 44 aborted following fixation breaks.
45
In each recording session, we employed two different experimental protocols -translation and rotationthat shared a 46 trial structure identical to that described above but differed in the type of motion presented: whereas the former 47 involved linear translation along the forward (straight-ahead) direction, the latter involved a pure yaw rotation.
48
Vestibular presentation of translational motion was achieved by translating the motion platform, while presentation of 49 rotational motion involved rotating the motor beneath the monkey's chair. Note that the projection screen was 
95
A neuron was classified as responsive to motion if its average firing rate during a 400 ms time-window following 96 motion stimulus onset was significantly different from its activity during a window of the same length preceding 97 motion onset (p ≤ 0.05; two-sided t-test). Responsive neurons were further classified into "excitatory" and 98 "suppressive" depending on whether motion increased or decreased neuronal activity relative to baseline. We tested 99 the significance of tuning for speed by performing a one-way ANOVA (p ≤ 0.05) to test if the mean responses to 00 different speeds were significantly different from each other. We estimated tuning functions for speed by measuring firing rates of the neuron in response to speeds that elicited maximal and minimal responses, respectively; SSE is the 05 sum-squared error around the mean responses; N is the total number of observations (trials); and M is the total number of speeds (4 and 5 for the translation and rotation protocols respectively). For rotational motion, we averaged 07 responses to the two rotation directions separately for each rotation speed before computing and .
08
For LFPs, peak-amplitude was defined as the amplitude of the largest peak or trough in the signal after motion onset.
09
For both spikes and LFP, response latency was defined as the time after the onset of motion at which the activity 10 deviated by 2 standard deviations from the average response during the 400 ms window prior to motion onset, for at 11 least four consecutive time bins (100 ms total). This specific comparison with the time window preceding motion 12 onset was chosen to control for responses related to the appearance of static dots at the onset of the visual stimulus.
13
We also analyzed the temporal dynamics of single-and multi-unit activity to determine whether the temporal response 14 was unimodal or bimodal. To do this, we determined the time-points at which the firing rate within a 25 ms sliding 15 window was at least 2 standard deviations above the response in the immediately preceding window. We identified Figure S4 . Modulation of firing rates by sensory modality. Comparison of the ratio of peak response elicited by the combined (visual+vestibular) stimulus to peak response elicited by the vestibular (abscissa) or visual (ordinate) motion alone. Data come from the subset of bi-sensory neurons that were responsive to both visual and vestibular inputs (n=65). Inset shows p-value (Wilcoxon rank-sum test) for the difference between the median ratios. 
Figure S16. Power-law model explains the spatial dependence of temporal response correlations.
Dependence of the pairwise correlation coefficients of LFPs (left), single-units (middle), and multi-units (right) on distance between recording sites was fit to a power-law function. Solid lines correspond to the best-fit functions to data from linear translation (gray) and angular rotation (black). The functions were fit by constraining the exponent to be identical for both datasets (translation and rotation), but allowing different constants of proportionality. To capture the spatial periodicity of correlations in the LFP, we added a sinusoidal wave function with wavelength being the only other free parameter (phase was set to zero). Model parameters are shown on top of each panel correspond to the best fit values across both protocols. 
