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ABSTRACT 
For B E M,,, and C E M,, we continue work in the direction of explicit determination 
of the Jordan form associated with a given eigenvalue X of 
M= B ’ 
[ 1 0 c 
in terms of the h part of the Jordan form of B and C and the structure of X. The 
principal results establish a direct determination of the number of blocks in the Jordan 
form of M and, when X satisfies certain conditions, an explicit determination of their 
sizes. 
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1. INTRODUCTION 
Our purpose is to continue work in the direction of explicit determination 
of the Jordan canonical form of 
MC B ’ 
[ 1 0 c 
in terms of X, given the Jordan structures of B and C individually. Much past 
literature has concentrated upon the possible Jordan forms for M (given those 
of B and C), the “Carlson problem” [l]. As usual, we assume that B and C are 
actually in Jordan form and (without loss of generality) that M has only one 
eigenvalue X. In the prior paper [4], we presented a completely explicit 
description in the case in which X has geometric multiplicity 1 in C. (The 
zero-nonzero pattern of certain diagonal sums from blocks of X completely 
determines the Jordan form of M.) In the present discussion we concentrate 
attention upon the most general case (arbitrary geometric multiplicity in both 
B and C) and adopt a rather different methodological approach. In Section 3 
we describe precisely how the block sizes in the Jordan form of M come about 
in terms of ranks of certain “block Toeplitz” matrices based upon diagonal 
sums of blocks from X. Though this necessarily complicated description is not 
as explicit as the “one-against-many” case described in [4], it is possible to use 
it to make several observations about the Jordan structure of M (e.g. number 
of blocks, largest block, “generic” case, two-against-two case, etc.), as we do in 
the last two sections. 
2. PRELIMINARIES 
Let Mm, , denote the m-by-n complex matrices, and abbreviate M, n to 
M,. We use Jk(X) to represent a basic Jordan block: a k-by-k upper triangular 
matrix with x’s on the main diagonal, l’s on the superdiagonal, and all other 
entries zero. For convenience we use the notation Jk = Jk(0). 
We consider the block triangular matrix 
(1) 
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having a single eigenvalue h. We assume, without loss of generality, that X = 0 
and that B and C are in Jordan form. Thus our matrix has the form 
M= (2) 
Using permutation similarities if necessary, M can be arranged to have 
Let X = ( xij) EM,, “. Using the convention that xij = 0 whenever i < 0, 
define s, = xi=, x,_,+~, j for r = 1,2, . . . , n. We call s, the 7th diagonal sum 
of X. Note that the diagonals are numbered beginning in the lower left corner 
of x. 
LEMMA 1 [4, Lemma 31. Let X = ( xij) EM,,,, have diagonal sums 
s1, 3,. . . , s,. Then 
Jnl x I 1 is similar to .L = 0 I” [ I 0 I” 
in which 
A matrix, such as L in Lemma 1, with all nonzero elements restricted to 
the last row is said to be in lower concentrated form (l.c. form). Given a matrix 
M in the form (2), one may easily adapt a similarity transformation of the type 
used in proving Lemma 1 so that it will transform any principal submatrix 
Jq xij 
i 1 0 Jr,> 
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of M into the corresponding 
lnti Lij 
[ 1 0 A, ’ 
with Lij in l.c. form, while leaving all other blocks of M unchanged. This can 
be successively applied for each i = 1,. . . , p and j = 1,. . . , 4. We empha- 
size that the entries in the last row of Lij are the corresponding diagonal sums 
of xii. 
ASSUMPTION. Henceforth we assume that our matrix M is in the form (2), 
with ml 2 m2 2 -- * 2 mp, n, > n2 2 ** * >, nq and each Xij in l.c. form. 
We shall also equate the form (I) and the form (2) and understand that B 
represents the upper left block diagonal matrix having blocks of the form J,, 
on the diagonal, C represents the lower right corner block diagonal matrix 
with blocks Jnj on the diagonal, and X represents the upper right block 
involving entries of the form X,. 
3. POWERS OF M 
It is well known that the Jordan form of a nilpotent matrix is deter- 
mined by the ranks of its powers. In this section we focus attention on the 
powers Mk and introduce an “action block” matrix that plays a key role in 
determining the rank of Mk. 
Consider M in form (2). For a positive integer k, 
in which 
and Xtk) has as its typical block entry X$), where 
k-l 
Xi;' = C ]~ixij]ffj-h-l> 
h=o 
(3) 
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for i= 1,2 ,..., pandj= I,2 ,..., 9. The rank of Mk is obtained by adding 
the rank of Bk and the rank of Ck plus a possible contribution from Xck). 
Two-thirds of this is easy to calculate. Direct examination establishes the 
following. 
LEMMA 2. Let 
and let s(B) = CyE’=lmi. For k = 1,2,. . . , the rank of Bk may be expressed in 
each of the following ways: 
1. 
2. 
3. 
rank Bk = ErS1max{O m. - k}. 
rank B = s(B) - #{ii’ mi’a 1). If rank Bk-’ is known, then rank Bk 
= rank Bk-’ - #{i 
1 
m,>k). 
rank Bk = S(B) - Chzl#(i I mi 2 hl. 
Thus the calculations for rank Bk and rank Ck are quite direct. In deter- 
mining the contribution from the matrix Xck) we observe that there may be 
nonzero entries in Xck) which play no role in determining the rank of Mk. In 
particular, the l’s remaining in Jk of Ck cancel any contribution to the rank of 
Mk that might be made by elements of any X$) in the columns containing 
those 1’s. (We note that one consequence of using the l.c. form for each Xij is 
the fact that in any row of Jki of Bk containing a 1, all entries in that same row 
of each X$) will be zero.) 
There are two ways to describe the “action portion” of Xlk), that is, 
the submatrix A, which may contribute to the rank of Mk. For a basic 
Jordan block J,,, the nonzero entries of J,” occur in precisely the first h = 
max{O, n - k} rows and the last o = max{O, n - k} columns. Thus one way 
to describe the action matrix Ak is to take Xck) and delete certain rows and 
columns. Specifically, in the block row i, remove from each X&F) in that row 
the first hi = max{O, m, - k} rows, and in each block column j, remove from 
each X$) in that column the last uj = max{O, nj - k} columns. For each (i, j) 
the submatrix remaining after the appropriate rows and columns have been 
deleted from X$) will be denoted by A$) and called an action block. The 
action matrix Ak is the block matrix having A$) in the (i, j) position. 
Rather than obtain A, by this elimination process, we found it useful and 
instructive to build the matrices A{$). For X, in l.c. form, denote the bottom 
row vector by (rijl, xij2, . . . , xijnj). Given an arbitrary row vector 
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(X1’ $7. . f , xn), we define, for each t < n, an associated t-by-t triangular 
Toeplitz matrix by 
. . . 
x2 
0 Xl 
(4) 
The matrix A\$) will be min{ mi, k} by min{ nj, k} and have the form 
A($’ = 0 Tt( Xijl>. . > Xijnj) 
0 0 
in which 
if k ,< mm{ mi, nj}, 
if min{mi, nj} Q k < max{m,, nj>, 
otherwise. 
The zero matrix in the upper left corner has max{O, k - mi} columns, while 
the other diagonal block zero matrix has max{O, k - nj} rows. As above, the 
action matrix Ak is the block matrix 
A, = A$’ , 
( 1 
i=l,..., p, j=l,..., 9. (6) 
The purpose behind a description of the action matrix Ak is the following 
result. 
LEMMA 3. Let M be block triangular matrix the the form (2). Then, for 
any positive integer k, 
rank M k = rank B k + rank Ck + rank A,. (7) 
One consequence of Equation (7) is the fact that if 
MC” 
[ 1 0 c 
and M, = B Y 1 
[ 1 0 c 
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are both in the form (l), then the rank sequence of powers of M, will be the 
same as that of M, if and only if, for each k, the action matrix A, for X has 
the same rank as the corresponding action matrix for Y. When this occurs, MI 
and M, will have the same Jordan form. In particular, certain elementary row 
operations may be performed, with care, on the matrix X in order to simplify 
determination of rank Ak. Row interchanges, in general, are not allowed. We 
note that a similar decomposition, leading to Equation (7) was developed 
somewhat differently in [5]. This was then used to examine a variety of 
questions different from what we shall consider in the next sections. 
4. RANK RESULTS 
In this section we make use of Lemma 3 and properties of the action 
matrices Ak to determine the Jordan forms for a large class of block triangular 
matrices. For ME M, we use the notation r,, = h and, for k 2 1, rk = 
rank Mk. When M is nilpotent, these values are most helpful. via the follow- 
ing standard observation. 
LEMMA 4. Let M 6 M, be a nilpotent matrix. For each k 2 1 let L\k = 
r&l - rk. The Jordan form of M has 
(i) A1 basic Jordan blocks, 
(ii) Ak Jordan blocks of size at least k, and 
(iii) bX?CiS&J Ak - Ak+l = rk-1 - 2rk i- r&l blocks OfSiZf? k. 
In our determination of the Jordan form of M in the one-block-against-many 
case [4], a critical factor was the location of the leading nonzero diagonal sum 
in each block Xi. This also plays an important role in the general (many- 
against-many) situation. We again use the function that indicates the number 
of leading zero diagonal sums of a matrix X. 
DEFINITION 5. Let X E M,, n be in l.c. form with (x1, x2, . . . , XJ as its 
bottom row vector. Define the function (p : M,, n + (0, 1, . . . , n} by 
(P(X) = 
0 if xi # 0, 
max{h] Ti = 0, i = 1,2 ,..., h} otherwise. 
LEMMA 6. Let 
Jnz x 
M= 0 1,’ [ I 
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tithXinZ.c.fbrm. Leta!=min{m,n},/3=max{m,n},andd=(~(X).Then 
i 
0 if daor, 
rank Ack) = min{max{O, k - d}, cx - d} 
(8) 
-max{O,min{k - p, a - d}} otherwise. 
Proof. Construct the matrices Ack) in the form (5). n 
Note that the sequence of values of rank Ack) begins (i.e. k = 0) with 0, 
changes to 1 when k = d + 1, then increases by 1 at each step until it reaches 
the value a! - d when k = oz. The value (IL - d repeats until k = & then 
decreases by 1 at each step until the value 0 is reached when k = CY + fi - d, 
that is, when k = m + n - min{ d, m}. 
LEMMA 7 [4]. Let 
InI x 
M= 0 1,’ I 1 
where X is in l.c. form, and let d = p(X). 
(i) If d = 0, M is similar to],,,,,,. 
(ii) lf 0 < d < min(m, n}, M is similar told @ J,,,+“_d. 
(iii) If min{ m, n} < d, M is similar to J,,, @ 1,. 
In particular, the larger- Jordan block in the Jordan form of M has size 
m + n - min{m,d}. 
Proof. We use Lemmas 2, 3, 4, and 6. Note that r0 = m + n and, since 
rank A(‘) = max{O, 1 - d}, we have rl = (m - 1) + (n - 1) + max{O, 1 - 
d}. Thus, the Jordan form of M has one block if d = 0 and has two blocks 
when d + 0. Using (7) and (8), we see that the first value k for which rk = 0 
is k = m + n - min(d, m}. This value is the size of the largest Jordan block 
for M. When d = 0, M has one block, of size m + n, establishing (i). When 
d # 0, M has two blocks, the sum of their sizes being m + n. This establishes 
(ii) and (iii). n 
The importance of Lemma 7 comes from the fact that, given M in the form 
(2), consideration of powers of principal submatrices of the form 
I xij 
[ 1 ;;’ In, 
can be used in the analysis of Mk. 
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THEOREM 8. Let it4 be a matrix in the jofin (2). L.et dij = p( Xij) for 
i= l,... pandj= l,..., 9, and let def A, denote the rank dejGency of the 
action matrix A,. The number of blocks in the Jordan form of M is max{ p, 9) + 
def A,, and the largest block in the Jordan form of M has size 
~7 { mi + nj - min{ d,,, mi}} . 
Proof. The action matrix A, EM,,, so def A, = min{ p, 9) - rank A,. 
We know that r,, = CrE=lmi + Cjy_lnj. By Lemmas 2 and 3, rl = Cyz’=l(mi -
1) + C,“=i( nj - 1) + rank Al = r,, - p - 9 + rank A,. Thus Ai = r, - rl = 
p + 9 - rank A, = max( p, 9) + min{ p, 9) - rank A, = max{ p, 9) + 
def A,. 
The size of a maximal block of M follows from Lemma 7 and the 
observation made just before the theorem. H 
There is a class of block triangular matrices for which we can extend 
Theorem 8 and give a complete determination of the Jordan form. We will call 
the matrix A E M, y generic if A and all submatrices of A have full rank. Note 
that all entries in a generic matrix are nonzero. 
THEOREM 9. Let M be a nilpotent matrix in the form (2), and let (Y = 
min{ p, 9}, p = max{ p, 9). lj the action block A, is generic, then the lordan 
form of M has /3 blocks the of which first CY have size m, + nl, 
m2 + n2,. . . , m, + n,, and the remaining 0 - CY are the extra blocks 
I m,, ,’ * + * ’ I mg orI”,+, * * ’ ) 1,s. 
Proof. Since A, is generic, the rank deficiency of A, is zero, so M has /3 
blocks. A consequence of A, being generic is that the rank of A,, for each k, 
will be the same as if the matrix X had xii1 = 1 for i = 1,2,. . . , a and all 
other entries zero, since both situations produce the same rank for Ak, and 
hence for Mk. Two matrices in the form (1) where the blocks B and C are not 
changed, will have the same Jordan form if and only if the sequence of values 
of rank Ak for each are identical. Thus, if A, is generic, one may replace the 
block X with the block Y, where yiil = 1 for i = 1,2,. . . , a and all other 
entries in every Yij are zero. A block triangular matrix in this form is the 
direct sum of JmI,, +,,,, I,,,,+,,,~ . . . , J,,, u +“, plus the excess blocks from B or C. 
n 
We note two immediate variations of Theorem 9. 
If a matrix A EM,,, y has full rank, but possibly contains submatrices that 
fail to have full rank, we will call A weakly generic. A matrix M in the form (2) 
for which A, is weakly generic will still have max{ p, 9) blocks in its Jordan 
form, by Theorem 8, but there is no guarantee that each block will be of order 
mi + nj for some values of i and j. In particular, the maximal block may be 
determined by an (i, j) principal submatrix for which dij = (p( Xij) is nonzero. 
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A second variation is the case of a matrix M in the form (2) where there is 
a delayed generic effect. Given a matrix M in the form (2), we consider 
submatrices F,, F,, . . . , Fn, of X using entries from the last rows of the 
lower-concentrated-form matrices Xij. Let F,, = ( xijh) for h = 1,2, . . . , nl. 
Note that Fl = A, EM,,. When h exceeds a value nj, the number of columns 
in Fh will be reduced. That is, Fh E M,, tr where t = # { nj 1 nj > h}. 
THEOREM 10. Let M be a nilpotent matrix in the form (2). Assume that the 
matrices Fi = 0, i = 1, . . . , d, and that Fd+l is generic. Let b, = max{ i 1 mi 2 
d + 1) and co = max{ j ) nj > d + l}. The Jordan form of M will haue p + 9 
blocks. Let h = min{ b,, c,,} and u = max{ b,, co}. The block sizes for the 
Jordan form of M will be the small blocks mb,,+l, . . . , m,, and n,,+,, . . , nq; h 
blocks of order d; blocks of order m, + n, - d, , . . , mh + nh - d; and the 
l&-over blocks from B or C, that is, blocks of order mh+l, . . . , m, if co < b,, 
or nh+l, . . . , n, otherwise. 
Proof. Note first that if d 2 mi, then, for that i, each Xij may be 
removed, that is, replaced by a zero matrix [4, Lemma 31. In this case J,, is a 
direct summand of M and will appear, unchanged, in the Jordan form of M. 
Similarly, for those j with d 2 nj, the matrices Xij are zero matrices. Thus 
the block J”,: is a direct summand of M and will be in the Jordan form for M. 
After separating these small summands, what remains is a problem having b, 
blocks in B and ca blocks in C. Without loss of generality we may reduce our 
matrices F,, F,, . . . accordingly. The first nonzero entries will appear in A, 
when k = d + 1. Since the (possibly reduced) matrix Fd+l is generic, we may 
now proceed in a manner similar to what was done in Theorem 9. Replace the 
original matrices Xij with Yij where yii(d+lj = 1 for i = 1,2, . . . , h and all 
other entries are zero. The sequence of rank A, values will be unchanged. 
This matrix decomposes into the direct sum of blocks 
1, yii 
[ 1 2; J”i 
for i = 1,2,. . . , h and the remaining blocks from B (or C). Now apply 
Lemma 7(ii) to these one-against-one blocks and obtain blocks of order d and 
mi = ni - d. n 
5. SPECIFIC SITUATIONS 
In this section we apply our results and observations to two specific cases, 
the one-against-many problem and the two-against-two problem. A matrix M 
in form (2) is called one-against-many if 9 = 1 (or p = 1). In [4] we presented 
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an explicit description for the Jordan form of a one-against-many matrix M, 
that is, for the case when C is a single Jordan block. The development of our 
description relied heavily upon the use of certain Jordan chains related to the 
matrix M. This use of specific sets of vectors is not required in the approach 
used in this paper. To determine the Jordan form of a one-against-many matrix 
M using the rank of powers of M, one calls upon Lemmas 2, 3,4, and 6. Since 
o = 1, the blocks of X may be denoted by Xi rather than Xi,. The necessary 
information to determine the Jordan structure of M is the sequence of orders 
ml, m2,. . . , mp, the sequence d, = (p( Xi), . . . , d, = (o( XP), and the value 
n = nl. To use Lemma 6, we also need the values min{ mi, n} - di and 
max{ mi, n} for each i = 1,2, . . . , p. Since Ak is made up of the single 
column of blocks Aik), and each of these is an upper triangular Toeplitz 
matrix, the rank of A, will be mar {rank Aik)). There are several ways that 
the sequences of values rank A:, . . . t rank haI +n can be produced. The 
comment after Lemma 6 indicates how the values of rank A$k) occur. Lemma 
2 indicates how to determine the rank values for powers of B and of C. The 
values of ri and A i = ri_ I - ri are obtained using the formula (7) of Lemma 
3. According to Lemma 4, the values Ai determine the block sizes of M. In 
particular, one looks to those places where the pattern of the sequence 
Ai, A2,. . . changes for an indication of Jordan blocks for M. 
EXAMPLE 1. Let M be a one-against-many matrix in the form (2) with 
n = nl = 6 and the following values for (m,, (p( Xi)): (10,4), (7,3), (7,3), (6,2), 
(6,3), and (4,2). 0 ne obtains the values shown in Table 1. The shifts in the Ak 
TABLE I 
Index k rank Bk rank Ck rank A, rk *k 
0 40 6 - 46 - 
1 34 5 0 39 7 
2 28 4 0 32 7 
3 22 3 1 26 6 
4 16 2 2 20 6 
5 11 1 3 15 5 
6 6 0 4 10 5 
7 3 0 3 6 4 
8 2 0 2 4 2 
9 1 0 2 3 1 
10 0 0 2 2 1 
11 0 0 1 1 1 
12 0 0 0 0 1 
13 0 0 0 0 0 
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sequence indicate the existence of a Jordan block. The fact that A7 - As = 2 
indicates that there are two blocks J7. The Jordan form of M has 7 = A1 
blocks, and they are of order 12, 8, 7, 7, 6, 4, and 2. Thus we now have two 
procedures for determining the Jordan form of a one-against-many nilpotent 
matrix M. A nice feature of the rank approach is the fact that it clearly does 
not matter whether it is the block B or the block C that is the “one.” 
Now let M be a two-against-two nilpotent matrix. That is, let 
M= ! 0 
X 11 Xl, 
x %22 21 
I 0 
z I”, 
in which the Xij are in l.c. form, m, > m2, and n, 1 n2. Such matrices have 
been considered in [4] and in [5]. However, the principal results obtained in 
those investigations involved the very restrictive conditions 1 ml - m2 1 < 1 
and 1 nl - n2 1 < 1. The discussion that follows holds for arbitrary values of 
mi and nj. 
The determination of the Jordan form of a two-against-two nilpotent matrix 
M in form (9) is relatively quick and painless. It is very straightforward, using 
Theorem 8, to determine the number of blocks and the size of a maximal 
block, the largest of four easily calculated values. Since the sum of the block 
sizes equals ra = m, + m2 + nl + n,, it is not necessary to make out a 
complete sequence of values Ar, Az, . . . . There are three cases. 
Case 1. If rank A, = 2, then A, is generic or weakly generic. There are 
two blocks; the size of the maximal block is given in Theorem 8, and the size 
of the other block is t-o less this number. 
Case 2. If rank A, = 1, then M will have three blocks. Since the size of a 
maximal block may again be determined by Theorem 8, we shall be finished as 
soon as we determine the size of a minimal block. This can be accomplished 
by calculating a portion of the sequence rc, rr, ra, . . . . It is known that 
A1 = r-a - t-r = 3. Now find the least value such that At+r < 3. A minimal 
block will have size t. The most likely places that such a shift in the Ak 
sequence will occur are the values ma and n2, where there is a shift in the 
pattern of rank Bk + rank Ck, and places where the rank A, sequence stops 
increasing by one at each step. Note that these locations may coincide and 
cancel out the individual effects. The value t that we seek does not have to 
occur at the earliest occurrence of one of these events. 
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Case 3. When rank A, = 0, M will have four blocks, and we are in a 
situation similar to that of Theorem 10. Using matrices F,, F,, . . . , Fn, as 
defined just prior to Theorem 10, we look for the least value d such that Fd+l 
is nonzero. The size of a minimal block will be min{d, m2, n2}. If Fd+l is 
generic or weakly generic, we are done, as there are two blocks with size no 
greater than d. If rank Fd+l = 1, we need only find the size of the next 
smallest block. This is simply a variation on case 2, with the process beginning 
at Ad+i. 
The beauty of the two-against-two situation is the limited amount of 
calculation that needs to be done. When one expands to a two-against-many or 
a three-against-three problem, there are similar helpful observations that can 
be made involving r0 and the size of a maximal block. Usually, however, there 
will be more blocks to be found, and the determination of rank A, will be 
more difficult. 
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