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ABSTRACT 
The desire for more intelligence in the battlefield has given rise to the idea of 
routing video images over wireless sensor networks. This would apprise combat decision 
makers with actual images of battlefield developments and allow them to make sound 
decisions. To achieve this objective, the characteristics of video traffic must be studied 
and understood. This thesis focuses on evaluating the possibility of routing video images 
over a wireless sensor network. Video traffic is modeled and simulations are performed 
via the use of the Sun Small Programmable Object Technology (Sun SPOT) Java 
development kits configured in three different network topologies: the star topology, 
binary tree topology and chain topology. It is known that video traffic is self-similar and 
can be obtained by aggregating a large number of On-Off message sources. Hence, an 
On-Off model using Pareto distribution function is used to model video traffic over the 
network. In this thesis, four self-similar shaping parameters, i.e., 1.2,1.4,1.7 1.9On and   
are used in the simulations. The performance of each topology is evaluated based on 




THIS PAGE INTENTIONALLY LEFT BLANK 
 vii
TABLE OF CONTENTS 
I. INTRODUCTION........................................................................................................1 
A. BACKGROUND ..............................................................................................1 
B.  MOTIVATION ................................................................................................2 
C. THESIS GOALS AND METHODOLOGY ..................................................2 
D. RELATED WORK ..........................................................................................3 
E. THESIS ORGANIZATION............................................................................3 
II. WIRELESS SENSOR NETWORKING....................................................................5 
A. INTRODUCTION TO SENSOR NETWORKS ...........................................5 
1. Sensor Node Hardware Components .................................................6 
a. Processor ...................................................................................6 
b. Memory......................................................................................7 
c. Transceiver ................................................................................7 
d. Sensors.......................................................................................7 
e. Power Supply.............................................................................8 
2. Performance Metrics for Wireless Sensor Networks .......................8 
a. Latency ......................................................................................8 
b. Accuracy ....................................................................................8 
c. Fault Tolerance.........................................................................9 
d. Scalability ..................................................................................9 
e. Energy Efficiency......................................................................9 
B. ROUTING PROTOCOL.................................................................................9 
1. Table-driven Routing Protocols........................................................10 
a. Destination-sequenced Distance Vector (DSDV) ..................10 
b. Cluster-head Gateway Switch Routing (CGSR) ....................11 
c. Wire Routing Protocol (WRP)................................................12 
2. On-demand Routing Protocols .........................................................13 
a. Ad Hoc On-demand Distance Vector (AODV) ......................14 
b. Dynamic Source Routing (DSR) ............................................15 
c. Temporally Ordered Routing Algorithm (TORA)..................18 
d. Associativity-Based Routing (ABR)........................................20 
e. Signal Stability Routing (SSR) ...............................................21 
C. NETWORK TOPOLOGY ............................................................................22 
1. Star Topology .....................................................................................23 
2. Mesh Topology ...................................................................................23 
3. Tree Topology.....................................................................................24 
D. SUN SPOT SENSOR .....................................................................................24 
1. eSPOT Main Board............................................................................25 
2. eSPOT Daughterboard (eDEMO)....................................................26 
3. Battery.................................................................................................26 
E. SUMMARY ....................................................................................................26 
III. EXPERIMENTAL SETUP.......................................................................................27 
 viii
A. GENERAL......................................................................................................27 
B. TRAFFIC MODELING ................................................................................27 
C. SENSOR NETWORK ARCHITECTURE..................................................29 
1. Star Topology .....................................................................................29 
2. Binary Tree Topology........................................................................30 
3. Chain Topology ..................................................................................31 
D. SPOT APPLICATIONS................................................................................31 
1. Base Station (BS)................................................................................32 
2. Free-range Sun SPOTs (SPOTs) ......................................................33 
E. PERFORMANCE PARAMETERS.............................................................35 
1. Mean Throughput..............................................................................35 
2. Mean Interarrival Time ....................................................................35 
3. Mean Packet Drop .............................................................................36 
4. Mean Delay .........................................................................................36 
F. SIMULATION PROCEDURE.....................................................................37 
G. SUMMARY ....................................................................................................37 
IV. PERFORMANCE ANALYSIS.................................................................................39 
A. APPROXIMATION METHOD FOR IMPLEMENTING PARETO 
ON-OFF ..........................................................................................................39 
1. Approximating Pareto Distribution .................................................39 
2. Accuracy of the Approximation Method .........................................42 
B. SIMULATION RESULTS ............................................................................46 
1. Star Topology .....................................................................................46 
2. Binary Tree Topology........................................................................49 
3. Chain Topology ..................................................................................52 
4. Summary.............................................................................................56 
V. CONCLUSION AND RECOMMENDATION .......................................................59 
A. CONCLUSIONS ............................................................................................59 
B. RECOMMENDATIONS...............................................................................60 
LIST OF REFERENCES......................................................................................................63 
INITIAL DISTRIBUTION LIST .........................................................................................67 
  
LIST OF FIGURES 
Figure 1. Star Topology................................................................................................. xiv 
Figure 2. Binary Tree Topology......................................................................................xv 
Figure 3. Chain Topology ............................................................................................. xvi 
Figure 4. Sensor Nodes Scattered in a Sensor Field. (After [5]).......................................6 
Figure 5. Components of a Sensor Node. (After [5]) ........................................................6 
Figure 6. Categorization of Ad Hoc Routing Protocols. (From [10]) .............................10 
Figure 7. CGSR: Routing from Node 1 to Node 8. (From [6]).......................................12 
Figure 8. Propagation of RREQ to N8. (From [10]) .......................................................14 
Figure 9. Path of RREP to N1. (From [10]) ....................................................................15 
Figure 10. DSR Route Discovery. (From [10]).................................................................17 
Figure 11. Propagation of Route Reply with Route Record. (From [10]).........................17 
Figure 12. Route Creation, Using a “Height” Metric to Establish DAG (From [10]) ......19 
Figure 13. Route Maintenance Process. (From [10]) ........................................................20 
Figure 14. Star, Mesh and Tree Topology. (After [21])....................................................23 
Figure 15. Photo of a Sun SPOT (From [7]) .....................................................................24 
Figure 16. a. Sun SPOT BS Unit, b. Free-range Sun SPOT Unit and c. eSPOT Board 
Configuration and Connectors. (From [7]) ......................................................25 
Figure 17. On-Off Traffic Model and its Parameters. (From [23])...................................28 
Figure 18. Star Topology...................................................................................................30 
Figure 19. Binary Tree Topology......................................................................................31 
Figure 20. Chain Topology ...............................................................................................31 
Figure 21. Base Station Flow Chart ..................................................................................33 
Figure 22. SPOT Flow Chart.............................................................................................34 
Figure 23. SPOT Packet Format........................................................................................35 
Figure 24. Error Plot for 1.2on off   . .........................................................................42 
Figure 25. Error Plot for 1.4 1.2on offand   . .............................................................42 
Figure 26. Error Plot for 1.7 1.2on offand   . .............................................................43 
Figure 27. Error Plot for 1.9 1.25on offand   . ...........................................................43 
Figure 28. Close-up Error Plot of 1.9 1.25on offand   for r between 0.999 and 1.....43 
Figure 29. Error Plot for on  between 1 and 2 at r=0.9. ...................................................44 
Figure 30. Error Plot for on  between 1 and 2 at r=0.999. ...............................................45 
Figure 31. Error Plot for on  between 1 and 2 at r=0.999999 ..........................................45 
Figure 32. Star Topology - Mean Throughput (bytes/second) Plot. .................................46 
Figure 33. Star Topology - Mean Interarrival Time (sec) Plot. ........................................47 
Figure 34. Star Topology - Mean Packet Drop Plot..........................................................47 
Figure 35. Star Topology - Mean Delay (sec) Plot. ..........................................................48 
Figure 36. Binary Tree Topology – Mean Throughput (bytes/second) Plot. ....................50 
Figure 37. Binary Tree Topology – Mean Interarrival Time (sec) Plot. ...........................50 
Figure 38. Binary Tree Topology – Mean Delay (sec) Plot..............................................51 
 ix
 x
Figure 39. Chain Topology (3SPOTs) - Mean Throughput (bytes/second)......................53 
Figure 40. Chain Topology (3SPOTs) - Mean Interarrival Time (sec) Plot. ....................53 
Figure 41. Chain Topology (3SPOTs) - Mean Delay (sec) Plot. ......................................54 
Figure 42. Chain Topology (4SPOTs) - Mean Throughput (bytes/second) Plot. .............54 
Figure 43. Chain Topology (4SPOTs) - Mean Interarrival Time (sec) Plot. ....................55 
Figure 44. Chain Topology (4SPOTs) - Mean Delay (sec) Plot. ......................................55 
 
 
LIST OF TABLES 
Table 1. Architecture Recommendation for IEEE 802.15.4 and the Zigbee Standard xvi 
Table 2. Approximate Value of Respective  and . ...............................................41 ont offt
Table 3. Architecture Recommendation for IEEE 802.15.4 and the Zigbee 
Standard. ..........................................................................................................56 




THIS PAGE INTENTIONALLY LEFT BLANK 
 xiii
EXECUTIVE SUMMARY 
The need for intelligence in the battlefield has grown tremendously. Today, with 
the help of technology, especially wireless communications, the desire to have more 
intelligence has given rise to the idea of routing video images over wireless sensor 
networks. In the future, wireless sensor networks will not only fulfill the need for real-
time sensing of the environment, they will also perform the task of routing video images 
from the intelligence collector (the source), to the decision maker (the destination). This 
would apprise the combat decision maker with actual images of battlefield development 
and allow them to make sound decisions. 
The operation of the network is divided into three phases. In phase one the 
intelligence collectors capture the video images using any video capturing device, and the 
video images go through a video compression algorithm. For phase two, the compressed 
video images are sent through the wireless sensor network to the destination. Finally, in 
phase three the destination decompresses the video images before presenting them.  
This thesis focuses on evaluating the possibility of routing video images over a 
wireless sensor network. Video traffic will be modeled and simulations will be carried 
out via the use of the Sun Small Programmable Object Technology (Sun SPOT) Java 
development kits in three different network topologies: the star topology, binary tree 
topology and chain topology. Simulation data will be collected in text format and 
imported into Matlab for computation of performance parameters such as mean 
throughput, mean packet interarrival time, mean packet drop, and mean delay.  
The Sun SPOT development kit is an experimental technology from Sun Labs. 
Each developmental kit consists of one base station (BS) and two free-range SPOTs. The 
main processor is an Atmel AT91RM9200 system-on-chip (SOC) integrated circuit. The 
main processor runs the Java virtual machine (VM) “Squawk” and serves as an IEEE 
802.15.4 wireless network node.  
It is known that video traffic is self-similar and can be obtained by aggregating a 
large number of On-Off message sources. Hence, an On-Off model using the Pareto 
distribution function is useful to characterize a video application. In this thesis, an 
approximation method was adapted to implement the Pareto distribution function. This is 
due to the limitation imposed by the Java “Squawk” VM. The Java Squawk VM is a 
reduced set of standard Java language that does not contain the required math functions to 
implement the actual Pareto distribution function. The approximation method uses the 
integer power to compute the On-Off period of the Pareto distribution function instead of 
the floating point power. Using the approximation method, the maximum error between it 
and the actual Pareto distribution function is approximately .  Four different 
Pareto distribution shaping parameters, namely 
52.7 10
1.7 ,1.91.2,1.4,On   were examined. The 
parameter 1.2On   characterizes Ethernet traffic while 1.9On   characterizes video 
traffic. These four parameters are in the range of self-similarity (i.e. , H is the 




   being the most 
self-similar and the 1.9On   being the less self-similar.  
The star topology is configured such that all SPOTs are one hop away from the 
base station (BS) (see Figure 1). This topology provides very wide breadth but limited 
depth coverage. The simulation results show that the mean throughputs of all shaping 
parameters have identical characteristics but wide variations. These results do not permit 
a conclusive analysis. Hence, a best shaping parameter for this topology could not be 











Figure 1.   Star Topology 
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The binary tree topology is configured in two levels as depicted in Figure 2. This 
topology provides good breadth and some depth coverage. The simulation results show 
that the mean throughput of  1.2on   and 1.9on   are the lowest and their mean 
interarrival time are among the highest. Both parameters lie on the opposite edge of the 
self-similarity range ( , respectively), whereas, 1.2 0.9 0H1.9H and .55 1.4on   and 
1.7on   ( H , respectively) are in the mid-range of the self-
similarity range. These two parameters produce higher mean throughput with lower mean 
interarrival times. From these results, it is assessed that the best-performing shaping 
parameter is 1.4. The mean throughput is 124 bytes/second, the mean interarrival time is 
0.19 second (sec) and the mean delay of 4.76 sec. However, by interpolation a better 
performance parameter could be found between 
1.4 0.8 1.7and H 0.65
1.5On 1.6   . A point to note is that a 
three-level binary tree topology could not be established because data could not be 







Level 1 Level 2 
 
Figure 2.   Binary Tree Topology 
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The chain topology is configured in a straight line (see Figure 3), and as such it is 
good in depth but poor in breadth of coverage. The simulation results reveal that the 
mean throughput performance is the inverse of the binary tree topology.  The shaping 
parameters with higher self-similarity, i.e., 1.2,1.4on  , suffer a lower mean throughput 
than those at the lower self-similar range, i.e., 1.7 ,on 1.9  .  In this topology, 1.7on   
has emerged to be the best performer with the highest mean throughput vale of 142 
bytes/second, lowest mean interarrival time of 0.12 sec and mean delay of 3.33 sec. It is 
also observed that mean throughput reduces by more than half when there are four 
SPOTs in the chain topology.  




Figure 3.   Chain Topology 
 
In conclusion, Table 1 provides a recommendation of the topologies and their 
shaping parameter that will provide the desired breadth and depth network coverage.  
 
Recommended Topology 













Star 1.4 2 1 917 0.049 0.26 
Binary 
Tree 
1.4 2 2 124 0.194 4.76 
Chain 1.7 1 3 142 0.116 3.33 
Table 1.   Architecture Recommendation for IEEE 802.15.4 and the Zigbee Standard  
 
The decision to select the type of topology is based on the trade-off between 
breadth and depth coverage. If it is desired to have depth coverage then the chain 
topology should be adopted. If the decision is to have good breadth and some depth 
coverage than a binary tree topology will be good. Otherwise, if only breadth coverage is 
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I. INTRODUCTION  
A. BACKGROUND 
Information technology systems have provided the capability to collect, process, 
and distribute relevant data to thousands of locations, which has allowed the military to 
gain dominant battlespace awareness. In the age of Network Centric Warfare (NCW), the 
NCW architecture will most likely leverage small, low-power, and inexpensive network 
computing and wireless devices. Such wireless devices can be widely deployed to 
robustly and efficiently self-organize under dynamic conditions [1]. The infrastructures 
formed by the untethered wireless computing devices, such as wireless mesh sensor 
networks, can be adapted to serve a number of critical mission tasks.  
Wireless mesh sensor networks consist of a large number of wireless sensor nodes 
that are strategically deployed in or near the area of interest. These networks, though 
strategically deployed, are formed in an ad hoc manner. The wireless sensor nodes are 
used to sense and capture physical and/or environmental information of the area of 
interest. The captured information is a result of real-time sampling of the physical and/or 
environmental information. The captured data is then disseminated through multi-hop 
broadcasting to the destination node. Due to the ad hoc nature of the deployment, there is 
normally no fixed base access point or switch exchange. Every node acts as a repeater to 
transmit data from nearby nodes to peers that are too far away to reach. As a result, the 
effective range of the wireless sensor network can be extended to a large span of distance, 
especially over rough or difficult terrain.  
The advantages of wireless mesh sensor networks could potentially enhance the 
situational awareness of the fighting force greatly. This can be achieved if video or still 
images at the forefront of the battlefield could be transported to the command center via 
wireless mesh sensor networks. Essentially, the goal is to route the video or still images 
collected by intelligence sources such as unmannned arial vehicles (UAVs), special 
forces and scouts through the ad hoc wireless mesh sensor network deployed in the 
battlefield to the command center.      
 2
B.  MOTIVATION 
The study will exploit the many advantages of wireless mesh sensor networks. 
There are a host of technical difficulties with transmitting video or still images over a 
sensor network. The file size of a video image creates a challenge for the sensor device. 
The sensor device is usually small and therefore does not have a large enough buffer to 
store and process video images. Furthermore, the received video images are to be 
transferred through multiple-hops to the destination. Thus, the study focuses on 
performing the necessary research to examine the performance of the wireless mesh 
sensor network when video images are being transferred over the network.  
C. THESIS GOALS AND METHODOLOGY 
The goal of this thesis is to perform the necessary research to validate and 
implement a wireless mesh sensor network that will route video and still images from the 
intelligence source to the destination nodes (i.e., the command center). It has been 
observed by [2] that video applications exhibit self-similar characteristic. Modeling of 
self-similar traffic can be obtained by aggregating a large number of On-Off message 
sources. The Pareto distribution function, which fit well to this kind of traffic [3], will be 
used to model video traffic on the wireless mesh sensor network. Various performance 
behaviors of different network topologies will be investigated such as mean throughput, 
mean interarrival, mean packet drop and mean delay time. 
The experiments for performance analysis will be carried out using the SUN 
Small Programmable Object Technology (SPOT) Java development kit. Sun SPOT is a 
sensor hardware developed by Sun Microsystems that has a small, flexible Java virtual 
machine (Project Squawk) on the sensor platform. Each Sun SPOT Java development kit 
consists of three sensor hardware SPOTs. These SPOTs are configured into three network 
topologies, namely star, binary tree and chain topology. The performance behaviors of 
each topology will be investigated.   
 3
D. RELATED WORK 
As mentioned that the goal is to perform the necessary research to validate and 
implement a wireless mesh sensor network that will route video and still images from the 
intelligence source to the destination nodes. This section presents related work pertaining 
to transmitting video and still images over wireless sensor network.  
Culuriello, Joon and Savvides [4] developed a zero-computation inexpensive 
methodology for compressing frame-difference video. Video is encoded using address-
event representation (AER) and uses custom image sensors capable of detecting 
intensity-difference (motion) information. This compression enables wireless sensor 
nodes to stream temporal frame-difference video over wireless networks at higher rates. 
The work focuses on keeping a constant low bit rate over sensor network channels based 
on Zigbee radios, so that the motion information in an image can degrade gracefully 
when the resolution or image content varies over time. This thesis investigates the 
network topologies that will support as well as extend the distance of transmitting video 
images over wireless sensor network.  
E. THESIS ORGANIZATION 
This chapter provided the introduction, thesis goals, methodology and motivation 
for studying multimedia ad hoc wireless mesh sensor networking. Chapter II provides an 
overview of wireless sensor networking and an introduction to Sun SPOT sensor 
hardware. The chapter will also provide an introduction to mesh networks and the Ad hoc 
On Demand Distance Vector (AODV) routing algorithm. Chapter III is dedicated to the 
experiment setup. This chapter will present the simulation of the Pareto On-Off 
distribution model and the sensor networking architecture adapted in the study. Chapter 
IV will present the performance analysis, the approximation method for simulating the 
Pareto On-Off distribution model and discussion of the simulation results. Chapter V will 
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II. WIRELESS SENSOR NETWORKING 
This chapter introduces the characteristics and the components of a wireless 
sensor network (WSN) and highlights the performance evaluation metrics for a wireless 
sensor network. This chapter will also discuss various routing protocols, network 
topologies and the hardware used in this thesis. An overview of the capability of a 
wireless sensor network will also be discussed along with its various applications. 
A. INTRODUCTION TO SENSOR NETWORKS 
A WSN is a network of numerous inexpensive devices (or sensor nodes) with 
sensing, computation and wireless communication capabilities. The sensor nodes are 
small, lightweight and are identical. They can be deployed randomly or deterministically 
in a large quantity, of up to hundreds or thousands, in an area of interest. These sensor 
nodes are usually placed in close proximity, approximately 10 meters apart (see Figure 
4). They are capable of communicating with each other for self-organizing, broadcasting 
and multi-hop routing, or communicating directly with the base station (BS). Due to 
advancements in technology, the manufacturing cost of sensor nodes has reduced 
dramatically such that large quantities can be purchased at low cost and be networked to 
operate cooperatively unattended for a variety of applications. These applications can 
range from inventory control, temperature control, acceleration measurement, signal 
strength, light level measurement, intrusion detection, target field imaging and tactical 
surveillance. This section introduces the general components and the operating system of 
a sensor node. The performance of a WSN and its topology will also be discussed. 
 
 BS
Figure 4.   Sensor Nodes Scattered in a Sensor Field. (After [5])  
 
1. Sensor Node Hardware Components 
A sensor node consists of the following five main components [6]: the processor, 
memory, sensor, communication device, and power supply. Figure 5 shows the schematic 
diagram of the components of a sensor node. 
 
 
Figure 5.   Components of a Sensor Node. (After [5])   
 
a. Processor 
The processor is the brain of the sensor node. It performs tasks, processes 
data and controls the functionality of other components in the sensor node. It processes 
the data that were collected from its own sensor and decides when and what action is 
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needed to be carried out. It receives data from other sensor nodes and decides on the 
necessary action. The processor also executes various programs ranging from signal 
processing to communications protocols and application programs. In essence, the 
processor manages procedures that make the sensor node collaborate with other sensor 
nodes to carry out the assigned sensing task. 
b. Memory 
The memory component is made up of random access memory (RAM) 
and a flash memory. The RAM stores sensor readings and packets sent by other sensor 
nodes. However it loses its contents once the power supply is interrupted. Flash memory 
retains its contents even when the power supply is cutoff and can also be used like RAM 
if there is insufficient RAM. However, flash memory takes a longer time to read and/or 
write and it also consumes more energy. 
c. Transceiver 
The transceiver is used to transmit and receive data between sensor nodes, 
(i.e. connecting the sensor node to the network). It uses radio frequency (RF) 
communication that requires modulation, filtering and multiplexing circuitry. It may 
seem that adding this circuitry increases the complexity and manufacturing cost; 
however, it is the most preferred communication method as RF does not require a line of 
sight (LOS) between the transmitter and receiver. Data conveyed in the sensor network is 
separated into packets that are small in size. Also, frequency reuse is high due to the close 
proximity between the sensors and their small broadcast range. The sensor node 
transceiver is sometimes IEEE 802.15.4 compliant and consequently operates in the 
2.4GHz to 2.4835 GHz ISM unlicensed bands [7].   
d. Sensors 
The sensors used in a WSN are categorized into three categories as 
follows: passive omni-directional sensors, passive narrow beam sensors and active 
sensors. A passive omni-directional sensor measures the quantity at the point of the 
sensor nodes without manipulating the environment by active probing. Examples of such 
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sensors are temperature and light sensors. A passive narrow beam sensor has a well 
defined direction of measurement. An example of such sensors is a camera. Finally, an 
active sensor actively probes the environment. Examples of this kind of sensor are laser 
or sonar systems.  
e. Power Supply 
Sensor nodes are usually deployed in areas that are physically difficult to 
access. Hence, the lifetime of the sensor node is dependent on its own power sources. 
Intuitively, the node’s power supply is a crucial component. Typically, the energy source 
of a sensor node is often traditional batteries, such as AA size batteries or rechargeable 
batteries which have a fixed lifespan. Since sensor nodes are usually deployed in areas 
that are inaccessible, it is necessary to extend the lifespan of a node by recharging the 
battery from the environment. This type of lifespan extension is called energy scavenging 
[8], and an example of it is a technique such as using solar cells to collect solar energy.     
2. Performance Metrics for Wireless Sensor Networks 
The following is a list of metrics recommended by [9] as a measure of the 
effectiveness of a sensor network. 
a. Latency 
It is necessary that the information captured by a sensor node is sent back 
to the designated receiver as soon as the data is available. Hence, the sooner the 
information is made known to the designed receiver the better. 
b. Accuracy 
Data accuracy is important as it allows less sensor nodes to be deployed in 
an area of interest. That is, when deploying sensor nodes, more areas of interest can be 
surveyed with the same amount of sensor nodes, which results in cost savings.  
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c. Fault Tolerance 
Sensor nodes can be deployed in areas with harsh environmental 
conditions. Hence, they are usually very prone to failure as a result of a lack of power, 
physical damage, environmental interference, and man-made interference such as 
electronic jamming. Fault tolerance is the ability to sustain sensor network functionalities 
without interruption when sensor nodes exhibit failure [5]. Therefore, it is essential that 
networks are resilient to node failure. In a scenario where there are several nodes that fail, 
the routing protocol must be able to establish alternative routes to route data to the 
designated destination. The effect of node failure can be reduced by introducing node 
redundancy or collaborative processing and communication, or by applying both. 
d. Scalability 
The number of sensor nodes deployed in an area of interest may range in 
the order of hundreds to thousands in which the distance between nodes can be 10 meters 
or less in diameter. Thus it is essential that a routing algorithm can be scaled for large 
number of nodes.  
e. Energy Efficiency 
As mentioned earlier, a sensor node is usually operated on batteries with a 
limited lifespan. In a multi-hop ad hoc sensor network, the sensor node plays the role of 
both data originator and data router. The malfunctioning of few nodes can cause 
significant changes to the topology and require rerouting of packets and reorganization of 
the network [3].  Thus, it is essential that the applications running on the nodes are energy 
efficient. Efficient use of energy resources can prolong the lifetime of the network.     
B. ROUTING PROTOCOL 
This section introduces some of the existing routing protocols that are used in a 
wireless sensor network [10]. As depicted in Figure 6, these routing protocols may be 
categorized into table-driven or source initialed (demand-driven) [10]. The solid line in 
the figure represents a direct descendent while the dotted line represents a logical 
descendent.   
  
Figure 6.   Categorization of Ad Hoc Routing Protocols. (From [10])  
 
1. Table-driven Routing Protocols 
Table-driven routing protocols strive to ensure that the routing information is the 
most up-to-date from each node to other nodes within the network. The nodes exchange 
routing information to obtain the latest snapshot of the topological information. This 
results in less delay for the information to reach a specific destination. However, there is 
a price to pay for a shorter delay. Control messages have to be sent even though the nodes 
may not be transmitting to each other.  
a. Destination-sequenced Distance Vector (DSDV) 
Destination-Sequenced Distance Vector (DSDV) is described as a table-
driven protocol in [11]. It is a table-driven algorithm based on the Bellman-Ford routing 
mechanism. It is an improvement to the Bellmen-Ford algorithm as it ensures that the 
routing table is free from loops. This is accomplished by assigning a unique sequence 
number to each route. Since the sequence number is unique to each route, it distinguishes 
new routes from the old routes, and thereby prevents the existence of routing loops.  
Every node in the network maintains a routing table, which records the 
destination nodes that it is connected to. The routing table also indicates the number of 
hops needed to arrive at the destination nodes. Thus the routing table consists of a 
destination, route, the hop count, and a sequence number. The updated routing table is 
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transmitted periodically throughout the network in order to maintain table consistency. 
This can be done via two types of packets, namely a full dump and incremental packet. In 
the full dump packet, the entire routing table of a given node is transmitted to its directly 
connected neighbors. These packets are transmitted infrequently. In incremental packets, 
only routes that have changed as compared to the last full dump are sent to the destination 
nodes. Each node also maintains an additional table which stores the data that were sent 
in the incremental packets.  
The broadcasted new routes contain the address of the destination nodes, 
the hop counts needed to arrive at the destination nodes, the old sequence number and the 
new sequence number. The route with the most recent sequence number is always 
updated onto the routing table. In the event that two routes have the same sequence 
number, the route with the least number of hops is always adopted. This is to ensure that 
the shortest path is always adopted.  
Nodes also keep track of the settling time of routes. Settling time is the 
weighted-average time that routes to the destination will fluctuate before route with the 
least number of hops is received. Nodes will delay the broadcast of routing information 
based on the settling time.  This avoids sending extra updates, which would increase the 
traffic in the network before a better route arrives in the near future.      
b. Cluster-head Gateway Switch Routing (CGSR) 
The CGSR uses a hierarchical cluster-head-to-gateway routing approach 
to route traffic [12] instead of a flat network which was used by DSDV. The protocol 
selects a cluster head within a group of nodes. Packets designed for a destination node are 
routed to their cluster head and then the packet is routed from the cluster head to the 
gateway to another cluster head and so on until the cluster head of the destination node is 
reached. The packet is then transmitted to the destination node. Figure 7 depicts the 
routing protocol. 
 
 Figure 7.   CGSR: Routing from Node 1 to Node 8. (From [6])  
 
Similar to DSDV, in CGSR each node maintains a “cluster member table” 
which lists the destination cluster heads of each node. The “cluster member table” is 
broadcast using the DSDV algorithm and the receiving nodes update their own table upon 
receiving it from their neighbors.  
In addition, each node has to maintain a routing table which is used to 
determine the next hop in order to reach the destination node. That is, when a node 
receives a packet, it will have to consult the cluster member table and the routing table 
before the packet is routed to the destination node. Thus, the selected path to reach its 
destination node may not necessarily be the most optimal route. 
The disadvantage of this scheme is that frequent changes of a cluster head 
can badly affect the performance of the routing protocol. This is because more time is 
spent reselecting the cluster head instead of relaying messages. To avoid this problem, 
the least cluster change (LCC) clustering algorithm is used. Using this algorithm, a 
cluster head will be reselected only when two cluster heads come in contact with each 
other or when one of them moves out of range of any existing cluster head.       
c. Wire Routing Protocol (WRP) 
WRP is a table-based protocol [13]. It attempts to maintain routing 
information of all nodes within the network. Each node maintains four tables, namely a 
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distance table, routing table, link-cost table, and message retransmission list (MRL) table. 
The MRL contains the sequence number, a retransmission counter, acknowledgement-
request flag vector for each neighbor, and a list of updates sent in the update message. It 
also contains a record of which update in an update message needs to be retransmitted 
and which neighbors should acknowledge the retransmission. 
In WRP, each node uses update messages to update neighboring nodes of 
any link changes. An update message contains the destination, the distance to the 
destination, the predecessor of the destination, and a list of responses indicating which 
nodes should acknowledge the update. Nodes will send update messages after processing 
updates from neighbors or detecting a link change. If there is a lost link between two 
neighbors, update messages are sent to their neighbors. The neighbors will update their 
distance table and search for new paths through other nodes. The original node will be 
notified if new paths exist. Connectivity between nodes is maintained by sending a hello 
message when there is no update message to be sent. When a new node joins the network, 
it sends a hello message to each node in the network. Upon receiving the hello message, 
the node will update its own routing table and forward a copy of its routing table 
information to the new node. 
WRP prevents routing loops and avoids the “count-to-infinity” problem 
[14] by forcing each node to perform consistency checks of predecessor information 
reported by the neighboring nodes.  
2. On-demand Routing Protocols 
The on-demand approach is different from the table-driven approach in that, the 
initiating nodes initiate a route discovery process within the network only when there is a 
need to transmit data to a destination. The process is said to be completed only when a 
route is found or when all possible route permutations have been examined. Once a route 
is established, it will be maintained by the maintenance procedure. It will only be 
disconnected when the destination node becomes inaccessible along every path from the 
source or when the route is no longer needed. 
a. Ad Hoc On-demand Distance Vector (AODV) 
The AODV routing protocol is an improvement to the previously 
mentioned DSDV algorithm. In AODV, a node is not required to consistently maintain 
the routing information, as the path discovery process begins only when there is data to 
be sent to the destination node. Opposite of DSDV, during the entire routing process only 
nodes that are along the direct path, between the initiating and the destination nodes, have 
to maintain the routing information or participate in the routing table exchange [15]. Thus 
AODV seeks to minimize the number of required broadcasts between the nodes.  
 To illustrate the process, if N1 needs a route to N8, it broadcasts a route 
request (RREQ) message to its neighbors which then forward the request to their 
neighbors, and so on, until either N8 is reached or an intermediate node with a route to 
N8 is discovered. Figure 8 depicts the routing process. 
  
Figure 8.   Propagation of RREQ to N8. (From [10]) 
 
Intermediate nodes can reply to the RREQ only when they have a route to 
N8. If a route to N8 exists, the node will update its route table with the address of the 
neighbor who sent the broadcast packet, thus establishing a reverse path. In the event that 
it received the same RREQ again, the second copy will be discarded. Once the RREQ 
arrives at N8 or an intermediate node that has a route to N8, the N8/intermediate node 
will respond by unicasting a route reply (RREP) packet back to the sender node. The 
RREP is subsequently route back to N1 via the same route that RREQ is routed to 
N8/intermediate node. The nodes along this path then set up the forward path in their 
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route table pointing to the chain of nodes that unicast the RREP, which eventually points 
to either N8 or the intermediate node with a route to N8. Figure 9 depicts the path of the 
RREP to N1. 
 
Figure 9.   Path of RREP to N1. (From [10]) 
 
Each node maintains the following four pieces of essential information: its 
own sequence number, a broadcast ID which is incremented for every RREQ that is 
initiated, its own IP address, and the destination node’s sequence number. An RREQ is 
uniquely identified by the broadcast ID and the node IP address. Each node uses the 
destination sequence number to ensure all routes are loop-free and contain the most 
recent route information. 
The route maintenance is carried out as follows. If N1 is repositioned, it 
will reinitiate a route discovery protocol to find a new route to N8. If a node along the 
path is repositioned, its upstream neighbor (if it notices the changes) will initiate a link 
failure notification message to inform each of its upstream neighbors. The link failure 
notification will eventually arrive at N1, which may reinitiate route discovery to N8 if the 
route is still needed. In addition, each node broadcasts hello messages to inform each 
node of the existence of other nodes in its neighborhood; thus, maintaining the local 
connectivity of the node.  
b. Dynamic Source Routing (DSR) 
DSR is an on-demand routing protocol that is based on the concept of 
source routing [16]. In this protocol, each node is required to maintain route caches which 
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contain the source routes that are known to it. The route caches are continuously updated 
by the node as it continues to discover new routes. 
The DSR protocol consists of two major phases of operation, namely route 
discovery and route maintenance. When there is a packet to send to a destination node, 
the node will consult its own route cache for an existing unexpired route to the 
destination. If a route exists it will use the existing route to send the packet. However, if a 
route does not exist, it will send a RREQ packet to every node in the network. This is 
where the route discovery phase begins. The RREQ packet consists of the destination 
address, source address, and a unique identification number.  
Each node that receives the RREQ packet checks its own route table for an 
existing route to the destination. If a route does not exist, it will add its address to the 
route record and then forward the packet along with its outgoing link. The process will go 
on until the destination node or an intermediate node that has a route to the destination is 
reached.  
To prevent a large number of RREQ packets from being propagated into 
the network, the protocol limits the number of route requests that a node can send. A 
node will only forward the route request if it has not received the RREQ before and there 
is no record of it in the route record. Once the destination node or the intermediate node 
with a route to the destination node receives the RREQ, it will generate a route reply [17]. 
A packet arriving at either of these nodes will have a route record that contains the 
sequence of hops it has taken. Figure 10 shows the route record as the packet propagates 
through the network. For example, a packet sent from N1 to N8 will have a route record 
of N1-N2-N5 when it arrived at N8. The destination node will place this route record 
contained in the RREQ onto the route reply. An intermediate node will append its cached 
route to the route record and then generate the route reply. If the replying node has a 
route (in its route cache) to the initiator, the route reply will then be sent back to the 
initiator. Otherwise, the node may do one of the following. If the protocol supports 
symmetric links, the node may reverse the route in the route record and send the route 
reply back to the initiator. If symmetric links are not supported, the node will have to 
initiate its own route discovery to the initiator and the route reply will be piggybacked on 
the RREQ. Figure 11 illustrates the transmission of the route reply with its associated 
route record back to the initiator. For example, route reply sent from N8 to N1 will have 
route reply of N8-N5-N2-N1. 
 
Figure 10.   DSR Route Discovery. (From [10]) 
 
 
Figure 11.   Propagation of Route Reply with Route Record. (From [10]) 
 
Each node performs route maintenance through the use of route error 
packets and acknowledgements. When a fatal transmission problem is encountered at the 
data link layer of a node, route error packets will be generated and sent to the neighboring 
nodes. On receiving the route error packet, the hop error is removed from the node’s 
route cache and all routes containing the hop are truncated at that instant. As for 




c. Temporally Ordered Routing Algorithm (TORA) 
The TORA is a highly adaptive loop-free distributed routing algorithm 
developed based on the concept of link reversal [18]. It is designed to operate in a 
networking environment that is highly dynamic. It is an on-demand routing protocol that 
provides multiple routes for any desired source/destination pair. The key design concept 
of TORA is that it confines the sending of control messages to nodes where the 
topological change occurs [10]. To achieve this, every node has to maintain routing 
information about adjacent nodes, i.e., nodes that are one hop away.  
The protocol performs basic functions such as route creation, route 
maintenance, and route erasure. In the first two functions, the node establishes a directed 
acyclic graph (DAG) (that is rooted to the destination) based on a height metric. The 
height metric consists of the following five elements: logical time of a link failure, unique 
ID of the node that defined the new reference level, a reflection indicator bit, a 
propagation ordering parameter, and the unique ID of the node. Subsequently, each link 
is assigned a direction (i.e., upstream or downstream) based on the relative height metric 
of neighboring nodes. Figure 12 depicts the use of a height metric to establish a DAG. 
The accuracy of the height metric is dependent upon the logical time of a link failure. 
Thus, clock synchronization between nodes is an important factor for TORA. Usually 
clock synchronization is achieved through an external clock source such as GPS. 
 
 Figure 12.   Route Creation, Using a “Height” Metric to Establish DAG. (From [10]) 
 
When a node is displaced from its original location, the DAG route is 
broken and hence route maintenance is carried out to re-establish a DAG that is rooted to 
the same destination. The displaced node generates a new reference level which results in 
the propagation of that reference level by its neighboring nodes. This effectively 
coordinates a structured reaction to reestablish the DAG. In adapting to the new reference 
level, links are reversed to reflect the changes. Effectively, this is equivalent to reversing 
the direction of one or more links when a node has no downstream links. Figure 13 shows 
the route maintenance process in TORA. When the link from D to F fails, the link from D 
to B and D to C is reversed (see Figure 13 (2)). This subsequently causes the link from B 
to C and A to B to reverse as well (see Figure 13 (3) and Figure 13 (4)). 
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 Figure 13.   Route Maintenance Process. (From [10]) 
 
Finally, the route erasure function broadcasts clear packets (CLR) 
throughout the network to erase invalid routes. 
d. Associativity-Based Routing (ABR) 
ABR defines a new routing metric, known as the degree of association 
stability, for ad hoc mobile networks. The protocol is free from loops, deadlock, and 
packet duplicates. The fundamental objective of ABR is to derive longer-lived routes for 
ad hoc mobile networks. 
In ABR, route selection is based on the association stability of nodes. 
Association stability is defined by connection stability of one node with respect to 
another node over time and space [10]. A high degree of association stability implies low 
state of node mobility while a low degree of association stability implies a high state of 
node mobility. 
Each node periodically generates a beacon to inform its neighboring nodes 
of its existence. The beacon updates the associativity tables of the receiving node by 
incrementing its associativity tick with respect to the sending node. The associativity tick 
is reset when the neighbors of a node or the node itself moves out of proximity.  
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ABR operates in the following three phases: route discovery, route 
reconstruction (RRC), and route deletion. During the route discovery phase, an initiator 
node will broadcast a broadcast query (BQ) message to search for nodes that have a route 
to the destination. All intermediate nodes that receive the BQ message will append their 
addresses and their associativity ticks with their neighbors along with quality of service 
(QoS) information to the query packet. If a node receives the same BQ message twice, 
the message will be discarded. When the packet arrives at the destination node, it 
examines the associativity ticks for multiple possible paths to select the optimal route. If 
multiple paths have the same degree of stability, the route with the minimum number of 
hops will be selected. The destination then sends a reply packet back to the source via the 
same path. Nodes along the path will propagate the reply packet and mark their routes as 
valid.  
The RRC is initiated to reconstruct the routing table when there is a 
change in the network topology. This phase consists of partial route discovery, invalid 
route erasure, valid route updates, and new route discovery. RRC can be initiated by the 
source node, destination node or intermediate node. When a route is no longer needed, 
the source node initiates the route delete phase, which broadcasts a route delete broadcast 
to all nodes (regardless of whether they are along the route or not). This is to inform all 
nodes of the route deletion so that they will update their routing tables.  
e. Signal Stability Routing (SSR) 
The SSR is a signal stability-based adaptive routing protocol. Unlike the 
aforementioned algorithms, it selects routes with stronger connectivity between nodes 
and a node’s location stability [10].  
SSR is further divided into two cooperative protocols, namely the 
Dynamic Routing Protocol (DRP) and the Static Routing Protocol (SRP). The DRP is 
responsible for maintaining the signal stability table (SST) and routing table (RT). The 
SST keeps track of the signal strength of neighboring nodes. The signal strength of 
neighboring nodes is obtained by periodic beacons from their link layer.  
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After updating all appropriate table entries, the DRP hands over the 
received packet to the SRP. When the SRP receives a packet and if it is the intended 
receiver, it will pass the packet to the stack. Otherwise, it will forward the packet to the 
destination based on the route to the destination found in its RT. If the RT does not 
contain a route to the destination, it will initiate a route search process to find a route to 
the destination.  
Route requests are propagated throughout the network. However, only 
nodes with the strongest connectivity with the sender and that have not processed the 
route request message before will receive the route request message. At the destination 
node, only the first arriving route-search packet is replied to because it is assumed to be 
the shortest and/or less congested path [10].  
The DRP then reverses the selected route and sends a route-reply message 
back to the initiator. During this time, the DRP of the nodes along the return path will 
also update their RTs accordingly. If there is no route-reply message received at the 
initiator within a stipulated timeout period, the initiator will change the PREF field in the 
header to indicate that weak channels are also acceptable.  
When a link failure within the network is detected, the intermediate nodes 
send an error message to the source indicating which channel is the failed channel. The 
source then initiates another route-search process to locate a new path to the destination. 
It will also send an erase message to notify all nodes of the broken link.  
C. NETWORK TOPOLOGY 
This section provides an introduction to network topologies deployed in WSNs. 
The term topology refers to the way in which the end point, or stations, attached to the 
network are interconnected [19]. There are three common topologies deployed for WSNs, 
namely: star, mesh and tree. Each topology has its own set of advantages and 
disadvantages and supports a different power profile. Thus, the power consumption of 
each topology has to be assessed before a suitable topology can be selected to be 
deployed into the desired WSN.   
1. Star Topology 
In a star topology, all nodes are one hop away from the central node. Figure 14 
shows a star topology. This topology consumes the least amount of power as the nodes do 
not need to synchronize or route other nodes’ packets. However, the transmission 
distance of the radio, between node and central node, is the limiting factor to the size of 
the coverage area of the sensor network. The quality of the radio link defines the 
transmission distance.  
A star topology is most effective when the area of coverage of the network is 
small and requires extended period of operation. In terms of power consumption, if 
operating on two AA size batteries, it is said to be able to operate up to 5 years [20]. 
 
Figure 14.   Star, Mesh and Tree Topology. (After [21]) 
 
2. Mesh Topology 
The mesh topology as shown in Figure 14 represents a highly distributed network 
that allows transmission only to nodes that are one hop away [22]. Packets are multi-
hopped through numerous nodes before arriving at the destination. Thus, it is good for 
large-scale networks of wireless sensors that are distributed over a wide geographical 
area. In the event that a node failure occurs in the network, the packet will still be routed 
to the destination via other links making the network highly tolerant to failure. The 
topology is suitable if the network is required to operate over a long period of time. The 
battery operational life of the node is expected to last between one to three years [20]. 
 23
3. Tree Topology 
In a tree topology, as shown in Figure 14, a central root node is connected to one 
or more other nodes that are located at the second level. The second level nodes will also 
have one or more nodes that are located at the third level connected to it. The tree 
topology is symmetrical in nature; each node in the network has a specific fixed number 
of nodes connected to it at the next level. The largest drawback of the topology is that 
when one of the nodes at the second level fails the entire chain of nodes connected to that 
node will be rendered inoperative.  
D. SUN SPOT SENSOR 
 
Figure 15.   Photo of a Sun SPOT. (From [7]) 
 
In this section the actual hardware, namely the Sun Small Programmable Object 
Technology (SPOT) development kit, used in this study will be presented. The Sun SPOT 
development kit consists of the following three sensors: one base station (BS) Sun SPOT 
unit and two free-range Sun SPOT units. Figure 15 shows a photo of a Sun SPOT. 
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 Figure 16.   a. Sun SPOT BS Unit, b. Free-range Sun SPOT Unit and c. eSPOT Board 
Configuration and Connectors. (From [7]) 
 
Figure 16 shows the photos of the BS, the free-range Sun SPOT unit, and the 
components that make up the two units. The BS has an eSPOT main board without a 
battery or an application board. Power is supplied by a USB connection to a host 
workstation. The base station serves as a radio gateway between other Sun SPOTs (and 
theoretically other 802.15.4 devices) and the host workstation. The eSPOT unit contains 
the main board with a rechargeable Li-Ion prismatic battery and an example of an eSPOT 
daughterboard, the eDEMO board. 
The free-range Sun SPOT unit has an eSPOT main board, an eDEMO board and 
is powered by a battery.  
1. eSPOT Main Board 
The eSPOT main board contains the main processor, memory, and 802.15.4 radio 
transceiver and antenna. The main processor is an Atmel AT91RM9200 system-on-chip 
(SOC) integrated circuit. The memory is a single Spansion S71PL032J40, a multichip 
package (MCP) that consists of a 4 MByte NOR Flash memory and a 512 Kbyte pseudo-
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static random access memory (pSRAM). The pSRAM is self-refreshing and 
automatically enters power down mode when not selected for access. Memory contents 
are maintained as long as the power supply USB, external power supply or battery is 
connected (even during periods of off or “deep-sleep”). The wireless network 
communications use an integrated radio transceiver, namely the TI CC2420. The 
transceiver is IEEE 802.15.4 compliant and operates in the 2.4 GHz to 2.4835 GHz ISM 
unlicensed bands. The IC contains a 2.4 GHz RF transmitter/receiver with digital direct 
sequence spread spectrum (DSSS) baseband modem with MAC support. The effective bit 
rate is 250 kbps and chip rate is 2000 kchips/second.  
2. eSPOT Daughterboard (eDEMO) 
The supplied eDEMO board is an example from the possible universe of eSPOT 
daughterboards. It contains an Atmega88 processor, flash memory, a light sensor, an 
accelerometer, and temperature sensor. The Atmega88 microcontroller communicates 
with the main board as a slave device. The flash memory is a series of EEPROM memory 
for storing configuration information. 
3. Battery 
The internal battery is a 3.7V 720maH rechargeable lithium-ion prismatic cell. 
The battery has an internal protection circuit to guard against over-discharge, under 
voltage and overcharge conditions. The battery can be charged from either the USB type 
mini-B device connector or from an external source with a 5V  10% supply. Typical 
shelf life losses at room temperature are about 2% of the battery’s capacity per month and 
the rate can increase with the rise in temperature. 
E. SUMMARY 
This chapter introduces the characteristics and the components of a WSN and 
highlights the performance evaluation metrics for a WSN. Some of the routing protocols 
and network topologies were discussed to better appreciate the potential of the 
technology. This chapter also provided an introduction to Sun SPOT, which is a sensor 
used in this thesis. The next chapter will provide an overview of the experimental setup. 
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III. EXPERIMENTAL SETUP 
This chapter provides an overview of the experiment setup. It will present the 
traffic modeling methodology, the network topologies adapted for the experiment and an 
outline to the Sun SPOT application. A detailed description on the experimental 
procedure will be presented at the end of this chapter.  
A. GENERAL 
The equipment involved in the experiment is a development PC (a Dell laptop) 
installed with Java programming software IDE NetBeans version 5 and Sun SPOT 
development kits. Each Sun SPOT development kit consists of a base station (BS) and 
two free-range Sun SPOTs (SPOT). Six Sun SPOT development kits are available for this 
study.  
The BS and the SPOTs are Java platform; hence, Java bytecodes are written to 
program the BS as a receiver and the SPOTs as transmitters. The structure of an On-Off 
process for traffic modeling of video traffic is implemented in Java bytecode for 
downloading onto the SPOTs. The On-Off process will be described in detail in the next 
section. In the experiment, the WSN is deployed in three network topologies and the 
performance parameters such as mean throughput, mean interarrival time, mean packet 
drop and mean delay are computed from the collected data for analysis. The results and 
analysis will be discussed in the next chapter. 
B. TRAFFIC MODELING 
To examine the possibility of routing video traffic in a WSN, it is important to 
model the traffic flow in the network. An appropriately selected traffic model will reveal 
the possible performance of the network, in terms of mean throughput, mean packet 
interarrival time, mean packet drop and mean delay, when subject to the video 
application characteristics. 
In modeling traffic flow, there are options of using Poisson and self-similar 
message injection distributions. Traffic flow in MPEG-2 video applications has been 
observed to be self-similar [2]. Self-similar traffic can be modeled by aggregating a large 
number of On-Off message sources [3]. The length of time each packet spends in either 
the On or the Off state should be selected according to a distribution which exhibits long-
range dependence [3]. The general structure of an On-Off process is comprised of 
alternate periods of traffic generation activity (On state) and inactivity (Off state), as 
depicted in Figure 17.   
 
Figure 17.   On-Off Traffic Model and its Parameters. (From [23]) 
 
During the On period, the traffic sources produce a fixed-length packet at a 
regular interval, while in the Off period there is no packet generation. The size of the On 
and Off periods varies. According to [3], a Pareto distribution satisfies all the 
requirements. The Pareto distribution is a heavy-tailed distribution with a probability 
density function given by Equation (3.1). The corresponding cumulative distribution 
function is given by Equation (3.2). The parameter k specifies the minimum value that the 
random variable can take. In this experiment, k=1. The shaping parameter   determines 
the mean and variance of the random variable.  
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 
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Equation (3.3) describes Pareto On-Off distributions used to model traffic. The 
parameter r is a random number uniformly distributed between 0 and 1. It is randomly 
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chosen so that the size of the On and Off periods can be dynamically generated. The 
shaping parameter   is a constant, which shapes the On-Off period. It is a user-defined 
parameter to adapt the traffic generation to the application characteristics. For self-similar 
traffic,   falls in the range of 1 2   [24], which is related to . H is the 
Hurst parameter given in Equation 
0.5 1H 
(3.4) and it describes the degree of self-similarity. In 
modeling self-similar traffic for applications such as MPEG-2 video and Ethernet traffic, 
[3] recommend using 1.9On   and 1.25Off   and [24] recommended using 1.2On   
and 1.2Off  , respectively. 
 3
2
H   (3.4) 
 
In this study, 1.9On  , 1.25Off   and 1.2On  , 1.2Off   along with two 
other values ( 1On .4  , 1.2Off   and 1.7On  , 1.Off 2  ), will be examined. The 
performance parameters will be collected, analyzed and presented in the next chapter.  
C. SENSOR NETWORK ARCHITECTURE 
In this experiment the WSN is deployed in three different network topologies. 
These topologies are the star topology, binary tree topology, and chain topology. 
Depending on the topology, the mesh router function of the SPOTs will be enabled so 
that it is able to mesh route packets that it received to the desired destination. The routing 
protocol adopted by Sun SPOT is the AODV routing protocol. 
1. Star Topology 
In the star network topology, the simulation begins with one SPOT connected 
wirelessly to the BS and an increment of one SPOT after every simulation until six 
SPOTs are connected to the BS. To obtain a reasonable sample size, each simulation for a 
particular shaping parameter On  is repeated twenty times. The duration of each 
simulation is five minutes. The mean throughput, mean interarrival time, mean packet 
drop, and mean delay are computed from the collected data. Figure 18 depicts the star 
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topology for the experiment. Every SPOT is connected to the PC so that the number of 

















Figure 18.   Star Topology 
 
2. Binary Tree Topology 
A two-level binary tree topology involving one BS and four SPOTS is deployed. 
Level one SPOTs are configured as mesh routers so that packets transmitted by level two 
SPOTs will be routed to the BS. A sample size of twenty for each simulation of a 
particular On  is recorded. The duration of each simulation is five minutes. In this 
topology, the leaf SPOTs are deployed 40 centimeters (cm) apart from each other such 
that the SPOTs could not be in radio contact with the host PC. Thus, packets transmitted 
by the leaf SPOTs could not be captured by the PC via a USB cable. The onboard 
memory is also too small to support the capturing of the transmitted packets. Due to these 
reasons, only mean throughput, mean interarrival time and mean delay are computed. 



















Figure 19.   Binary Tree Topology 
 
3. Chain Topology 
In this network deployment, all the SPOTs are deployed in a line (i.e. one after 
another). In this topology, all SPOTs are configured as mesh routers so that packets 
transmitted from the last SPOT can be routed by the SPOT before it and be delivered to 
the BS. Twenty simulations per shaping parameter are performed and the mean 
throughput, mean interarrival time and mean delay are computed based on the collected 
data. The duration of each simulation is five minutes. For the same reasons as explained 
in the binary tree topology, the SPOTs are located too far (40 cm between each SPOTs) 
apart to be observed by the PC. Hence, mean packet drop is not computed. Figure 20 





BS SPOT3 SPOT2    … 
USB 
SPOT4Host 
Figure 20.   Chain Topology 
 
D. SPOT APPLICATIONS 
The Sun SPOT is a Java platform powered by the Java ‘Squawk” virtual machine 
(VM). Squawk VM is a VM for Java language that examines better ways of building 
VMs. It is meant to be used in small, resource-constrained devices [7]. Hence, 
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applications are implemented in Java bytecode. Both BS and SPOTs establish 
communications using the radiostream protocol provided by the radio communications 
library in Squawk VM. The radiostream protocol is a socket-like peer-to-peer protocol 
that provides reliable, buffered, stream-based communication input/output (I/O) between 
two devices [7]. When the radiostream protocol is implemented, the SPOT will 
automatically be enabled as a mesh router. It will act as a router to route any packets 
received from remote SPOTs, which are out of range from the BS, to the BS. The 
following subsections describe the flow of events in the Java bytecode.  
1. Base Station (BS) 
The BS is programmed to receive packets transmitted from the transmitter 
(SPOTs). The flow of events in a BS is depicted in Figure 21. It begins with establishing 
a radiostream connection, which is a bi-directional connection, with all the available 
SPOTs. This is followed by opening a data input stream and output stream to receive and 
send data. The BS then checks for available packets at the input stream and if there is a 
packet available, it will receive the packet, add a receive-time stamp to it, and print it on 
the screen. The BS will continue to monitor for inputs and terminate only when it is being 
reset.  
Start
Setup Radio Stream Protocol with 
existing SPOTs
Open data input & output stream for 
sending and receiving data packets
Read input data stream & output the 
data stream on screen













Figure 21.   Base Station Flow Chart 
 
2. Free-range Sun SPOTs (SPOTs) 
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The SPOTs are programmed to be transmitters transmitting simulated video 
traffic to the BS. This is where the Pareto On-Off distribution, as described by Equation 
(3.3), is implemented to generate simulated video traffic. Packets of 128 bytes each are 
generated and sent at the line rate of 250 kbps within the computed  milliseconds. 
When  is up, the transmitter will be turned off for the duration of  milliseconds. 
When  is up, a new  will be computed and the process will repeat itself until the 
transmitter is reset. This flow of events is captured in Figure 22. Figure 23 illustrates the 




802.15.4 standard, the maximum radio packet size is 128 bytes. In the radiostream 
protocol, the Sun SPOT uses 49 bytes as packet header which leaves 79 bytes for 
application data. Hence, the 79 bytes are divided into 4 byte sequence numbers, an 8 byte 
node ID, an 8 byte sender node time stamp, 1 byte field separators and 56 bytes for 
artificial data. In actual implementation the 1 byte field separators are not included. 
However in this thesis, the 1 byte field separators are included for easy of visualization 
and for Matlab’s extraction of data for computing the performance parameters. 
Start
Setup Radio Stream Protocol with 
BS
Open data input & output stream for 
sending data packets
Compute t_on and t_off time for 
Pareto distribution modeling
Format packet frame that carries: 
sequence number, node ID, node 
time stamp and data.
Is t_on time 
up?
























 4 bytes 1 byte 8 bytes 1 byte 8 bytes 1 byte 56 bytes
Figure 23.   SPOT Packet Format. 
 
E. PERFORMANCE PARAMETERS 
1. Mean Throughput 
Throughput is defined as the total amount of useful data received per unit of time. 
This is a fundamental measure of the performance of a network. In this study, statistical 
measurement is used to analyze the system mean throughput. The mean throughput in 





. 128Total No of simulations
i i
No of pkts received by BS Byte per pkt
Total transmissiontime
MeanThroughput
Total number of simulations

   

 (3.5) 
    
2. Mean Interarrival Time 
Interarrival time measurement is important as it is an integral part of traffic 
management. It can be used to investigate abnormal or unexpected network activities. 
Interarrival time is defined in Equation (3.6). The interarrival time of each packet (pkt) is 
computed using this equation. The mean interarrival time is given by Equation (3.7). 
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3. Mean Packet Drop 
Packet drop can be caused by a number of factors, including the following: signal 
degradation of the network medium, corrupted packet rejected by the receiver, and an 
oversaturated network link. A high amount of packet drops reveal poor network 
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Mean Packet Drop
Total no of simulations
 




4. Mean Delay 
The delay is the overall time taken from the time that data is transmitted by the 
source to the time that the designated destination receives. Delay affects applications in 
many ways. Applications such as video streaming and voice that are sensitive to delay 
cannot function properly when the delay becomes too long. In this study, mean delay is 
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Total No of pkts received per simulation
mean Delay
Total No of simulations


      

 (3.9) 




F. SIMULATION PROCEDURE 
The following steps describe the simulation procedure: 
 Open the Java bytecodes applications on IDE NetBeans. 
 Connect the BS and SPOTs to the PC via USB cable. 
 Deploy applications onto the BS and SPOTs one at a time. During the 
process of deploying the applications, the clock of the BS and SPOTs will 
synchronize with the PC. 
 After deploying the application onto the BS and SPOTs, use the run 
command in NetBeans to activate the simulation. During the simulation, 
the output of BS and SPOTs will be printed on the output windows of 
NetBeans. 
 After the simulation has stopped, save the outputs. 
 After repeating the simulation twenty times, run the Matlab code to 
compute the mean throughput, mean interarrival time and mean packet 
drop (for star network topology).  
G. SUMMARY 
This chapter provided an over view of the experimental setup. The chapter also 
provided a detailed discussion on traffic modeling methodology, sensor network 
architecture, Sun SPOT applications and performance parameters adapted in this thesis. 
A detailed step-by-step simulation procedure was also presented. The next chapter will 
present the implementation of Pareto On-Off distribution and follows with discussion and 













IV. PERFORMANCE ANALYSIS 
This chapter provides a performance analysis of the shaping parameters with 
respect to the star, binary tree and chain WSN topologies. The analysis will present 
results in terms of the performance parameters such as mean throughput, mean 
interarrival time, mean packet drop and mean delay.  
As mentioned in previous chapter, the Sun SPOT is a Java platform and is 
powered by Squawk VM. Therefore, it is not the standard Java and does not contain the 
standard library for Java programming. In the case of the experiment, the math library in 
Squawk VM does not contain the math operation required for implementing the Pareto 
distribution. This thesis uses an alternative, which is the approximation method, to 
implement the Pareto distribution. The approximation method and its accuracy will be 
discussed in the following subsection.    
A. APPROXIMATION METHOD FOR IMPLEMENTING PARETO ON-OFF 
The implementation of Equation (3.3), which describes the Pareto distribution, 
requires the math method pow(double a, double b) found in the standard Java math class. 
This method returns the value of the first argument raised to the power of the second 
argument (double represents a floating point value). However, Squawk VM is a reduced 
version of the standard Java. Thus, it does not provide the required pow method.  
1. Approximating Pareto Distribution 
To overcome this limitation, an alternative method has been developed. This 
alternative method finds an approximate value of 1
on  and 
1
off , which is the power 
of . It uses Equation 1 r  (4.1) to find the integer value of x and y that will give the 
minimum difference between the approximate value and the actual value of 1 .   
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The integer value x  and  are obtained by solving Equation y (4.1) in Matlab. The 
equation 
2y
x , which is the exponent of  1 r , can be separated into 1
2y
x    . Thus, 
Equation (4.2) is the new equation used to compute  and . In these equations, ont offt y  is 
the number of square root to be applied to  r1  and x  is the integer power of 
  121 yr  
 . The method uses the square root function available in Squawk VM to 
compute the value of   121  yr    and the result raised to the power of x . To obtain the 
result of the integer power, a fast version of math.pow written by Patricia Shanahan [25] 
was used to compute the approximated value of  and .  ont offt
 





x xt or t
r r
           
 









Table 2 shows the value of x  and y for computing  and  for the respective ont offt
on  and off . 
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  x  y  ont  
1.2on   218453 18 





    
 
1.2off   218453 18 





    
 
1.4on   93623 17 





    
 
1.2off   218453 18 





    
 
1.7on   77101 17 





    
 
1.2off   218453 18 





    
 
1.9on   137971 18 





    
 
1.25off   209715 18 





    
 
Table 2.   Approximate Value of Respective ont  and offt . 
2. Accuracy of the Approximation Method 
To verify the accuracy of the approximation method, the difference between the 
approximation method and the actual method at all values of r were computed. The 
computation was based on Table 2. Figures 24, 25, 26 and 27 show the error between the 
approximation method and the actual method. It can be seen that the error is very small 
and it increases minimally as the value of r approaches 1. This is a legitimate result as it 
can be seen from Equation (3.3) that as r approaches 1, the value of  or  approaches 
infinity. Hence, the error between the two methods will also approach infinity. Figure 28 
shows a close-up error plot for the range of r between 0.999 and 1 for 
ont offt
on 1.9   and 
1.25off  .  
 


















Error Plot of tOff for Off=1.2
 


















Error Plot of tOn for On=1.2
 
Figure 24.     Error Plot for 1.2on off   . 
 













Error Plot of tOn for On=1.4


















Error Plot of tOn for On=1.2
Figure 25.   Error Plot for 1.4 1.2on offand   . 
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Error Plot of tOn for On=1.7


















Error Plot of tOn for On=1.2
Figure 26.   Error Plot for 1.7 1.2on offand   . 















Error Plot of tOn for On=1.9
















Error Plot of tOff for Off=1.25
Figure 27.   Error Plot for 1.9 1.25on offand   . 
 















Error Plot of tOn for On=1.9


















Error Plot of tOff for Off=1.25
Figure 28.   Close-up Error Plot of 1.9 1.25on offand   for r between 0.999 and 1 
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As r is a random number uniformly distributed between 0 and 1, errors of such 
magnitude will only happen once in every one thousand or more simulations. Due to this, 
it is assessed that an error of such magnitude will not affect the characteristics of the 
Pareto distribution. To further prove the error is not enough to affect the accuracy of 
Pareto distribution, error plots for all value of   at three values of r are shown in Figures 
29, 30 and 31.  
 



















Error Plot for On between 1 and 2 @ r=0.9
 
Figure 29.   Error Plot for on  between 1 and 2 at r=0.9. 
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Error Plot for On between 1 and 2 @ r=0.999
 
Figure 30.   Error Plot for on  between 1 and 2 at r=0.999. 



















Error Plot for On between 1 and 2 @ r=0.999999
 
Figure 31.   Error Plot for on  between 1 and 2 at r=0.999999 
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Again it is observed that the error value increases as r approaches 1. From Figure 
31, it can be seen that the highest error is approximately 52.6 10 .  
B. SIMULATION RESULTS 
This section presents the simulation results and analysis of the three topologies.  
1. Star Topology 
The simulation results of the star topology are shown in Figures 32, 33, 34 and 35.  

































Figure 32.   Star Topology - Mean Throughput (bytes/second) Plot. 
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Figure 33.   Star Topology - Mean Interarrival Time (sec) Plot. 























Figure 34.   Star Topology - Mean Packet Drop Plot. 
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Figure 35.   Star Topology - Mean Delay (sec) Plot. 
 
From Figure 32, it can be seen that when there was only one SPOT connected to 
the BS, the highest throughput was provided by 1.4On  , and the lowest throughput was 
provided by 1.2On   with a spread of 195 bytes/second. The mean throughput 
continued to reduce by half when two SPOTs were connected to the BS. When three or 
more SPOTs were connected to the BS the throughput reduced to 211 bytes/second and 
below.  
Figures 33 and 34 show the mean interarrival time and packet drop performance 
of the star topology. The mean interarrival time increased linearly between one SPOT to 
four SPOTs; however, it plateaued from four SPOTs onwards. On a similar note, the 
mean packet drop also increased when more than one SPOTs were connected to the BS. 
However, the increase in mean packet drop was not linear and spreading of 
approximately 300 packets are observed. The mean packet drop also plateaued from four 
SPOTs onwards with a spreading of approximately 300 packets, except for five SPOTs. 
These results reveal that the BS was still receiving packets even when four or more 
SPOTs were connected to it. However, the packets were received at a very low rate. This 
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is due to the frequent request for retransmission as a result of high occurrences of traffic 
collision between SPOTs. This inevitably increase the mean interarrival time and packet 
drop. 
During the process of the simulations it was observed that occasionally the BS 
will run out of memory when there were three or more SPOTs in the network (this 
phenomenon also happened in binary tree and chain topology). Thus, the simulation time 
reduced to about two to three minutes instead of five minutes. According to technical 
advice from the Sun SPOT forum [26], in theory the BS will turn off the radio when it 
had received 1,000 packets backed up waiting for the host application’s attention. In this 
thesis, during each simulation, all SPOTs were programmed with the same traffic 
characteristic and transmitted at the same rate. Although all the SPOTs were activated to 
begin traffic generation and transmission one at a time, due to the present of r in equation 
(4.2), which is a random number, there will be times where their On period overlaps with 
each other. During the overlapping of the On period, the buffer of the BS may become 
saturated and the host application unable to de-queue the received packets. Thus results in 
the BS running out of memory and turning off the radio. This also resulted in the BS 
dropping all subsequent packets. Hence, increases the mean packet drop. 
Figure 35 shows the mean delay plot of the star topology. It can be seen that the 
spread of delay from three SPOTs onwards was quite large. As a result of such large 
variation of delay, the results are inconclusive. In order to have better understanding of 
the phenomena, an in-depth investigation is required.  
In summary for the star topology, 1.2 1.9On    produces self-similar and heavy-
tailed traffic. However, the results of the simulations are inconclusive and therefore are 
unable to pinpoint which shaping parameter has better performance. Hence, an in-depth 
investigation is required to establish some understanding of this aspect. Finally, the 
topology provides a very wide coverage in term of the breadth of the network.  
2. Binary Tree Topology 
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The simulation results of the binary tree topology are shown in Figures 36, 37 and 
38.  



























Binary Tree Topology - Mean Throughput
 
Figure 36.   Binary Tree Topology – Mean Throughput (bytes/second) Plot. 
























Binary Tree Topology - Mean Interarrival Time
 
Figure 37.   Binary Tree Topology – Mean Interarrival Time (sec) Plot. 
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Binary Tree Topology - Mean Delay
 
Figure 38.   Binary Tree Topology – Mean Delay (sec) Plot. 
 
The binary tree network topology was set up in two levels with one BS and four 
SPOTs. The topology has a very similar throughput performance as compared to the four 
SPOT star topology. In this topology, the leaf SPOTs are deployed 40 cm apart from each 
other, thus they could not be connected to the host PC. For this reason, packets 
transmitted by the SPOTs could not be captured for analysis. The onboard memory is 
also too small to support the capturing of the transmitted packets. Hence, mean packet 
drop could not be computed. A point to note is that a three-level binary tree topology 
could not be established because data could not be captured and hence could not be 
evaluated.  
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It is interesting to note that in this topology (see Figures 36 and 37), the mean 
throughput values of  1.2on   and 1.9on   were the lowest and their mean interarrival 
times were among the highest. Both parameters were on the opposite edge of the self-
similarity range ( ). Whereas, 1.2 0.9 1,H H .9 0.55 1.4on   and 1.7on   
( ) are in the mid range of the self-similarity range. These two 
parameters produced higher throughput with lower interarrival times. Figure 38 shows 
1.4 1.70.8,  0.65H H 
the mean delay of the topology. It is observed that the mean delay increases as the level 
of self-similarity reduces. To understand this phenomenon, further research has to be 
performed to identify the root course of the increasing delay.   
In summary, for the binary tree topology the results revealed that the performance 
of shaping parameter selected at the mid-range of the self-similarity range were better 
than those at both edges of the range. From these results, it is assessed that the best 
performing shaping parameter is 1.4. However, via interpolation, a better performance 
parameter could be from the range of 1.5 to 1.6. More investigation is necessary to 
confirm this assessment. Finally, the two-level binary tree topology provides good 
breadth as well as some depth coverage of the network. 
3. Chain Topology 
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The simulation results of the chain topology with three SPOTs and four SPOTs 
are shown in Figures 39, 40, 41 and 42, 43, 44, respectively. Both sets of figures reveal 
an inverse in mean throughput performance as compared to the binary tree topology.  
From Figure 39 the shaping parameters with higher self-similarity, i.e. 1.2,1.4on 
1.7 ,1.9on
, 
suffered a lower throughput than those at the lower self-similar range, i.e.   .  
Figure 42 shows that 1.4,1.9on 
1.7on
 have similar performance. These results show that, in 
this topology, shaping parameters with lower self-similarity characteristic performance 
better. In this topology,    emerged as the best performer with the highest mean 
throughput, lowest mean interarrival time and mean delay. It was also observed from 
Figure 42 that the mean throughput reduced by more than half when there were four 
SPOTs in the chain topology. However for mean delay (see Figure 44), the results are not 
coherent with that of Figure 41. In theory, the mean delay for a 4 SPOTs chain system 
should have a larger mean delay as compared to a 3 SPOTs system. However, the results 
show otherwise hence, further research need to be performed to investigate the 
phenomenon.  For the same reasons as mentioned in the binary tree topology, the SPOTs 
are deployed too far apart from the host PC such that the SPOTs could not be connected 
to the PC via USB cable. Hence, mean packet drop was not computed as the transmitted 
packets could not be captured for analysis.   























Chain Topology (3 SPOTs)- Mean Throughput
 
Figure 39.    Chain Topology (3SPOTs) - Mean Throughput (bytes/second). 
























Chain Topology (3 SPOTs)- Mean Interarrival Time
 
Figure 40.   Chain Topology (3SPOTs) - Mean Interarrival Time (sec) Plot. 
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Chain Topology (3 SPOTs)- Mean Delay
 
Figure 41.   Chain Topology (3SPOTs) - Mean Delay (sec) Plot. 
 

























Chain Topology (4 SPOTs)- Mean Throughput
 
Figure 42.   Chain Topology (4SPOTs) - Mean Throughput (bytes/second) Plot. 
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Chain Topology (4 SPOTs)- Mean Interarrival Time
 
Figure 43.   Chain Topology (4SPOTs) - Mean Interarrival Time (sec) Plot. 

















Chain Topology (4 SPOTs)- Mean Delay
 
Figure 44.   Chain Topology (4SPOTs) - Mean Delay (sec) Plot. 
 
In summary, for the chain topology shaping parameters with higher self-similarity 
suffered low mean throughput while those with lower self-similarity had higher mean 
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throughput. The performance of the three SPOTs chain was similar to that of the binary 
tree topology. Nonetheless, it provided very good depth coverage as compared to the 
binary tree topology. The only drawback with this topology was that it does not provide 
sufficient breadth of coverage.  
4. Summary 
In this chapter, the approximation method for implementing the Pareto 
Distribution on the Sun SPOT Java VM and the simulation results of the topologies were 
presented. The star topology provided good breadth of coverage; however, the simulation 
results were inconclusive and thus the best performing shaping parameter could not be 
ascertained. The two-level binary tree topology provided good breadth of coverage and 
some depth coverage. The simulation results reveal that the shaping parameter in the mid 
self-similarity range provided good mean throughput performance with low mean 
interarrival time. The chain topology had an inverse performance as compared to the 
binary tree topology. The simulation results showed that the shaping parameters at the 
lower end of the self-similar range provide better performance. It also showed that the 
performance of the three SPOTs chain topology was very similar to that of the binary tree 
topology. However, the advantage of the chain topology was that it provides better depth 
coverage.        
Having seen the performance of all three topologies, Table 3 provides a 
recommendation of the topologies and their shaping parameter that will provide the 
desired breadth and depth network coverage.  
 
Recommended Topology 













Star 1.4 2 1 917 0.049 0.26 
Binary 
Tree 
1.4 2 2 124 0.194 4.76 
Chain 1.7 1 3 142 0.116 3.33 
Table 3.   Architecture Recommendation for IEEE 802.15.4 and the Zigbee Standard.  
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The decision to select the type of topology is based on the trade-off between 
breadth and depth of coverage. If it is desired to have depth of coverage then the chain 
topology should be adopted. If the decision is to have good breadth and some depth of 
coverage then a binary tree topology will be good. Otherwise, if only breadth of coverage 
is desired, a star topology is excellent. 
Each shaping parameter performs differently when applied in different network 
topology. Table 4 provides a list of recommended topologies that provide the best 
performance with respect to a given shaping parameter. For example, 1.4On  has two 
best performance topologies, namely star and binary tree topology. One could implement 
the star topology combined with the binary tree topology to expend on the breadth and 
depth of coverage.  
 











1.2 Star 163 0.14 9 
Star 917 0.049 0.26 1.4 
Binary Tree 124 0.194 4.76 
1.7 Chain 142 0.116 3.33 
1.9 Star 103 0.127 5.54 
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V. CONCLUSION AND RECOMMENDATION 
A. CONCLUSIONS 
This thesis provided a performance analysis of the three WSN topologies, namely 
star topology, binary tree topology and chain topology by means of simulation. The 
simulation used a Pareto distribution to model video traffic over the WSN. The shaping 
parameters under investigation in the study were 1.2,1.4,1.7 ,1.9On  . The shaping 
parameter 1.2On   is recommended for modeling Ethernet traffic while 1.9On   is 
recommended for modeling MPEG-2 video traffic. These four shaping parameters fall in 
the range of self-similarity. The performance parameters used in the study were mean 
throughput, mean interarrival time, mean packet drop, and mean delay. 
The sensor used in the study was the Sun Small Programmable Object 
Technology (Sun SPOT) kit. The kit consists of a Base Station (BS) and two free-range 
SPOTs. Each sensor has a processor that runs on the Jave VM “Squawk” and which 
serves as an IEEE 802.15.4 wireless network node.  
In general, the star topology provided good breadth of coverage. In this study, the 
simulation results for each shaping parameter were very close and as such the results 
were inconclusive. Thus, the best-performing shaping parameter could not be clearly 
ascertained. The two-level binary tree topology provided good breadth of coverage and 
some depth coverage. The simulation results revealed that a shaping parameter in the mid 
self-similarity range (i.e., 1.4,1.7On  ) provided good mean throughput of 124 
bytes/sec and 106 bytes/sec, respectively. This was accompanied with low mean 
interarrival time of 0.19 sec and 0.17 sec, respectively. On the other hand, the other two 
shaping parameters (i.e. 1.2,1.9On  ) which are at the opposite edges of the self-
similarity range, faired poorer. Their mean throughputs were 92 bytes/sec and 35 
bytes/sec, respectively, and their mean interarrival times were 0.22 sec and 0.23 sec, 
respectively. The best performing shaping parameter observed in this study was 
1.4On  . An inverse mean throughput performance was observed in the chain topology 
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as compared to the binary tree topology. The simulation results showed that the shaping 
parameters at the lower end (i.e., 1.7 ,1.9On  ) of the self-similar range provided better 
performance. In the three SPOT chain topology, the mean throughput values with respect 
to 1.7 ,1.9On   were 142 bytes/sec and 107 bytes/sec, respectively, while the mean 
interarrival times were 0.12 sec and 0.23 sec, respectively. The results also showed that 
the performance of the three SPOT chain topology was very similar to that of the binary 
tree topology. In the four SPOT chain topology, the mean throughput was reduced by 
approximately one-half. Thus, the mean throughputs were 73 bytes/sec and 33 byte/sec, 
respectively, and the mean interarrival times were 0.26 sec and 0.9 sec, respectively. In 
this topology, the observed best performing shaping parameter was 1.7On  . In terms of 
range coverage, the chain topology was advantageous as it provided better depth 
coverage. The only drawback with this topology was that it did not provide sufficient 
breadth of coverage. 
With these simulation results, a table (see Table 3) of recommendations for IEEE 
802.15.4 and the Zigbee type of architecture was presented in Chapter IV. The table 
recommended the type of topology to adopt dependent upon the desired breadth and 
depth of coverage of the network. It also presented the best performing shaping parameter 
of the topologies.  
B. RECOMMENDATIONS 
From the simulation results presented in Chapter IV, the deepest coverage 
provided by the chain topology with the best mean throughput was only three hops away 
from the BS. For IEEE 802.15.4 and the Zigbee standard, it would mean that the 
maximum range of the network was approximately 30 meters. To expand the operating 
range of the network, there is a need to explore the topic of topology creation. In a mesh 
network environment, a mesh point (MP) is activated to discover existing mesh networks 
so that it can associate with them [27]. If there is no existing mesh network then it must 
be able to initiate a new network without user intervention. There are two approaches to 
discover a network, namely passive and active. The passive approach discovers a network 
based on the reception of beacon messages. It involves listening to all possible 
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communication channels. The disadvantage of this approach is that it takes a longer 
discovery process. The active approach discovers a network by means of sending probing 
messages. It has a shorter response time and thus allows a fast discovery of topology.  
The two approaches results in basic connectivity between nodes in the network after 
which the MP will have to form an Extended Service Set (ESS) network by associating 
with the neighboring node. Within the ESSs, gateway nodes maybe assigned to connect 
to other ESS thus forming a larger ESS. The end result is expanding the operating range 
of the network. 
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