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Abstract
Atom interferometers provide record precision in measurements of a broad range
of physical quantities. Extending atom interferometry to micrometer spatial res-
olution would enable new applications in electromagnetic field sensing, surface
science, and the search for fundamental short-range interactions. I present ex-
periments where we use a small Bose-Einstein condensate on an atom chip as an
interferometric scanning probe to map out a microwave field at distances down
to 16 micrometer from the chip surface with a few micrometers spatial resolution.
By creating entanglement between the atoms, our interferometer overcomes the
standard quantum limit of interferometry by 4 dB in variance and maintains en-
hanced performance for interrogation times up to 10 ms. This corresponds to a
microwave magnetic field sensitivity of 77 pT/
√
Hz in a probe volume of 20µm3.
High-resolution measurements of microwave near-fields, as demonstrated here,
are important for the development of integrated microwave circuits for quantum
information processing and applications in communication technology.
Quantum metrology with entangled atoms is particularly useful in measure-
ments with high spatial resolution, since the atom number in the probe volume
is limited by collisional losses. I analyze the effect of such density-dependent
losses in high-resolution atom interferometry, and show that there is a strict up-
per limit on the useful number of atoms. Our experimental results indicate that
even tighter limits on the particle number and interrogation time may arise from
density-dependent dephasing, and provide a starting point for future studies to-
wards the fundamental limits of coherence in Bose-Einstein condensates. Our
experimental setup is ideally suited to experimentally address these questions,
and provides a promising platform for further studies on quantum metrology and
entanglement in many-particle atomic systems.
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1Introduction
Interferometry is the cornerstone of most modern precision measurements. In
interferometry, interference patterns that occur when superimposing waves are
used to infer information about the path traveled by the waves. Atom interfer-
ometers make use of the wave-like nature of matter, which was first predicted by
deBroglie [1]. Interferometers operating with large atomic ensembles allow for
ultraprecise measurements of gravitation, inertial forces, fundamental constants,
electromagnetic fields [2, 3], and in atomic clocks provide the definition of the
second [4]. Atom interferometers typically operate with large atomic ensembles
containing up to millions of atoms. However, using a small atomic cloud as
a scanning-probe interferometer with high spatial resolution would enable new
applications in electromagnetic field sensing, surface science, and the search for
fundamental short-range interactions [2].
In an atom interferometer, the external (motional) or internal (spin) state of
atoms is coherently split and allowed to follow two different pathways. During
an interrogation time TR, a phase difference between the paths is accumulated,
which depends on the quantity to be measured. When the paths are recombined,
the wave-character of the atoms gives rise to an interference pattern, from which
the phase can be determined. To measure this interference, the number of atoms
in each output state is counted. Here the particle-character of the atoms is re-
vealed, as the measurement process randomly projects the wave function of each
atom into a definite state. When operating with an ensemble of N uncorrelated
(non-entangled) particles, the binomial counting statistics limit the phase un-
certainty of the interferometer to 1/
√
N , the standard quantum limit (SQL) of
interferometric measurement [5].
It is possible to overcome the SQL by making use of entanglement between
the atoms [6]. Using such quantum correlations, the measurement outcome of
each atom can depend on that of the other atoms. If used in a clever way, the
phase uncertainty of an interferometer can be reduced below the SQL, in principle
down to the ultimate Heisenberg limit of 1/N [7]. The field of quantum metrology
studies the use of entanglement for enhanced measurement precision [6]. In recent
years, suitable quantum states for entanglement-enhanced interferometry with
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atoms have been experimentally demonstrated [8–19]. Several demonstrations
of complete interferometer sequences and entanglement-enhanced measurements
have been reported [20–24], reaching an improved sensitivity by 4 dB in variance
compared to the SQL and an interrogation time of TR = 600 µs in reference [22].
In principle, quantum metrology can improve the precision of any interferom-
eter, but creating and exploiting the required entanglement is often challenging
in practice. Entanglement-enhanced interferometry is particularly useful in sit-
uations where N is limited by a physical process, such that the SQL cannot be
improved by simply increasing N . One such scenario is when high spatial resolu-
tion is desired. The number of atoms in a small probe volume is fundamentally
limited by density-dependent losses. The collision rate increases with density,
and eventually any additional atoms are simply lost from the trap before the
interferometer sequence has completed. This sets a tight limit on both the atom
number and the maximum interrogation time. Additional fundamental limits to
both N and TR arise from dephasing effects.
Atom chips provide a good platform for atom interferometry with high spa-
tial resolution. An atom chip is a micro-fabricated device with current-carrying
wires or other structures that allow magnetic trapping and precise manipulation
of neutral atoms close to the chip surface [25–27]. Atom chip traps are particu-
larly suitable for small ensembles of ultra-cold atoms, either in a thermal state
or condensed to a Bose-Einstein condensate (BEC). The trapping potential can
be accurately manipulated by adjusting wire currents, external magnetic fields
and other tools such as integrated microwave near-field potentials. This allows
precise positioning of the atomic cloud close to the chip surface, ideal for realiz-
ing a scanning probe. So far, both non-interferometric scanning-probe measure-
ments [28–33] and interferometric measurements with a static cloud [34–36] have
been reported on atom chips, but up to now neither an interferometric scanning
probe nor a measurement beyond the SQL has been demonstrated.
This thesis
In this thesis I present a scanning-probe atom interferometer with high spatial
resolution that overcomes the SQL using entanglement. Our interferometer probe
is a Bose-Einstein condensate (BEC) on an atom chip. We use it to measure a
microwave near-field generated with an on-chip microwave guide. By measuring
at several points in space we realize a scanning-probe interferometer.
We use N = 1400 Rubidium-87 atoms, trapped in a cloud of 1.1×1.1×4.0 µm
radius, 16 to 40 µm from the chip surface. Two internal states of the atoms are
used as interferometric pathways, and the pathways are split and recombined
using two-photon microwave and radio frequency pulses. At the end of the in-
terferometer sequence, we count the atoms in each output state with sensitive
absorption imaging, with a precision of about 5 atoms.
We create entanglement between the atoms by using a nonlinear interaction
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naturally arising in our system due to collisions between the atoms [12]. When
two atoms collide, both atoms obtain a phase shift depending on the state of
the other atom, thus creating quantum correlations between the two. A key
feature of our experiment is that we can turn on the nonlinear interaction by
spatially separating the two states. After the desired entanglement is created
we recombine the two states, effectively turning off the nonlinearity during the
interrogation time of the interferometer.
With this interaction, we create spin-squeezed states and realize an entangle-
ment-enhanced interferometer with a sensitivity of 4 dB in variance below to SQL,
and sub-SQL sensitivity is maintained for a interrogation times up to TR = 10 ms
at a distance of 40 µm from the chip surface. Our scanning-probe interferometer
operates on average 2.2 dB below the SQL down to 16 µm from the surface. This
also shows that the entanglement between the atoms survives while they are
transported close to the chip surface, which takes 20 ms of transport time. This
is the first demonstration of entanglement-enhanced atom interferometry with
a high spatial resolution scanning probe, and promises further high-resolution
sensing and measurement applications. The results of this work have also been
published in reference [37].
Outline
Chapter 2 gives a general introduction to ultracold atoms, and discusses their
interaction with static and oscillating magnetic fields. These are our main tools
for manipulating the internal and external state of the atoms. Chapter 3 discusses
interferometry, the standard quantum limit and quantum metrology in general.
In chapter 4, these concepts are applied to our experimental situation and I
discuss how density-dependent losses limit the useful number of atoms in our
small interferometric probe.
Chapter 5 discusses the experimental setup in detail, and in chapter 6 the re-
sults for our scanning-probe atom interferometer are presented. Finally, chapter 7
concludes the thesis, and gives an outlook on on-going work in our experiment.
15
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2Ultracold atoms and electromagnetic
fields
In this chapter, I give an overview of some concepts that are used in the re-
mainder of this thesis. I start by introducing ultracold atoms and Bose-Einstein
condensation. With a focus on 87Rb, which is the atomic species used in this
thesis, I describe the interaction of a ground-state atom with static and oscillat-
ing magnetic fields in section 2.3. We use this interaction to manipulate both
the motion and internal state of the atom. The internal state can be effectively
described as a collective spin, defined in section 2.4. Finally, I introduce atom
chips and basic trapping potentials in section 2.5.
2.1 Ultracold atoms
Spectroscopy on atomic gases has played an important role in understanding
physics at the atomic and molecular scale, and is the basis for many precision mea-
surements [3]. One of the most influential applications of atomic spectroscopy is
the atomic clock. Invented in the 1950s, atomic clocks enabled a precise redefini-
tion of the second based on interferometric spectroscopy of a hyperfine transition
in Caesium [38].
The advent of laser cooling and trapping enabled a large improvement in
atomic precision measurements [39,40]. Using the momentum of light to slow, cool
and trap atoms reduced the atomic sample temperature from room temperature
or far above to the µK regime; optical and magnetic trapping potentials allowed
to study the cold samples for longer time. Further reduction of temperature has
been achieved by advanced laser cooling techniques and using forced evaporative
cooling [41]. The combination of laser cooling, magnetic trapping and evaporative
cooling of atoms has led to the first realizations of Bose-Einstein condensation, a
new quantum state of matter [42–44].
Alkali atoms, having only a single valence electron, exhibit a relatively simple
internal level structure and are therefore popular choices for laser cooling as well
as spectroscopy and atomic clocks. Rubidium-87, used in this thesis, has optical
17
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transitions in the near infrared for which suitable laser sources have already
long been widely available1, and which has been used in many ultracold-atom
experiments.
2.2 Bose-Einstein condensation
Bose-Einstein condensation (BEC) is a peculiar state of matter first predicted by
Bose and Einstein in 1925 [45]. BEC is a purely quantum-statistical phenomenon,
characterized by macroscopic population of the ground state when Bosonic parti-
cles are cooled to very low temperature [46]. At such temperatures, the number of
energetically available quantum states is comparable to the number of particles,
and the details of the quantum statistics become significant. Given suitable di-
mensionality and geometry of the system, below a transition temperature Tc the
(phase) transition to BEC occurs and most particles condense into the ground
state, forming a Bose-Einstein condensate (a BEC).
Since the first experimental demonstrations of BEC in 1995 [42–44], their
properties have been studied extensively in both theory and experiments. In this
thesis, the phenomenon of BEC is not itself studied in detail, but rather used as a
tool for quantum technology. Since in a BEC most atoms occupy the exact same
quantum state, it is an extremely “clean” starting point for further manipulation
of the quantum state of the system, and as such a promising platform for quantum
metrology and other quantum technologies2.
For detailed theoretical discussion of the phenomena many good references are
available, e.g. [47,48]. Here, I only mention a few key results that are of use later
in this thesis and give an intuitive description of BEC following reference [48].
Intuitively, BEC can be understood from the statistical problem of distribut-
ing N bosons over p quantum states. For example, consider the case N = p. If
the particles are distinguishable, as would be the case for classical particles, there
are N ! different configurations with exactly one particle in each state, but only
p configurations where all particles are in the same state. Even for small N , it is
extremely unlikely to find large occupation of any state. However, for indistin-
guishable particles, such as identical Bosons in quantum mechanics, there is only
1 configuration with one particle per state, and still p configurations where all
particles are in the same state. Thus, it becomes more likely to find a significant
number of particles occupying the same quantum state.
It is important to note that this effect of distinguishability only plays a sig-
nificant role if the number of states p is limited. For large p  N , the majority
of states is unoccupied in any case, and the statistics are not affected by whether
1In particular, the original compact disc used diode lasers at 780 nm, corresponding to the
D2 line in
87Rb, which led to mass production of lasers at this wavelength.
2Note that BEC is by no means necessary for quantum metrology with atoms. Many of
the techniques described in this thesis may well apply to thermal trapped atoms, and quantum
metrology is even possible with room-temperature atomic vapor [23].
18
2.2 Bose-Einstein condensation
or not the particles are distinguishable. The quantum effects become significant
when p . N , in which case the gas is called degenerate. In practice this condition
is reached by lowering the temperature T , which limits the accessible number of
states. Whether or not a BEC can form at finite temperature depends strongly
on the density of states, or how the states are distributed in energy. This is, in
turn, determined by the dimensionality of the system and the trapping potential.
In particular, for a three-dimensional non-interacting gas in a harmonic trap with
large N , a BEC is formed below the transition temperature Tc defined by [48]
kBTc = 0.94 ~ωtN1/3, (2.1)
where ωt is the geometric mean of the trap frequencies and large N is assumed.
For T < Tc, the ground state is macroscopically occupied by Nc atoms, given by
Nc
N
= 1−
(
T
Tc
)3
. (2.2)
For smaller N , small corrections to these equations can be made [46].
Although BEC can be formed by non-interacting atoms, in general interac-
tions (elastic collisions) between the particles play an important role in defining
the properties of the condensate. Weakly repulsive interactions, as we have for our
87Rb atoms, actually tend to reinforce the effect of statistics in forming BEC [48].
Typically, the interactions can be well described by only considering spherically
symmetric s-wave collisions3, characterized by the s-wave scattering length a.
2.2.1 Mean-field description
The collective dynamics of a BEC are well described by the Gross-Pitaevskii
(GP) or mean-field approximation, which is obtained by assuming that the many-
body wave function is a product of single-particle wave functions and neglecting
any excitations (T=0). For a single-component BEC, the time-dependent GP
equation reads [48]
i~
∂Ψ
∂t
= − ~
2
2m
∇2Ψ + VΨ + g|Ψ|2Ψ. (2.3)
Here, Ψ(~r, t) =
√
Nψ(~r, t) is the condensate order parameter with ψ the single-
particle wave function. The terms on the right-hand side of equation (2.3) cor-
respond to the kinetic energy, the trapping potential V , and interactions charac-
terized by the effective interaction constant g = 4pi~2a/m, where m is the atomic
mass. The complex problem of pairwise interactions is greatly simplified in the
GP equation: for any particle, the effect of all other particles takes the form of
3For alkali atoms, the temperatures relevant to BEC are typically much smaller than the
energy scale associated with the interatomic (van der Waals) potentials. This makes higher
partial wave scattering processes energetically unlikely [48].
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an extra potential energy that scales with the local density |Ψ|2. This is often
called the mean-field interaction.
The ground-state density profile can be found from the time-independent
version of the GP equation, where the time derivative i~∂/∂t is replaced by
the chemical potential µ. For large condensates, the kinetic energy can usu-
ally be neglected compared to the interactions, leading to a density profile that
mimics the trapping potential. This is the famous Thomas-Fermi limit. In a
harmonic trap, the Thomas-Fermi profile is an inverted parabola with radius
RTF,i =
√
2µ/(mω2i ), with ωi the trap frequency in direction i ∈ {x, y, z} [47].
For small and/or strongly elongated BECs the kinetic energy becomes relevant.
We use the approximations in reference [49] to find a modified RTF describing
the size of our cloud.
When the particles are allowed to occupy two internal states, equation (2.3)
can be extended to a set of two coupled equations. The two-component GP
equations read [48,50]
i~
∂Ψi
∂t
= − ~
2
2m
∇2Ψi + ViΨi + gii|Ψi|2Ψi + gij |Ψj |2Ψi, (2.4)
for i, j ∈ {1, 2}, j 6= i, and where Ψi represents the order parameter of component
i and gij = 4pi~2aij/m characterizes the s-wave scattering interactions between
components i and j. Interactions changing the internal state are excluded. In
general, the intra-state interaction parameters a11, a22 are different from each
other and from the inter-state interactions a12 = a21.
2.3 Atom-field interaction
The techniques used in this thesis rely on manipulating and interrogating neutral
87Rb atoms with various electromagnetic fields, and a basic understanding of the
corresponding atom-field interaction is required. Fortunately, this interaction has
been studied in great detail, and it suffices here to briefly mention a few results
that are needed later in this work.
For laser cooling, optical pumping and atom detection, we use near-infrared
lasers to excite the electric dipole transition between the 5S1/2 ground state and
5P3/2 excited state (the D2 line). A detailed treatment of these techniques can
be found in reference [39].
Within the 5S1/2 hyperfine manifold, we use microwave and radio frequency
fields to couple various levels. These transitions are only sensitive to the magnetic
component of the field, and thus we consider only the magnetic microwave field
in this thesis4. For a thorough analysis of this interaction in the context of our
experiment the reader is referred to [51].
4The effect of the electric microwave field is common to all |F,mF 〉 states and in addition
typically small compared to that of the magnetic field [51].
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2.3.1 Hyperfine structure and static magnetic fields
An atom in a static magnetic field ~B is described by the Breit-Rabi Hamiltonian
HBR = AhfsIˆ · Jˆ + µB(gI Iˆ + gJ Jˆ) · ~B. (2.5)
Here Ahfs is the magnetic dipole constant of the manifold, Iˆ and Jˆ are the nuclear
and electronic spin of the atom, respectively, and gI and gJ the corresponding
g-factors.
For B = 0, the eigenstates of HBR are the eigenstates |F,mF 〉 of Fˆ 2 and
Fˆz, where Fˆ = Iˆ + Jˆ is the total spin of the atom. For the
87Rb ground state,
I = 3/2 and J = 1/2, and there are two manifolds |1,m1〉 and |2,m2〉 separated
in energy by ∆Ehfs = 2Ahfs = h× 6.834682611 GHz [52] and consisting of 3 and
5 degenerate mF states, respectively.
For J = 1/2, the Breit-Rabi Hamiltonian can be diagonalized analytically for
arbitrary magnetic field [52,53]. In the |F,mF 〉 basis5 for I = 3/2,
E|F,mF 〉 = −
Ahfs
4
+ gIµBmFB ±Ahfs
√
1 +mFx+ x2, (2.6)
where x = 2(gJ − gI)µBB/Ahfs and the + and − signs refer to F = 2 and F = 1,
respectively. For 87Rb gJ ≈ 2 and gI ≈ −1 × 10−3 [52], and in the following we
neglect the coupling to the nuclear spin.
From equation (2.6), two magnetic-field regimes can be identified with a cross-
over around B = Ahfs/2(gJ −gI)µB = 610 G. In low fields, the Breit-Rabi energy
simplifies to the linear Zeeman effect, which gives a linear energy shift within
each F -manifold,
EZ ≈ gFmFµBB (2.7)
where the total-angular-momentum g-factor gF ≈ ±12 , with the same sign conven-
tion as equation (2.6). This corresponds to a linear Zeeman shift of 0.70 MHz/G
between adjacent mF levels. Figure 2.1 shows the level diagram in this regime.
There are three states that have increasing energy with increasing magnetic field,
|2, 2〉, |2, 1〉 and |1,−1〉, which makes it possible to trap these states in a mini-
mum of the magnetic field. The latter two states are particularly interesting for
interferometry, as they have the same linear Zeeman shift. These two states will
serve as the interferometer states, and I define the short-hand notation
|1〉 ≡ |F = 1,mF = −1〉, (2.8)
|2〉 ≡ |F = 2,mF = 1〉.
For most of our purposes, the linear Zeeman shift gives sufficiently accurate
predictions. One important exception is the differential energy ∆E between |1〉
5It should be noted that for high fields the states |F,mF 〉 are not the eigenstates of Fˆ 2 and
Fˆz. In this work we operate at low fields, where the distinction is negligible.
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and |2〉, to which an interferometric measurement is sensitive and for which the
quadratic Zeeman effect cannot be neglected. A useful property of this pair of
states is that there is a “magic field” value B0 ≈ 3.23 G, around which the
differential energy shift of the states |1〉 and |2〉 scales only quadratically with B,
∆E/~ = ω0 + β(B −B0)2, (2.9)
with a curvature β = 2pi×431 Hz/G2 and offset ω0 = 2pi×6.834678114 GHz [54].
Operating close to the magic field makes a superposition between |1〉 and |2〉 very
robust to magnetic field noise, and coherence times up to seconds [34] and even
one minute [55] have been measured.
2.3.2 Microwave and radio frequency fields
As seen in the previous section, there are two relevant energy scales within the
ground state hyperfine manifold of 87Rb. At low magnetic fields of a few Gauss,
the states are grouped in the F = 1 and the F = 2 manifolds, separated by
Ehfs ≈ h × 6.8 GHz. Within each F -manifold, adjacent mF levels are separated
by a few MHz in frequency. Magnetic dipole transitions can be driven both
between F = 1 and F = 2 (with the selection rule ∆mF = 0,±1) and between
adjacent mF levels. For clarity, in this thesis we refer to ≈ 6.8 GHz-fields as
microwave frequency (MW) and reserve the term radio frequency (RF) for fields
oscillating at MHz frequencies6.
2.3.3 Microwave potentials
A complete description of the atom in a radiation field can be given in the dressed-
state picture by considering the atom (with Hamiltonian HBR given in (2.5))
coupled to the quantized radiation field, which is discussed in detail for 87Rb in
reference [51]. For strong microwave fields, however, the situation can be greatly
simplified and reference to the quantized field can be dropped altogether from
the problem. Here, I present some results following section 5.1 of reference [51].
In the dressed-state picture, the atom-field system has eigenstates character-
ized by the atomic state |F,mF 〉 and the field state |n〉 occupied by n photons
in a single field mode at frequency ω. By considering only one field mode, the
driving field is approximated as monochromatic radiation. In small static field
B, such that µBB  Ehfs, and at the same time small microwave detuning
∆0 = ω − ω0  ω0, the atom-field states form a “ladder” of well-separated
groups, where each step in the ladder consists of the 8 closely-spaced states
|1,mF 〉|n+ 1〉 and |2,mF 〉|n〉 and the separation between steps is ~ω. If further-
more the microwave field strength µBBmw is small compared to the hyperfine
splitting, couplings only occur within each group. We can make the rotating
6Note that in industry applications, the term RF usually includes the full microwave spec-
trum, but in this thesis it refers only to frequencies from ≈ 1 MHz up to a few tens of MHz.
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Figure 2.1: Level diagram of the hyperfine ground state manifold at small fields.
Horizontal lines indicate the levels, with interferometer states |1〉 and |2〉 highlighted
in blue and red, respectively. Dashed lines indicate possible microwave transitions
for σ− (orange), pi (green) and σ+ (purple) labeled by corresponding matrix elements
〈2,m2|Jα|1,m1〉, for α = −, z,+, respectively, where J± = Jx ± iJy.
wave approximation by taking only one such group into consideration, leaving
only 8 states like we had for the bare atom.
If in addition n  1, we can ignore the difference between |n〉 and |n + 1〉.
This makes the problem independent of the field quantization, and we can drop
the quantized field in favor of the classical field
~Bmw(t) = Bmw
1
2
(
~e−iωt + ~ ∗eiωt
)
with amplitude Bmw and unit polarization vector ~. The calculation no longer
depends on which value of |n〉 we chose to keep. Note that, by dropping reference
to the field state, we lose track of the energy difference ~ω between the |1,mF 〉|n+
1〉 and |2,mF 〉|n〉 groups. This is equivalent to transforming to the reference frame
co-rotating at ω, as is usually done when the field is treated classically from the
start (see e.g. [39]).
Finally, we simplify HBR to include only the linear Zeeman shift as discussed
in section 2.3.1. The resulting Hamiltonian in the |F,mF 〉 basis is
H =
∑
m2
(
−1
2
~∆0 + g2µBm2B
)
|2,m2〉〈2,m2| (2.10)
+
∑
m1
(
+
1
2
~∆0 + g1µBm1B
)
|1,m1〉〈1,m1|
+
∑
m1,m2
(
1
2
~Ω2,m21,m1 |2,m2〉〈1,m2|+ h.c.
)
.
On the diagonal, we have the (linear) Zeeman energies, frequency-shifted by
±∆0/2 which is the hyperfine splitting in the frame co-rotating at ω. Off-diagonal,
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we have the coupling elements characterized by the Rabi frequencies
Ω2,m21,m1 = µBBmw〈2,m2|~ · ~J |1,m1〉. (2.11)
These couplings can be separated into linearly polarized pi transitions sensitive
to ~ ·~ez and ∆mF = 0, and circular polarized σ± transitions sensitive to ~ · (~ex±
i~ey)/
√
2. The corresponding matrix elements 〈2,m2|~ · ~J |1,m1〉 are calculated in
appendix A.3 of reference [51], and summarized in figure 2.1, where we define
J± = Jx ± iJy.
The eigenstates of equation (2.10) can be written as superpositions of |F,mF 〉
states. Far detuned from any possible transition, that is when |Ω2,m21,m1 |  |∆
2,m2
1,m1
|
for all combinations of m1, m2 where ∆
2,m2
1,m1
is the detuning to the respective
transition, the eigenstates are very close to the bare |F,mF 〉 states and their
energies are well described by summing the AC Zeeman shift contributions from
each off-resonant transition
E|F,mF 〉 ≈ EZ ∓
1
2
~∆0 ∓ ~
∑ |Ω2,m21,m1 |2
4∆2,m21,m1
, (2.12)
where the sum runs over all levels coupled to |F,mF 〉 and the minus (plus) sign
corresponds to F = 2 (F = 1).
Combined with spatial gradients of the microwave field intensity, this AC
Zeeman shift can be used to make a spatially structured potential for the atoms.
Interestingly, this potential is state-selective, and the state-selectivity can be
chosen by adjusting the microwave frequency.
Early work in microwave trapping of neutral atoms has been done in the stand-
ing wave of a cavity field [56], but large field gradients are difficult to achieve due
to the large microwave wavelength. In contrast, the near-field distribution close to
small microwave guiding structures can be used to generate strong gradients [57].
In this thesis, we use such near-field gradients to generate state-dependent po-
tentials (see section 5.5).
2.3.4 Rabi oscillations
Before considering resonant Rabi coupling in the full 8-level system, it is useful
to consider the simple scenario of Rabi coupling in 2-level and 3-level systems.
Two-level system
Consider a two-level atom with energy eigenstates |1〉 and |2〉 separated in energy
by ~ω0. The levels are coupled by an oscillating field at frequency ω, detuned
from resonance by δ = ω − ω0.
Close to resonance (|δ|, |Ω|  ω0) we can again make the rotating wave ap-
proximation. The Hamiltonian in the frame co-rotating at ω is [39, 58]
H =
~
2
(
δ Ω∗
Ω −δ
)
(2.13)
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in the basis {|1〉, |2〉}. Here, the Rabi frequency Ω is in general complex. The
complex phase of Ω corresponds to the phase of the driving field with respect to
the co-rotating frame7.
Writing a general two-level state |ψ〉 = c1|1〉 + c2|2〉, the solution to the
Schro¨dinger equation is [58]
c1(t) = c1(0)
[
cos
(
Ω′t
2
)
− iδ
Ω′
sin
(
Ω′t
2
)]
− iΩ
∗
Ω′
c2(0) sin
(
Ω′t
2
)
(2.14)
c2(t) = c2(0)
[
cos
(
Ω′t
2
)
+
iδ
Ω′
sin
(
Ω′t
2
)]
− i Ω
Ω′
c1(0) sin
(
Ω′t
2
)
,
where Ω′ =
√|Ω|2 + δ2 is the generalized Rabi frequency. Starting from an initial
state |1〉, the population oscillates with frequency Ω′. On resonance, the oscilla-
tion frequency is minimal and the populations oscillate fully between |1〉 and |2〉.
For δ 6= 0, Ω′ increases and the oscillation amplitude is reduced, such that state
|2〉 is never fully reached. In our experiment, we use the hyperbolic form of Ω′ as
a function of δ to find the resonance condition δ = 0.
Two-photon transitions in a three-level system
Next, we consider a three-level system with levels {|1〉, |2〉, |3〉}, where |3〉 is de-
noted the intermediate state. It may lie in energy between |1〉 and |2〉 (“ladder
system”) or outside that interval (“Λ” or “V ” system). Here we choose the signs
corresponding to a Λ system8. We denote the energy difference between |i〉 and
|j〉 as ~ωij .
Two coupling fields are introduced, with frequencies ω1 and ω2 and coupling
strengths Ω1 and Ω2, respectively. Here, Ωi is the single-photon Rabi frequency
for coupling between state |i〉 and |3〉, and we assume there is no direct coupling
between |1〉 and |2〉. We define the intermediate-state detuning ∆ and the two-
photon detuning δ such that
ω1 = ω13 + ∆ + δ/2,
ω2 = ω23 + ∆− δ/2.
Consequently, for δ = 0 the frequency difference between the two light fields
corresponds exactly to the frequency difference ω12 between |1〉 and |2〉.
7It is useful to define the phase of the co-rotating frame as a fixed phase reference for an entire
experiment. Complex sequences of Rabi pulses can then be described by repeatedly evolving
the system under Hamiltonian (2.13). Each pulse can be phase-shifted, and phase of Ω keeps
track of these phase shifts.
8In a Λ system, we can choose both fields with similar frequency and the rotating frame is
more clearly visualized than in a ladders system.
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The Hamiltonian after making the RWA in the co-rotating frame at (ω1+ω2)/2
is [58]
H =
~
2
 δ 0 Ω∗10 −δ Ω∗2
Ω1 Ω2 −2∆
 . (2.15)
If the intermediate-state detuning is large enough, |∆|  |Ω1|, |Ω2|, |δ|, both
coupling fields are off-resonant and significant population of |3〉 does not occur.
However, a coherent two-photon transition between |1〉 and |2〉 is possible, if δ is
chosen to ensure two-photon resonance (which will be defined below). This is a
useful technique when selection rules do not allow a direct transition between |1〉
and |2〉, as is the case in our experiment, or when sources at the direct transition
frequency are not conveniently available.
Under these conditions, the two-photon transition behaves similar to a single-
photon Rabi transition, which can be demonstrated by adiabatic elimination of
the intermediate state. Although |c3|2 ≈ 0, it has small-amplitude oscillations at
frequency ∆. On the other hand, we might make the ansatz that c1(t) and c2(t)
oscillate at much slower frequency. An approximate solution for c3(t) can then
be found by direct integration, assuming dc1/dt = dc2/dt = 0 [59]. Substituting
this solution into the Schro¨dinger equation leads to a system of two equations,
equal to a two-level Schro¨dinger equation with effective Hamiltonian [58,59]
Heff =
~
2
( |Ω1|2
2∆ + δ
Ω1Ω∗2
2∆
Ω∗1Ω2
2∆
|Ω2|2
2∆ − δ
)
(2.16)
Comparison with equation (2.13) shows that this is, up to a global shift,
equivalent to a two-level system with effective Rabi frequency and detuning [58]
Ωeff =
Ω1Ω2
2∆
, (2.17)
δeff = δ +
|Ω1|2 − |Ω2|2
4∆
.
The two-photon resonance does not occur in general at δ = 0, but at a shifted
frequency δeff = 0 due to the AC Zeeman shift due to the individual fields.
On two-photon resonance, the populations |c1|2 and |c2|2 oscillate at frequency
|Ωeff|  |∆|, showing that the solution indeed satisfies our ansatz, at least for
δeff  |∆|. Note that the complex phase of Ωeff equals the total phase of the two
driving fields, again with respect to the co-rotating frame.
Multilevel system
Similar to the three-level system discussed above, two-photon transitions can be
used in multi-level systems. Provided that all detunings and coupling strengths
are chosen such that no single-photon resonances occur and only one two-photon
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Figure 2.2: Two-photon transition. The figure shows the MW and RF couplings with
Rabi frequencies Ωmw and Ωrf, respectively, and the definitions of the intermediate-state
detuning ∆ and the two-photon detuning δ.
combination is close to resonance, the same process of adiabatic elimination can
be used to eliminate all “unwanted” states and generate an effective two-level
system.
In reference [58], this calculation is carried out for coupling the interferometer
states |1〉 and |2〉 via the intermediate state |2, 0〉 in the 87Rb ground state. The
corresponding level diagram is shown in figure 2.2. The coupling fields are a
microwave field with Rabi frequency Ωmw coupling |1,−1〉 to |2, 0〉 and an RF
field with Rabi frequency Ωrf coupling |2, 0〉 to |2, 1〉. The intermediate-state
detuning ∆ is defined with respect to |2, 0〉.
Assuming a linearly polarized RF field, the full 8-level system can approxi-
mated as an effective two-level system with effective Rabi frequency and detuning
given by [58]
Ωeff ≈ ΩmwΩrf
2∆
(2.18)
δeff ≈ δ + |Ωmw|
2
4∆
,
where only the microwave level shift due to the |1,−1〉 ↔ |2, 0〉 transition is
taken into account. The most important difference from the three-level system is
that, at this level of approximation, the AC Zeeman shift is caused only by the
microwave field. This is a special feature of our state pair: for linearly polarized
RF and in the linear Zeeman regime, both states have equal level shifts. The
microwave level shift predicted by equation 2.18 gives a good approximation for
small detuning ∆ Ω. However, for larger detunings, all microwave transitions
to either |1,−1〉 or |2, 0〉 are significant, and the level shift depends strongly on the
polarization of the microwave field. For example, in our experimental situation
we use ∆ = 2pi × 500 kHz and B0 = 3.23 G. In that case, a linearly polarized
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microwave field perpendicular to the static magnetic field corresponds to an error
of 22% compared to the microwave level shift predicted by equation 2.12.
2.4 Pseudo-spin description
The internal state of any two-level system can be conveniently described by asso-
ciating it with a pseudo-spin-1/2 (or artificial spin-1/2). This allows the state to
be described geometrically in a pseudo-spin space. For convenience, express all
such spins in units of ~, such that we can write ~ = 1 in the pseudo-spin space.
2.4.1 Two-level Bloch sphere
The state of a two-level system can be described by the two complex amplitudes
c1 and c2, as was done in section 2.3.4. However, since the total population
|c1|2 + |c2|2 = 1 for a valid quantum state, such a description is overdetermined.
Furthermore, the absolute phase of c1 and c2 is of no physical interest, as only the
relative phase can be measured in experiments. Therefore, it is useful to define a
new set of parameters that describe the population difference and relative phase
independently.
This goal is conveniently achieved by defining the Bloch vector ~s [60],
sx =
1
2
(c∗1c2 + c1c
∗
2) =
1
2
sinϑ cosφ, (2.19)
sy =
1
2i
(c∗1c2 − c1c∗2) =
1
2
sinϑ sinφ,
sz =
1
2
(|c2|2 − |c1|2) = 1
2
cosϑ.
The Bloch vector uniquely describes any pure state of the two-level system. Since
the length ||~s|| = 1/2 is conserved, the vector can be graphically depicted as a
point on a sphere of radius 1/2, as shown in figure 2.3. Similarly, it is well
represented by spherical coordinates. The polar angle ϑ describes the population
difference 2sz = cosϑ, and the azimuthal angle φ gives the relative phase of the
two states.
With the normalization chosen here as ||~s|| = 1/2, the components of ~s are
equal to the expectation values of the corresponding components of a spin-1/2
particle, and hence we sometimes refer to a two-level system as a pseudo-spin-
1/2 system. In this equivalence, |1〉 and |2〉 correspond to spin down and up
eigenstates of the pseudo-spin-1/2.
Rabi oscillations (equation 2.14) are represented on the Bloch sphere as rota-
tions around the Rabi vector
~Ω =
 Re(Ω)Im(Ω)
δ
 . (2.20)
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Figure 2.3: Bloch sphere. The state of a two-level system can be described by a vector of
length 1/2 (red arrow). The projection on the z-axis describes the population difference
(|c2|2−|c1|2)/2 and the angle φ in the x, y-plane corresponds to the phase of the system.
The Schro¨dinger equation with Hamiltonian (2.13) can be written as
d~s
dt
= ~Ω× ~s. (2.21)
Resonantly driven Rabi oscillations correspond to rotations around a vector in
the x, y-plane, and free evolution with a detuning δ corresponds to a rotation
around the z-axis. Note that the Bloch vector is defined in the rotating frame
(at ω), even if we set |Ω| = 0.
2.4.2 Collective spin
To describe an ensemble of N (effective) two-level atoms, we define the collective
spin ~S =
∑N
i=1 ~si, where ~si is the pseudo-spin-1/2 operator describing the internal
state of atom i. The components of ~S are the spin operators Sˆx, Sˆy and Sˆz.
Like for the single-particle pseudo-spin ~s, Rabi rotations and free evolution can
be described by rotations around the Rabi vector ~Ω (equation 2.20). A rotation
by an angle α around the normalized direction ~A = ~Ω/||~Ω|| can be expressed as
the unitary operation
|ψrot〉 = e−iα ~A·~S |ψ〉. (2.22)
A phase shift corresponds to a rotation around Sˆz, whereas a Rabi pulse with
phase φ corresponds to a rotation around Sˆ(φ) = Sˆx cosφ+ Sˆy sinφ.
The observables we measure in our experiment are the populations N1 and
N2 of states |1〉 and |2〉, respectively. In the collective spin description, this is
equivalent to measuring the eigenstates |S,m〉 of ~S2 and Sz, where the population
difference N2 − N1 = 2Sz. To efficiently deal with fluctuating total N , we also
define the relative population difference n = 2Sz/N .
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2.4.3 Collisional interaction Hamiltonian
In the collective spin description, the collisional interactions present in the two-
mode BEC (the last two terms in equation (2.4)) can be written as [50, 61,62]
H = c+ νN Sˆz + χSˆ
2
z , (2.23)
which contains a constant offset c, an N -dependent phase rotation with rate νN ,
and a nonlinear interaction with rate χ. In this thesis, we generally ignore the first
two terms of equation (2.23) (but the N -dependent phase shift is measured in the
experiment, see section 6.9.1), and write the nonlinear interaction Hamiltonian
Hint = χSˆ
2
z , (2.24)
which is also called the one-axis twisting Hamiltonian (see section 3.5). The rate
χ is given by [62]
χ =
1
2
(
∂µ1
∂N1
+
∂µ2
∂N2
− ∂µ1
∂N2
− ∂µ2
∂N1
)
, (2.25)
with the chemical potentials of the two BEC components
µi = 〈ψi|hi|ψi〉+
∑
j=1,2
gijNj
∫
|ψi|2|ψj |2d3~r, (2.26)
where ψi is the mode function normalized to 1, and hi is the single-particle Hamil-
tonian including kinetic and potential energy of component i. The derivatives in
equation (2.25) are to be evaluated in the mean 〈N1〉 and 〈N2〉.
If the mode functions are independent of N , equation (2.25) simplifies to
χ =
1
2
u11 +
1
2
u22 − u12, (2.27)
uij = gij
∫
|ψi|2|ψj |2d3~r,
where ψi is the mode function of component i normalized to 1.
The strength χ of this non-linear interaction depends both on the scatter-
ing lengths aij (through gij) and on the wave-function overlaps
∫ |ψi|2|ψj |2d3~r.
Modifying the relative scattering length aij is possible in some combinations of
atomic species and states with a Feshbach resonance, which has been used to tune
χ [20]. Alternatively, χ can be modified by changing the wave-function overlap,
as is done in this work and previously in our experiment [12].
For our interferometer states |1〉 and |2〉, the scattering lengths are similar
but not equal: a11 = 100.40a0, a12 = 98.01a0 and a22 = 95.44a0, with a0 the
Bohr radius [63, 64]. Because the difference in scattering lengths is small, χ is
usually very small for overlapping clouds. On the other hand, χ can be increased
by three orders of magnitude by fully separated wave functions [60].
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The rate νN of the N -dependent phase rotation can be written as [62]
νN = (µ1 − µ2)− 2χ〈Sˆz〉+ χ˜(Nˆ − 〈N〉), (2.28)
where Nˆ is the total particle number operator, and
χ˜ =
1
2
(
∂µ1
∂N1
− ∂µ2
∂N2
)
. (2.29)
2.4.4 Wigner function
Actual experiments are not well described by pure states. A general mixed state
is described by the density matrix
ρˆ =
∑
i
ai|ψi〉〈ψi|, (2.30)
where ai are the statistical weights of pure state |ψi〉 in the mixture. The density
matrix provides a full description of the system, but is not easy to visualize for
many-particle systems.
Alternative to the density matrix, we describe the state through the spherical
Wigner function [65,66]. It is a phase-space distribution on a sphere of radius S,
which we call the generalized Bloch sphere. In terms of the spherical harmonics
Ykq, the Wigner function is
W (ϑ, φ) =
2S∑
k=0
k∑
q=−k
ρkqYkq(ϑ, φ), (2.31)
where ϑ and φ are the polar and azimuthal angles on the generalized Bloch
sphere, respectively, and the weights ρkq are related to the density matrix ele-
ments ρmm′ = 〈S,m|ρˆ|S,m′〉 in the |S,m〉-basis as
ρkq =
S∑
m=−S
S∑
m′=−S
tSmm
′
kq ρmm′ , (2.32)
with the transformation coefficients
tSmm
′
kq = (−1)S−m
√
2k + 1
(
S k S
−m q m′
)
(2.33)
where the last term in parentheses is the Wigner 3j symbol.
The spherical Wigner function is similar to the traditional Wigner function
defined on the planar phase space of a harmonic oscillator. W (ϑ, φ) can be seen
as a quasi-probability distribution, and the “center of mass” of W corresponds
to the expectation value of ~S.
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Figure 2.4: Marginal of the Wigner function W (ϑ, φ) along Sz = S cosϑ calculated for
Dicke states |S,m〉〈S,m| with S = 10. The state m = 3 is highlighted for clarity.
In contrast to the planar Wigner function, the marginals of W do not di-
rectly represent the probability distribution of an observable. Instead, integrating
W (ϑ, φ) over φ gives the distribution
P (cosϑ) =
1
2
√
2S + 1
S∑
m=−S
ρmm
(
2S∑
k=0
tSmmk0
√
2k + 1Pk(cosϑ)
)
.
Figure 2.4 shows these distributions for the Dicke states |S,m〉〈S,m| with S = 10.
These are peaked functions around Sz = m, but they are not strictly positive as
would be required for a probability distribution.
The Dicke states are an extreme example, since they are eigenstates of the
operator Sˆz that is measured, and the actual probability distributions are dis-
crete delta functions at Sz = m. A superposition of Dicke states has a broader
probability distribution, and also broader features on the Wigner function. Sim-
ilarly, the feature size in W perpendicular to a general spin direction Sˆ~n can be
related to the probability distribution of measuring Sˆ~n. This can give an intuitive
understanding of the usefulness of a state for quantum metrology: smaller fea-
tures mean that a smaller angular change is needed to “significantly change” the
state [67]. In this thesis, we use the spherical Wigner function mostly to provide
such an intuitive visualization of quantum states.
2.4.5 Coherent spin state
So far, we have discussed the Dicke states |S,m〉. Though straight-forward to
describe mathematically the Dicke states are not easily prepared in experiments9,
9A measurement of Sˆz stochastically projects the system onto a Dicke state |S,m〉, and could
be used in principle as a generator if post-selection is allowed. However, in our experiment we
can only destructively measure the atom numbers and we do not have single-atom resolution
required to resolve a single Dicke state.
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Figure 2.5: Wigner function W of a coherent spin state |CSS:pi/2, 0〉, calculated for
N = 20 atoms.
with the exception of the stretched states |S,±S〉. In contrast, a coherent spin
state (CSS) can be easily prepared (within experimental accuracy) and can be
thought of as the “most classical” pure quantum state of the ensemble of two-level
systems.
An N -particle coherent spin state is the product of N identical single-particle
states |~s〉,
|CSS:ϑ, φ〉 = |~s〉⊗N , (2.34)
characterized by the angles ϑ, φ that correspond to the single-particle Bloch vector
~s. The expectation value of the collective spin 〈CSS|~S|CSS〉 = N~s has the same
angular coordinates on the generalized Bloch sphere.
A CSS can be expanded as a binomial distribution of Dicke states,
|CSS:ϑ, φ〉 =
S∑
m=−S
[(
N
x
)
px(1− p)N−x
] 1
2
e−imφ|S,m〉, (2.35)
with N = 2S, x = S + m and p = cos2 ϑ2 . Special cases of equation (2.35) are
the stretched spin states |CSS:0, φ〉 = |S, S〉 and |CSS:pi, φ〉 = |S,−S〉, which are
independent of φ. A general coherent spin state |CSS:ϑ, φ〉 can be generated from
a stretched state by a single Rabi pulse. For example,
|CSS:ϑ, φ〉 = e−iϑSˆ(φ+pi2 ) |S, S〉 (2.36)
= e
−i(pi−ϑ)Sˆ(φ−pi2 ) |S,−S〉.
A CSS is a minimum uncertainty state with equal uncertainty in two quadra-
tures. This is most easily shown for the stretched states |S,±S〉, which have
variances var(Sˆx) = var(Sˆy) = S/2 and var(Sˆz) = 0. For a general CSS with
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arbitrary ϑ, φ the projection noise is
var(Sˆz) =
S
2
sin2 ϑ. (2.37)
Figure 2.5 shows the spherical Wigner function of a coherent spin state with
N = 20 atoms.
2.5 Atom chips
Among the many ways of preparing and studying ultracold atoms that have been
developed in recent years, atom chips [25–27] provide an excellent platform for
trapping and manipulating small atomic ensembles in tightly confining micro-
traps, studying atoms close to a surface and interfacing atoms with magnetic,
microwave or optical fields.
An atom chip is a micro-fabricated device structured to interface with neutral
atoms close to the chip surface, in an ultra-high vacuum (UHV) environment.
Using existing micro-fabrication techniques used in semiconductor technology
and solid-state physics, a wide variety of structures and devices can potentially
be integrated on atom chips, and structure sizes on the micrometer-scale or even
smaller are possible.
The most common atom chip technique uses current-carrying wire structures,
which in combination with an external magnetic field provide magnetic poten-
tials for the atoms. Precise control over the trap geometry can be achieved
by modulating the wire currents, and various guiding, trapping and transporta-
tion configurations have been demonstrated [26]. Wire structures can also be
used to carry microwave or radio frequency currents, creating strong near-field
gradients close to the surface which can couple on- or off-resonantly to atomic
transitions [34, 57, 68, 69]. In this thesis, on-chip microwave fields are a crucial
component for generating internal-state dependent potentials.
Other materials than current-carrying wires can be integrated on atom chips.
To name a few examples, permanent magnetic materials have been used to create
complex trapping potentials [70–72], and on-chip optical fibers and micro-cavities
have been used to couple to strong optical fields [73–75].
A practical advantage of atom chips is that they allow for relatively compact
experimental setups. Thanks to the tight confinement possible in chip-based
traps, fast evaporative cooling to Bose-Einstein condensation is possible compared
to traditional free-space BEC experiments. This reduces the required vacuum
quality, and allows BEC creation in the same vacuum chamber as loading of a
magneto-optical trap from background vapor.
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y
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Figure 2.6: Schematic of the magnetic field of a wire guide. The wire carries a current
IL along the x-direction (gray circle, out of plane). A static field By is added in the
positive y direction. At the red point, the wire field exactly cancels By and the total
field is zero, creating a so-called quadrupole point. Magnetic field lines are shown in blue.
2.5.1 Magnetic trapping potentials
An atom in a state with gFmF > 0 can be trapped in the minimum of a magnetic
field, with a trapping potential V (~r) = gFmFµBB (see equation (2.7))
10.
Magnetic trap configurations on atom chips have been described in various
reviews [25–27,76,77]. The basis of most trap designs is formed by a single wire
carrying a current IL, for example in the x-direction, in combination with a static
field By in the y-direction. This creates a field
~B =
µ0IL
2pi(y2 + z2)
 0−z
y
+
 0By
0
 , (2.38)
where the origin is chosen in the wire center. If IL and By have the same sign,
the field is zero along a line z = z0 at a distance z0 above the surface,
z0 =
µ0IL
2piBy
. (2.39)
Around this field zero the field is a two-dimensional quadrupole field, which can
serve as a guide for the atoms. Figure 2.6 shows an example of such a wire guide.
The field distribution shows a quadrupole point, which extends infinitely in the
x-direction. Any static fields added in the y, z-plane translate the quadrupole
point. An offset field Bx in the x-direction does not move the quadrupole point,
but it makes the magnitude B nonzero in the center. Therefore, Bx can be used
to choose the curvature and thus trap frequency around the field minimum.
10Provided that the direction of the atomic angular momentum can adiabatically follow the
local field direction as the atom traverses the trap
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To create a three-dimensional trap, confinement in the x-direction has to be
added. Our main experimental trap is a so-called “dimple” trap, formed by
crossing the quadrupole wire with a perpendicular “dimple” wire. For a dimple
wire along y with a current ID  IL, a field minimum is created above the wire
crossings. Around the minimum, the field can be expanded as [60]
~B = B0
 10
0
+B′
 0−y
z
+ B′′
2
 x2 + (y2 + z2)/2−xy
xz
 , (2.40)
where
B0 = |Bx + µ0ID
2piz0
| (2.41)
B′ =
µ0IL
2piz20
B′′ =
µ0ID
piz30
.
This forms a harmonic potential for an atom with mass m and magnetic
moment µ, with trap frequencies11 [60]
ωl =
√
µ
m
µ0ID
piz30
, (2.42)
ω⊥ =
√
µ
m
µ20I
2
L
4pi2z40
1
|Bx + µ0ID2piz0 |
,
in the x-direction and the y, z-directions, respectively. Here, z0 is given by equa-
tion (2.39) and Bx is the static field in x-direction. Bx had opposing sign to
ID.
Various other configurations exist for creating three-dimensional confinement
and complex trap configurations. Two popular configurations, which we use in
different stages of our experiment, are the U -wire potential and the Z-wire trap.
A U -shaped wire in combination with a bias field creates a three-dimensional
quadrupole potential, which always has a field zero in the center. A Z-shaped
wire creates a field similar to equation (2.40), with a finite magnetic field in the
center. For a full description of U - and Z-wire traps, see reference [77].
To model the trapping configurations in our experiment, we use a numerical
calculation described in section 5.3. Modeling the chip wires as finite conductors,
it gives a flexible and accurate description of the trapping fields.
11These are angular frequencies defined such that the potential energy V (r) = 1
2
mω2r2 for
some spatial coordinate r relative to the trap center. We define three orthogonal trap frequencies,
where ωl is taken along the longitudinal axis of the trap.
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In an atom interferometer, the external (motional) or internal (spin) state of
atoms is coherently split and allowed to follow two different pathways [2,3]. Dur-
ing the interrogation time TR, a phase ϕ between the paths is accumulated, which
depends on the quantity to be measured. When the paths are recombined, the
wave-character of the atoms gives rise to an interference pattern, from which ϕ
can be determined. In recording this interference, however, the particle-character
of the atoms is revealed, as a measurement randomly projects the wave function
of each atom into a definite state. When operating with an ensemble of N un-
correlated (non-entangled) atoms, the resulting binomial statistics of counting
individual atoms in the output states limits the phase uncertainty of the inter-
ferometer to σϕ ≥ 1/
√
N , the standard quantum limit (SQL) of interferometric
measurement [5].
In this chapter, I first describe the interference pattern of a general interferom-
eter using the language of classical optics, and derive the SQL from the statistics
of counting uncorrelated particles. The results are confirmed for the internal state
Ramsey interferometer, described more rigorously in the collective-spin language
of section 2.4.2.
In quantum metrology the SQL is overcome by replacing the uncorrelated par-
ticles with a suitably correlated quantum state. The interferometric precision can
in theory be improved down to the Heisenberg limit σϕ ≥ 1/N . The usefulness of
a particular state for quantum metrology can be characterized by the squeezing
parameter, or more generally by the quantum Fisher information. I introduce
both concepts, and show examples of useful states that can be generated by
the one-axis twisting Hamiltonian. Finally, I briefly discuss the relation between
quantum metrology and entanglement, which is an active field of theoretical study
and debate.
3.1 Classical interferometer
A typical interferometric experiment is depicted schematically in figure 3.1. An
input state |ψin〉 is split by a first beam splitter into a superposition of two
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Figure 3.1: Schematic interferometer. We assume a single input state and time-
independent HR.
interferometer pathways, |ψa〉 and |ψb〉. Then, the pathways evolve for a time TR
under the presence of a Hamiltonian HR through the time-dependent Schro¨dinger
equation, which introduces a relative phase shift ϕ between the two paths. A
second beam splitter recombines the pathways, and the resulting interference
fringes are recorded by counting the number of particles N1 and N2 in the output
arms.
This description applies in principle to any interferometer with two pathways.
In a Ramsey interferometer with an ensemble of atoms, two internal states of the
atoms are used as interferometer pathways, and resonant Rabi pulses are used as
beam splitters, as will be discussed in section 3.3.
After the first beam splitter, choosing real reflection and transmission coeffi-
cients R1 and T1 (satisfying R
2
1 + T
2
1 = 1), we have in the two pathways
|ψa(0)〉 = R1|ψin〉+ T1|0〉 (3.1)
|ψb(0)〉 = T1|ψin〉 −R1|0〉,
where the vacuum state |0〉 is assumed as the second interferometer input. We
first treat the system classically, taking |0〉 = 0.
The system evolves for a time TR under a Hamiltonian HR, which depends
on the quantity to be measured, and generates a differential phase shift ϕ,
|ψa(TR)〉 = αaeiϕ|ψa(0)〉 (3.2)
|ψb(TR)〉 = αb|ψb(0)〉.
Here, we choose HR such that |ψb〉 is not affected, and the factors αa and αb
describe amplitude losses that may occur during TR in |ψa〉 and |ψb〉, respectively.
At TR, a second beam splitter recombines the pathways, and creates the
output states
|ψ2〉 = R2|ψa(TR)〉+ T2|ψb(TR)〉 (3.3)
|ψ1〉 = T2|ψa(TR)〉 −R2|ψb(TR)〉,
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again choosing real coefficients R2 and T2.
The interference fringes are then recorded by measuring the populations,
〈N2〉 = |ψ2|2 = Nin
(
α2aR
2
1R
2
2 + α
2
bT
2
1 T
2
2 + 2αaαbR1T1R2T2 cosϕ
)
(3.4)
〈N1〉 = |ψ1|2 = Nin
(
α2aR
2
1T
2
2 + α
2
bT
2
1R
2
2 − 2αaαbR1T1R2T2 cosϕ
)
where 〈· · · 〉 denotes the mean or expectation value and Nin = |ψin|2. Combining
the result,
〈N2 −N1〉 = (Na −Nb)(R22 − T 22 ) + 4R2T2
√
NaNb cosϕ (3.5)
〈N2 +N1〉 = Na +Nb = N,
where Na = |αaR1|2 and Nb = |αbT1|2 are the intensities in arms |ψa〉 and
|ψb〉 before the last beam splitter, respectively. The amplitude of the fringes, or
interferometric contrast, is largest for R2 = T2 =
1√
2
, and best performance is
thus obtained with a 50 : 50 output beam splitter. In that case, we have
cosϕ =
〈N2 −N1〉
2
√
NaNb
. (3.6)
In general, the largest interferometric contrast is obtained for Na = Nb, such that
2
√
NaNb = N . In an interferometer without (asymmetric) losses, this situation
is obtained by choosing also the input beam splitter with a 50 : 50 splitting ratio.
It is convenient to define the relative population difference n as
n =
N2 −N1
N2 +N1
. (3.7)
The expectation value of the interferometer output can then be written as
〈n〉 = C cosϕ, (3.8)
where C ≤ 1 denotes the interferometric contrast,
C =
2
√
NaNb
N
. (3.9)
3.2 Standard Quantum Limit
Assuming noiseless detection and constant (or known) total N , we can expand
the variance in ϕ as
σ2ϕ ≈
(
dϕ
dN2
)2
σ2N2 =
σ2N2
NaNb − 14〈N2 −N1〉2
=
σ2N2
NaNb sin
2 ϕ
. (3.10)
Here, N1 is perfectly anti-correlated with N2, and we do not have to consider its
variance σ2N1 .
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If the input state consists of uncorrelated particles and HR contains only
single-particle operators, we can equivalently describe the N -particle interferom-
eter as N independent realizations of a single-particle interferometer. In that
case, N2 follows a binomial distribution, where for each realization 〈N2〉/N is the
probability to detect the particle in output state 2, such that
σ2N2 =
〈N1〉〈N2〉
N
=
1
4
N − NaNb
N
cos2 ϕ, (3.11)
For balanced populations Na = Nb = N/2, we have σ
2
N2
= NaNbN sin
2 ϕ and
the phase uncertainty is independent of ϕ,
σ2ϕ =
1
N
. (3.12)
This is the lowest uncertainty possible with N uncorrelated particles, and can in
practice be achieved only with sufficiently suppressed technical noise. Therefore,
the Standard Quantum Limit of interferometery (SQL) is often written as
σ2ϕ ≥
1
N
. (3.13)
Note that the SQL depends on the final atom number N at the end of the
interferometer sequence, and not on the initial atom number Nin.
If the populations before the last beam splitter are not equal, we have the
more general form
σ2ϕ =
N
4NaNb sin
2 ϕ
− 1
N tan2 ϕ
, (3.14)
and the lowest uncertainty is achieved by operating on the slope of the fringe, at
〈cosϕ〉 = 0. The resulting phase uncertainty is
σ2ϕ =
N
4NaNb
. (3.15)
Note that, even for balanced populations, operating on the slope of the fringe
is often still advantageous1. In our experiments, for example, we experience
additive detection noise. Since the detection noise in n is independent of ϕ, it is
least significant at 〈cosϕ〉 = 0 where the slope of equation (3.8) is maximal.
3.2.1 Linear and non-linear interferometry
In most practical precision measurement experiments, HR is independent of the
number of particles and we can write HR = ~ω|ψa〉〈ψa|, where ω is (directly
related to) the quantity of interest. In such a linear interferometer the acquired
1A notable exception is the situation where only one output port N2 can be measured, and
thus the total N is not known, for example in an optical Michelson interferometer. In that case,
it can be advantageous to operate close to the dark fringe, where N2 → 0 [78].
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phase is ϕ = ωTR, and the signal-to-noise ratio (SNR) for a single run of the
experiment is
SNR =
ω
σω
=
ωTR
σϕ
. (3.16)
The standard quantum limit of a linear interferometer can be written as
σ2ω ≥
1
NT 2R
, (3.17)
for a single run of the experiment and equal populations.
Typically, the interferometric measurement is repeated many times, and the
long-term performance also depends on the repetition rate. However, for an
interferometer on an atom chip, the experimental cycle time is often much longer
than TR, due to the time needed for trapping and cooling the atoms. In our
experiment, for example, the cycle time is Tcycle = 11 s, and we measure for TR
up to a few hundred ms. Therefore, we can assume the repetition rate to be
independent of TR, and use the SNR defined in equation (3.16) as a measure for
the performance of the interferometer. In section 4.2 I will use this definition of
SNR analyze interferometric performance in the presence of particle losses.
Note that in general, a more favorable scaling of SNR with N can be achieved
using nonlinear interferometry, where HR depends on N . For example, an inter-
ferometer using non-linear Faraday rotation of light by a sample of cold atoms
has demonstrated a scaling of HR with the number of photons [79]. However, a
nonlinear interaction is only available in specific cases, and most current practical
applications of interferometry rely on linear interactions. Note that in this thesis
the SQL and Heisenberg limit are defined with respect to estimating the phase ϕ
of the quantum state, and these results do not depend on a linear or non-linear
choice of interaction. A rigorous analysis of the quantum limits in linear and
non-linear interferometry is given in references [6, 80,81].
3.3 Internal state Ramsey interferometer
In the previous sections, an optical interferometer has been used as a model sys-
tem. The results, however, apply to many interferometric scenarios. For internal-
state atom interferometry, the direct analogy and most common experiment is
the Ramsey interferometer.
In a Ramsey interferometer the role of input and output beam splitters is
taken by two pi/2-pulses, which are resonant Rabi pulses (see equation (2.21))
with a duration t such that Ωt = pi/2. The time between the pulses is the
interrogation time TR, and the interferometric pathways are the internal states
|1〉 and |2〉 of the atoms. As input to the interferometer, all atoms are polarized
in state |1〉. The interferometer is sensitive to a relative phase ϕ between |1〉 and
|2〉 accumulated during TR.
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The action of a Ramsey interferometer can be described in terms of rotations
of the collective spin ~S by consecutively applying the actions of each interfer-
ometer step. For an input state |ψin〉, the output state of the Ramsey sequence
is [82–84]
|ψout〉 = eipi2 Sˆy · e−iϕSˆz · eipi2 Sˆy |ψin〉 (3.18)
= e−ipiSˆz · e−i(ϕ−pi)Sˆx |ψin〉,
where the phase of both Rabi pulses is chosen equal, and we define this phase to
correspond to rotations around −y on the Bloch sphere. The simplification on
the second line directly shows that the Ramsey sequence turns the phase ϕ into
a population difference Sz which can be measured.
If initially all atoms are in state |1〉, the input state of the Ramsey interfer-
ometer is the stretched state |ψin〉 = |S,−S〉. The output state is a coherent
spin-state
|ψout〉 = |CSS:ϕ, pi/2〉, (3.19)
as can be seen from equation (2.36). A measurement of the relative population
n yields expectation values of
〈n〉 = 〈Sˆz〉
S
= cosϕ (3.20)
σ2n =
1
S2
var(Sˆz) =
1
N
sin2 ϕ
for the mean and variance, respectively. Combining the results and using linear
error propagation, the phase sensitivity of an ideal Ramsey interferometer is
σϕ =
σn
sinϕ
=
1√
N
, (3.21)
confirming the standard quantum limit of equation (3.13).
It is often useful to add a known phase offset to ϕ. For example, when 〈ϕ〉
is approximately known a phase offset can be used to set 〈n〉 = 0 in subsequent
runs of the experiment, optimizing the SNR. The offset phase ϕrf can be added
by changing the phase of the second Rabi pulse. The full Ramsey sequence then
becomes
|ψout〉 = ei
pi
2
Sˆ(ϕrf+
pi
2 ) · e−iϕSˆz · eipi2 Sˆy |ψin〉 (3.22)
= ei
pi
2
Sˆy · e−i(ϕ+ϕrf)Sˆz · eipi2 Sˆy |ψin〉,
where Sˆ(φ) = Sˆx cosφ+ Sˆy sinφ.
Three types of Ramsey experiments are typically performed, differing only in
the parameter that is varied to record interference fringes.
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1. Frequency Ramsey : TR is kept constant and the Rabi detuning δ is varied.
This leads to a somewhat more complicated fringe pattern centered around
δ = 0, which is not further discussed here.
2. Time Ramsey : The detuning δ is kept fixed on resonance, and the interro-
gation time TR is varied. The resulting fringe pattern directly measures the
energy difference between |1〉 and |2〉, with respect to the co-rotating frame
of the Rabi oscillations (see section 2.3.4). If no level shifts are applied
(HR = 0), the fringes oscillate with ϕ = δTR. Note that for two-photon
Rabi pulses in our experiment, δ is nonzero on resonance and a time Ramsey
can be used to measure the microwave level shift (see equation (2.18))2.
3. Phase Ramsey : The detuning and TR are kept constant and instead the
offset phase ϕrf is varied. The interference fringes then have a known fre-
quency, which is useful in particular to measure the interferometric contrast
C.
3.4 Spin-squeezing parameter
It is possible to overcome the SQL using entanglement between the atoms. One
way to overcome the SQL is to reduce (“squeeze”) the variance in some spin
quadrature below that of a coherent state. Since a coherent state is a minimum
uncertainty state, the Heisenberg uncertainty principle requires that the variance
in the perpendicular (“anti-squeezed”) quadrature is increased. Such a state is
called a spin-squeezed state [85].
In addition to reducing the variance, the interferometric contrast C must
remain high to beat the SQL. The contrast is not only affected by technical lim-
itations such as decoherence, but also fundamentally. Because the phase space
of the collective spin system is spherical, a large variance in the anti-squeezed
quadrature leads to the state “wrapping around” the sphere, reducing the con-
trast. The maximum contrast of any state is the length of the collective spin
Cmax =
1
S
√
〈Sˆx〉2 + 〈Sˆy〉2 + 〈Sˆz〉2.
To characterize interferometrically useful squeezing, the Wineland squeezing
parameter ξ is defined as [86]
ξ2 =
Nvar(Sˆθ)
〈Sˆx〉2
, (3.23)
where the coordinate frame is chosen such that 〈~S〉 ‖ x, and Sˆθ = Sˆz cos θ −
Sˆy sin θ. Here, θ is a rotation angle around x which may be freely chosen (and
2In addition, we often add an “artificial detuning” δclock by adjusting the Rabi phase ϕrf =
δclockTR. This aids in resolving the sign of δ and in monitoring the contrast C as function of
TR.
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optimized). Again using linear error propagation, the phase uncertainty of a
spin-squeezed state is
σϕ = ξ/
√
N. (3.24)
Thus, the SQL corresponds to ξ = 1 and a state with ξ < 1 is useful for sub-SQL
interferometry. Thus, the squeezing parameter ξ2 is a measure for interferomet-
rically useful squeezing.
Pure states for which var(Sˆθ) < S/2 but still ξ > 1 are called over-squeezed
states. An extreme example of an over-squeezed state is the Dicke state |S, 0〉,
for which var(Sˆz) = 0, but also 〈Sˆx〉 = 〈Sˆy〉 = 0, such that the contrast is 0 for
every rotation angle.
In an experiment, a measurement of var(Sˆθ) can be performed by first rotating
by an angle θ around −Sˆx, and then measuring the variance var(Sˆz) = 〈N〉2σ2n/4.
The squeezing parameter is then calculated as
ξ2 =
〈N〉σ2n
C2
, (3.25)
where the interferometric contrast C = 〈Sˆx〉/S is determined from a separate
measurement. In this definition, technical noise sources such as imaging noise
increase the measured ξ2, and therefore ξ2 compares the sensitivity of an exper-
iment to that of an ideal coherent-state-interferometer with the same particle
number.
In the context of our experimental results, we also define an alternative pa-
rameter which does not measure interferometrically useful squeezing, but only
measures noise reduction compared to the projection noise of a coherent state.
We define
ζ2 = 〈N〉(σ2n − σ2n,det), (3.26)
where σ2n is the measured variance in n, and σ
2
n,det is the imaging noise, which is
determined separately. Subtracting the imaging noise contribution is not mean-
ingful in the context of interferometry, but it can be useful for the characterization
of a quantum state (see e.g. section 6.4.1).
3.5 One-axis twisting Hamiltonian
One way to produce spin-squeezed states is with the one-axis twisting Hamilto-
nian [62,85,87]
Hint = χSˆ
2
z , (3.27)
where χ is an angular frequency characterizing the strength of the twisting. As
discussed in section 2.4.3, the one-axis twisting Hamiltonian is present in our
two-component BEC due to collisions, and χ can be modified by changing the
density overlap between the wave functions of |1〉 and |2〉.
The action of Hint can be intuitively understood by considering the action
of Sˆz on the Bloch sphere, which causes a phase rotation of the entire sphere.
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Figure 3.2: Example quantum states for N = 20. Top row: Spherical Wigner function
W of a) coherent state, b) squeezed state with χt = 0.13 and c) and d) Schro¨dinger-
cat state generated with χt = pi/2. Bottom row: (e-h) Probability distributions of the
eigenstates of Sˆθ corresponding to (a-d). The projection Sˆθ is taken along the blue axis,
after a rotation by an angle α around the red axis. Solid lines show the expectation value
of m and dashed lines are offset by ± one standard deviation.
Loosely speaking, Sˆ2z can be thought of as a phase rotation Sˆz with an angular
velocity proportional to the value of Sˆz. As a result, Sˆ
2
z “twists” the state on the
sphere. In terms of the Dicke states, acting with Hint for a time t corresponds to
|S,m〉 Hint−−→ e−im2χt|S,m〉. (3.28)
3.5.1 Spin-squeezed states
Figure 3.2 (a-d) shows the Wigner functions of several example states for N = 20.
Panels (e-h) of the figure show the probability distribution of the eigenstates of
Sˆθ (taken along the blue axis) after turning by a variable angle α around the
axis shown in red. In panels (e, g, and h) Sˆθ = Sˆz and the probabilities are
Pm = |〈ψ|S,m〉|2 for the Dicke states |S,m〉. These are the detection probabilities
at the end of an interferometer sequence.
Sphere a) shows a coherent state |CSS:pi/2, 0〉, which is used as the initial state
for the other examples. Panel e) shows the corresponding probability distribution.
For the coherent state, the phase uncertainty is independent of α.
On sphere b) of figure 3.2, the result of applying Hint on the CSS for a duration
χt = 0.13 is shown. As the top part of the Wigner function is rotated towards
the right, and the bottom part to the left, the state is “twisted” apart. The
resulting state is clearly spin-squeezed: it has a narrower distribution than the
CSS along the blue axis (squeezed direction), and a much broader distribution
along the perpendicular red axis (anti-squeezed direction). Panel f) shows the
corresponding measurement probabilities. Around α = 0 the variance of Sˆθ is
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reduced by −8.5 dB compared to that of a coherent state. However, due to the
strong squeezing the contrast is also reduced to C = 〈Sˆx〉/S = 84 %. Combined,
this state has a squeezing parameter of ξ2 = −7.0 dB.
3.5.2 Schro¨dinger cat state
For small values of χt, the “twisting” of the Bloch sphere described above gives
a good intuition for the squeezed states that are produced, but for larger χt the
details of quantum mechanics have to be taken into account. The Wigner function
of figure 3.2b shows small fringes on either side of the squeezed state, indicating
that some interference effects are present. As Hint is applied for longer times
complex fringe patterns are formed, corresponding to highly entangled quantum
states.
The ability of Hint to generate highly entangled states originates from the
finite dimensionality of the system, which can be visually understood by consid-
ering the spherical phase space: the “twisting” effect leads to states that wrap
around the sphere, creating interference effects in the Wigner function. It can be
shown that Hint in combination with Rabi rotations can generate any spin state
in the S = N/2 manifold [88]. In an infinite-dimensional system, on the other
hand, the phase space is planar and Gaussian (coherent or squeezed) states stay
Gaussian under the influence of Hint.
It can be seen from equation (3.28) that for certain values of χt all Dicke
states gain the same phase shift. For a general input state, this means that there
will be a revival of the input state. The first revival occurs at χt = pi [89]. To
show this, we have to treat integer and half-integer values of the collective spin
S separately.
• For half-integer S, each |S,m〉-component of the input state gains a phase
shift e−ipi(k2+k+1/4) for an integer k = m − 12 . Since k2 + k is always an
even number, this results in only a global phase shift e−ipi/4 which has no
physical meaning.
• For integer S, the phase shift gained by component |S,m〉 is e±ipi for even
(+) and odd (−) m. This is identical to a phase rotation eipiSˆz , and thus
the resulting state is a rotated version of the input state.
Apart from the complete revival of the input state when χt is a multiple
of pi, more interesting rephasing effects occur at partial revivals. At χt = pi/2,
half of the Dicke states are rotated by pi and the other half back at their original
phase. When applied to a coherent input state on the equator of the Bloch sphere
(〈Sˆz〉 = 0), this generates a Schro¨dinger cat state, named after Schro¨dinger’s
famous thought experiment and also known as the Greenberger-Horne-Zeilinger
(GHZ) state. The prototype of a Schro¨dinger cat or GHZ state is
|cat〉 = 1√
2
(|S,−S〉+ |S, S〉) . (3.29)
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This means that upon measurement either all atoms are found in state |1〉, or
all atoms are found in |2〉, with equal probability. A cat state is a maximally
entangled state [90], which is intuitively demonstrated by the fact that knowing
the measurement outcome for any one particle fixes the outcome of all other
particles – the measurement outcomes are fully correlated. Here, we use the term
Schro¨dinger cat state to refer either to the state |cat〉, or any state that can be
mapped to |cat〉 by applying global rotations on the Bloch sphere.
Sphere c) of figure 3.2 shows a Schro¨dinger cat state generated by applying
Hint for χt = pi/2 on the initial state of sphere a) for N = 20 atoms. It is a cat
state along x, and shows half the population of a coherent state at x and half
at −x on the Bloch sphere. Between these points is a ring of N fringes in the
y, z-plane of the sphere. These fringes signify the entanglement, and distinguish
a pure cat state from a statistical mixture of two coherent states.
Panels g) and h) show the probability distributions for measurement out-
comes of Sˆz after rotating around the −y and x axes, respectively. When rotat-
ing around −y, the distribution splits into two branches, producing the state of
equation (3.29) at α = pi/2. Interestingly, the expectation value 〈Sˆz〉 = 0 for all
angles, showing that the mean measurement outcome is not a useful interferomet-
ric signal for rotations around this axis. However, the variance of Sˆz does vary
with angle (although it is always at least that of a coherent state), and can be
used as an interferometric signal. For rotations around x shown in panel h), both
the mean and variance of Sˆz are independent of angle. However, a checkerboard
fringe pattern is visible in the probability distribution.
Since the mean of a measurement in any spin direction is 0, the squeezing
parameter of a Schro¨dinger cat state is infinite. However, this does not mean the
cat state is not useful for quantum metrology. On the contrary; it can be shown
directly that a cat state can be used to attain the Heisenberg limit σϕ = 1/N in an
interferometer, provided that a suitable measurement is used for readout [81,91].
It is worth noting that the derivations found in the literature generally use lo-
cal measurements, where the state of each particle can be measured separately3,
whereas for our two-component BEC we can only measure the total spin projec-
tion Sˆz. However, using a Bayesian estimation scheme the Heisenberg limit can
be approached for a large number of repeated measurements [67].
While cat states are promising for metrology in theory, they are extremely
sensitive to losses. Since there are N fringes on the Bloch sphere, the loss of a
single particle changes the fringe pattern, and in an experimental realization even
small fluctuations in N will wash out the signature of entanglement.
The Hamiltonian Hint can also be used to generate variants of the cat state.
For example, after χt = pi/3 a triple cat state is produced, which is like the
normal cat state but with three-fold instead of two-fold symmetry. Another
alternative is using different input states before applying Hint. When a coherent
3Some derivations use a global but strongly correlated measurement, but in [81] it is shown
explicitly that classically correlating local measurements is equivalent.
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state |CSS:ϑ, φ〉 with a small angle ϑ is used, a analog to the cat is produced at
χt = pi/2 where the two “blobs” of the cat state are not on opposing sides of
the Bloch sphere, but close together separated by an angle 2ϑ. The advantage of
such a state is that only a few fringes are produced, which makes the state more
robust to losses (but it cannot achieve the Heisenberg limit). We call this kind
of state a “Schro¨dinger kitten” state.
3.6 Quantum Fisher information
The results of the previous section demonstrate that the squeezing parameter
ξ2, while useful for moderately spin-squeezed states, does not characterize the
usefulness of highly entangled states for quantum metrology. The limitations
of the squeezing parameter result from two assumptions. First, it assumes the
measurement performed is a projection onto the total spin Sˆθ. Although the angle
θ can be freely chosen, other quantum measurements may give better results4.
Secondly, it assumes that the phase is estimated from the measurement result by
using the (sample) mean 〈Sˆθ〉 as an estimator.
3.6.1 Fisher information
The second issue can be avoided by considering the Fisher information F in-
stead of means and variances. Suppose some parameter ϕ is measured, and the
probability to get measurement outcome x is described by a probability density
function (PDF) P (x|ϕ). The Fisher information is defined as [92]
F = −
〈
∂2
∂ϕ2
logP (x|ϕ)
〉
, (3.30)
where 〈f〉 = ∫ P (x|ϕ)f(x) dx denotes the expectation value calculated with the
same PDF. Here, P (x|ϕ) is not used as a function of x, but rather as a function
of ϕ. This way it is sometimes called the likelihood function P (ϕ|x), describing
the probability that the parameter value was ϕ for a given measurement out-
come x. The Fisher information gives an estimate for how much information a
measurement outcome x gives about the value of the parameter ϕ. It does so
by estimating the curvature of the log-likelihood function, essentially estimating
how “sharply peaked” P (ϕ|x) is in ϕ.
Related to the Fisher information is the Crame´r-Rao bound (CRB), which
states that the variance of any unbiased estimator is bounded by [92]
σ2ϕ ≥
1
F
. (3.31)
4Note that in our experiment, and for indistinguishable particles in general, we are in fact
limited to measuring projections of the total spin Sˆ. When the particles can be individually
addressed, however, other projective measurements exist.
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An estimator is any procedure to extract (estimate) ϕ from the measured result,
and an unbiased estimator yields on average the true value of ϕ.
When taking a set X consisting of M independent measurements, the CRB
is sometimes written as σ2ϕ ≥ 1MF , with F calculated for a single measurement.
Equivalently, one can calculate F directly for the set of measurements, with the
total PDF PM (X|ϕ) = ΠMi=1P (xi|ϕ).
The Fisher information and the CRB give a benchmark to check whether an
estimation procedure is efficient. For example, for a set of M measurements xi
drawn from a Gaussian probability distribution with mean ϕ, the sample mean
µ = 1M
∑M
i=1 xi is an unbiased estimator whose variance 〈µ2〉−〈µ〉2 is equal to the
CRB [92]. Thus, in this case the sample mean is an optimal unbiased estimator
of ϕ. This confirms that the squeezing parameter ξ2 is sufficient to describe the
usefulness of coherent and mildly squeezed states for metrology, since for these
states the PDF is very close to Gaussian.
3.6.2 Quantum Fisher information and the Heisenberg limit
The Fisher information can be extended to measure the information a quantum
state gives about the parameter ϕ, by realizing that the probability distribution
P (x|ϕ) can correspond to the quantum-mechanical probability distribution of
measurement outcomes for any measurement of choice on the state. The quan-
tum Fisher information FQ is defined as the largest value of F optimized over all
possible measurements on the quantum state [67]. This makes FQ a property of
the quantum state, and not of any specific measurement and estimation proce-
dure. The quantum Crame´r-Rao bound states that σ2ϕ ≥ 1FQ and for a coherent
state FQ = N .
We can now define a more general alternative to the spin-squeezing parameter
ξ2. An N -particle quantum state is useful for metrology with sub-SQL precision
if and only if [67]
Ξ2 ≡ N
FQ
< 1. (3.32)
For any state Ξ2 ≤ ξ2 [7], and there are states that are not squeezed (i.e., ξ2 ≥ 1)
but that are still useful for quantum metrology (Ξ2 ≤ 1). Examples of such states
are over-squeezed states.
The quantum Fisher information can be used to derive the the ultimate phase
sensitivity that can be obtained with any N -particle quantum state, the Heisen-
berg limit σϕ = 1/N [6,7]. The the Schro¨dinger-cat state discussed in section 3.5.2
is an example of a state that can attain the Heisenberg limit.
3.6.3 Estimation strategies
The (quantum) Fisher information determines how much information on ϕ is
available from a quantum state or data set, but it does not specify how to ex-
tract this information. There is no general guarantee that an optimal estimator
49
3. Quantum Metrology
that attains the CRB can be found for a given probability distribution. However,
in many cases the maximum-likelihood estimator (MLE) can be found, which is
approximately optimal for large data sets (large M). It is found by maximiz-
ing logP (x, ϕ) as a function of ϕ [92]. When this is not possible analytically,
which often the case for large parameter spaces, numerical maximization may be
possible.
A similar numerical method to find a nearly optimal estimate of ϕ is Bayesian
estimation scheme [67, 93]. In Bayesian estimation, the likelihood function after
M measurements is estimated to be PM (ϕ|X) = ΠMi=1P (xi|ϕ)P (ϕ)/P (xi), where
P (ϕ)/P (xi) is a normalized distribution describing any prior knowledge of ϕ that
may be available. One advantage of Bayesian estimation is that it can be used
iteratively as more measurement data comes available, by using the last estimate
of PM (ϕ|X) as the prior knowledge. In an interferometer, fast convergence to the
CRB can often be obtained by iteratively adjusting the offset phase to the position
where most information is expected to be available (e.g., the best estimate of slope
of the interference fringe).
Another practical concern in both classical and quantum interferometers is
to keep track of the total phase acquired during TR. A classical interferometer
measures the phase ϕ modulo 2pi, and for example a Schro¨dinger-cat-state inter-
ferometer even measures ϕ modulo 2pi/N . As a result, the sensitivity analysis
in this chapter only applies to measuring the least significant digit of ϕ. This
problem can be solved by repeating measurements for different values of TR. Al-
though this reduces the sensitivity, for large data sets most measurements can
be devoted to measuring the least significant digit and the sensitivity predicted
by the relevant CRB can be approached. Several adaptive algorithms have been
proposed to get fast convergence to the optimal phase sensitivity [81,94,95]
3.7 Spin squeezing and entanglement
A quantum state of N particles characterized by a density matrix ρˆsep is called
separable if it can be written as [67]
ρˆsep =
∑
k
pkρˆ
(1)
k ⊗ ρˆ(2)k ⊗ · · · ⊗ ρˆ(N)k , (3.33)
with normalized positive weights pk and ρˆ
(i)
k the single-particle density matrix of
the ith particle. Any state which cannot be written as a separable state, is called
an entangled state.
There is a large theoretical interest in the role of entanglement in quantum
technologies, and quantum metrology and entanglement are closely related con-
cepts. A separable state has been shown to have ξ2 ≥ 1, and thus a spin-squeezed
state is necessarily an entangled state [87]. Later, the more general statement
that any state with FQ > N is entangled has been shown [67], and both state-
ments have been extended to the case of a fluctuating number of particles [7].
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Although not every entangled state is useful for quantum metrology [67, 83], en-
tanglement between particles is a requirement for sub-SQL interferometry and
can thus be seen as the key resource for quantum metrology.
Extending these results, spin-squeezing and the quantum Fisher information
can also be used to classify the depth of entanglement. For this, the notion of
separability is extended as follows: a state is said to be k-producible if it can be
written as a product of density matrices that contain at most k particles each.
This means it can be produced from a separable state with interactions between
at most k particles. If a state is not k-producible, it must be at least (k + 1)-
particle entangled [96]. An N -particle entangled state can be called a maximally
entangled state.
Several measures have been established to classify states by finding a lower
bound on k. For spin-squeezed states, a lower bound can be established based on
the variance var(Sˆθ) in the squeezed direction and the interferometric contrast
C [97]. This is an experimentally useful entanglement measure, since the variance
and contrast can be directly measured. In section 6.4.1 we use this method to
calculate the (minimum) depth of entanglement of experimentally generated spin-
squeezed states. This entanglement measure has been generalized to states with
a fluctuating total number of particles [98].
A tighter bound on the depth of entanglement can be obtained from the
quantum Fisher information. The Fisher information of a k-particle entangled
state is bounded by [96]
FQ . Nk. (3.34)
A state with larger FQ is thus at least (k + 1)-particle entangled. The approxi-
mation in equation (3.34) is exact when N/k is integer, such that N/k separate
groups of exactly k entangled particles each can be formed. When N/k is non-
integer the best possible FQ is smaller, because there will be one “remainder”-
group with less than k particles.
3.7.1 Indistinguishable particles
In the definition of entanglement (equation 3.33), it is implicitly assumed that the
particles are distinguishable. For indistinguishable particles, it is not meaningful
to talk about the ith particle, and ρˆsep is not a valid quantum state [99]. There
is an ongoing theoretical debate on the concept, definition and meaning of en-
tanglement for indistinguishable particles, and its relation to quantum metrology
(see e.g. [100,101] and references therein).
A natural way to define entanglement of indistinguishable bosons is to say
that a separable pure state of N such particles can be written as |ψ〉⊗N , with
|ψ〉 a single-particle state [98]. In this definition, the squeezing parameter and
Fisher information can still be used to identify entangled states. However, the
concept of k-particle entanglement has no meaning, since either all or none of
the particles are entangled.
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Other authors argue that the definition of entanglement has to be de-coupled
from the notion of particles altogether. In references [99,100] a definition based on
entanglement of modes is used. In such a definition, the choice of basis (modes)
affects whether or not a particular state is entangled, and furthermore sub-SQL
interferometry is possible with mode-separable states [102]. Interestingly, sub-
SQL interferometry seems to require either mode-entangled input states, or the
interferometric phase shift needs to be generated by an operation that is not local
to the chosen modes [99,102].
An interesting subtlety is highlighted in reference [98]. While a BEC at zero
temperature clearly consists of indistinguishable particles, a thermal ensemble
of (cold) bosons can be treated as distinguishable. Unless the temperature is
very close to the BEC transition, the probability of two atoms occupying the
same motional state is negligible, and the motional state can be used to label the
particles (even if it is not experimentally resolved).
Whichever definition of entanglement is most appropriate for theoretical anal-
ysis does not affect the metrological gain obtained in quantum metrology exper-
iments. In relation to the experiments presented in this thesis I will speak of
particle entanglement without taking (in)distinguishability into account. It is
worth pointing out, however, that the sub-SQL precision obtained in our experi-
ment is the result of interparticle collisions, and it can be instructive to think of
correlations between particles as the resource used for quantum metrology.
3.8 Previous work on quantum metrology with atomic
ensembles
In recent years, a range of suitable entangled states for quantum metrology has
been created in atomic ensembles, and several demonstrations of entanglement-
enhanced interferometry have been reported.
In the group of M. Oberthaler, squeezing of motional states of ξ2 = −3.8 dB
was demonstrated using collisional interactions between several wells of an optical
lattice potential [8]. In the same group, spin squeezing of the internal states
|F = 1,mF = 1〉 and |F = 2,mF = −1〉 of 87Rb with the one-axis twisting
Hamiltonian was demonstrated, using a Feshbach resonance to control χ. A
squeezed state with ξ2 = −8.2 dB with N = 2300 atoms distributed over 6
wells of the optical lattice was achieved. The state was used in a squeezed-state
interferometer achieving ξ2 = −1.4 dB after an interrogation time of 2 µs [20].
The group of E. Polzik has demonstrated spin squeezing of ξ2 = −3.4 dB in an
ensemble of N = 105 cold Cs atoms in an optical dipole trap, where the squeezing
was generated with quantum non-demolition (QND) measurements of Sz [9];
and using the same technique has demonstrated a squeezed-state interferometer
operating ξ2 = −1.1 dB below the SQL after an interrogation time of TR = 10 µs
in N = 105 atoms [21]. In the same group, entanglement-enhanced magnetometry
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was demonstrated with 1.5× 1012 Cs atoms in a vapor cell, reaching a sensitivity
of ξ2 = −1.6 dB and an entanglement lifetime of 4 ms [23]. In that experiment,
the entanglement was created with strong atom-light interactions.
QND measurements have also been used to prepare spin-squeezed state in the
group of V. Vuletic´. Using cavity-enhanced QND measurements, spin squeezing
of ξ2 = −3.0 dB was demonstrated in an ensemble of 5 × 104 trapped 87Rb
atoms [10]. The same group has used cavity-based atom-light interactions to
generate the one-axis-twisting Hamiltonian. With that technique, ξ2 = −5.6 dB
of spin-squeezing was demonstrated with 5×104 87Rb atoms [11], and a squeezed-
state interferometer with ξ2 = −4 dB and an interrogation time of TR = 600 µs
was shown with 3× 104 atoms [22].
In the group of M. Mitchell, QND measurements were used to realize a
magnetometer operating at ξ2 = −2.0 dB in an ensemble of 8.5 × 105 87Rb
atoms [24]. Very recently, the group of J. Thompson has demonstrated states
with ξ2 = −10.2 dB of spin squeezing by QND measurements in an ensemble of
5× 104 87Rb atoms [18].
In our group, spin-squeezed states have been previously generated with ξ2 =
−2.5 dB in an ensemble of N = 1250 87Rb atoms on an atom chip [12], using
the same techniques as described in this thesis, but an interferometer operating
beyond the SQL had not yet been demonstrated.
Other useful states for quantum metrology have been demonstrated as well.
The concept of spin-squeezing was generalized to spin-1 systems, and −8.3 dB
of generalized spin-squeezing was observed in reference [17]. Recently, in refer-
ence [19], a macroscopic singlet state with a total collective spin of 0 was demon-
strated with 3 dB of generalized squeezing in 5.5× 105 atoms.
So-called twin-atom states, which contain an equal number of particles in
each of two modes, have been generated in several experiments [13–16]. These
are essentially the Dicke states |S,m〉, but have fluctuating total atom number.
They are not spin-squeezed, since the interferometric contrast is zero, but are
useful for quantum metrology if an appropriate estimation strategy is used (see
section 3.6). In reference [14], a sensitivity of −1.6 dB in variance below the
SQL is demonstrated by using var(Sˆz) as estimator of the phase, and a Fisher
information of FQ ≥ 1.45× 〈N〉 was reported.
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spatial resolution
In principle, quantum metrology is relevant to any interferometer, but creating
and exploiting the required entanglement is often challenging in practice. There-
fore, interferometric performance can often be more easily improved by increas-
ing the number of particles N . However, in some situations N is fundamentally
limited by a physical process, and entanglement-enhanced interferometry is par-
ticularly useful in such situations.
One situation where N is limited is in gravitational wave detectors, which
are optical interferometers that aim to detect gravitational waves by monitoring
the path length in a Michelson interferometer. While larger photon number N
still reduces the relative phase uncertainty of the light in such an interferome-
ter, the amplitude uncertainty increases, causing fundamental fluctuations in the
radiation pressure force on the interferometer mirrors. This in turn translates
into fluctuating mirror positions, and there exists an optimum N where phase
and amplitude fluctuations balance [103]1. Additional power limits arise from
thermal deformation of the interferometer optics [105]. Recently, the sensitivity
was improved beyond the shot-noise limit in the GEO 600 gravitational wave
detector by applying squeezed states of light to the second (vacuum) input port
of the interferometer [105], demonstrating the usefulness of quantum metrology
in a situation where N is limited.
In atom interferometers N can be limited by density-dependent effects. For
example, in atomic clocks the absolute accuracy is as important as the precision,
and chip-based clocks suffer from density-dependent level shifts which limit the
usable atom number to N . 105 [106]. Another scenario, which I will in this
thesis, is when high spatial resolution is desired. A high-spatial-resolution inter-
ferometer necessarily requires a small probe volume, and the number of atoms
in a small volume is fundamentally limited by density-dependent losses due to
1In fact, in a gravitational wave detector the standard quantum limit is usually defined as
the uncertainty in path length at the optimum N , and it only depends on the interrogation time
and the mirror mass [104].
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collisions. Therefore, high-spatial-resolution interferometry is a useful applica-
tion of quantum metrology. Additional fundamental limits to both N and the
interrogation time arise from dephasing effects.
In this chapter, I discuss how density-dependent collisions limit atom inter-
ferometry with high spatial resolution, and apply the results to our experimental
situation. I consider using a single atomic ensemble as a probe, whose size deter-
mines the spatial resolution. Such an ensemble can be used in a scanning-probe
measurement to measure e.g. a spatial field distribution. The probe size in such
a measurement must be smaller than the structure size of the field distribution.
One can alternatively imagine using a larger one-dimensional or two-dimensional
probe which is imaged with high resolution, but similar limits to the density
apply. The relevant quantity is then the number of atoms in a single resolu-
tion element. At the end of the chapter, I discuss the effect of field gradients,
sources of phase decoherence in Bose-Einstein condensates, and give an overview
of relevant experimental work that has been done previously.
4.1 Density-dependent losses
Trapped atomic ensembles generally suffer from collisional losses, where inelastic
collisions between two or more atoms cause all involved particles to be lost from
the trap. Since the collision rate depends on the density in the ensemble, these
losses place a fundamental restriction on the usable number of particles in an
experiment, depending on the desired probe volume and interrogation time.
In this section I derive the evolution of the mean atomic density in the presence
of multi-body loss processes in general, and for our experimental situation with
87Rb atoms in particular2.
4.1.1 Loss processes in a single ensemble
For an ensemble of atoms of a single species and with a single internal state under
the influence of several m-body loss processes, where m = 1, 2, 3, · · · , the mean
atom number N evolves as
dN
dt
= −
∑
m
kmN
m, (4.1)
The rates km depend on the density profile, which may in turn depend on time.
Writing the number density of the cloud as n(~r) = Nη(~r), where η(~r) is the
normalized density profile, such that
∫
η(~r)d3~r = 1, we can write
km = κm
∫
η(~r)md3~r. (4.2)
2Although here we restrict our analysis to the mean atom number, collisional losses in general
also affect the fluctuations in atom number [107].
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Figure 4.1: Example loss curves for one-body (blue), two-body (purple), three-body
(yellow) and 100-body (green) losses. The horizontal axis is scaled such that the initial
slope is the same, but higher-order loss processes slow down as the density decreases.
where κm is a property of the atomic species and internal state, and has units
of volume(m−1)/time. In the analysis below we assume η(~r), and therefore km,
to be independent of time. While this is not generally true for a BEC, it pro-
vides a simple estimate of the loss processes. For more rigorous results, the
density-dependent losses can be included in the GP equations (2.4), as is done in
reference [64].
For a single loss process, equation (4.1) can be solved in general,
N(t) = N0
(
(m− 1)Nm−10 kmt+ 1
) 1
m−1 , (4.3)
where N0 = N(0). For example, for one-, two- and three-body loss,
N(t) = N0e
−k1t (limit m→ 1) (4.4)
N(t) = N0
1
1 +N0k2t
(m = 2)
N(t) = N0
1√
1 + 2k3N20 t
(m = 3)
Figure 4.1 shows example loss curves for different single loss processes. For any m,
the initial slope of the relative atom number N(t)/N0 is given by −km. For larger
m, however, the decay flattens off over time as the remaining density decreases
and the collision probability goes down.
4.1.2 Experimental situation
Our experiment operates with the |1〉 = |F = 1,mF = −1〉 and |2〉 = |F =
2,mF = 1〉 states of 87Rb. A superposition or mixture of these states suffers
from two-body losses in F = 2, three-body losses in F = 1 and F = 2, and
interstate two-body losses. The interstate losses result from collisions between
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an F = 1 atom and an F = 2 atom. In addition, the experiment suffers from
one-body losses due to collisions with the background vapor. The total system
for a mixture of the two states evolves as
dNa
dt
= −k1Na − k3,1N3a − k2,iNaNb (4.5)
dNb
dt
= −k1Nb − k2,2N2b − k3,2N3b − k2,iNaNb,
where Na and Nb are the time-dependent atom numbers in state |1〉 and |2〉,
respectively, during the interrogation time of the interferometer.
The relevant loss rate constants have been measured in several experiments,
F=1 three-body losses: κ3,1 = 5.8× 10−42 m6/s [108]
F=2 two-body losses: κ2,2 = 8.1(3)× 10−20 m3/s [64]
F=2 three-body losses3: κ3,2 = 18(5)× 10−42m6/s [109]
Interstate two-body losses: κ2,i = 1.6(2)× 10−20 m3/s [64]
Background losses: κ1 ≈ 0.45 s−1
The background loss rate depends on Rb vapor pressure and vacuum quality, and
was chosen to match our experimental data.
As described in section 5.4, we approximate the atomic density profile by a
Thomas-Fermi profile (inverted parabola) with radii Rx = 4.0 µm and Ry =
Rz = 1.05 µm for N = 1400 atoms. By numerical integration, we obtain∫
η2d3~r = 7.73× 1016 m−3, (4.6)∫
η3d3~r = 6.97× 1033 m−6.
We verify these parameters by comparing the numerical solution of equa-
tion (4.5) to experimental data. Figure 4.2 shows decay curves measured in our
experiment for an ensemble of N0 ≈ 1440 atoms in an equal superposition of
F = 1,mF = −1 and F = 2,mF = 1, together with the numerical result. After
adjusting the background loss rate to κ1 ≈ 0.45 s to match the tail of the decay in
F = 1, we find good agreement between the literature values and our experiment.
We find that the three-body losses have no significant effect at our experimental
density. The short-time behavior of both states is dominated by κ2,2 and κ2,i,
whereas for longer times the F = 2 population is nearly depleted, and the decay
for F = 1 is determined only by the background losses κ1.
3The value used for κ3,2 was measured for the F = 2,mF = 2 state. An accurate value
for F = 2,mF = 1 is not available, since the two-body loss dominates at typical experimental
densities, including the present experiment.
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Figure 4.2: Comparison of numerically integrated loss equations (equation (4.5), solid
lines) with experimental data (points), for Na (red) and Nb (blue). The data were taken
with an initial atom number of N0 ≈ 1440, using an equal superposition of F = 1 and
F = 2. The one-body loss rate in the model was adjusted to match the experimental
data, all other parameters are fixed to literature values.
4.2 Interferometry with density-dependent losses
As discussed in section 3.2, the performance of an interferometer using uncorre-
lated particles is limited by the standard quantum limit (SQL). Equation (3.17)
shows that using a large total particle number N and long Ramsey time TR is
generally favorable in an interferometer. However, as discussed in the previous
section, collisional losses generally limit the total density after a time TR, and
especially when high spatial resolution is desired, limits the regime of the inter-
ferometer to lower N and/or shorter TR. In this section, I calculate the effect of
collisional loss processes on the SQL for our experimental situation.
4.2.1 Interferometry with two-body losses
First, we consider the interferometric performance in the presence of only inter-
state two-body losses, characterized by k2,i. This is a symmetric loss process:
the losses affect both arms of the interferometer in the same way. To maximize
the interferometric contrast, the final populations in the two states should be
equal, which for the symmetric case is achieved with an equal initial splitting
ratio R1 = T1 = 1/
√
2, such that Na = Nb = N/2 at all times.
The set of equations (4.5) reduces to a single equation for the total atom
number,
dN
dt
= −1
2
k2,iN
2 (4.7)
with the same form as the two-body loss equation in a single ensemble (equation
(4.1) with m = 2), with k2 = k2,i/2. The solution is given in equation (4.4).
The number of particles N(TR) at the end of the interferometer sequence
defines the SQL and thus the achievable precision. The signal-to-noise ratio after
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Figure 4.3: Signal-to-noise ratio (SNR) for an interferometer suffering from inter-state
two-body losses, using our experimental parameters. The thick black line is the condition
where half of the initial population was lost (N0k2TR = 1), and the SNR starts to
saturate.
a single realization of the experiment is
SNR = ωTR
√
N(TR) = ωTR
√
N0
1 +N0k2TR
. (4.8)
For TR  (N0k2)−1 the SNR increases linearly with TR, and for small N0 the
SNR increases as
√
N0, as expected from the standard quantum limit. However,
for N0 > 1/(k2TR) the SNR saturates, and further increasing N0 gives no more
improvement in the final performance. Figure 4.3 shows the saturation behavior
for our experimental parameters.
This result can be generalized to any symmetric m-body loss process with
equal initial populations. The SNR saturates for large N0, with the saturation
point
N0 > ((m− 1)kmTR)
1
m−1 . (4.9)
At this point, a fraction 2
1
1−m of the initial population is left after TR and the
SNR is
SNR = ωTR 2
1
2−2m
√
N0. (4.10)
A single asymmetric loss process, where the loss events occur only within one
state, shows a similar saturation behavior of the SNR. However, with the same
loss constant the maximum SNR is higher.
4.2.2 Interferometry with multiple loss processes
To take all loss processes into account, we solve equations (4.5) numerically for
different N0, still assuming a balanced initial population (Na = Nb at TR = 0).
Figure 4.4 shows the resulting SNR as function of N0 and TR. Due to to the
presence of both symmetric and asymmetric loss processes, there is a strict limit
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Figure 4.4: Signal-to-noise ratio (SNR) taking all experimental loss processes into
account. Due to the one-body loss, a maximum SNR occurs for N0 = 750 and TR = 3.5 s.
in N0 above which the performance decreases. This can be understood as follows.
Consider a large initial atom number N0. Initially, the two-body losses in F = 2
are dominant and quickly reduce Nb. This process is self-limiting, as lower Nb
also reduces the collision rate between F = 2 atoms. However, as Na is still large,
the interstate collision rate remains large, and any remaining F = 2 atoms will
quickly meet one of the many F = 1 atoms, completely depleting Nb. As the only
remaining atoms are in F = 1, there is no interferometric contrast left and the
SNR goes to 0. It is thus the combination of asymmetric losses, which initially
break the symmetry, with symmetric losses, which completely deplete one of the
two states, that creates an optimum N0 for each desired TR.
For longer TR, we also observe a global optimum of the SNR, for our situation
at N0 = 750 and TR = 3.5 s. This limit on TR is due to the one-body background
loss, which has an exponential decay curve which eventually overtakes the linear
gain of SNR with TR.
For very large densities (N & 105), the SNR becomes independent of N0. In
this regime, three-body losses dominate, and the evolutions of N1 and N2 are
effectively decoupled. Some SNR remains, but increasing N0 beyond this point
gives no further improvement.
Figure 4.5 shows the remaining atom number as function of N0. For two-
body (intra- and interstate, panel b) processes only, the population Nb depletes
completely for large N0, even at short interrogation times, due to the combination
of asymmetric and inter-state losses, whereas Na keeps growing. When three-
body losses are also present (panel a), at large N0 and short TR, three-body
losses dominate over the two-body processes, effectively decoupling Na and Nb.
In this regime, Na and Nb saturate. For TR = 40 ms, a maximum in Nb appears
around N0 = 2 × 104, where the behavior crosses over from two-body to three-
body processes.
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Figure 4.5: Remaining atom number after 10 ms (solid lines) and 40 ms (dashed lines),
for Na (red) and Nb (blue) as function of initial total atom number N0. a) All loss
processes included. b) Only two-body loss κ2,2 and κ2,i included.
4.2.3 Optimized initial populations
So far we have used equal initial populations Na(0) = Nb(0) = N0/2 by setting
R1 = T1 = 1/
√
2. This is the optimal choice in a lossless interferometer as well
as in an interferometer with symmetric losses. However, in our experimental
situation we have a combination of symmetric and asymmetric loss processes,
and the effect of asymmetric losses can be partially compensated by choosing to
start with more particles in the state where losses are most severe.
The optimal beam splitter ratio depends on both the initially available N0 and
the desired TR, in combination with the loss rates. As an example, we numerically
optimize the SNR for various atom numbers and fixed TR = 1 s.
Figure 4.6a shows the optimized SNR compared to using equal initial popula-
tions. As discussed in the previous section, when using equal populations there is
an optimal N0 for the chosen TR. By optimizing the initial beam splitter ratio, it
is possible to further increase the SNR. Furthermore, there is no more optimum
in N0, and instead the SNR saturates for large initial atom numbers. Figure 4.6b
shows the value of R21 = Na(0)/N0 required for reaching the optimum SNR. Note
that for N0 above the saturation point, almost all atoms are initially in the lossy
state Nb, and most of these atoms are lost during the interrogation time.
4.2.4 Squeezed input states
As seen in the previous sections, density-dependent particle losses place a limit
on both the useful atom number and interrogation time for high-resolution atom
interferometry, when using an uncorrelated (coherent) input state. Higher signal-
to-noise ratios may, however, be achieved by using spin-squeezed input states (see
section 3.4).
The same loss processes that limit N0 in a coherent state interferometer may
also degrade the usefulness of such entangled input states for interferometry. As
described in section 3.5.2, a Schro¨dinger-cat-like state allows in principle for in-
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Figure 4.6: Optimized initial populations for TR = 1 s and varying initial total atom
number N0. a) Signal-to-noise ratio for optimized R1 (dashed line) and for R1 = T1
(solid line). b) Optimal value of R21 corresponding to the dashed line in panel a.
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Figure 4.7: Signal-to-noise ratio (SNR) as function of N0, for different interrogation
times TR = 1 s (blue), TR = 100 ms (purple) and TR = 10 ms (yellow). Solid lines
correspond to the SQL, dashed lines to an initial state with ξ20 = −4 dB of initial
squeezing (see text).
terferometry at the Heisenberg limit, but loss of a single particle destroys the
useful entanglement. For spin-squeezed states, analytical and numerical models
have been established to characterize how particle losses limit the generation of
spin squeezing through the one-axis twisting Hamiltonian [62, 110, 111]. For the
survival of squeezing in an interferometer, there is no full analytical treatment
taking multi-body processes into account. For one-body loss processes and as-
suming an initial squeezing factor ξ20 , the squeezing factor (3.23) evolves in time
as [110]
ξ2(t)− 1 = (ξ20 − 1)e−κ1t. (4.11)
We can get a rough estimate of the remaining squeezing by substituting e−κ1t
with the mean remaining fraction of atoms (Na(t)+Nb(t))/N0 obtained from the
solution to equations (4.5).
Figure 4.7 shows the signal-to-noise ratio as function of N0 for various values
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of t = TR, for an SQL limited interferometer and for a squeezed state with initial
squeezing ξ20 = 0.4 = −4 dB. The squeezing is particularly useful for small N0,
and allows one to obtain the same SNR with fewer atoms. At the optimal N0 for
each time, some squeezing remains in this estimate, and an absolute gain in SNR
can be obtained through this route. In the regime where two-body losses have
depleted N2, squeezing gives no more benefit, as expected.
4.3 Field gradients
Density-dependent losses place a strict limit on both N0 and TR, but other pro-
cesses might limit TR to much shorter values. For example, when measuring
a field that provides a differential energy shift Vmw between |1〉 and |2〉 with
high spatial resolution, the field gradient constitutes a state-selective force on the
atoms, and TR must be sufficiently short to avoid demixing of states |1〉 and |2〉.
Closely related, the gradients of the field across the probe lead to inhomogeneous
dephasing, reducing C and imposing a limit on the product TRVmw.
4.4 Phase coherence in Bose-Einstein condensates
Apart from low losses, long phase coherence is a crucial feature for interferometric
measurements with long interrogation time. Coherence times of several seconds
have been measured for our interferometer states in thermal ensembles [34, 54],
and minute-long coherence was achieved thanks to naturally occurring collisional
rephasing [55]. In Bose-Einstein condensates, coherence times of several seconds
have also been reported in experiments where interactions were tuned or care-
fully controlled [112, 113]. Here, I discuss several possible limitations to phase
coherence in a small BEC.
One-axis twisting Hamiltonian
One source of phase spreading is exactly the one-axis twisting Hamiltonian Hint
(equation (3.27)) [114]. While Hint can be used to generate spin-squeezed states,
in a standard interferometric measurement the anti-squeezed direction is almost
perfectly aligned with the interferometer phase, reducing the sensitivity of the
interferometer. The phase spreading due to Hint leads to an additional phase
noise σ2ϕ = 4 var(Sz,0)(χt)
2 after time t, where var(Sz,0) is the initial projection
noise in Sˆz [60, 89]. For a coherent input state, σ
2
ϕ = N(χt)
2. This emphasizes
the need for control of the rate χ in our experiment: a large χ is needed to create
a spin-squeezed state, but during the subsequent interferometric measurement χ
should be small not to cause dephasing. Note that, while for fully overlapping
components of the BEC χ is negligible, the asymmetry in scattering lengths may
lead to demixing of the components even in a state-independent trap, increasing
χ. Phase noise of this origin was observed in [112].
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Atom number fluctuations
In this thesis, we usually ignore the difference in mean-field energy shifts between
|1〉 and |2〉, treating it as a constant offset. However, when the number of particles
N fluctuates, the mean-field shift also fluctuates and induces an additional phase
spreading of [115]
σ2ϕ =
1
~2
(
dµ
dN
)2
σ2N t
2, (4.12)
where σN is the preparation noise in N and µ is the chemical potential. However,
if N can be detected with a precision better than σN , this phase noise can be
corrected for in each shot of the experiment independently, at least down to
the detection noise limit [106]. We use such a correction in our experiments, as
described in section 6.9.1.
Finite temperature
For a realistic BEC a finite temperature T has to be taken into account. For
a single-component BEC with homogeneous density the phase-spreading due to
finite temperature has been theoretically studied in references [115,116]. A phase
spreading scaling as σ2ϕ = At
2 is predicted. Analytical expressions for A are
derived in [116] for low and high temperature regimes,
A =
8pi4
15
a2ξh
V
(
kBT
~
)2(kBT
µ
)3
, (kBT  µ) (4.13)
A =
12ζ(3/2)2
5ζ(5/2)
a2λdB
V
(
kBT
~
)2
, (kBT  µ)
where a is the scattering length, λdB =
√
2pi~2/(mkBT ) is the thermal de Broglie
wavelength, ξh = ~
√
µ/m the healing length and V the system volume.
Figure 4.8 shows the estimated phase noise due to finite temperature calcu-
lated with equations (4.13) for our main experimental trap configuration (see
section 5.4) and N = 1400. We estimate the volume by setting V = Ng/µ,
which holds for a homogeneous BEC, and where g = 4pi~2a/m. The transition
temperature Tc is calculated with equation (2.1). The behavior between the low
and high temperature regimes is shown in figure 7 of reference [116].
Note that these results are obtained for a single-component homogeneous
BEC in the thermodynamic limit, and the phase noise might be quantitatively
different for a harmonic trap and finite N . However, we take these results as a
rough estimate for our system. The predicted phase noise scales with density,
and reducing the transverse trap frequency by a factor 2 reduces the phase noise
by a factor ≈ 1/3.
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Figure 4.8: Phase noise due to finite temperature estimated for a BEC in our experi-
mental trap configuration, based on reference [116].
4.5 Previous work
In this section I give a brief overview of existing experimental work relevant to
high-resolution atom interferometry and magnetic field measurements.
4.5.1 Atom interferometry with high spatial resolution
Magnetic traps on atom chips have a proven track record for scanning probe
measurements close to surfaces, as they provide sub-micrometer position control
over small BECs. By bringing a BEC close to the surface of an atom chip,
electro-magnetic and Casimir-Polder forces have been measured [28–33]. Chip-
based interferometric measurements with small probes have been reported in
proof-of-principle experiments [34–36], but up to now neither an interferometric
scanning probe nor a measurement beyond the SQL have been demonstrated.
4.5.2 Microwave field imaging
High-resolution measurements of microwave near-fields are relevant for scientific
applications e.g. in superconducting quantum information processing [117, 118],
and for the design of new microwave circuits for use in communication technol-
ogy [119]. There is currently no standard technique for microwave field imaging.
An atomic sensor has the advantage of being intrinsically calibrated and mini-
mally invasive. The electric microwave field was recently detected using Rydberg
atoms [120]. The components of the magnetic microwave field were recently
imaged in our group using cold thermal atoms on an atom chip, with 8.2 µm
resolution and 20 nT sensitivity [121], and using hot atoms in vapor cells with
spatial resolution down to 350 µm [122,123].
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Technique V σB (T/
√
Hz) σB
√
V (T
√
µm3/Hz)
Vapor cell, ent. [23] 11 cm3 4.2× 10−16 1.4× 10−9
Vapor cell [124] 0.3 cm3 5.0× 10−16 2.7× 10−10
Vapor cell [126] 3.4 mm3 2.0× 10−14 1.2× 10−9
Cold atoms, ent. [24] 3.7× 106 µm3 5.4× 10−11 1.0× 10−7
BEC [127] 480 µm3 8.3× 10−12 1.8× 10−10
BEC [29] 27 µm3 1.7× 10−10 9.0× 10−10
This work [37] 20 µm3 7.7× 10−11 3.5× 10−10
NV array [129] 0.016 µm3 2.0× 10−8 2.5× 10−9
Single NV [128] 16000 nm3 5.6× 10−7 2.2× 10−10
Table 4.1: Comparison of several magnetometry techiques. For several recent exper-
iments, the effective probe or resolution volume V , the magnetic-field sensitivity σB ,
and the volume-normalized magnetic field sensitivity σB
√
V are shown. Ent. = uses
entanglement between the atoms. The sensitivity obtained in this work is for microwave
fields, and is discussed in section 6.8. All other experiments are sensitive to RF or DC
magnetic fields.
4.5.3 Static and low-frequency magnetic fields
For static and RF magnetic field measurements, a wide range of technologies
exist for a large range of spatial resolutions. Here, I consider atomic or atom-
like techniques, which have been realized from centimeter down to nanometer
scale. Ultimately, these techniques all rely on the atom-field interaction with
characteristic energy µBB, and the sensitivity depends mostly on the number of
atomic probes and therefore on the total volume of the probe.
Room-temperature vapor cell magnetometers achieve sub-femtotesla sensitiv-
ity in the measurement of static and RF fields [124, 125], operating with probe
volumes of cubic millimeters [126] to centimeters [23]. Cold-atom sensors sensitive
to differential magnetic fields achieve picotesla-scale sensitivity with micrometer-
scale probes [29,127]. Nitrogen vacancy (NV) centers in diamond are a promising
emerging technology, making excellent sensors at the nanometer-scale [128] up to
micrometer-scale [129].
Table 4.1 lists the sensitivities of selected state-of-the-art magnetometers with
different technologies and probe volumes. To get a volume-independent compar-
ison, we assume projection noise scaling of the sensitivity and constant probe
density, such that the sensitivity scales a volume−1/2. Note that such a volume
scaling might not be realistic experimentally; for example in vapor cells atom-
wall collisions become more significant at smaller volume, whereas cold atom
techniques are difficult to scale to large volume. However, the best volume-
normalized sensitivity achieved is remarkably similar over the full range of probe
volumes from cm-scale to nm-scale magnetometers, owing to the same underlying
atom-field interaction.
For practical applications, other factors than sensitivity and spatial resolu-
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tion may play a decisive role, such as whether the sensor is sensitive to RF or
DC fields, and whether it provides absolute or differential measurements. Fi-
nally, considerations on energy consumption, cost and size of the apparatus are
important.
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The experiments described in this thesis have been performed with 87Rb atoms
on a multi-layer atom chip. The experimental setup has been previously used
to demonstrate coherent evolution in state-dependent microwave potentials [36],
generate spin-squeezed states [12] and image microwave fields [121]. Different
parts of our experimental setup and techniques have been described in these
references, and in PhD theses [51,60,130].
After the aforementioned experiments, and as part of this PhD project, we
have moved the experiment from it’s original location in the lab of T. W. Ha¨nsch
in Munich to our new labs in Basel. As part of the move, and in the years
following, various parts of the experiment have been upgraded, replaced, modified
or added in a continuing quest to achieve a low-noise environment for the atoms.
In this chapter, I present the experimental setup, focusing on those parts that
have changed since previous publications. Key elements of the current setup have
also been described in reference [37].
5.1 Overview
Figure 5.1 shows an overview of our experimental setup. At the heart of the
setup is the science chamber, a glass cell with a volume of (3 cm)3. The top wall
is formed by our atom chip, which is glued to the cell with ultra-high vacuum
(UHV) compatible glue (Epo-Tek 353ND). The glue attaches to the AlN base
chip and its lead wires, realizing integrated electrical feed-through for both the
direct (DC) and microwave (MW) chip wire currents. This results in a compact
vacuum chamber.
On the bottom of the cell, a glass-to-metal adapter is attached, which connects
via a six-way cross to a 40 l/s ion pump, a Ti-sublimation pump, an ion pressure
gauge, and electrical feed-throughs for the Rb dispensers. The ion pump operates
continuously, maintaining a pressure of a few times 10−10 mbar, whereas the Ti-
sublimation pump is activated periodically (typically once every 1-2 months)
when the pressure approaches 10−9 mbar.
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Figure 5.1: Overview of the experimental setup. a) Schematic view of the vacuum
system, coil cage, µ-metal shield, laser beams and imaging cameras. b) Detailed view of
the science chamber showing the atom chip with copper cooling block and U -wire used
for the magneto-optical trap.
As Rb source we use one of three dispensers, installed below the science
chamber in the glass-to-metal transition. So far all experiments have used either
one of two SAES Getters dispensers1, operated continuously at a current of 3.8 -
4.1 A. The third dispenser2 has not been used since the initial vacuum bake-out.
It is interesting to note that the vacuum pressure measured by the gauge lowers
when the Rb dispensers are running in steady-state, suggesting the released Rb
is effectively functioning as a getter material. All dispensers contain the natural
isotope mixture of rubidium.
The science chamber is surrounded by a water-cooled coil cage, consisting
of a three sets of Helmholtz coils providing approximately homogeneous bias
fields in all three directions. The coils generate a field 6.1 G/A in x-direction
and 1.7 G/A in z-direction. In the y-direction, the coils have two independent
windings, where we use one winding for strong fields (4.3 G/A) and the second
winding for weaker fields (1.7 G/A). To the backside (air side) of the atom chip
a water-cooled copper block is attached, with an integrated U -shaped wire which
is used to create a strong magnetic quadrupole field during the magneto-optical
trapping phase. The water-cooled elements are connected in series to a chiller
which stabilizes the water temperature to 19◦ C.
Surrounding the vacuum chamber and coil cage are fiber output couplers for
all required laser beams, imaging optics for imaging along both the y- and x-
direction, a microwave horn and radio frequency antenna. The whole assembly is
enclosed in a µ-metal shield to reduce the effect of external magnetic field noise.
1SAES Getters RB/NF/3,4/12FT10+10
2Alvatec AS-RbIn-5-F
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Figure 5.2: Optics setup surrounding the science chamber, consisting of four MOT
beams for laser cooling, a primary imaging beam along −y, and an optical pumping
and secondary imaging beam along −x. Indicated are polarizing beam splitters (PBS),
quarter-wave plates (λ/4), and right-hand and left-hand circular polarization of the MOT
cooling beams (RHP and LHP, respectively). Figure adapted from [51].
5.1.1 Optics setup
Figure 5.2 shows the optics configuration surrounding the science chamber. All
laser light is brought to the setup through optical fibers, and the resulting optics
setup fits inside the µ-metal shield.
For laser cooling we employ a mirror-magneto optical trap (MOT), using
only four beams compared to the traditional six-beam free-space setup [76, 131].
Two diagonal beams, pointing along z ± y, are reflected off the chip surface to
provide cooling in both the y and z-direction. Two horizontal beams along ±x
provide cooling in the x-direction. MOT repumping light is overlapped with the
diagonal beams. The MOT beams are circularly polarized, and form a MOT in
combination with a magnetic quadrupole field generated by the U -shaped wire
(current direction indicated in figure 5.2). The MOT operation is described in
detail in reference [51].
Optical pumping light (see section 5.6) is overlapped with the horizontal MOT
beams, and has right-hand circular polarization. The same fiber also carries probe
light to the secondary imaging camera. The primary imaging light has a dedicated
fiber along −y, and is also right-hand circularly polarized.
5.2 Atom chip
The design and fabrication of our atom chip is described in detail in [130]. Fig-
ure 5.3 shows a photograph of the multilayer atom chip. It consists of a base
chip providing mechanical structure, vacuum feed-throughs and large DC wires;
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Figure 5.3: Photograph of the chip package. Outer dimensions: 38× 50 mm. The gray
dashed line indicates the approximate position where the glass cell is glued.
a science chip providing two layers of gold wires including microwave waveguides
on the top layer; and a spacer chip between the two. For reference, detailed
drawings of the chip wire structures are included in appendix A.
5.2.1 Base chip
The base chip is an 800 µm thick AlN ceramic substrate (38 × 50 mm) with a
12 µm thick patterned gold layer formed by electroplating. The pattern consists
of a double “H” structure (see appendix A), part of which we use to generate
a quadrupole field for a compressed magneto-optical trap, and lead wires for
microwave and DC currents to the science chip.
For microwave currents, mini-SMP connectors are soldered to the base chip,
facing down in the final experiment. DC connections are provided through stan-
dard 2.54 mm-pitched pin headers on the back (upward facing) side of the chip,
which connect to ribbon cables. The ground lines of each coplanar waveguide
are coupled to the microwave connectors via on-chip capacitors and directly con-
nected to a DC pin. These on-chip bias tees allow both MW and DC currents
to be used on the same wire (the MW signal wires also carry DC currents via
external bias tees).
5.2.2 Science chip
Both the science chip and spacer chip consist of a 525 µm thick high-resistivity
Si substrate. The science chip has two layers of gold wire structures. The lower
gold layer is electroplated and has a thickness of 5 µm. It is structured with
several interconnected wires, which can be used for dimple, Z-wire and U -wire
trap configurations.
The lower gold layer is covered by a 6 µm thick layer of polyimide, which
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provides electrical insulation. The polyimide is applied in three layers, which
helps to planarize (smoothen) height variations in the chip surface due to the
underlying wire structures.
The top layer is a 1 µm evaporated gold layer, structured with a lift-off tech-
nique. It contains two sets of wire structures, which we refer to as the five-wire
structure and the six-wire structure. The five-wire structure is used in this thesis,
and it features a MW co-planar wave guide (3 wires), surrounded by two aux-
iliary DC wires (not used in this thesis). The wires are 6 µm wide and spaced
by 3 µm gaps. The six-wire structure consists of 2 MW wave guides, each with
in-line terminators (shorts between the signal and ground wires). It has 2.5 µm
wide wires spaced by 2 µm gaps.
Apart from the wire structures, the top gold layer also covers most of the
chip surface and acts as a mirror for the magneto-optical trapping stage of the
experiment.
5.3 Magnetic field simulation
To design different current configurations trapping atoms, we simulate both the
static and microwave-dressed potential observed by the atoms. The simulation
was originally developed in reference [51], and allows for a combination of models
for both the static field and microwave fields.
In this thesis, the static magnetic field around the center of the chip is simu-
lated by modeling the central part of the atom chip wires as rectangular planar
conductors in the x, y-plane carrying homogeneous current densities.
The microwave magnetic field is calculated quasi-statically with the same
model, by assuming a microwave current in the central conductor of the co-
planar waveguide and return currents in the two ground conductors. In previous
measurements of the microwave magnetic field [121], asymmetry in the field dis-
tribution was found which we attribute to coupling of microwave currents into
neighboring structures on the chip. We take this asymmetry into account by
choosing an asymmetric distribution of return currents, and by setting small cur-
rents in the outer two conductors of the five-wire structure. The relative currents
are optimized to reproduce the distribution measured in [121] with good accuracy.
The absolute strength of the microwave field is calibrated in two ways. A
first calibration is obtained by measuring the microwave transmission loss of
7.4 dB in the chip assembly (including the microwave connectors). We then
estimate the current amplitude in the central wire by assuming equal losses before
and after the CPW center. Finally, to verify the calibration we compare the
simulated differential microwave potential to the scanning-probe interferometric
measurements described in 6.7, and find excellent agreement.
The atomic potential is calculated for all microwave-dressed levels of the hy-
perfine ground state by numerically diagonalizing the Hamiltonian (2.10) at each
point in space. In the experiment, we adiabatically switch the microwave dressing
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Figure 5.4: Schematic of the central region of the science chip, showing the wire con-
figuration used for trapping.
on and off, and we assume the atoms stay in the states which have the largest
component of their initial un-dressed states |1〉 and |2〉, respectively. Finally, the
gravitational potential Ugrav = −mgz with g = 9.81 m/s2 is taken into account.
The potential minima are found by a simplex minimization algorithm, and the
trap frequencies are estimated by numerically calculating the curvature around
the minimum.
5.4 Static magnetic trap configuration
Our main experiments are performed in a dimple trap (see section 2.5.1), created
with the five-wire structure of the science chip. Figure 5.4 shows a schematic of
the wire configuration around the center of the five-wire structure. Transverse
confinement comes from a wire in the lower gold layer carrying IL = 130 mA in
x-direction plus a static field By = 5.2 G. Longitudinal confinement is provided
by three parallel dimple wires in the top gold layer carrying ID = 2 mA each.
Two dimple wires carry current in −y-direction, and the third in +y-direction.
The total dimple current is thus 2 mA in −y-direction, and the asymmetric
distribution of dimple currents is needed to realize a trap position x0 along x that
is not directly above the wire crossing. The static field along x is Bx = 3.2 G.
The simulated trap minimum is located at x0 = −12.6 µm, y0 = −1.7 µm
and z0 = 40.3 µm, where the origin is chosen at the central wire crossing and on
the chip surface. The trap is approximately cylindrical and has trap frequencies
ωl = 2pi × 115 Hz, ω⊥,1 = 2pi × 529 Hz, and ω⊥,2 = 2pi × 544 Hz; approximately
along the x, y, and z-directions, respectively.
The size of the BEC determines the spatial resolution of an interferometric
measurement. We estimate the cloud size based on an interpolation between
the Thomas-Fermi and harmonic oscillator regime [49], where the atomic density
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η x0 (µm) y0 (µm) z0 (µm) B0 (G)
ωl
2pi (Hz)
ω⊥,1
2pi (Hz)
ω⊥,2
2pi (Hz)
0.5 -7.8 -0.5 15.5 3.26 112 508 515
0.6 -8.9 -0.7 20.6 3.26 114 515 523
0.7 -9.9 -0.9 25.6 3.25 114 520 529
0.8 -10.9 -1.1 30.5 3.23 114 523 534
0.9 -11.8 -1.4 35.5 3.22 114 526 539
1.0 -12.6 -1.7 40.3 3.20 115 529 544
Table 5.1: Estimated trap parameters for the scanning probe measurements as function
of the scanning parameter η. B0 is the static field in the trap center, aligned approxi-
mately with the x-direction.
profile is approximated as a Thomas-Fermi profile (inverted parabola) with radii
Rx = 4.0 µm and Ry = Rz = 1.05 µm for N = 1400 atoms. The volume within
the Thomas-Fermi radii is 20 µm3.
5.4.1 Scanning probe
To realize a scanning-probe interferometer, we move the trap to the position
where the measurement is to be taken. For this, we define a parameter η, which
we vary from η = 1 (original trap) to η = 0.5, and scale the trap parameters as
IL ∝ η2, (5.1)
ID ∝ η4,
By ∝ η,
while keeping Bx = 3.2 G constant. This keeps the trap geometry constant within
10%, and the magnetic field B0 at the trap center within 50 mG of the “magic”
value of 3.23 G (see section 2.3.1). We scan all currents and fields in a 20 ms
smooth ramp. Table 5.1 lists the simulated final trap position, static field B0 and
trap frequencies for the values of η used in our experiments, and figure 5.6 shows
the trap positions.
5.4.2 Positioning accuracy
The absolute positioning accuracy is relevant for a scanning-probe measurement.
Since the wire configuration on the chip is well known, the accuracy of the sim-
ulated trap position (with respect to the chip wires) is limited by the accuracy
of the wire currents and homogeneous bias fields. We calibrate the wire currents
with a Keithley 2000 multimeter, giving an accuracy of 50 µA in IL and 10 µA
in ID. We calibrate Bx using the atoms themselves: we measure the two-photon
detuning δ in a time-domain Ramsey measurement (see section 3.3) as function
of Bx, and extract the value of Bx where B0 is equal to the magic field by com-
paring to equation (2.9). In combination with the trap simulation, this gives a
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calibration of Bx with an accuracy of 10 mG. The magnetic fields By and Bz
were calibrated with a flux gate magnetometer before the coil cage was installed
around the science chamber. We estimate the accuracy of Bx and By to be
100 mG.
Using these uncertainties in the trap simulation, we estimate the total position
uncertainty to be 0.5 µm in x0 and 1 µm in y0 and z0. The calibration accuracy
in y0 and z0 is dominated by the uncertainty in By and Bz. If better accuracy is
desired, these fields could potentially be calibrated using the atoms in different
trap configurations. The uncertainty of x0 is affected by the accuracy of By as
well as ID, the latter of which could be improved with a better current meter.
The shot-to-shot reproducibility of the currents and fields is much better than
the absolute accuracy3. Therefore, the shot-to-shot fluctuations of the trap posi-
tion are much smaller than the cloud size and do not affect the spatial resolution.
With the simple parameter scaling scheme we use here, the trap position can
be varied approximately along a line towards the central wire crossing. It has
the advantage that it is easy to implement experimentally. However, a three-
dimensional scanning probe could be realized with a more complex parametriza-
tion, or by numerical search with the trap simulation. By rotating the static field,
the trap can be translated in the y, z-plane; the current distribution in the dimple
wires can be used translate the trap along x. It is also worth noting that the
trap frequencies do not necessarily have to remain constant in a scanning-probe
measurement, at the expense of an inhomogeneous spatial resolution.
5.5 State-selective potential
The same wires that carry the dimple currents ID also form a co-planar waveg-
uide for microwave signals. The evanescent field of the wave guide generates a
state-selective potential Vmw for the atoms. We simulate the field distribution as
described in section 5.3. In the experiments described in chapter 6, we use mi-
crowaves blue-detuned by ∆0 = 12 MHz with respect to the |1, 0〉 ↔ |2, 0〉 transi-
tion, creating a differential level shift between |1〉 and |2〉 of −(71, 46, 39) kHz/G2
for the (pi, σ+, σ−)-components of the mw magnetic field amplitude.
Figure 5.5 shows the energy level diagram of the ground state hyperfine mani-
folds in the presence of the microwave field, calculated for the field at the static
trap minimum with a microwave current of Imw = 15 mA. The level shifts are
exaggerated by a factor 2 × 104 for clarity. With Imw = 15 mA, the minima of
the total potential of |1〉 and |2〉 are separated by ≈ 140 nm. We use a smooth
ramp of 350 µs to turn on and off the microwave power, to ensure the atoms
adiabatically follow the dressed states.
3Stability estimates of our current sources and generated static magnetic fields are listed in
table B.2. External magnetic field fluctuations are reduced to ≈ 15 µG (long-term drifts over
several days) by the µ-metal shield surrounding the experiment, and negligible compared to
fluctuations in the current sources.
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Figure 5.5: Energy level diagram with microwave-dressed potentials. Gray lines show
the ground state levels in a static magnetic field of 3.2 G. Black, red and blue lines show
the levels shifted by a microwave blue-detuned by ∆0 = 12 MHz. The microwave level
shifts have been exaggerated by a factor 2× 104.
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Figure 5.6: Microwave potential with Imw ≈ 5 mA. The position and shape of the BEC
is shown to scale in blue for η = 1 (top) and η = 0.5 (bottom), and black dots indicate
intermediate trap positions.
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Figure 5.7: Level scheme of the 87Rb D2 line [52] and laser frequencies used in our
experiment. Figure adapted from [51].
In section 6.7 we use the atoms as a scanning probe to measure the microwave
potential. In that measurement, we use a microwave current of Imw ≈ 5 mA.
Figure 5.6 shows the calculated Vmw, as well as the positions listed in table 5.1
where the scanning probe measurement is performed.
5.6 Laser system
Our laser system generates laser light at several frequencies required for laser
cooling, optical pumping and imaging of the atoms, as shown in figure 5.7. All
laser frequencies are close to resonance with the 87Rb D2 line at a wavelength of
780 nm. In this section, I briefly discuss the operation of the laser system; for a
detailed discussion see references [51,60].
Figure 5.8 shows a schematic of the main components of our laser system.
Components such as beam shaping optics, wave plates and additional mirrors
have been omitted for clarity. All outputs of the laser system are coupled to
single-mode polarization maintaining fibers, which bring the light to the vacuum
chamber (see figure 5.2).
The laser system consists of three diode lasers. The master laser is grating-
stabilized [132], and has a typical output power of 20 mW. It is locked via satu-
ration spectroscopy [133] to the cross-over peak between the F = 2↔ F ′ = (2, 3)
transitions. The output light is frequency-shifted by an acousto-optic modulator
(AOM) in double-pass configuration and injected into the slave laser, which acts
as an amplifier. By changing the double-pass AOM frequency during the exper-
iment we have control over the frequency of the slave laser without significantly
changing the output power and beam pointing.
The slave laser generates ≈ 90 mW of light, most of which is used for the
MOT cooling light. The cooling light is frequency shifted by an AOM in single
pass configuration, which runs at fixed frequency but is used for fast switching
of the power. A mechanical shutter is available to completely turn off the power.
The cooling light is then split into four parts, carried by separate fibers to form
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Figure 5.8: Overview of the laser system, excluding wave plates and several other
components. The master and repump laser frequency are independently locked to Rb
saturation spectroscopy. The slave laser is injection-locked to the frequency-shifted out-
put from the master laser. A confocal cavity and Rb spectroscopy setup are used to
diagnose the injection locking. All output beams are coupled to polarization maintaining
single-mode optical fibers. NPBS = non-polarizing beam splitter.
two horizontal (along ±x) and two diagonal (along z ± y) MOT beams. The
diagonal MOT beams each carry ≈ 10 mW, and the horizontal beams ≈ 4mW.
The third laser is the repump laser, which is independently grating-stabilized
and locked to the F = 1↔ F ′ = (1, 2) crossover resonance. It produces ≈ 50 mW
of light. Part of it forms the MOT repump light, after an AOM for intensity
control and mechanical shutter. The MOT repump light is overlapped with the
diagonal MOT beams and carried through the same fibers.
The imaging light is taken from the slave laser, with a separate mechanical
shutter and AOM for intensity control. The primary imaging beam is carried by
a separate fiber and output along the y-direction. It can produce up to a few mW
of probe light, but the probe intensity is chosen for best signal-to-noise imaging
(see section 5.9).
Finally, the optical pumping fiber carries three different frequencies: the pump
2-2 light, taken directly from the master laser via a double-pass AOM; the pump
1-1 light, derived from the repump laser with a single-pass AOM; and some
imaging light for the secondary imaging axis taken after the imaging AOM. The
three beams are overlapped on non-polarizing beam splitters to have identical
polarization, and they share a single mechanical shutter.
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5.7 Current sources
Low noise and high stability current sources are essential for our experiment.
Here, I briefly mention the most important current sources used in the experi-
ment; for a detailed description see references [60,130,134]. Magnetic field noise
and current noise will be discussed in section 6.10.
For the homogeneous bias fields we use home-built bi-polar current sources
delivering up to ±5 A (the design is described in reference [134]). The additional
strong-field winding for By is driven by a FUG NLN 350M-20 unipolar 15 A
source. After the BEC is created, this current source is disconnected with a
transistor (IGBT) switch to reduce magnetic field noise.
For the chip wire current IL we use a similar home-built current source as
for the bias fields, but configured to deliver ±3 A. The dimple currents ID are
generated by HighFinesse BCS 002/10 current sources, delivering up to ±20 mA
each. These are designed to operate on battery power, but we use a linearly
regulated power supply instead to enable long measurement runs.
5.8 Microwave and RF system
In our experiments we rely on microwave (MW) and radio frequency (RF) fields
to coherently manipulate the internal state of the atoms, and both the phase
coherence and amplitude stability of these fields are important. Since the initial
spin-squeezing measurements [12], several upgrades to the MW and RF system
have been made in order to improve both short-term and long-term stability.
Here I describe the current state of the system, and in addition make a few notes
about the components that were used for the experiments described in chapter 6.
We drive two-photon Rabi transitions with a microwave field (∼6.8 GHz) and
a radio frequency field (∼1.7 MHz). Both fields are generated off-chip, intended
to minimize spatial inhomogeneity of the field strength. The microwave field is
emitted from a “horn” formed by a right-angle coax-to-waveguide transition. The
RF field is emitted from a home-built square coil of 9 windings and 3 cm side
length, connected in series with a 10 Ω resistor. The RF coil is placed around
the probe beam used for absorption imaging. Even though the fields are created
far from the chip, we experience gradients in the field strength at the position of
the atoms in both the microwave and RF field (see section 6.1). These gradients
are likely caused by coupling of the field to the chip wire structures.
In addition to these off-chip fields, we use the on-chip co-planar waveguides
for the state-selective potential, as described in section 5.5. In this section, I
describe the microwave and RF system for both the off-chip and on-chip fields.
Figure 5.9 shows an overview of the combined microwave and radio frequency
system. The system consists of a reference clock, power-stabilized microwave
setups for both the on-chip and off-chip microwaves, and an RF setup.
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path for driving Rabi transitions.
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5.8.1 Reference clock
To achieve good phase coherence, all signals are referenced from a high-quality
BVA-mounted 10 MHz quartz oscillator from Quartzlock4. The quartz oscillator
provides very good short-term stability, and can optionally be locked to time
signals obtained from GPS satellites for improved long-term stability5.
To characterize the performance of the different reference oscillators available
in our lab, we perform Allan deviation measurements. The Allan deviation σy(τ)
is a measure for the root-mean-square (rms) fractional frequency6 stability be-
tween two measurements taken a time τ apart [135]. It is important to note that
such a measurement provides only a comparison between two oscillators, since a
second reference clock is always needed to measure frequency. Thus, the mea-
sured Allan deviation can be interpreted as a worst-case limit to the performance
of both devices.
Figure 5.10 shows two Allan deviation measurements of the reference clock.
One measurement is performed in our lab and compares the Quartzlock reference
clock to the internal reference of our Agilent E8257D. The second measurement
was performed by Quartzlock during development and testing of our device, and
compares to a hydrogen maser. During this measurement, the phase-locked-loop
(PLL) that locks the quartz oscillator to GPS was still being configured, and
used different parameters from the final product. For short integration times
(τ . 1 s) both measurements are roughly consistent, indicating a short-term
stability of ≈ 5×10−13 Hz−1/2. For long τ , both measurements scale as σy(τ) ∝ τ ,
which indicates frequency drifts dominate on those time scales. The measurement
performed in our lab shows slightly better long-time performance, possibly due
to different PLL parameters. On intermediate time scales, the measurement in
our lab may be limited by the Agilent clock.
5.8.2 On-chip microwave system
The on-chip microwave signal chain is shown in part b of figure 5.9. We use an
Agilent E8257D signal generator7 as signal source. To improve the power stability
of the signal, we use a power stabilization feedback circuit, home-built in our lab
by Roman Schmied. The feedback circuit also allows complex ramps and pulse
shapes to be programmed by modulating the set point.
The feedback loop consists of a voltage variable attenuator8, a low-noise am-
4Quartzlock E8000-BVA. The BVA option was custom made for our experiment.
5In our experiments GPS locking has not yet been used, because we were unable to obtain a
stable GPS lock. This might be due to a problem in the GPS receiver, pre-amplifier or antenna.
6The fractional frequency is the time-dependent frequency error normalized by the nominal
(or average) frequency of the oscillator.
7With UNX low phase noise option
8Pulsar AAT-25-479/251040, maximum attenuation 80 dB.
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Figure 5.10: Allan deviation σy(τ) measured for our Quartzlock E8000-BVA reference
clock. Red line: measured in our lab by comparing with the Agilent E8257D internal
reference. Measured with a Zurich Instruments HF2LI lock-in amplifier. Blue circles:
measured by Quartzlock during product development by comparing our unit with a
hydrogen maser. The Quartzlock measurement does not represent the final PLL tuning
parameters.
plifier9, and a directional coupler10 which splits off a small amount of power a
broadband power detector11. Many microwave components have strongly tem-
perature dependent transmission properties. To counter-act the effect of tem-
perature drifts in the lab, the detector is mounted in a temperature-stabilized
copper block. The detector output is fed to a home-built PI controller, whose
output is fed back to the attenuator. The PI controller uses a current-to-voltage
pre-amplifier based on an OPA111 low-noise operational amplifier (opamp). The
feedback loop has a bandwidth of ≈ 150 kHz. The set point for the PI controller
is provided by an analog channel from the experiment control, filtered by a 50 kHz
low pass filter. We measure the relative power stability of the on-chip microwave
system to be . 10−4. The system can deliver up to ≈ 300 mW of microwave
power to the chip, but we typically adjust the gain of the feedback loop to reduce
the maximum power.
Although the feedback circuit can provide enough attenuation to effectively
switch off the microwaves when driven with a negative set-point voltage, doing
so drives the circuit into a saturated state from which it recovers slowly and not
in a well-defined way, which is undesirable. Instead, an absorptive switch (Miteq
N147BDM2, ≈ 95 dBm attenuation) is placed after the feedback loop. Finally,
a bias tee (UMCC BT-5000-HS) is used to add a DC current to the microwave
signal wire, and the combined signal is fed to the on-chip co-planar waveguide
(CPW). The return signal from the chip passes through a second bias tee to
separate the DC current, and the final microwave signal is terminated by a second
9Microsemi AML218P3203, 2–18 GHz, 32 dB gain, 30 dBm output (IP3), noise figure 4 dB.
10Pulsar CS20-10-435/1, 20 dB coupling
11Agilent 8471E
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temperature-stabilized detector. This detector signal is normally not monitored,
but can be used to analyze the power stability. It is also an important tool to
verify the shape and reproducibility of microwave power ramps programmed via
the experiment control12.
5.8.3 Off-chip microwave and RF system
Part c of figure 5.9 shows the signal chain for the two-photon drive. The mi-
crowave signal is sourced from a Rohde & Schwarz SGS100A signal generator13.
The signal is then fed to a similar power stabilization loop as described in the
previous paragraph14. The feedback loop uses an SRS SIM960 analog PID con-
troller plus an OPA111-based home-built pre-amplifier. The microwave amplifier
is followed by a circulator to protect the output port from reflected power. Fi-
nally, a switch is placed before feeding the signal to the microwave horn. In our
current experiments, we run the PID loop with a constant set point, and only
use the switch for gated pulses.
The radio frequency signal is generated by a VFG 150 signal generator. It gen-
erates sine waves using direct digital synthesis (DDS) at a sample rate of 200 MHz,
and can switch frequency, amplitude and phase almost instantaneously. After an
RF switch (MiniCircuits ZASWA-2-50DR), the RF signal is fed to a power ampli-
fier15 and subsequently to the RF coil. The RF coil as load in combination with
the VFG’s AC-coupled output circuit causes potential feedback problems, where
the circuit starts to oscillate at full amplifier power. We avoid these problems by
carefully choosing cable lengths and using a 70 MHz low-pass filter between the
VFG and the RF amplifier.
In addition to the RF output, the VFG has four binary (TTL) outputs, which
can be switched in sync with the RF signal with a time resolution of 5 ns. We
use these outputs to drive both the switch to the microwave horn and the RF
switch. The external RF switch is needed because the VFG’s RF output couples
to electronic noise present in the lab, even when the VFG output amplitude is set
to 0. This electronic noise originates mostly from switching-mode power supplies,
whose kHz-range switches can have harmonics in the MHz range which couple to
ground. In several cases, we noticed direct coupling to the spin-flip transitions
around 2.2 MHz in our atoms. Although most switching-mode power supplies
in our experiment have been replaced by linear supplies, the RF switch helps to
isolate from residual noise sources during most of the experimental sequence.
12Pulse shape and reproducibility suffer if the changes are too fast for the feedback loop to
follow, but also if the feedback loop has to come out of saturation. We typically use a 2 ms
“warm-up” time at low power and with closed switch to allow the PI controller to reach a
well-defined state.
13During most measurements described in chapter 6, a refurbished HP 8340B was used as
microwave source. It had similar phase noise characteristics as the Rohde & Schwarz, but broke
down after several months of continuous operation.
14The power stabilization loop was added after the measurements in chapter 6.
15MiniCircuits LZY-22+, 100 kHz – 200 MHz, 43 dB gain, 30 W output power
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5.9 Absorption imaging
The precise and well-calibrated determination of the number of atoms N1 and N2
in output states |1〉 and |2〉, respectively, is essential to our measurements. We
measure the atomic density distribution using absorption imaging.
In standard absorption imaging, laser light with intensity I resonant to a
cycling transition passes through the atomic distribution. The atoms cast a
shadow, and the resulting intensity is imaged on a camera and recorded as the
absorption image A. A second reference image R is taken without atoms, to
measure the intensity profile of the probe beam16. The two-dimensional atomic
density n2D can then be reconstructed on a pixel-by-pixel basis as [136,137]
n2D = − α
σ0
ln
(
A
R
)
+
α
σ0
s
(
1− A
R
)
, (5.2)
where σ0 = 3λ
2/2pi is the resonant absorption cross section of the imaging tran-
sition at wavelength λ, and the dimensionless parameter α ≥ 1 takes errors in
the probe polarization or frequency into account. The second term in equa-
tion (5.2) takes the effect of saturation of the imaging transition into account,
with s = I/αIs is the effective saturation parameter and Is = 1.67 mW/cm
2 the
saturation intensity of the transition. We calculate s on a pixel-by-pixel basis
from the reference image.
5.9.1 Primary imaging setup
To detect both output states after each run of the experiment, we use a modified
version of absorption imaging. First, we briefly expose the atoms to a probe laser,
tuned to resonance with the F = 2 → F ′ = 3 transition, circularly polarized to
drive the σ+ cycling transition. After a delay of 1.5 ms, in which the F = 2
atoms fly out of the depth of field due to photon recoil from the probe pulse,
we optically pump atoms from F = 1 to F = 2, and record a second absorption
image containing only signal from atoms originally in F = 1. Finally, a reference
image with no atoms is recorded.
Figure 5.11 shows our primary imaging setup. The probe light is emitted
from an optical fiber along the −y-axis. A two-lens telescope collimates the probe
beam, while at the same time imaging an aperture onto the position of the atoms
(diameter ≈ 0.6 mm). The aperture makes sure the probe light does not reach
the chip surface, reducing diffraction effects and creating a fairly homogeneous
probe light field at the position of the atoms. Residual diffraction patterns from
the aperture remain, with peak-to-peak intensity variations up to 20%.
The imaging objective is formed by a 4f -telescope. The primary objective lens
is a laser doublet (Melles Griot 06 LAI 005/076) with a focal length of 40 mm and
16Typically once per day, an additional dark image is taken, which is subtracted from both
A and R. It takes residual background light and in particular a constant offset count measured
by the CCD into account.
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Figure 5.11: Schematic drawing of our primary imaging setup. The linearly polarized
probe light from the fiber is made circularly polarized with a quarter wave plate and
collimated. An aperture is imaged onto the position of the atoms. After passing through
the science cell and atoms, the shadow of the atoms is imaged onto the CCD camera with
a 4f -telescope with 10-fold magnification. A shutter shields the CCD from light during
the laser cooling phase of the experiment. A knife-edge is used to block 2/3 of the CCD,
which is used as temporary storage for the first two images using frame transfer mode.
a numerical aperture of NA = 0.32. The second lens is an achromatic doublet
(Thorlabs AC254-400-B) with a focal length of 400 mm. Before installing the
imaging setup, we characterize the objective with a 1951 USAF optical calibration
target. We measure a magnification of 9.89 and a resolution of ≈ 4 µm.
We record the images with an Andor Ikon-M back-illuminated deep-depletion
CCD camera with a quantum efficiency of Qe = 0.9 at λ = 780 nm. In order
to take the three images (2 absorption images and 1 reference image) in quick
succession, we use the camera in frame transfer mode. Each image is recorded on
only 1/3 of the CCD, with the other 2/3 blocked by a black anodized aluminum
“knife edge” placed in front of the camera. Between the images, the frame is
shifted by 1/3 into the dark area, resulting in a dead time of only 1.5 ms between
images. At the end, the full frame of 3 images (1024× 1024 pixels) is read out.
In any imaging setup vibrations in optical elements can cause variations be-
tween successive images. These can be especially significant in the presence of
interference fringes that may form reflections off optical elements. We minimize
such fringes by using an anti-reflection coating on the outside of the science cell,
and by carefully aligning the imaging optics. Furthermore, we rigidly mount the
imaging optics and camera on damped mounting posts (Thorlabs DP14A/M) to
reduce vibrations.
To prevent room light from reaching the camera, the imaging optics are
enclosed in 1-inch aluminium tubing. To avoid exposure of the CCD during
the laser-cooling phase of the experiment, an external camera shutter (Sutter
SmartShutter) is installed between the objective lenses and the camera17. The
shutter is separately mounted and mechanically detached from the imaging optics
and camera. The resulting gaps are closed with electrical tape for blocking room
light.
17The iKon-M camera also has an internal shutter, but we keep it open during normal opera-
tion to preserve the camera lifetime. The internal shutter is rated for 20000 exposures, and we
routinely operate the experiments at > 10000 shots per day.
86
5.9 Absorption imaging
5.9.2 Secondary imaging setup
The secondary imaging setup is aligned along the −x-axis (see figure 5.2), with a
large field of view of 2.9×2.1 mm. It is used to diagnose the MOT, molasses and
initial magnetic trapping stages of the experiment. Only one absorption image
is taken with this setup. We can image either F = 2, F = 1 or both states. To
image both states, an optical pumping pulse is used before imaging to include
F=1 atoms in the image. To image only F = 1, F = 2 atoms are in addition
“blown away” with a resonant laser pulse if desired.
The probe light is carried in the same fiber as used for optical pumping, and
overlapped with the horizontal MOT beam path by a polarizing beam splitter
cube (PBS) before the science cell. Then, a quarter-wave plate turns the initial
linear polarization to circular. After the science cell, a second quarter-wave plate
and PBS separate the MOT and imaging paths. The objective consists of a 4f -
telescope with magnification of 2.23. The images are recorded on an AVT Guppy
F-044B NIR CCD camera.
5.9.3 Data analysis
Fringe removal algorithm
In standard absorption imaging, a separate reference image is used for each ab-
sorption image (or, in our case, for each set of two absorption images) taken in
the same run of the experiment. Using an absorption and reference image taken
in quick succession can help to reduce fringes due to vibrating components. How-
ever, there is no guarantee that this particular reference image best matches the
absorption image. Furthermore, each reference image is affected by photon shot
noise, which is the primary source of imaging noise in our setup.
To reduce the effect of photon shot noise in our images, we apply the fringe
removal algorithm described in references [137,138]. For this, we divide our data
in blocks of typically 200 consecutive shots. The algorithm works by constructing,
for each absorption image, an optimal reference image as a linear combination of
the available reference images. The coefficients are chosen to minimize the mean
squared residuals between the absorption and the optimal reference image, in a
background region where no atoms are present. Thus, in a block of 200 shots,
we construct 400 different optimal reference images (for F = 1 and F = 2) using
the same 200 reference images as a basis. The block size is chosen to restrict
computation time (≈ 10 s per block). We do not see a significant change in
residual image noise compared to a block size of 100.
In addition to reducing noise, the fringe removal algorithm also ensures that
the probe intensity in the optimal reference image matches that in the absorption
image. This compensates for a small systematic offset in atom number, which
arises due to slightly different experimental conditions between the absorption
and reference images. Removing this offset is particularly important when mea-
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Figure 5.12: Typical absorption image and areas used for analysis. The figure shows
n2D for atoms in F = 2 (left) and F = 1 (right). Atoms are counted in the elliptical region
indicated in white, whereas the green region is used to characterize the imaging noise.
The blue shaded region is used as background region for the fringe removal algorithm.
suring the contrast of our interferometer, which relies on measuring very close to
0 atoms in either state.
Atom number counting
The number of atoms N1 and N2 in states F = 1 and F = 2, respectively, are
calculated by integrating the column density n2D. For the main experiments
described in chapter 6, an elliptical integration region is chosen as follows. We
extract the position and size of each image from a 2D Gaussian fit, and use the
mean position and mean size over the entire data set to define the integration
region. We choose the radius of the integration region to be 2.5 σ in each direction,
where σ is the e−1/2-radius of the fit. The resulting regions contain > 95%
of the atomic distribution. In the scanning-probe measurement of section 6.7,
the integration region is chosen for each trap position individually. In other
measurements, a slightly larger rectangular region is chosen manually.
Figure 5.12 shows a typical absorption image for each state, and the regions
used. Between detecting F = 2 and F = 1, the atoms have fallen due to gravity.
To characterize the detection noise, we use a second integration region where no
atoms are present, and calculate the shot-to-shot variance for that region. The
background region for fringe removal is chosen outside both integration regions.
The detection noise in our images is dominated by photon shot noise, and for
our standard experimental trap (η = 1) results in noise levels of σN1,det = 5.7
and σN2,det = 4.2 atoms (standard deviations) in detecting atoms in F = 1 and
F = 2, respectively. The detection noise in F = 1 is larger because the cloud has
had more time to expand, requiring a larger integration region. The detection
noise corresponds to a noise level of σn,det = (5.1 ± 0.4) × 10−3 in the relative
atom number difference n. Trap positions close to the surface result in slightly
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higher noise levels up to σn,det = 6.5× 10−3 for η = 0.5.
Least-squares fitting to sinusoidal signals
In our experiments, we often measure sinusoidal interferometer fringes. In most
measurements, we record Ramsey fringes with a fixed interrogation time TR, and
we vary the offset phase ϕrf (see section 3.3).
To extract the interferometric contrast C and phase ϕ, we perform a least
squares fit to the sinusoidal model n = C cos(ϕrf +ϕ). We generally deal with two
relevant noise sources, phase noise in ϕ and detection noise in n. The phase noise
is usually dominated by quantum projection noise. The effect of projection noise
and other phase noise on n is dependent on ϕ. Using linear error propagation,
the noise in n is
σ2n = C
2 sin(ϕrf + ϕ)
2σ2ϕ + σ
2
n,det = (C
2 − 〈n〉2)σ2ϕ + σ2n,det.
Thus, phase noise is most significant on the slope of the fringe. On the other
hand, detection noise is dominant at the minimum and maximum of n, where
phase noise has no effect.
To take both noise sources into account we use a weighted fitting routine. As
weight, the standard deviation of each data point ni is estimated by assuming
18
C ≈ 1, 〈n〉 = ni and the phase noise of the standard quantum limit σϕ,SQL =
1/
√
N . Using a properly weighted fit is particularly important for determining
the interferometric contrast.
In other measurements, such as recording Ramsey fringes as a function of
interrogation time, a similar fitting strategy is used with an appropriately ad-
justed model. Unless noted otherwise, uncertainties given on fit results are 68%-
confidence intervals calculated from the fit residuals, and only take statistical
uncertainties into account.
Calibration and linearity
We use the method of Ref. [136] to calibrate the parameter α in equation (5.2).
The results are consistent with α = 1, indicating our probe light is consistent with
pure σ+-radiation. Subsequently, we calibrate the atom number by measuring
the shot noise of a coherent state (created by a single Rabi pi/2-pulse) for varying
〈N〉, and compare to the model 〈N〉2var(n) = β〈N〉 + σ2N1,det + σ2N2,det. While
for a coherent state we expect β = 1, a linear fit to the data (including the
independently measured detection noise at 〈N〉 = 0) yields β = 0.82± 0.07. We
attribute this to an error in calculating the density profiles, as our imaging system
18Since the interferometric phase ϕ is not yet known before the fit, we use each individual
data point ni as an estimate for 〈n〉 when calculating the weight. This is a good approximation
if σn  1. For very noisy data a more rigorous approach would be needed.
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Figure 5.13: Ramsey interferometer output with TR = 100 µs and a coherent input
state as function of the offset phase ϕrf. Top: experimental data (blue diamonds), with
22 repetitions for each of 32 phase values, and fitted sine (red line). Bottom: residuals
from the fit, showing the average (diamonds) and standard error (error bars) over each
phase angle.
only partially resolves the clouds, and we divide N1 and N2 by β to correct for
this error19.
To verify the linearity of the measured atom number, we perform a phase
Ramsey measurement with a short interrogation time of TR = 100 µs and compare
the result to equation (3.8). Figure 5.13 shows the measured data along with a
fitted sinusoid, as well as the residuals from the fit. The fitted contrast is C =
(99.48 ± 0.07)%. From the residuals, we conclude that the slope of our Ramsey
fringes deviates by at most 2% from the model. Together with the calibration
uncertainty, this results in a total systematic uncertainty of 10% (0.4 dB) in ξ2.
5.10 Experiment control and data acquisition
The experiment is controlled by a computer equipped with 4 National Instru-
ments input/output (I/O) cards20 providing digital and analog outputs [130].
All cards operate at a sampling frequency of 100 kHz. Analog voltage control is
used for current sources, the on-chip microwave power (via the set-point of the
power stabilization loop), and the slave-injection AOM (via a voltage controlled
oscillator). Digital output channels are for various switching and trigger signals.
To control the I/O cards we use the program goodTime, originally written
by Jakob Reichel and further extended by Pascal Bo¨hi [130]. It interprets a
simple scripting language, and allows the construction of complex experimental
19In later experiments (mentioned only in the outlook of this thesis), we found that the shot
noise was better described by a quadratic relationship 〈N〉2var(n) = 〈N〉 + γ〈N〉2 + σ2N1,det +
σ2N2,det, with the linear component consistent with β = 1. A nonlinear scaling is expected for
partially resolved clouds, and the effect may have gotten stronger due to e.g. misalignment of
the imaging system.
20PCI-6723, PCIe-6259, and two times PCI-6733
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sequences. Apart from the I/O cards, it controls test and measurement devices
(such as microwave generators in our experiment) via the GPIB bus. I have
extended the program to support modern device connectivity via e.g. ethernet
and USB.
The VFG 150 RF generator uses a custom data format and is controlled
by Matlab scripts running on the same computer. The Matlab scripts are in
turn called and configured from goodTime via DCOM21. Apart from generating
RF signals, the VFG has 4 digital outputs which we use to control MW and
RF switces (see section 5.8). These provide 5 ns time resolution synchronized
to the 10 MHz reference oscillator. In a typical sequence, we program several
subsequences (RF cooling ramps and a Ramsey or other pulse sequence) into the
VFG, each started by a separate trigger pulse from the I/O cards.
For data acquisition we use a second computer, which is connected to the
imaging cameras. We use a program MatCam implemented in Matlab to control
and readout the camera, and process the images. It is triggered from goodTime
via a DCOM call. MatCam was originally written by Pascal Bo¨hi for our exper-
iment [130], and I rewrote the program from scratch. The new version is written
in object-oriented Matlab, and its main advantages are easier extendibility with
new fitting functions, post-processing, etcetera. In addition, all configuration
parameters are automatically saved with each shot of the experiment. Camera
connectivity is either provided by external DLL files (written in C++ by Pascal
Bo¨hi), or by using the Matlab Image Acquisition toolbox. The latter toolbox
allows most new cameras to be used directly without additional programming.
For the main measurements of this thesis, presented in sections 6.6 and 6.7,
I implemented a simple feedback mechanism from MatCam to goodTime. The
measurement consists of a series of phase Ramsey measurements (see section 3.3)
followed by a measurement whose parameters depended on the outcome of the
phase Ramsey (e.g., a noise measurement on the slope of the Ramsey fringe).
The MatCam was extended to include phase fitting of sinusoidal signals (see
section 5.9.3), and the result was fed back to goodTime. This allowed most
measurements to be taken overnight without people present in the lab, aiding
the stability of the experiment.
5.11 Typical experimental sequence
The experimental sequence is discussed in detail in reference [60]. Compared
to those experiments, small changes have been made over time. Here, I briefly
outline the current sequence from hot background vapor to BEC creation.
The sequence starts with loading the MOT for 7 s, using a current of 48 A in
the external U -wire (see section 5.1.1) and a laser detuning of −2.5Γ from reso-
nance, where Γ = 2pi× 6 MHz is the natural line width of the cooling transition.
21Distributed Component Object Model, a Microsoft technology for inter-process communi-
cation.
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Subsequently, the MOT is released and re-captured by a smaller MOT created
with a current of 7 A in a U -shaped wire on the base chip. During the following
60 ms, the MOT is further compressed and the detuning is switched to −3.6 Γ.
Finally, the magnetic fields gradients are switched off and the cooling lasers are
detuned to −12 Γ for a 2 ms optical molasses stage. At this point, we have up
to ≈ 107 atoms at a temperature of ≈ 10 µK.
After the molasses phase, we optically pump the atoms to |F = 1,mF = −1〉
with an 80 µs pulse of both the pump 1-1 and pump 2-2 light (see section 5.6). It
is followed by a 100 µs pulse of resonant imaging light, to blow away any atoms
that might be left in F = 2 after the optical pumping. We then capture the
atoms in the first magnetic trap, formed by a Z-wire on the lower layer of the
science chip. With well-optimized laser cooling parameters, ≈ 4× 106 atoms are
trapped in this trap22.
What follows is a series of magnetic traps, where each next trap is further
compressed and closer to the chip surface. The compression raises the temper-
ature, which is partially compensated by self-evaporative cooling by atoms that
are too hot for the trap depth. After 4 stages, each with a 100 ms smooth ramp
to the next trap, we have N ≈ 2× 105 atoms at T ≈ 50 µK in a dimple trap (see
section 2.5.1) with trap geometry of (ωl, ω⊥) ≈ 2pi× (0.5, 2.3) kHz at z0 = 50 µm.
In this trap, we perform a first evaporative cooling ramp. We apply an expo-
nential RF ramp from 30 → 4.2 MHz during 1.5 s, arriving at N ≈ 6 × 104 and
T ≈ 14 µK. We then transfer to a dimple trap with (ωl, ω⊥) ≈ 2pi× (0.2, 2.1) kHz
at z0 = 45 µm, which uses the final set of wires. We perform a second RF cooling
ramp from 2.6→ 1.9 MHz during 1 s, producing a BEC of ≈ 4000 atoms.
Finally, we transfer the BEC to the experiment trap described in section 5.4
during 200 ms. To set the final atom number in the BEC, we apply a 20 ms RF
pulse at fixed frequency and low power. We then perform the main experiments,
which are described in chapter 6.
After the main experiment, we use a kick-out procedure to accelerate the
atoms away from the chip surface. This allows absorption imaging with short
time of flight, such that the cloud size in the absorption image is small, reducing
detection noise. The kick-out procedure works by ramping down the homogeneous
magnetic field in 1 ms, while keeping the chip-wire currents constant. The chip
wire field then becomes a potential gradient, pushing the atoms way from the
chip. After 1 ms, the chip-wire currents are also switched off, and a normal free-
space time-of-flight of ≈ 3 ms is used before taking the absorption and reference
images.
22The atom number in the first magnetic trap is measured after a hold time of 500 ms.
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In this chapter, I present the main results of this thesis. We generate spin-
squeezed states, and use such states as input state for an interferometer. In a
scanning-probe measurement, we measure the spatial distribution of a microwave
near-field potential. These results have also been published in reference [37].
I conclude the chapter with a discussion of the noise sources relevant to our
experiments.
6.1 Rabi oscillations
We drive coherent Rabi rotations between states |1〉 and |2〉 using a two-photon
microwave and radio frequency transition, described in section 2.3.4. Both fields
are generated off-chip, as described in section 5.8.3. Compared to previous ex-
periments [12], we use lower MW and higher RF power. For our state pair the
linearly polarized RF field generates no differential level shift, and thus lowering
microwave power while increasing the RF power reduces the total power sensi-
tivity of the two-photon Rabi detuning δ at a fixed two-photon Rabi frequency.
We typically couple ≈ 2 W of RF power into the RF coil and ≈ 10 mW
of microwave power into the microwave horn. We detune the MW by ∆ =
2pi × 500 kHz above the |F = 2,mF = 0〉 intermediate state. We find the two-
photon resonance condition by adjusting the RF frequency to minimize Ωeff, and
calibrate Ωeff by measuring the relative population n for a varying time t for
several Rabi cycles.
Figure 6.1 shows a measurement of Rabi cycles on an ensemble initially polar-
ized in state |1〉. The contrast of the Rabi cycles shows a sinusoidal modulation,
which we attribute to spatial inhomogeneity of the MW field. Such an inho-
mogeneity creates a state-selective potential, which could cause demixing and
remixing dynamics of the two states, similar to that described in section 6.3.
At the first contrast revival, around t = 38 ms, we observe > 95% contrast,
indicating the 1/e decay time is > 700 ms at the contrast revival times.
Although we generate both MW and RF fields for the Rabi pulses off chip,
a spatial inhomogeneity of the fields is not unexpected when operating close to
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Figure 6.1: Rabi oscillations, showing experimental data (blue) and an amplitude-
modulated sine fit (red). Due to inhomogeneity of the microwave and radio frequency
field, we see a collapse and revival of the Rabi contrast. The Rabi frequency is Ωeff =
2pi × (557.87± 0.02) Hz in this measurement.
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Figure 6.2: Position dependent Rabi frequency. a) Estimated microwave Rabi fre-
quency Ωmw (red squares) and RF Rabi frequency Ωrf (blue circles). Error bars indicate
statistical uncertainty. b) Example of Rabi oscillations for η = 1. c) Rabi oscillations at
η = 0.5, where the contrast decays quickly due to the inhomogeneous Rabi frequency.
a structured metal surface such as our atom chip. The fields can couple to the
metal structures, and thus create local gradients.
For a single short Rabi pulse the collapse and revival of contrast has little
effect, since the contrast envelope is essentially a cosine. Based on the very short
Ramsey measurement of figure 5.13, we estimate a fidelity of (99.74± 0.04)% for
a single pi/2-pulse.
Due to the spatial inhomogeneity of the RF and MW fields, we see a differ-
ent Rabi frequency and two-photon resonance condition at each trap position.
Therefore, we calibrate both the two-photon resonance and Rabi frequency for
each position independently. Using equations (2.18), we can estimate the individ-
ual MW and RF Rabi frequencies (Ωmw and Ωrf, respectively) from the calibration
data.
Figure 6.2a shows the estimated MW and RF Rabi frequency for each trap
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Figure 6.3: Ramsey measurement as function of interrogation time TR. Shown are ex-
perimental data (blue diamonds) and sinusoidal fit (red line). The fit result an oscillation
frequency of δ = −2pi × (44.9± 0.1) Hz and a contrast of C = (99.5± 0.4)%.
position. The trap position is labeled by the parameter η from equation (5.1).
Close to the surface, both fields show a strong position dependence, whereas
around η = 1 only the microwave field has a strong gradient. Part b of figure 6.2
shows Rabi cycles recorded at η = 1 and at η = 0.5. Due to the stronger field
gradient, the contrast decay occurs after only a few cycles for η = 0.5. However,
after a single pi-pulse, the contrast is still & 98%. The two-photon Rabi frequency
at η = 0.5 is Ωeff = 2pi × (1239± 2.5) Hz.
In our present measurements, we use the same RF and MW power settings for
each trap position. Note that for more complex sequences, where more or longer
Rabi pulses are required, it may be beneficial to reduce in particular the RF power
when operating close to the surface. Improvements may be gained by using on-
chip RF and possibly MW fields. While on-chip MW and RF currents create
large gradients close to the surface, their properties can be controlled understood
very well. For example, the RF gradient can be aligned perpendicular to the long
axis of the trap to minimize its effect. This technique has been used in several
atom chip experiments [68,69].
6.2 Ramsey interferometry
Figure 6.3 shows an example of a time-domain Ramsey measurement for varying
interrogation time TR at fixed phase and frequency. The sequence consist of two
Rabi pulses with a duration t such that Ωefft = pi/2 (pi/2-pulses), separated in
time by TR (see section 3.3). The Rabi pulses are tuned to two-photon resonance,
and the remaining oscillation frequency is equal to the detuning δ due to the
microwave level shift during the pulses (see equation (2.18)). From a sinusoidal
fit to the data, we obtain δ = −2pi× (44.9±0.1) Hz. The sign of δ was separately
verified by repeating the measurement with an added “artificial detuning” δclock,
realized by setting the phase of the second pi/2-pulse in each shot to ϕrf = δclockTR.
95
6. Experimental results
6.3 Splitting and recombination
As described in section 2.4.3, the strength χ of the non-linear Hamiltonian Hint =
χS2z scales with the wave-function overlap of the two states. We effectively “turn
on” χ by spatially separating the wave functions of state |1〉 and |2〉, and “turn
off” it’s effect by recombining them. We control the separation using the state-
selective microwave potential described in section 5.5. However, we find that the
mean-field interactions also play an important role in determining the dynamics
of the two-component BEC. For the experiments described in this chapter, we
use a “dynamic” splitting and recombination technique: we separate the potential
minima by only a small amount, but the mean-field interaction between the two
components strongly enhances the separation1.
The sequence is as follows. Initially, the atoms are polarized in the |1〉 state.
We apply a pi/2 Rabi pulse to create an equal superposition of |1〉 and |2〉. Then,
we spatially separate the trapping potentials of the two interferometer states by
switching on the state-dependent MW potential. We turn on the potential with
a smooth ramp of 350 µs, slow enough to allow adiabatic microwave dressing
of the potential, but much faster than the motional dynamics of the atoms. As
the atomic wave-functions are now no longer in the minimum of their respective
potential, they start to coherently de-mix and oscillate in the traps. After one
oscillation, during which the squeezing rate χ is nonzero, we switch off the state-
dependent potential to re-capture the atoms at the minimum of the original
state-independent magnetic trap, and apply further Rabi rotations to orient the
squeezed state as needed and perform interferometric measurements.
We use a far off-resonant microwave signal in the co-planar waveguide, blue-
detuned by ∆0 = 2pi × 12 MHz from the |1, 0〉 ↔ |2, 0〉 transition. We estimate
the splitting distance between the potential minima of the two states to be ∆x0 ≈
140 nm, aligned with the x-direction. Although ∆x0 is much smaller than the
extension of the BEC (RTF ≈ 4.0 µm along x), the wave functions split much
further due to mean-field repulsion of the two states. The resulting oscillation
frequency is slower than the trap frequency.
6.3.1 Collapse and revival of interferometric contrast
We characterize the splitting and recombination sequence by embedding it in a
Ramsey measurement. After the first pi/2-pulse, we turn on the state-selective
potential for a variable time TS . After TS , a second pi/2-pulse completes the Ram-
sey sequence and the populations are read out. Like in a normal time-Ramsey
measurement, we observe interference fringes with a frequency determined by the
1Recently, a scheme has been proposed without state-dependent potentials, using only the
mean-field interaction to drive splitting and recombination dynamics [139]. In that scheme, the
difference in scattering lengths provides the required asymmetry, and the oscillations are in a
spherical breathing mode. In our experiments, the state-dependent potential dominates over
the difference in scattering length.
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Figure 6.4: Dynamic splitting and recombination. a) Ramsey fringes (blue) recorded
with a variable hold time TS . During TS the microwave near-field is turned on, and the
potential minima of state |1〉 and |2〉 are separated by ≈ 140 nm. This causes the wave
functions ψ1 and ψ2 to oscillate in opposing directions. The contrast C calculated from
a 1D GPE simulation is shown in red. b) Simulated center-of-mass position along the
splitting direction of each state. c) Sum and d) difference of the simulated densities.
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energy shift between the two interferometer states. The contrast of the fringes
scales with the wave-function overlap, since parts of the BEC that do not overlap
also cannot interfere. As the two components of the BEC oscillate in opposing di-
rections, we expect to see an oscillating collapse and revival of the interferometric
contrast.
Figure 6.4a shows an example of such a Ramsey measurement with splitting
and recombination. The interferometric contrast oscillates with a frequency of
42 Hz. At maximum separation, the contrast is reduced to ≈ 20%, but after one
period the contrast is almost fully restored. The collapse and revival of contrast
continues for many cycles, although with each cycle the peak contrast is reduced.
Compared to previous experiments in our group [12], we use a smaller splitting
distance. This results in longer time to the first revival and higher remaining
overlap between the revivals (thus slower rate χ), but we find it gives larger
contrast at the revival.
We compare the measured contrast with a numerical simulation of the two-
component Gross-Pitaevskii equation (GPE, equation (2.4)) in one dimension.
We numerically integrate the GPE using a split-step method, where the kinetic
energy term is integrated in Fourier space and the potential and mean-field terms
are integrated in real space [140]. In figure 6.4a, the simulated contrast C =
|〈ψ1|ψ2〉| is shown. Here, ψ1 and ψ2 are the mode functions of state |1〉 and |2〉,
respectively, normalized to 1. With the splitting distance adjusted to 138 nm,
the simulation reproduces the experimentally observed frequency of collapse and
revival of the contrast. The simulation predicts somewhat stronger collapse than
observed in the experiment. This is likely because the one-dimensional simulation
does not allow dynamics in the transverse trap dimensions, whereas in reality the
BEC is not in the 1D regime2.
Part b of figure 6.4 shows the center-of-mass (COM) position of each conden-
sate component obtained from the simulation. The maximum separation between
the two states’ COM during the first oscillation is 2.9 µm. Part c and d of the
figure show the simulated total and difference density profiles, respectively. The
total density stays close to constant, even though the two components split almost
completely. The shape of the individual wave functions thus changes dramati-
cally during the sequence. The difference in shape between the two states arises
from the slightly asymmetric scattering lengths aij . Setting all scattering lengths
equal gives symmetric, but otherwise almost identical results.
First revival
Figure 6.5 shows another measurement of dynamic splitting embedded in a Ram-
sey sequence, focusing on the first revival of the contrast. To estimate the optimal
2Our experiment is between the 1D and the Thomas-Fermi (TF) regime. In the simulation,
we adjust g such that µ would be correct in the TF regime, but the results are very similar if
we choose g to match the 1D regime (by assuming the harmonic oscillator ground state wave
function in the transverse direction).
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Figure 6.5: First contrast revival in dynamic splitting and recombination. Ramsey
data (blue points) and fitted sine with Gaussian envelope (red line). The Ramsey fringes
have a frequency of 2334 ± 1 Hz. The peak contrast in this measurement is found at
TS = 23.3± 0.1 ms.
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Figure 6.6: Ramsey measurement at the first revival, with fixed TS = 23.4 ms and
varying phase ϕrf of the second pi/2-pulse. Experimental data (blue diamonds) and sine
fit (red line) giving a contrast of C = (98.4± 0.4)%. Bottom: residuals of the fit.
TS where the contrast is maximized, we fit a sinusoid multiplied by a Gaussian
envelope to the data. The fitted maximum of the envelope is at TS = 23.3± 0.1.
We routinely repeat this measurement before taking further data, and found the
contrast revival time stable within ±0.2 ms during the course of half a year in
which the data for this chapter was recorded.
In this measurement, the Ramsey fringes have an oscillation frequency of
δR = 2pi × (2334 ± 1) Hz. It is composed of three contributions: the microwave
level shift δ = −2pi× (44.9±0.1) Hz measured in figure 6.3; an artificial detuning
δclock = 2pi× 2 kHz; and the level shift Vmw/~ due to the on-chip microwave field
during TS . Combining the results, we find Vmw = h × (415 ± 2) Hz in this data
set.
Figure 6.6 shows a Ramsey measurement at the first contrast revival. Data is
taken at fixed splitting time of TS = 23.3 ms, as a function of the phase ϕrf of the
99
6. Experimental results
π/2
Hint = χ Sz2
θ
Time
TS
State-selective potential
θ
1 2 3
Sz
SySx
Figure 6.7: Sequence to prepare and characterize a spin-squeezed state. The figure
shows Rabi pulses (red) and on-chip microwave pulses (blue). Spheres 1-3 show the
Wigner function of the collective spin state at various stages of the experiment, simulated
for N = 200 atoms.
second pi/2-pulse. We fit the contrast as described in section 5.9.3, and obtain
C = (98.0±0.4)%. This characterizes the fidelity of our spin-squeezing sequence,
and in particular gives a lower bound on the wave-function overlap obtained using
the dynamic splitting and recombination scheme. We repeat this measurement
each time we prepare spin-squeezed states, and typically find a contrast in the
range of 97%− 99%.
Compared to a standard Ramsey sequence such as shown in figure 5.13, one
notices that the noise in figure 6.6 has significantly increased. Although this may
in part be technical phase noise due to the longer interrogation time, it is also a
first hint at the non-linear dynamics of the squeezing Hamiltonian (3.27) that have
occurred during TS . A Ramsey measurement is sensitive to the interferometer
phase, and if no further rotations are performed the collisional interactions lead
to phase diffusion (i.e., the anti-squeezed quadrature of the collective spin) [114].
To reveal the useful effects of collisions, a more complex sequence is needed, as
described in the following section.
6.4 Spin-squeezed state
To characterize the quantum state after splitting and recombination, we use the
sequence depicted in figure 6.7. To visualize the sequence, we show the expected
Wigner function on the Bloch sphere, calculated for N = 200 atoms (see sec-
tion 2.4.4). The sequence starts with a pi/2-pulse as before. We now choose
an explicit phase reference frame and denote this initial pulse to be around the
−y-axis on the Bloch sphere. Sphere (1) shows the resulting coherent state,
aligned with the x-axis. Next, we apply the state-selective potential for a time
TS = 23.4 ms, during which the wave functions split once and recombine to
maximum overlap. We choose the phase-reference frame to co-rotate such that
δR = 0, and the state remains aligned with the x-axis. During TS , χ is non-
zero and the non-linear collisional interaction Hint = χS
2
z leads to entanglement.
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Figure 6.8: Characterization of a spin-squeezed state. Blue points show the variance
relative to the SQL as a function of turning angle θ. The independently measured
contribution from imaging noise has been subtracted. Error bars indicate statistical
uncertainty based on the number of shots used in each data point. The best squeezing
is found to be ζ2 = −4.3 ± 0.6 dB at θ = 14◦. The contrast for this data set was
C = (94.1 ± 0.4)%. Red line shows the variance of a simulated squeezed state with
χTS = 0.003, which has a minimum variance of ζ
2
sim = −12.9 dB at θ = 12.8◦.
Sphere (2) shows the simulated Wigner function. Although the phase is diffused,
the state is squeezed along a particular direction in the x, y-plane. To investigate
the squeezing, we apply rotation by a variable angle θ around the −x-direction.
For each turning angle θ, we repeat the measurement many times. Although
the mean 〈n〉 ≈ 0, the variance σ2n varies with θ, reflecting the squeezed and
anti-squeezed quadratures. Figure 6.8 shows an example of such a measurement,
with up to 150 shots of the experiment per tuning angle. The figure shows the
measured variance ζ2 = 4var(Sθ)/N (for a coherent state ζ
2 = 1). The effect
of detection noise is subtracted from each data point. Detection noise alone
corresponds to ζ2det = −10.8 dB.
For a turning angle of θ = 0, the measured variance is consistent with that of
a coherent state. For small positive θ, lower noise is observed. This corresponds
to sphere (3) in figure 6.7, where the squeezed direction is aligned with Sz. The
lowest variance in this measurement is found to be ζ2 = −4.3±0.6 dB at θ = 14◦.
Turning another 90◦ aligns the anti-squeezed direction with Sz, and the measured
noise is far above that of a coherent state. For comparison, the phase noise
visible in figure 6.6 corresponds to θ = 90◦, and is almost along the anti-squeezed
direction. Turning further, a second minimum is visible with ζ2 = −2.2± 0.9 dB
at θ = 190◦. In theory, this noise level should correspond exactly to θ = 10◦, but
the longer pulse required may lead to extra technical noise.
We compare the squeezed measurement to that of a simulated state with
N = 1400. In the simulation, after the first pi/2-pulse the state is evolved under
Hint for χTS = 0.003. Then, the variance var(Sθ)
2 is calculated as a function
of the turning angle θ. No technical noise contributions or losses are taken into
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Date 〈N〉 Contrast (%) ξ2 (dB) σn,det ζ2 (dB)
14-12-2011 1320± 49 98.4± 0.4 −3.9± 0.3 5.0× 10−3 −4.4± 0.4
15-12-2011 1350± 47 98.1± 0.3 −4.6± 0.4 4.9× 10−3 −5.2± 0.5
16-12-2011 1429± 34 98.4± 0.6 −4.3± 0.4 4.4× 10−3 −4.8± 0.5
Table 6.1: Measurement of our spin-squeezed state on three consecutive measurement
days, characterized by the mean atom number 〈N〉, the contrast C and the squeezing
factor ξ2, measured at a turning angle of θ = 12◦. Listed uncertainties are standard
deviation of the data for 〈N〉, fit uncertainty for C and statistical uncertainty for ξ2.
The systematic uncertainty on ξ2 is 0.4 dB. The detection noise σn,det is measured
independently in each data set and used to calculate the estimated noise reduction ζ2 =
〈N〉(σ2n − σ2n,det).
account. The optimal squeezing found in the simulation is ζ2 = −12.9 dB at
θopt = 12.8
◦. The value of χTS was chosen to approximately match θopt to the
experimental data.
Following the measurement of figure 6.7, several experimental improvements
were made to reduce technical noise. In particular, new signal generator3 was
installed for the microwave part of the Rabi pulses, significantly reducing the
noise induced by multiple Rabi pulses.
Table 6.1 shows an overview of characterization measurements taken of spin-
squeezed states after the new microwave generator was installed. Each measure-
ment is taken at a turning angle of θ = 12◦, with up to 180 shots per measure-
ment. The contrast C is measured for each set directly before measuring the
variance. The interferometrically useful squeezing is calculated from the data
as ξ2 = 〈N〉σ2n/C2. We do not subtract detection noise when calculating ξ2.
We consistently obtain around 4 dB of useful squeezing with an interferometric
contrast above 98 %.
6.4.1 Multi-particle entanglement
As described in section 3.7, quantum metrology and entanglement are closely
related concepts. Figure 6.9 shows the measured depth of entanglement for our
experiment. Plotted on the vertical axes is var(Sθ)/S, which we associate with
ζ2/2 in the experimental data4. Lines correspond to the best results possible with
a k-particle entangled state for several example values of k (based on equation
(3) of reference [97]). The experimental results corresponding to the squeezed
states listed in table 6.1 are overlayed on the graph. Our best result corresponds
to at least 40± 8-particle entanglement. It should be noted that the particles in
3First a refurbished HP 8340B, later a Rohde & Schwarz SGS100A. Both devices have similar
phase noise characteristics. Previously, an SRS SG384 with frequency doubling option was used.
4Note that var(Sθ)/S = ζ
2/2 only for symmetric states with a fixed particle number, and
ζ2 measures phase uncertainty relative to the SQL corresponding to the mean 〈N〉. A detailed
treatment including fluctuating particle numbers is given in [98].
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Figure 6.9: Depth of entanglement calculated according to reference [97]. The calcula-
tion is valid for large entanglement and C ≈ 1. Lines correspond to k-particle entangle-
ment for k = 10, 20, 30, · · · , 1400. The red, blue and green data point correspond to the
squeezed states of table 6.1 and fall on the lines k = 32± 7, k = 40± 8 and k = 37± 11,
respectively.
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Figure 6.10: Squeezed-state interferometer sequence. The figure shows Rabi pulses
(red) and on-chip microwave pulses (blue). Spheres 1-5 show the Wigner function of the
collective spin state at various stages of the experiment, simulated for N = 200 atoms.
a pure BEC are indistinguishable, and separating the system into groups of 40
particles does not represent a symmetric state. Instead, we can conclude that all
particles are entangled by some amount [98].
6.5 Squeezed-state interferometer
In the previous sections, I described how we have created and characterized spin-
squeezed states of our two-component BEC. To demonstrate that these states
can be used for entanglement-enhanced interferometry, we use the squeezed state
as input to a Ramsey interferometer.
The sequence is shown in figure 6.10. First, we create the squeezed state with
a pi/2-pulse and the state-dependent potential (spheres 1-2). Then, we rotate
by 78◦ around the positive x-axis. This aligns the squeezed quadrature with the
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Figure 6.11: Squeezed-state interferometer fringe with TR = 729 µs. Experimental
data (blue diamonds) and sine fit (red line) giving a contrast of C = (97.3 ± 0.2)%.
Bottom: residuals of the fit.
equator of the Bloch sphere (sphere 3) and makes the state maximally phase
sensitive. The combined steps up to sphere 3 can be thought of as replacing
the first pulse of a normal Ramsey interferometer. The sequence continues like
a normal Ramsey sequence. During the interrogation time TR, a phase ϕR is
accumulated (sphere 4), which is the quantity to be measured. After TR, a final
pi/2-pulse rotates the state around the y-axis and maps ϕR onto n (sphere 5).
Figure 6.11 shows a squeezed-state Ramsey measurement with an interroga-
tion time of TR = 729 µs. The interferometric contrast is C = (97.3 ± 0.2)%.
Directly after this measurement, we measured the noise level on the slope of the
fringe in 240 shots of the experiment. The squeezing factor at the end of the
interferometer sequence was ξ2 = −3.9± 0.4 dB.
In general we observe slightly lower contrast compared to the input state due
to the added complexity of the sequence. In particular, an error in calibrating
the phase of the 78◦-pulse translates into reduced contrast of the interferometer.
6.6 Lifetime of the squeezed state
In many applications such as atomic clocks, interferometric sensitivity scales lin-
early with TR, and long interrogation times are desired. We therefore measure
the performance of our interferometer as a function of TR, similar to the mea-
surements performed in reference [22].
Figure 6.12 shows the measured squeezing factor (at the end of the interfer-
ometer sequence) for varying TR. The interferometer operates at ξ
2 ≈ −4 dB
below the SQL, and it performs below the SQL up to TR = 10 ms. For compar-
ison, we repeat the measurement with a coherent input state, using a standard
Ramsey sequence. This reference measurement is consistent with the SQL plus
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Figure 6.12: Interferometer performance. Observed phase noise in a Ramsey interfer-
ometer with squeezed (blue diamonds) and coherent (red circles) input states for vary-
ing interrogation times TR. Dashed lines model constant performance of ξ
2 = −4 dB
(squeezed state) and +0.2 dB (coherent state), plus noise due to shot-to-shot frequency
fluctuations. Each data point is the result of 240 measurements, and error bars indicate
statistical uncertainty.
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Figure 6.13: Experimental sequence for the scanning-probe interferometer. The figure
shows Rabi pulses (red), on-chip microwave pulses (blue) and the trap position (purple).
Spheres 1-6 show the Wigner function of the collective spin state at various stages of the
experiment, simulated for N = 200 atoms.
detection noise.
For TR > 20 ms, both measurement are limited by technical or other noise.
The measured noise level is consistent with shot-to-shot fluctuations of 150 mHz in
the relative frequency between our reference oscillator and the atomic resonance.
Possible contributions to this noise are discussed in section 6.10.2.
6.7 Scanning-probe interferometer
In the previous sections, we have demonstrated sub-SQL interferometry with
a small probe, but have only measured at one position in space. To demon-
strate position-dependent measurements, we realize a scanning-probe interferom-
eter with squeezed input state.
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Figure 6.14: Scanning probe interferometer operating below the SQL. a) Measured
phase shift 〈∆ϕ〉 induced by a microwave near-field pulse as a function of the atom–
surface distance, compared to the simulated potential (dotted line). b) Measured perfor-
mance of the interferometer, expressed as squeezing factor ξ2. Each data point (based
on 240 measurements) has a statistical uncertainty of ±0.4 dB, shown as error bar on
the lower left point. The experiment was repeated up to 5 times at each position.
Figure 6.13 shows the experimental sequence of our scanning-probe interfer-
ometer. First, we create a squeezed input state as before (spheres 1-2). Next, we
apply a −12◦ rotation around the x axis, aligning the anti-squeezed quadrature
with the equator (sphere 3). This renders the state minimally sensitive to phase
noise during the following 20 ms, in which we transport the atoms to the position
where the interferometric measurement is to be made. Finally, we perform a full
Ramsey interferometer sequence consisting of a pi/2-pulse around the state’s cen-
ter to make it maximally phase sensitive (sphere 4), an evolution time TR during
which the phase ϕR is accumulated (sphere 5), and a final pi/2-pulse mapping ϕR
onto n (sphere 6).
We demonstrate the scanning probe interferometer with spatially resolved
measurements of the on-chip microwave near-field at 6.8 GHz. We use TR =
100 µs, during which we pulse on the field for Tmw = 80 µs with the same
detuning of ∆0 = 2pi × 12 MHz as used for the state-dependent potential (see
section 5.5), but at a lower microwave current of ≈ 5 mA. This results in an
additional phase shift ∆ϕ = TmwVmw/~ where Vmw is the differential ac Zeeman
shift of states |1〉 and |2〉.
Figure 6.14a shows measurements of 〈∆ϕ〉 at the positions indicated in fig-
ure 5.6, between 40 µm and 16 µm from the chip surface. At each position we
perform two separate measurements. First, we measure the phase ϕmw which is
accumulated with Vmw enabled. We do 60 runs of the experiment with varying
offset phase ϕrf, and extract the mean 〈ϕmw〉 by performing a least-squares fit to
the model n = C cos(ϕrf − 〈ϕmw〉) as described in section 5.9.3. Then we repeat
the sequence without mw pulse to measure the reference phase 〈ϕref〉. The mean
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phase shift due to the mw is given by 〈∆ϕ〉 = 〈ϕmw〉 − 〈ϕref〉.
The measured shape of Vmw agrees well with the simulated potential (see
section 5.3 and figure 5.6). Since the present measurement is more precise, we
use it to calibrate the efficiency of coupling the mw current onto the chip. The
resulting global calibration factor agrees well with the measured mw transmission
through the chip, if we assume that there are equal losses before and after the
experiment region of the co-planar wave guide.
Figure 6.14b shows the performance of our interferometer in terms of the
squeezing factor ξ2. We measure the performance in 240 runs of the experiment,
while operating at ϕrf = 〈ϕmw〉 + pi/2, such that 〈n〉 = 0. For all positions,
our interferometer performs well below the SQL, with an average performance of
〈ξ2〉 = −2.2 dB corresponding to a single-shot phase sensitivity of σϕmw = 1.2◦.
We attribute the reduction of squeezing compared to the input state to the extra
Rabi pulses and extra time needed to transport the atoms.
The strength of Vmw is chosen such that the interferometric contrast remains
C & 95% at the position closest to the chip surface, η = 0.5. Even closer
to the surface, at η = 0.4, we observed strongly reduced contrast due to the
gradient across the extent of the cloud (see section 4.3). The product VmwTmw was
therefore approximately optimal for η = 0.5 for our cloud size. Note, however,
that measurements closer to the surface could be performed with lower field
amplitude or shorter interrogation time.
6.8 Sensitivity to microwave magnetic fields
Our interferometer is sensitive to a microwave level shift of Vmw/B
2
mw = h ×
71 kHz/G2 for a linearly polarized microwave magnetic field driving pi-transitions
with a detuning of ∆0 = 2pi × 12 MHz (see section 5.5). For such a field, the
measured phase sensitivity σϕmw = 1.2
◦ of our scanning-probe interferometer
corresponds to a noise-equivalent microwave field amplitude of σBmw = 2.4 µT.
The sensitivity for small fields can be improved by using a smaller detuning5 to
increase Vmw, and by increasing the interrogation time Tmw.
The largest level shift Vmw is obtained by choosing the microwave frequency
close to resonance with a single transition |1,m1〉 ↔ |2,m2〉. Close to resonance,
the interferometer is also polarization dependent, depending on the chosen tran-
sition. Choosing the detuning ∆2,m21,m1 ≈ Ω
2,m2
1,m1
such that Rabi rotations are just
avoided, the level shift is approximately Vmw ≈ µBBmw up to a factor of order
unity depending on the transition matrix element (see equation (2.12)).
To make an estimate of our ultimate sensitivity for weak microwave fields6,
5In this proof-of-principle experiment, it was convenient to use the same detuning ∆ during
TS and Tmw. However, if an independent microwave field is to be measured the detuning can
be chosen close to resonance.
6For very weak fields, the field gradient neither significantly perturbs the potentials nor
causes inhomogeneous dephasing, and we can choose the longest interrogation time allowed by
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we take the best squeezed-state performance of figure 6.12. At TR = 10 ms
our measured noise level corresponds to a sensitivity in the ac Zeeman shift of
σVmw = h × 0.33 Hz, or a single shot field sensitivity of σBmw ≈ 23 pT. Tak-
ing the experimental cycle time of 11 s into account, we obtain a microwave
field sensitivity of 77 pT/
√
Hz. We emphasize that this sensitivity is achieved
with a small probe of 20 µm3 in volume. Assuming projection noise scaling
and constant density, this corresponds to a volume-normalized sensitivity of
3.5× 10−10 T√µm3/Hz, close to that of state-of-the-art DC magnetometers (see
section 4.5.3).
An advantage of our technique is that it readily gives an absolute calibration
of the measured microwave magnetic field, since the properties of the atomic
transition are well known (see section 2.3.3 and reference [52]). The interferometer
can be extended to measure magnetic fields at other frequencies. For example,
sensitivity to DC fields can be created by moving away from the magic field.
Most high-precision measurements discussed in section 4.5.3 are sensitive to fields
oscillating at kHz or MHz frequencies; sensitivity to RF fields can be obtained
in our interferometer by off-resonantly coupling a two-photon transition with the
aid of a known microwave field.
6.9 Data analysis
In this section, I describe the data analysis procedure used for the main results
of this chapter, sections 6.6 and 6.7.
The raw data we obtain from the experiment is a set of two absorption images
and one reference image for each run of the experiment. To these, we apply the
fringe removal algorithm and we count the atom numbers N1 and N2 in elliptical
regions as described in section 5.9.3.
6.9.1 Density-dependent level shift
We achieve small shot-to-shot fluctuations in total atom number N of typically
σN ≈ 40, close to the Poissonian noise of σN =
√
N expected for a single-particle
stochastic process such as evaporative cooling7. Nevertheless, our interferometer
is sensitive to a density-dependent level shift arising from mean-field interactions.
Since our detection noise on N is much smaller than the spread in atom numbers,
we can correct for this shift in each shot individually [106].
We measure the density-dependent level shift based on the coherent-state
reference data in figure 6.12. For each data point in the figure, consisting of
240 runs of the experiment, we determine the slope dn/dN through least-squares
fitting. The fitted slopes are shown in figure 6.15. For an N-dependent level
technical noise.
7Note that sub-Poissonian atom number statistics in a BEC have been created with evapo-
rative cooling [141], thanks to the mean-field interaction.
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Figure 6.15: Measurement of the density-dependent level shift. The fitted phase shift
per atom dn/dN is shown for the same data as in figure 6.12, for the coherent-state
reference data (red diamonds) and the squeezed-state interferometer data (blue squares),
respectively. Dashed lines show the fitted level shift from the reference data (red line)
and predicted shift for the squeezed-state data (blue line).
shift, we expect a linear increase of dn/dN with TR, plus a constant offset for
the squeezed-state interferometer acquired during the splitting time TS . From a
linear fit to the red data points, we find a level shift of (5.1 ± 0.1) mHz/atom.
We then correct all data sets for this level shift using the measured total N in
each shot.
We emphasize that we use only the reference data to measure this correction
factor. For the squeezed-state data we assume the density-dependent shift during
TS to be identical to that measured during TR. This assumption is in good
agreement with measuring dn/dN separately on the squeezed-state data sets,
as visible from the blue data in figure 6.15. Finally, if we would not apply the
correction at all, the scanning probe interferometer would still perform below the
SQL at 〈ξ2〉 = −1.7 dB, and our interferometer would remain sub-SQL for 10 ms.
6.10 Noise analysis
In this section, I present a brief analysis of the measured noise levels, and discuss
possible causes that limit the observed squeezing and lifetime.
6.10.1 Squeezed input state
The squeezed state presented in section 6.4 shows the best squeezing at turning
angles around θ = 12◦ − 14◦. This is consistent with a simulated squeezed state,
obtained by evolution of the Hamiltonian Hint = χS
2
z for a time TS such that
χTS = 0.003 with N = 1400. The simulated “ideal” squeezing for this state is
ζ2sim = −12.9 dB at θ = 12.8◦. In the anti-squeezed direction ζ2sim = +12.9 dB,
indicating the simulated state is still very close to a minimum uncertainty state.
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Both the optimal turning angle θ and the anti-squeezed noise are in good agree-
ment with the experimental data in figure 6.8, and thus we assume that the
integrated
∫ TS
0 χdt ≈ 0.003 in our experimental sequence.
The best squeezing observed in the experiment is thus limited by other pro-
cesses. Squeezing may be limited by both fundamental processes, such as colli-
sional losses, and by technical noise sources such as phase and power fluctuations
during the Rabi pulses and phase noise during TS .
Losses
The effect of losses during the creation of spin-squeezing with the one-axis twisting
Hamiltonian is studied in references [62, 110, 111]. For multiple loss processes
symmetric for both states, the spin squeezing parameter is affected as [110]
ξ2 = ξ20 +
γ
3
, (6.1)
where ξ0 is the squeezing parameter without losses and γ = (1−N(TS)/N(0)) is
the fraction of atoms lost during the squeezing. The result assumes a constant
loss rate (independent of N), which is valid for γ  1. Using the loss model of
section 4.1.2, we estimate the lost fraction is γ ≈ 0.08 in our experiment after
TS = 23.4 ms, and γ/3 ≈ −16 dB. The predicted squeezing in the presence of
losses is ξ2 = −11 dB. Therefore, we assume losses have a negligible effect on the
preparation of squeezed states in our experiment8.
Reference [110] also gives an estimate for the best possible squeezing and
optimal squeezing time for a given loss rate and value of χ. During TS we have
〈χ〉 ≈ 0.13 s−1 in the experiment, and the initial loss rate is 3.6 s−1. With these
numbers, an optimal squeezing of ξ2 = −12 dB at TS = 36 ms is predicted, if no
other noise sources would be present.
Phase noise during splitting and recombination
Phase noise σϕ during TS deteriorates the squeezing by adding a noise term
ζ2phase noise = σϕ sin θ, where θ is the turning angle after squeezing. During free
evolution of either a squeezed or coherent state, we observe phase noise consistent
with shot-to-shot frequency fluctuations of 150 mHz rms, as shown in figure 6.12.
For TS = 23.4 ms and θ = 12
◦, this corresponds to ζ2phase noise = −15 dB, and thus
this level of phase noise would not significantly affect our observed squeezing. If
the observed squeezing level would be limited by phase noise during TS , addi-
tional shot-to-shot frequency fluctuations of about 450 mHz rms would have to
8The theory does not take asymmetric losses (which cause a population difference of 〈n〉 ≈
0.05 after TS) into account, which may lead to different behavior. However, in reference [62]
a numerical simulation with losses in only one state was performed, showing no significant
differences in ξ2 up to the optimal squeezing time.
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be present. In this section, I discuss possible sources of extra phase noise during
TS .
In past experiments [12], phase noise was a significant limitation to the ob-
served squeezing. The largest contribution to phase noise was caused by power
fluctuations in the on-chip microwave signal, which convert to frequency fluc-
tuations via the microwave level shift Vmw. To alleviate these problems, power
stabilization of the on-chip microwave signal was implemented prior to the ex-
periments described in this thesis. In addition, we use a lower Vmw, which apart
from realizing better wave function overlap at the revival time also reduces the
effect of power fluctuations. In figure 6.5, a level shift of Vmw = 415 ± 2 Hz is
found. From independent measurements, we estimate the relative power stability
of the microwave signal to be . 10−4. Thus, we expect the additional frequency
fluctuations during TS to be less than 42 mHz, not significantly deteriorating the
squeezing.
Another significant source of phase noise in the previous experiment was a
fluctuating trap position due to fluctuating wire currents and bias fields. Due
to the strong microwave field gradient, a change in trap position also causes
differential level shifts. Since the present experiments operate at lower Vmw, the
sensitivity to trap position has also been strongly reduced. Furthermore, we now
use a second independent current source for By during the final stage of the
experiment, strongly improving the noise characteristics. With the simulation
described in section 5.3, we estimate a differential level shift of 150 mHz/mG in
By and 120 mHz/mG in Bz. We measure slow drifts of . 0.5 mG in the magnetic
fields, and the corresponding level shifts are expected to be at the . 100 mHz
level.
We estimate the sensitivity of Vmw to changes in the wire current IL to be
6 mHz/µA, whereas the shot-to-shot fluctuations in the corresponding current
source are ≈ 10 µA. Changes in ID cause level shifts of at most 3 mHz/µA, and
the long-term stability of the respective current sources is . 2 µA.
In summary, there is no indication that phase noise during TS limits the
observed squeezing, but the biggest source of phase noise originates from drifts
in By and Bz. Note that in the main experiments of this chapter, we are only
sensitive to drifts of . 1 hour time scale, since we take all shots for a single
measurement of ξ2 consecutively. In ongoing and future measurements of more
complicated states, measurement runs spanning several days might be required,
and larger drifts may be present on those time scales.
Power and phase fluctuations in Rabi pulses
To estimate the effect of power and phase noise in the pulses, we simulate differ-
ent types of noise during the experimental sequence. We calculate the effect of
the Rabi pulses on the mean spin and calculated the added variance in Sz over
an ensemble with noisy parameters included. For pulse noise, we differentiate be-
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tween two time scales relevant to our experiment: fast fluctuations which occur
within a single Rabi pulse, and shot-to-shot fluctuations on the time scale of the
experimental cycle time. On both time scales, fluctuations in power and phase
are included in the simulation.
The measurement of figure 6.8 shows increased noise at θ = 190◦. This type of
noise is well described by fast phase fluctuations. For example, phase fluctuations
of 2.5 × 10−4rad/√Hz give rise to an added noise of ζ2 = −3.8 dB at θ = 192◦.
This noise level is consistent with separate characterization measurements, where
we use a coherent state and turn for θ = 6pi. Fast phase noise has negligible effect
on the squeezing at θ = 12◦. We attribute these fast phase fluctuations to the
SRS SG384 signal generator used for the microwave part of the Rabi pulses. After
these measurements, we replaced the unit with first a refurbished HP 8340B and
later a Rohde & Schwarz SGS100A signal generator. Both devices offer similar
phase noise characteristics, considerably better than the SRS unit.
After replacing the microwave generator, we consistently observe squeezing
levels around ζ2 = −4.8±0.5 dB at θ−12◦ and are able to perform extra Rabi ro-
tations without strongly degrading the squeezing level. Our best squeezing could
be limited by shot-to-shot power fluctuations of 1% or by fast power fluctuations
with a relative amplitude of 2.5 × 10−4/√Hz. Characterization measurements
with long Rabi pulses (6pi or more) indicate a shot-to-shot power stability better
than 10−3, which is confirmed by direct measurements of the microwave and RF
power and insufficient to explain the observed squeezing. However, fast power
fluctuations might play a role, and their simulated effect is consistent with our
characterization measurements.
Recently, we have implemented several measures to improve the power sta-
bility of the Rabi pulses. For the microwave signal, we have set up an active
power stabilization loop, which is described in detail in section 5.8. For the ra-
dio frequency signal we have mounted the power amplifier and RF switch on a
temperature stabilized block. These improvements are most significant for very
long-term power drifts which are not limiting the experiments described in this
chapter, but the microwave power stabilization circuit should also be beneficial
for the short-term power stability. Further investigation of the pulse stability is
needed in the future to enable more complex sequences.
6.10.2 Phase noise in Ramsey measurements
In this section, I revisit the frequency noise observed in the squeezed-state life-
time measurement of figure 6.12 (section 6.6). Figure 6.16 shows the same data
expressed as phase noise σϕ = σn/C. Here, we assume the phase noise is small
enough that a linear approximation to the sinusoidal interference fringe is justi-
fied, and the shot-to-shot fluctuations do not “wrap around” to the next inter-
ference fringe. This assumption is well satisfied for all but the last data point
at TR = 531 ms where σn/C = (35 ± 4)◦ and the actual phase noise might be
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Figure 6.16: Measurement of interferometric phase noise for varying TR. Closed sym-
bols and dashed lines correspond to the data in figure 6.12. Open symbols correspond to
a separate measurement with thermal atoms (green squares) and a BEC (purple circles)
in a relaxed trapping potential, as well as a BEC in the standard trap (orange triangles).
The open-symbol measurements are described in section 6.10.2.
somewhat higher.
The data is well described by a model that includes the quantum projection
noise plus shot-to-shot frequency fluctuations between the reference clock and the
atoms, where the two contributions are added in variance. Shot-to-shot frequency
fluctuations lead to phase noise that scales as σϕ = σωclockTR, and we use σωclock =
2pi×150 mHz to model the data. In the following, several potential contributions
to these frequency fluctuations are discussed.
Reference clock
Compared to the atomic resonance frequency of 6.8 GHz, σωclock corresponds to
a relative frequency stability of 2 × 10−11 on a time scale from 100 ms to the
experimental cycle time of Tcyle = 11 s. Comparison to figure 5.10 suggests that
frequency fluctuations of our reference clock are well below this level9.
Magnetic field noise
We operate close to the “magic field” of B = 3.23 G, where the differential
Zeeman shift between |1〉 and |2〉 vanishes up to second order, such that influences
of magnetic field noise on the atomic phase are minimized. In the measurement
of figure 6.12, the magnetic field was 34 mG away from the magic field, and the
sensitivity of the atomic level shift to magnetic field was 0.5 Hz/G.
Since the trap is aligned almost exactly with x, the magnetic field sensitivity
is dominated by fluctuations in Bx. In the current source responsible for the
9Both the Agilent E8257D, used in this measurement, and the Quartzlock E8000-BVA, used
in later measurements have at worst the Allan deviation shown by the red line in figure 5.10.
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bias field in x-direction, we measure slow drifts corresponding to σBx ≈ 500 µG,
which causes level shifts of 250 µHz. Short-term fluctuations are much smaller,
typically ≈ 3 µG rms.
Noise in the ambient magnetic field in the lab is reduced by the µ-metal
shield surrounding the science cell. With a flux-gate sensor, we measure drifts
of ≈ 15 µG over several days and short-term noise . 5 µG inside the µ-metal
shielding.
In conclusion, magnetic field noise in our experiment has a negligible effect
on the phase noise.
One-axis twisting Hamiltonian
As discussed in section 4.4, the one-axis twisting Hamiltonian causes phase noise
if there is a significant residual χ > 0 in the non-split trap. The phase noise
observed in the measurement of figure 6.12 would be produced by an average
〈χ〉 = 0.025 s−1 for a coherent input state. Comparing to calculations in ref-
erence [60], this would require a significantly reduced density overlap.However,
during the coherent-state measurement, the contrast is C > 98% for all mea-
surements up to TR = 59 ms, indicating that significant demixing does not take
place.
Another clear indication that phase diffusion due to Hint does not dominate,
is that it would have a much stronger effect for the squeezed-state interferometer,
since the anti-squeezed quadrature is aligned with Sz and the initial var(Sz,0) is
about 12 dB larger than that of a coherent state. In the experiment, we observe
equal phase noise for a coherent and squeezed input state.
Finite temperature
As discussed in section 4.4, finite temperature affects the phase coherence of a
BEC. In the experiment we use very cold BECs. Figure 6.17 shows absorption
images averaged over 3120 runs of the experiment, together with one-dimensional
integrated line profiles. No clear sign of a thermal cloud is visible. The fringes
visible in part c) and f) of figure 6.17 originate from residual fringes in the probe
illumination (see section 5.9).
From the calculation of figure 4.8, even a temperature of T/Tc = 0.08 would
suffice to explain the observed phase noise, which corresponds to a non-condensed
atom number of only Nth ≈ 0.7 (see equation (2.2)). A thermal fraction this
small would indeed not be detectable in figure 6.17, and finite-temperature effects
might well have a significant effect on the phase noise. Note, however, that this
calculation considers a single-component BEC. Our experiment is sensitive to
the relative phase noise between the two components of our BEC, and finite-
temperature effects might have significantly different effects on the relative phase.
Phase spreading due to finite temperature in a BEC is density dependent, as
mentioned already in section 4.4. To see if density-dependent effects limit the
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Figure 6.17: Absorption images averaged over 3120 runs of the experiment. Shown
are a) average absorption image in F = 1; b) and c) line density integrated along z for
F = 1. d)-f) show the same measurements as a)-c), respectively, but for F = 2.
phase noise in our experiment, we performed several Ramsey measurements in a
relaxed trap with trap frequencies of (ωl, ω⊥) ≈ 2pi × (130, 260) Hz. The phase
noise measured in these measurements is shown as open symbols in figure 6.16.
This data was taken with a different configuration for the microwave and RF
equipment as the main experiment (closed symbols in figure 6.16), and only
comparison between the open symbols is meaningful. A BEC in the relaxed trap
(purple circle) has significantly lower phase noise than a BEC in the standard
experiment trap (orange triangles), indicating that the phase noise is indeed
density dependent. A thermal ensemble of 1.6 × 104 atoms in the relaxed trap
exhibits even lower phase noise.
In conclusion, finite temperature or other density-dependent effects may well
limit the phase coherence in our experiment, and a thorough study of the fun-
damental limits of phase coherence in a BEC is needed. These effects could be
studied with our experiment [115].
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7.1 Conclusions
In this thesis, I have experimentally demonstrated a scanning-probe atom interfer-
ometer operating below the standard quantum limit, and used it for the measure-
ment of a microwave near-field. This is the first demonstration of entanglement-
enhanced atom interferometry with a high spatial resolution scanning probe, and
promises further high-resolution sensing and measurement applications such as
the investigation of surface effects and the search for fundamental short-range
interactions [2]. Quantum metrology is useful in measurements with high spatial
resolution, since the atom number in the probe volume is limited by collisional
loss.
Our interferometer is realized with N = 1400 87Rb atoms, trapped in a cloud
of 1.1× 1.1× 4.0 µm radius, corresponding to a spatial resolution of 20 µm3. We
create spin-squeezed states with an interferometrically useful reduction of projec-
tion noise by ξ2 = −4.3± 0.4 dB in variance compared to the SQL. We realize a
scanning-probe interferometer by transporting the entangled atoms from 40 down
to 16 µm from the chip surface, and use it to measure a microwave near-field dis-
tribution. The scanning probe interferometer operates at ξ2 = −2.2 dB below
the SQL in this measurement. High-resolution microwave field imaging is rele-
vant to fundamental research as well as the design of micro-fabricated microwave
circuits which are increasingly important in modern mobile communication tech-
nology. Our demonstration measurement operates at higher resolution and better
microwave field sensitivity of 2.4 µT compared to existing techniques (see sec-
tion 4.5.2).
In a measurement at a fixed position, we demonstrate a squeezed-state in-
terferometer operating ξ2 ≈ −4 dB below the SQL. The interferometer remains
sub-SQL for interrogation times up to TR = 10 ms, significantly longer than
previously demonstrated in atom interferometers (see section 3.8). The best
sensitivity of our interferometer corresponds to a microwave field sensitivity of
77 pT/
√
Hz. Taking our small probe size into account, the volume-normalized
sensitivity is 3.5 × 10−10 T√µm3/Hz, on par with state-of-the-art sensors for
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static and low-frequency magnetic fields (see section 4.5.3). This demonstrates
that atom-chip-based BEC systems are excellent for quantum metrology appli-
cations, providing competitive sensitivity at micrometer resolution.
We show that density-dependent losses place a tight limit on the useful num-
ber of atoms in a high-spatial-resolution atom interferometer, highlighting the
usefulness of quantum metrology in this situation. For our experimental param-
eters, we predict optimal sensitivity for N = 750 and TR = 3.5 s when taking
only losses into account, and an optimal interrogation time of TR ≈ 3 s when
using N = 1400 initial atoms. In the experiment, we do not reach this optimum,
and TR is limited to much lower values. The interferometric lifetime of both the
squeezed state and a coherent state is limited to ≈ 10 ms due to phase spreading.
Initial estimates show that the phase spreading may well be due to fundamental
dephasing of a BEC, even at very low temperatures. These finite-temperature
effects are also density dependent, indicating that the useful N and TR in an
interferometer are limited even more strictly than predicted by our calculation
of atom losses. Further research into the fundamental limits of atom interferom-
etry with high spatial resolution is desirable, both in experimental studies and
theoretical predictions that apply to the experimental situation.
In summary, the experiments presented in this thesis demonstrate quantum
metrology with high spatial resolution and atom interferometry with state-of-the-
art sensitivity, and are a starting point for fundamental studies of decoherence
in BECs. In addition, our experimental setup is a promising platform for further
studies of entanglement in many-particle systems, as will be discussed in the
following section.
7.2 Outlook
In this section, I discuss several measurements that could be implemented with
our experimental setup in the near and intermediate future. I briefly present a
few initial results of current experimental progress, which is carried out by my
colleagues at the time of this writing.
7.2.1 Phase coherence in a BEC
A better understanding of the intrinsic limits to the phase coherence in a BEC
is of fundamental interest and particularly relevant for quantum metrology with
BECs. Fundamental limits to the temporal coherence of a three-dimensional BEC
have not been observed experimentally, and theoretical studies make different
predictions depending on how the system is initially prepared [115].
In reference [115], a scheme is proposed to directly measure the phase spread-
ing with a two-component BEC. In the proposal, the phase spreading of e.g.
component |1〉 is measured, using a small population in |2〉 as a (non-interacting)
phase reference. The small population in |2〉 would be created with a short Rabi
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Figure 7.1: Reconstructed spherical Wigner function of an over-squeezed state with
N ≈ 450 atoms. The Bloch sphere is shown in a Hammer projection, with the Cartesian
axes indicated by white labels.
pulse, and the components would be split with a state-selective potential to allow
independent evolution. Our experimental setup provides all ingredients needed
for this type of measurements. The phase decoherence can be measured by moni-
toring the interferometric contrast, as proposed in reference [115], or alternatively
the evolution of phase noise can be measured directly1. The temperature depen-
dence of the phase spreading can be investigated by modifying the evaporative
cooling sequence to prepare a higher temperature condensate. Such measure-
ments can provide valuable insight in the limits of metrology with BECs, and
in addition can give a better understanding of the decoherence observed in our
experiment.
7.2.2 Over-squeezed states and quantum Fisher information
In this thesis, we studied mildly squeezed states, which are directly usable in a
traditional Ramsey interferometer and are well characterized by the squeezing
parameter ξ2. However, as discussed in section 3.5.2, highly entangled states
for which ξ2 > 1 but which are still useful for quantum metrology can be cre-
ated with the one-axis twisting Hamiltonian Hint. For example, increasing χTS
compared to the squeezed-state preparation creates over-squeezed states, which
significantly wrap around the Bloch sphere and therefore have reduced interfer-
ometric contrast. Experimentally demonstrating that such states are useful for
quantum metrology and studying the related entanglement is a challenging goal.
We have made initial measurements of over-squeezed states in our system. We
use a similar sequence as for preparing squeezed states in section 6.4. However,
instead of a dynamic splitting and recombination scheme, we use a more adiabatic
scheme where the state-selective potential is slowly turned on and off. Figure 7.1
1For a direct phase measurement, the best sensitivity is obtained with a pi/2-pulse as final
pulse, rather than the short pulse in the original proposal. This is very similar to the case of
interferometry in the presence of losses presented in section 3.1, and to some extent analogous
to homodyne detection in optics.
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shows a tomographic reconstruction of the Wigner function of a state created with
N ≈ 450 atoms and a splitting time of TS = 100 ms. Projective measurements
were made along 360 different directions of the collective spin2. The density
matrix was reconstructed from the data with an iterative numerical maximum
likelihood optimization (RρR-iteration) [142]. The resulting Wigner function is
shown on the Bloch sphere in a Hammer projection, which maps the entire surface
of the sphere to a plane.
Currently, we use tomographic reconstruction algorithms to get a visual de-
scription of the state through the spherical Wigner function. However, experimen-
tal noise significantly affects the reconstructed state, and attempts to calculate
the quantum Fisher information FQ from the reconstructed states yield results
that depend strongly on the details of the reconstruction method. Alternative
to determining FQ directly, measures of statistical distinguishability such as the
Hellinger distance can be related to FQ and may be more easily measured in an
experiment [84, 143]. Further research into practical measures of interferometric
usefulness and entanglement of strongly squeezed states is needed.
7.2.3 Schro¨dinger kitten states
Schro¨dinger cat states are maximally entangled states that are optimal for quan-
tum metrology, and can in principle be created with the one-axis twisting Hamil-
tonian (see section 3.5.2). A characteristic feature of strong entanglement in an
N -atom cat state is a band of N fringes in the Wigner function. However, a cat
state is extremely difficult to create, since even changing N by one changes this
fringe pattern, requiring both perfect atom number stability and no losses.
It is intriguing to ask if other highly entangled states could be created with less
stringent experimental requirements. One candidate is a so-called Schro¨dinger
kitten state, described in section 3.5.2. Using a mean population of only a few
atoms in state |2〉, which is most prone to losses, the total effect of losses is
reduced. The losses in |1〉 can be reduced by using a smaller total atom number.
Furthermore, the kitten state has only a few fringes on the Wigner function, and
might therefore also be more robust against losses in |1〉.
In ongoing work, we are investigating the possibility to create Schro¨dinger
kitten states experimentally. Figure 7.2 shows the reconstructed Wigner function
of a recent experimentally created state with N = 150 atoms. The state was
created with a Rabi pi/20-pulse to create a small population in |2〉, followed by
an adiabatic splitting and recombination scheme taking in total TS = 170 ms
and a splitting distance of 3 µm. The splitting time was chosen such that the
expected
∫ TS
0 χdt ≈ pi/2 based on simulated dynamics in a 2D simulation of the
two-component GP equations (2.4). For comparison, an ideal kitten state with
2The spin projection of (Sˆz cos θ + Sˆy sin θ) sinφ + Sˆx cosφ was measured for θ spanning
(0, 2pi) in steps of 2◦ and φ = 0, 35◦. These angles form two rings of axes: a large ring through
the poles of the Bloch sphere, and smaller ring rotated by 35◦ towards x.
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a) b)
0
Figure 7.2: Schro¨dinger kitten states. a) Reconstructed spherical Wigner function of
a state with N ≈ 150 atoms and ∫ TS
0
χdt ≈ pi/2. b) Simulated Wigner function of a
Schro¨dinger kitten state with the same parameters. In both panels, part of a Hammer
projection is shown, where the −z axis of the Bloch sphere is at the center.
the same parameters is shown.
While the Wigner function of the experimentally measured state shows some
structure, it does not show negative regions, nor does it clearly reproduce the
shape of the kitten state. For further progress, a better understanding of the
role of atom number fluctuations and atom losses for kitten states is needed. Ex-
perimentally, further improving the atom number stability will be important for
the generation of kitten states. This may be achieved by improving the imaging
setup, and in particular optimizing it for small atom numbers, in combination
with strict post-selection of the data on total atom number. Detection of small
ensembles with a sensitivity close to the single-atom level is feasible with absorp-
tion imaging [138, 144], and single-atom sensitivity has been demonstrated with
fluorescence imaging [145].
7.2.4 Entanglement between two BECs
In this thesis, we used the one-axis twisting Hamiltonian generated by collisional
interactions to create correlations between the spin-states of atoms within the
BEC. Alternatively, one could use two initially independent BECs, each with two
internal spin states. Collisional interactions between the BECs could be used to
create entanglement between the BECs. This type of entanglement generation
was one of the initial motivations for the design of our atom chip [57], and an ex-
perimental scheme was proposed to create a phase gate for quantum information
processing with single atoms [57,146].
Recently, a very similar experimental scheme to entangle 2 BECs was pro-
posed in reference [147]. The scheme is shown in figure 7.3 and works as follows.
Two independent BECs a and b are created in the two wells of a double-well
potential, and both are prepared in an equal superposition of components |1〉
and |2〉. We denote |i〉k the component |i〉 of BEC k. Then, an internal-state-
dependent potential shifts the components |2〉a and |2〉b, but leaves |1〉a and |1〉b
in place. This way, |1〉a overlaps with |2〉b. During this phase, collisional in-
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Entangled state
Figure 7.3: Schematic of the experimental scheme proposed in [147]. a) A coherent
spin state is prepared in each well. b) The potential for state |2〉 is shifted spatially such
that |1〉a and |2〉b overlap. c) The traps are overlapped again at their initial position.
Figure based on [147].
teractions create entanglement between the two BECs. Finally, the BECs are
overlapped again, and the spin projection of each BEC is measured.
We denote Sˆa and Sˆb the collective spin operators of BEC a and b, respec-
tively. During the interaction phase, the Hamiltonian has nonlinear terms
H = χ(Sˆaz )
2 + χ(Sˆbz)
2 − χabSˆaz Sˆbz, (7.1)
where for simplicity all scattering lengths and mode functions of the BECs have
been chosen equal [147]. The first two terms are the one-axis twisting Hamiltonian
for each individual BEC, and the third term creates entanglement between the two
BECs. Similar to the Schro¨dinger cat states that are generated by the one-axis
twisting Hamiltonian, the Hamiltonian (7.1) generates highly entangled states at
special revival times depending on the ratio between χ and χab. At short evolution
times, which are more accessible experimentally, it generates Einstein-Podolski-
Rosen-type entanglement between properly chosen directions of the collective
spins Sˆa and Sˆb.
The exact scheme depicted in figure 7.3 is not straightforward to realize on our
current atom chip3, but a slightly different alternative scheme proposed in [57]
can be implemented. In the alternative scheme, state |1〉 is left in a double-
well potential, whereas state |2〉 is state-selectively modified from double-well to
single-well. As a result, |2〉a and |2〉b collide and interact. This generates the
same interaction as equation (7.1), with χab = χ/2 for equal scattering lengths
and fully overlapping mode functions [147]. In appendix B an example of suitable
3On our atom chip, wires for static magnetic potentials are close to the CPWs used for state-
dependent potentials, making it difficult to state-dependently translate a double-well potential
along x.
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current configurations is given, and the expected technical phase noise between
the two wells is analyzed.
Apart from creating double-well potentials in the experiment, a few additional
ingredients are needed to create and measure entanglement between two BECs.
First, internal-state Rabi rotations in both wells independently are desirable, such
that different combinations of spin quadratures can be measured. The gradients
in Rabi frequency observed in section 6.1 may be used to our benefit by creating
a different Rabi frequency in each well. This effect can be enhanced by using
on-chip microwaves for Rabi pulses, which have very strong but reproducible
gradients. A tailored pulse sequence could be used to get the desired end result
in each well. For read-out, state-selective imaging of both wells independently
is straight-forward to implement, since the trap separation is well resolved by
our imaging system. Finally, simulations and experimental work are needed to
determine whether the components |2〉a and |2〉b can be cleanly separated and
re-captured after colliding. Alternatively, a next-generation atom chip can be
designed to directly implement the scheme of figure 7.3.
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Appendix A
Atom chip layout
Figure A.1 shows the wire pattern of the base chip. The base chip has a “double
H”-structure, accentuated in a darker color. The other wire structures are lead
wires to the science chip. The contacts (marked as gray circles) are labeled
according to the system used in the experiment. The ground contacts G1-G4 of
the microwave connectors are coupled to the corresponding DC wire with surface-
mount capacitors, forming the on-chip bias-Ts. For example, G1 is capacitively
coupled to M2 and M5.
Figure A.2 shows the layout of the science chip. The lower gold layer is
shown orange (labels starting with D and U). The wires of the upper gold layer
are shown in bright yellow (labels starting with M, and MW1-MW4 for the central
microwave conductors).
In the main experiment trap (see section 5.4) the current IL = 130 mA runs
from U3 to U10. There are three dimple currents of ID = 2 mA each running
from M16→M6, MW3→MW2 and M17←M9, respectively. The effective dimple
current is thus 2 mA in −y-direction.
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Figure A.1: Base chip layout
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Figure A.2: Science chip layout, showing a) complete science chip, b) 6-wire structure,
c) 5-wire structure.
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Appendix B
State-selective double-well potential
In this appendix, I present a possible current configuration to generate both
state-dependent and state-independent double-well potentials on our atom chip.
Figure B.1 shows the proposed current configuration, using the five-wire struc-
ture of the atom chip. The trap is based on a dimple trap. Transverse confinement
is given by a wire along x carrying IL = 70 mA and a static field By = 4.0 G.
Longitudinal confinement and static double-well splitting are provided by all five
dimple wires in the y-direction. The central wire (core of the CPW) carries
a variable current ID1, the two surrounding wires (ground wires of the CPW)
carry ID2 = −2 mA each and the two outer wires (auxiliary DC wires) carry
(ID3 = −4 mA) ± Ic each, where Ic is a small compensation current, which
can be used to tune the energy difference between the left and right well of a
double-well potential. A variable microwave current Imw is used in the CPW.
We consider three different configurations listed in table B.1. Configuration
a) is a single-well potential for both states, realized with ID1 in the −y direction.
Configuration b) is a state-independent double well, realized with ID1 along +y.
I D
1
I D
2
I D
2
I D
3 +
 I c
I D
3 -
 I c
m
w
20 μmx
y
z
top layer
lower layer
IL
Figure B.1: Current configuration for double-well traps. The central wire current ID1
can be chosen in either direction depending on the desired trap (see text).
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a) b) c) |1〉 c) |2〉
ID1 -1.10 +1.40 +1.06 mA
Ic 0 -4.1 15.7 µA
Imw 0 0 82.5 mA
z0 23.6 24.2 24.4 23.7 µm
B0 2.73 2.92 2.90 2.90 G
ωl/(2pi) 167 171 169 169 Hz
ω⊥1/(2pi) 667 629 627 644 Hz
ω⊥2/(2pi) 751 683 695 676 Hz
d – 17.6 17.9 – µm
∆V/h – 33.9 -14.3 – Hz
Barrier – 2.6 2.6 – Hz
Table B.1: Current configurations and simulated trap geometry, for a) single well,
b) double well and c) state-dependent double well potentials. For the state-dependent
potential, states |1〉 and |2〉 are listed separately. The bottom section lists the splitting
distance d, the energy difference ∆V and the energy barrier between the two wells in the
case of double-well potentials. The trap frequencies in the left and right wells are equal
within 4 Hz.
Both configuration a) and b) use no microwave potentials. Configuration c) is a
state-dependent double well: it is a double well for state |1〉, but a single well for
state |2〉. It is realized by a combination of ID1 along +y and the state-dependent
microwave potential.
Figure B.2 shows potential traces along x for the three trap configurations.
The traces are taken along the trap minimum in the y- and z-directions. All traps
have very similar trap frequencies, listed in table B.1. All traps are approximately
z0 ≈ 24 µm away from the surface. The magnetic field B0 in the trap center
ranges from 2.7 G to 2.9 G.
For both double-well configurations, the differential energy ∆V between the
left and right well have been set close to 0 by tuning Ic. Using Ic = 0 yields
similar trap configurations, but with ∆V = −h× 156 Hz in configuration b) and
∆V = h× 718 Hz for state |1〉 in configuration c). This differential energy arises
from the asymmetric lead wires in configuration b), and in addition from the
asymmetry in the microwave potential in configuration c). Note that the lead
wires are only approximately implemented in the trap simulation, and the actual
energy difference may be different in the experiment. The energy barrier between
the two wells is h× 2.6 kHz. For comparison, a small BEC with 500 atoms in a
single well has a chemical potential of µ ≈ h× 1.2 kHz.
The trap can be smoothly changed between all three configurations by linearly
ramping the static currents and the microwave power Pmw ∝ I2mw from the initial
to the final value1. For example, a smooth ramp from from configuration a) to b)
1If a constant ∆V is desired during the ramp, a nonlinear ramp for Ic may be needed.
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Figure B.2: Trapping potentials as function of x. Panels a)-c) correspond to the
configurations a)-c), respectively. For each x, the potential is minimized along y and z.
Parameter Sensitivity Stability σ∆V
Ic 47 Hz/µA – –
ID3 0.3 Hz/µA . 2 µA . 0.6 Hz
ID2 0.1 Hz/µA . 2 µA . 0.2 Hz
ID1 0.2 Hz/µA . 2 µA . 0.4 Hz
IL 11 Hz/mA ≈ 10 µA ≈ 0.1 Hz
Bx 0.1 Hz/mG . 0.5 mG . 0.05 Hz
By 0.1 Hz/mG . 0.5 mG . 0.05 Hz
Bz 5.5 Hz/mG . 0.5 mG . 2.3 Hz
Imw 19 Hz/mA . 4 µA . 0.07 Hz
Table B.2: Sensitivity of the differential double well energy in configuration c) to various
parameters. Stability estimates for our current experimental equipment are listed, as well
as the resulting estimates of the differential energy fluctuations σ∆V .
can be used to coherently split a single BEC. An abrupt change from configuration
b) to c) can be used to create correlations between the atoms in the left and the
right well: while state |1〉 would stay split, the two clouds in state |2〉 would
make one oscillation in opposing directions, and interact in the process. The
atoms could be re-captured in configuration b) at the end of one oscillation.
For coherence in a double well potential, stability of the energy difference
∆V is crucial. Table B.2 lists the sensitivity of ∆V/h to changes in the wire
currents and magnetic fields, calculated for the state-selective double well. Sta-
bility estimates for the current sources used in the present experiment are also
listed. These are estimates for long-term drifts, short-term stability is usually
much better. For all currents except Ic, using the current sources of our current
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experiment would suffice to obtain a a stability on the order of 1 Hz. Here it is
assumed that both wires carrying ID3 are connected in series to the same current
source, and similar for ID2, such that differential current noise is not present.
Special attention should be paid to the current supplying Bz. However, no field
in z-direction is needed in the proposed trap configuration, and the current source
could be completely disconnected during a double-well experiment, or replaced
by a much lower output current source if a small offset field is desired.
The compensation current Ic is designed to adjust ∆V , and ∆V is naturally
very sensitive to fluctuations of Ic. To implement Ic, a very low-current source
could be designed which superimposes a current of 2 × Ic onto one of the outer
wires that carry ID3. It would have to supply only about 40 µA, but with
≈ 10 nA stability. While the required relative stability is less stringent than
what is realized in our larger current sources, it may be difficult to achieve at
such small currents, and it might not be feasible to couple it to the same wire
as ID3. Another way to obtain tunability of ∆V would be to use a chip wire
along y that is far away from the trapping region. Then, a larger current can be
supplied with an existing current source, generating only a small field gradient
at the trap position. Finally, Ic could be omitted completely, if a nonzero ∆V is
not problematic for a given experiment.
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