This paper addresses large scale, unconstrained, open set face recognition, which exhibits the properties of operational face recognition scenarios. Most of the existing face recognition databases have been designed under controlled conditions or have been constructed from the images collected from the web. Face images collected from the web are less constrained than a mug-shot like collection. However, they lack information about the imaging conditions and have no operational paradigm. In either case, most of the databases and evaluation algorithms have taken the form of "closed set" recognition, in which all testing classes are assumed to be known at training time. A more realistic scenario in face recognition is an "open set," where limited knowledge is available at training time and unknown classes can be present at test time. The database we provide supports the open set paradigm, which more closely mimics actual usage than classic closed set testing. The database also exhibits the natural variability among the face images such as pose, illumination, scale, expressions, occlusion, etc. Our goal is to provide around 100,000 images of more than 1,000 people. Also, with this paper, we release part 1 of the database, which consists of 6,337 images from 308 subjects. The paper discusses the details of the database followed by the challenges and results of baseline algorithms.
Introduction
Face recognition is a well studied problem in computer vision, with about 2,520,000 search results on Google Scholar at the time of the writing this paper. There are also almost 50 different databases to evaluate the face recognition algorithm [2] . Is there still a need for a new database? We believe there is. To meet this need, we propose and provide a database which is very close to the operational scenarios.
Most of the evaluation methods of recognition problems in computer vision literature have considered the "closed set" form, in which all classes that appear during testing are present at the training time as well. This is not a realistic scenario in general recognition problem nor in face recognition. Consider a surveillance scenario in which an authority is watching the people coming in front of the camera, but is only interested in a certain list of people. Face recognition in this scenario should be able to "recognize" the people seen before and be able to say "do not recognize" to those not seen before. This kind of form is called "open set" recognition. A recent work [20] formalizes the "open set" recognition and explains how recognition problems should be considered as open set. In this work, we provide a database and a protocol for evaluating open-set algorithms.
Previous works on face recognition have also considered face recognition problem as either a pair matching or a general identification problem. A pair matching problem states that, given a pair of images, the system should correctly recognize whether the images are from the same person or different people. An identification problem is considered more of an enrollment problem where one is interested in knowing whether a subject is already present in the enrolled gallery. If the person is present, the identification system should correctly recognize who the person is. Moving beyond these problems, a successful application of face recognition technology in real world problems in security or personal photo collection demands more practical evaluation protocols. For example, in security purposes, it is not only of interest to identify whether the person is already present in the gallery, but also to see how often someone appears in front of the camera [4] . Similarly, a frequent observer or a traveler in the airport may or may not be a subject of interest. For such applications, it is necessary to do multiple identifications on various days of appearance. With a surveillance camera, a sequence of images of a person at a particular time can be captured and used for identification. This problem can first be solved by clustering the sequence of images during the test time and the sequence of gallery images or the models generated by considering a sequence of images in the gallery. Because of scenarios like this, face identity clustering and sequence-to-sequence matching are interesting and practical problems. Similarly, in a personal photo collection with auto tagging of pictures [21] , the identity clusters and suggestion of tags can tremendously reduce the human effort. In this work, we provide the database for open set identification and verification problems, as well as introducing the protocol for identity clustering.
A lot of existing databases provide the images which are captured during controlled setup in the laboratory to simulate the real life operational scenarios. These databases are very useful in understanding the variability of parameters in the database and unknown labels at the time of capture. However, there is a concern in how much these variability in images represent a real life scenario. As mentioned by the authors in [9] , "that it is difficult to gauge exactly which distributions of various parameters one should use in order to make the most useful database. What percentage of subjects should wear sunglasses? What percentage should have beards? How many should be smiling? How many backgrounds should contain cars, boats, grass, deserts, or basketball courts?"
Previous attempts in designing a more unconstrained setup involved collecting the databases from the web, such as LFW [9] , PubFig [11] . However, the work in [18] suggests that the algorithm can exploit accidental irrelevant information in such images to improve performance. They showed that a simple pixel based algorithm can perform comparable or better than complex algorithms in such databases and pointed a need of designing datasets that are close to real life scenarios. They proposed a synthetic database which does not represent a real world scenario. One of the problems with the images collected from the web is that there is a huge bias in the background. The work of [11] shows that humans were able to predict the same or different people with the accuracy of 94.27% with the face images masked, and the human performance decreased when only faces were shown without the background. Celebrities tend to be present in similar background conditions. A tennis player will most of the times have a tennis court in the background or wear a similar hat, a political figure or a singer can have a microphone in front of her in most of the images. The attribute classifiers as presented in [11] might not consider the background images, but the face recognition algorithms which use context might be highly biased due to the background in the database.
To summarize, the main contributions of this work are:
1. Provide a large scale unconstrained database and protocols for open set face recognition with the results of baseline algorithms for open set recognition and clustering algorithms.
2. Provide ground truth imaging conditions and identity for the usability of the database of wide ranges of challenges in face recognition such as pair matching, identification, sequence to sequence matching, and clustering.
Existing databases
There are almost 50 different databases that have been provided in the past to study the challenges in face recognition. The website [2] provides the summary of these databases and [9] summarizes some of these databases. We discuss some of the relevant databases which are more unconstrained and have been widely popular in the literature. We briefly state the statistics of the provided data and discuss the shortcomings of those databases.
Labeled Faces in the Wild (LFW): Labeled Faces in the Wild has been a very popular database. Most of the recent state-of-the-art algorithms have been evaluated on this database. The database provides images collected from the web with pair matching protocol. It consists of 1100 match and 1100 non match pairs for training and 500 match and 500 non-match pairs for testing.
However, this database has some limitations. First, though there are 5749 subjects, the database contains only 610 subjects with 3 or more images. This makes it difficult to use the database for identification problems using learning-based methods. The second limitation is the background bias present in the database. As shown by Kumar at al. the human performance decreases when the background is removed. Even without the face mask, the verification rate is around 95% [11] . Pinto at al. showed that even a simple pixel based algorithm can sometimes outperform the complex algorithms due to accidental use of irrelevant background information used by face recognition algorithms. Another problem is that the database does not have any defined variation, such as the amount of blur, scale, noise, or occlusion. Lastly, the database is not big enough for open set recognition.
PubFig Database: [11] Another database that is similar to LFW is PubFig. Images in this database are collected from the web. The database contains 60,000 images from 200 people. The verification protocol of this database consists of 20,000 pairs of images from 140 people. The database also provides the partitions in terms of variability such as pose, lighting and expression. Each category is further divided into easy and difficult subsets. A subset of PubFig is constructed to define an identification protocol ( [18] ). This subset of PubFig is called PubFig83.
Though PubFig was able to define the variability of the database and have more images per person, it still contains only 200 people. PubFig83 contains only 83 people with 100 or more images. This setup has similar limitations to LFW in terms of representation of operational scenarios and limitation in openset evaluation.
SCface Databse: Surveillance Camera face database (SCface) is another example of a reasonably unconstrained database. Images are collected using 6 different surveillance cameras at 3 different distances. It consists of 130 subjects and a total of 4160 images. The database consists of mostly frontal test images at different distances. Though the database is not popularly used, this is one of the hardest database for identification. The performance of baseline face recognition algorithm is very low as mentioned in [7] . However, this database is limited by the small number of subjects and it does not contain operational variability in face images such as expressions, pose, occlusion.
Multi-PIE [8] :
To overcome the limitations of PIE database, a Multi-PIE database was proposed. The Multi-PIE database contains images under 15 view points and 19 illumination conditions. Though both PIE and Multi-PIE provide a wide ranges of variations across pose, illumination and expression and help advance the face recognition research, the database is limited to controlled indoor images. This database does not contain the uncontrolled images in a practical sense. The expressions and poses are guided and not natural.
Remote Face Database [14] : One of the recent databases in long range face recognition is provided by [14] . It contains unconstrained images from 17 subjects. Images are captured from 5m to 250m distance. This database is very useful for studying unconstrained operational scenario face recognition. However, the small number of subjects and the limited availability of the database makes it difficult for wide use and large scale evaluation.
Database design challenges and annotations
Our goal is to provide a large scale database for unconstrained and open set face recognition. We describe and release part 1 of this database with this paper. 1 Part 1 of this database consists of 6,337 images from 308 individuals. We provide identity ground truth labels and facial attributes along with the data We also provide the results on baseline algorithms on clustering and open set identification problems. In this section, we describe the data acquisition process, challenges in designing the database, and the description of the annotations we provide.
For acquiring the images, we use a Canon 7D camera fitted with Sigma 800mm F5.6 EX APO DG HSM lens. The camera is placed inside an office room and is focused on the outdoor sidewalk at 100m distance from the office room, resulting in 18 Megapixels scene images. The camera is programmed to start capturing images at specific time intervals between classes to maximize the number of faces being captured. Images are captured at an interval of 100msec, resulting in around 10 pictures of a person at different focal points, with multiple views and expressions at each particular interval. The chances of the same person appearing in front of the camera the next day at the same interval is high. For example, a student taking Monday-Wednesday classes at 12:30 PM will show up in the camera on almost every Monday and Wednesday. This results in multiple sequences of an individual on multiple days. The images contain various weather conditions such as sunny versus snowy days. They also contain various occlusions such as sunglasses, winter caps, fur jackets, etc., and occlusion due to tree branches, poles, etc. Capturing of images started in February 2012 and is still going on. So far, we have collected more than 50000 scene images and more than 100,000 face chips.
Face detection and bounding box: One of the major challenges with the images captured in the above unconstrained setting is that of face detection. Even state-of-the-art face detection algorithms fail to detect all faces. However, we would like to include easy to difficult face images in our database. In order to maximize the number of faces, we used a software to manually crop the face images from the captured scene images. This task is performed locally in the lab machines with the help of students for two reasons. First is that this task of cropping images needs seriousness and careful attention. Using platforms like Amazon mechanical turk [1] are prone to human negligence. Another reason is that young students who are looking for career direction get the insight of research problems and get motivated. We provide the bounding box coordinates for face detection problems.
Variations in database and annotations: Though the database is captured in unconstrained situations, it is useful to divide the database into multiple partitions based on their difficulty level for evaluating algorithms. Faces captured in a controlled setting usually do not have this issue as the parameters are known during the time of capture. However, we do not know the underlying distribution of challenges in images in the collected database. After cropping the face chips from the scene images, various parameters of the database are annotated locally by students. We provide the following annotations: Occlusion: High, Medium, Low, No; Blur: High, Medium, Low, No; Pose: High, medium Low, No; Illumination: High, Medium, Low
Fiducial points: The challenge of alignment of faces is surmountable as most of the face recognition algorithms depend on face alignment during the preprocessing stage. We provide the ground truth eyes, nose and mouth corners coordinates for alignment. This is equally useful to evaluate alignment algorithms and fiducial point detection algorithms. We again use local machines and resources to extract the ground truth information. We provide the following ground truth fiducial points for alignment problem: Left eye inner corner, left eye outer corner, right eye inner corner, right eye outer corner, nose tip, mouth left corner, mouth right corner.
Identity labels: The most difficult problem we face during designing this database is identity labeling of the images. To make the data useful for verification, pair matching, identification, sequence to sequence matching and identity clustering problems, we need to label the face images with the individual identities. The major problem is that this is not a controlled image capturing setting and we do not have information about who appears in front of the camera. Some people might appear in front of camera multiple times a day and multiple times during the entire capture period. This task is extremely human intensive if done using face image by image comparision. We would also like to create an open set face database. We therefore need to make sure that everyone who is in the gallery is well labeled and there is no one in the open set non-labeled person who is in the gallery. To conduct this task, we use Picasa [3] because of its easy interface to tag people. When images are loaded, Picasa first clusters images with similarities, and, as people are tagged, it suggests new images to be added into the same group. We observed that Picasa was good in clustering the images of an individual on several small clusters; however, it was unable to cluster or suggest correct tags for all the images of the same person. Even with the help of Picasa interface, the image annotation task is very error prone and it needs careful attention and a lot of seriousness. We conduct this task of image annotation in the local machines in the lab with the help of students. Some imaging conditions make determining matches so challenging that, sometimes, it is hard for humans to recognize whether the images are from the same person or not. As the number of people in the database increases, one has to manually go through all the earlier annotated images and assign a new tag depending on whether the person is already present or not. We provide the identity labels of the images in the database.
Database challenge problems
The database is provided to support a number of challenge problems and we describe some here. Face detection: Face detection is an important entity in the face recognition pipeline. Prior to recognition, it is important that face locations are detected in arbitrary images. This is especially difficult in images captured in an unconstrained setting because the presence of faces and the number of faces, if any, is unknown, unlike the images captured in small experimental lab settings. Also the challenges due to scale, pose, and other variations make this task extremely difficult. For the evaluation of face detection algorithms, we provide the ground truth hand labeled face bounding boxes.
Identity Clustering: Given the images of different individuals, identity clustering refers to clustering the people based on their identities when multiple images of each individuals are available. This is applicable to large scale image annotation, organizing photos in personal photo collection, etc. Clustering can be unsupervised or semi-supervised. We provide the identity labels of face images for unsupervised as well as semi-supervised identity clustering.
Identification: Identification [16] returns an identity of the individual. During an initial enrollment, face images, either with or without additional labels, are stored in the database. During testing, an image of an individual is presented to the system. The system then tells whether the person is already enrolled and with whom she/he matches. This is a 1 to n match problem where n is the number of stored images in the gallery. There are different settings in which identification can be performed:
a. Closed set identification: Closed set identification [16] answers : I know you are enrolled, which one are you? In this setting, the identification of the test subject is unknown, but it is from the known list of subjects. This kind of setup is not very common in other applications of face recognition.
b. Open set identification: Open set identification answers: Do I know you? If so, who are you? This is the most realistic setting in face recognition. During biometric enrollment, the system should correctly reject the individuals Figure 2 . Examples of cropped faces from the frames in Figure 1 . These images show the variations in images of an individual on a sequence of images captured at a particular time.
which are in the system and enroll the individuals who are not in the system. For this, each time an individual presents to the system, the face image should be matched to all the individuals in the gallery. Similarly, in surveillance systems, the individual in the camera may or may not be in the face database. In this situation, the system has to correctly reject if the person in not in the gallery and correctly identify if the person is in the gallery. Open set identification can also be used for background searches.
c. Automated re-identification: Given a sequence of images from day1 or time1, the problem of automated reidentification is finding the sequence of images that are at a different time or different day. One way of looking at this problem is clustering followed by identification of clusters.
Pair matching: Given a pair of images, the problem is to find whether the images are from the same person or not. This protocol is similar to [9] and is intended to evaluate the algorithms that have been previously designed for this setup.
Verification: Verification answers the question Is the person who she/he claims to be? A system protected through face biometrics uses the verification method to authenticate an individual. During original enrollment, an individuals face image and/or additional identity information is stored. During verification, this individual appears in front of the system and tries to authenticate himself/herself with face image. If the match score of the image of this individual with the stored face image is above an operating threshold, this individual is authenticated. Verification is a one-to-one match problem. Verification is applied in secure facility access, cyber security, authentication in home and personal devices, etc.
Face sequence to sequence matching: When a large number of images are available from each individual, it is often convenient and useful to compare the sequence of face images. Similar to pair matching, this will answer the question "Are these two sequences of images are from the same person or not?"
Baseline algorithms
There are several standard face recognition algorithms for well known face recognition problems such as closed set identification, verification, and pair matching. The baseline for the well known problems will be posted in the database website. In this paper, we provide the baseline for less obvious problems, such as identity clustering and open set recognition.
Clustering algorithm
We provide a baseline algorithm for identity clustering. One of the major challenges in designing this database is image identity annotation. Since the subjects walking in front of the camera are from an unknown pool of people, it is difficult to label the face images with the identity. Moreover, one person can appear in front of the camera at multiple times of the day and on multiple days. We use Picasa iteratively and manually, verifying the tagged images several times. Picasa was good at clustering the images of an individual on the same day; however, it was not able to cluster the same individual on multiple days automatically without human interaction. Once we label images using Picasa iteratively, we conduct the following baseline experiment to evaluate the performance of clustering.
KMeans with random seeding: We use the widely popular KMeans [10] clustering algorithm for identity clustering. KMeans is an unsupervised clustering algorithm that partitions the data into K different partitions, iteratively minimizing the distance measure between the data points and the cluster center points. The initial cluster centers of KMeans algorithms are determined by using values generated by a random seed. For evaluation of the clustering algorithm, we use 1800 images from 180 subjects with 10 images each and with varied number of K. We follow 5-fold cross validation scheme where in each set of experiment, we use different image samples from the subjects.
Algorithm 1 gives an overview of KMeans algorithm we use. Figure 3 shows the F measure of KMeans clustering for different values of K. F Measure has been widely used in biometrics and computer vision application. It has also been used for evaluation of clustering algorithms [5, 12] . We use the following definition of F measure.
We use a pair wise comparison of the samples for computing true positive, true negative, false positive and false Algorithm 1 K-Means algorithm with random seeding Figure 3 . F Measure of KMeans clustering algorithm on our database. F Measure increases as the value of K approaches the actual number of classes in a database. However, as the value of β increases, meaning we give higher penalty for recall, the F Measure increases initially but decreases eventually.
negative. A true positive is when two images from same person fall within a cluster while a true negative is when a pair of dissimilar images fall in different clusters. Similarly, a false positive is when two images from different people are clustered together, and a false negative is when a pair of images from same person fall in different clusters. Figure 3 shows the interesting results. When the size of K, number of clusters, is less than the actual clusters in the data, F measure, with β > 1 is better than with β = 1. But eventually when K is more than the actual number of clusters in the data, F measure with β > 1 decreases. β gives more weight to recall, which means it penalizes false negatives more than false positives. When K is less, the chances of two images from same person falling under different clusters is low. But, when K increases, the chances of two images from same person falling under different clusters is high resulting in low recall. And since β > 1 gives more weight to recall, the F measure drops. There is a tradeoff in choosing the β value and the cluster size.
Open set Identification
We propose and use the following protocol for open set identification. Table 2 . Open Set identification using face attributes and Support Vector Machine. For the training, subjects which have 15 or more images are selected. 10 images are used for training and the remaining 5 or more images from each subjects are used to create closed set testing. Images from the subjects which have less than 15 images are used to construct openset testing set along with the closed set testing images. As shown in the table as the openness increases, the accuracy decreases.
for the experiments and the accuracy. For the closed set experiments, we select the subjects which have 15 or more images. We use 10 images from each subject for training and remaining samples from the same subjects for testing.
For open set experiments, we use the same images as closed set for training but for testing set we include the images from remaining subjects which contain less than 15 images. The size of training set in terms of number of images is 1800 and size of closed set testing is 3635 whereas the size of open set testing is 4537. To design the experiments with different openness we reduce the subjects in training set and keep the same testing set. Again, we follow 5-fold cross validation scheme for each experiment. We evaluate the performance of one of the most popular and best performing attributes-based recognition system [11] . 73 face attributes are extracted from each face images. These attributes form the feature vector for a particular images. We then use linear SVM [6] with probability output for classification. We take the following definition of openness as mentioned in [20] for our experiments:
While we have shown results for just attributes, we expect other research to use this open set paradigm to evaluate other types of representations/features. The release dataset will include these partitions as well as the actual attribute scores. Is has also been aruged in [20] that accuracy may not be a meaningful measure for open-set recognition. Researchers are also encouraged to explore more meaningful measures for evaluation.
Conclusions
We propose an unconstrained face database to help evaluate face recognition algorithms in operational scenarios.
The unconstrained and open set nature of this database adds additional challenges to the existing databases for face recognition. Results show that a very good face recognition algorithm also tends to perform low when tested with these images on open set scenarios. Our future goal is to release the database of around 100,000 images from almost 1,000 individuals.
