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Abstract
Cells sense mechanical stimuli and respond by changing their phenotype, e.g.
shape, gene expression, motility. This process, termed mechanotransduction, was
investigated using computational and theoretical approaches, as well as comparisons with
experiments. As a first step, a three-dimensional viscoelastic finite element model was
developed to simulate cell micromanipulation by magnetocytometry. The model provided
a robust tool for analysis of detailed strain/stress fields induced within a single cell or cell
monolayer produced by forcing one tethered microbead. On the assumption of structural
homogeneity, stress and strain patterns were highly localized, suggesting that the effects
of magnetocytometry are confined to a region extending less than 10tm from the bead.
Modification of the model to represent experimental focal adhesion attachments
supported a non-uniform force transmission to basal surface focal adhesion sites.
Proteins in identified zones of high stresses in the cell are candidate
mechanosensors and their molecular response to force was hence investigated, A generic
model of protein extension under external forcing was created inspired by Kramers
theory for reaction rate kinetics in liquids. The protein was hypothesized to have two
distinct conformational states: a relaxed state, Ci, preferred in the absence of external
force, and an extended state, C2, favored under force application. Appearance and
persistence of C2 was assumed to lead to transduction of the mechanical signal into a
chemical one. While the level of applied force and the energy difference between states
largely determined equilibrium, the dominant influence on the extension time was the
height of the transition state. Force-induced distortions in the energy landscape were also
shown to have a significant influence on extension time, however, exhibiting a weaker
force dependence than exponential.
Finally, the link between membrane receptors and the extracellular matrix -- or
the bead in magnetocytometry experiments -- was investigated as a primary path for force
transduction to the cell interior. To shed light on the role of bonds formed by membrane
receptors on measurements of cellular rheology, we modeled the process by which a
forced, cell-tethered microbead translates and rotates as influenced by the stochastic
formation and. rupture of adhesion bonds. We show that this process is crucial in the
inference of cell mechanical properties from microbead experiments.
Thesis Supervisors: Roger D. Kamm, Mohammad R. Kaazempur-Mofrad
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1 Introduction
1.1 Mechanotranduction
1.1.1 Definition of mechanotransduction
Cells can sense their mechanical environment and respond by a variety of functional or
dysfunctional behaviors, e.g., change in morphology, gene expression, migration. A
critical step in this process is the transduction by the cell of a mechanical force into a
biochemical signal, a process known as mechanotransduction, that manifests itself in a
variety of ways including the activation of biological signaling pathways, changes in
gene expression, cell shape or motility, or adhesion to their neighbors or substrate.
Evidence for mechanotransduction has been well established for decades, for example,
from fluid shear stress studies on endothelial cells lining blood vessels (Dewey, 1981;
Davies, 1995), and studies of perception of pressure changes by hair cells of the inner ear
(Howard and Hudspeth, 1988; Howard et al., 1988; Hudspeth et al., 1990). However
mechanisms underlying the process are not yet fully understood. This thesis aims to
elucidate the cellular and molecular processes at play during mechanosensing.
1.1.2 Hypothesis for mechanotransduction
Mechanotransduction requires two fundamental steps: (i) force transmission from the
point of stimulus at the cell surface to the mechano-sensor receptors, and (ii)
transformation of the force by the mechano-sensor elements into a biochemical event.
The fundamental basis of mechanotransduction is currently hypothesized to rely on four
possible mechanisms for force transmission and sensing ((Kamm and Kaazempur-
Mofrad, 2004) and (Huang et al., 2004) for more details).
1. Changes in membrane fluidity could affect the diffusivity of transmembrane receptors
or/and G proteins. Cell membrane fluidity was observed to change under shear stress
exerted by flow on endothelial cells (Haidekker et al., 2000) and on the single-celled
eukaryotic aquatic organism Lingulodinium polyedrum that bioluminesces under shear
stress (Mallipattu et al., 2002). Moreover, in the absence of protein receptors, shear stress
can activate membrane-bound G proteins in a manner dependent on the bilayer physical
properties (Clark et al., 2002).
2. Direct mechanical effects on the nuclear membrane and gene expression represent
another possible mechanism of force transduction suggested by Ingber (e.g. Ingber,
1998). Due to structural continuity mediated by the cytoskeleton fibers (actin filaments,
microtubules and intermediate filaments) forces could be transmitted to the nucleus. Key
mechano-sensors would be molecules within the nucleus regulating protein expression.
3. Mechanical stimulation (e.g. shear stress sensed by transmembrane proteins, or forces
exerted on mechanosensing proteins tethered to the cytoskeleton) transmitted to the cell
interior could induce conformational changes in critical signaling proteins. Examples are
stretch-activated ion channels (Sachs, 1992), or increased binding affinity cytoskeletal
proteins (Sawada and Sheetz, 2002). Force can more generally regulate ligand-binding
properties via protein deformation (see Chapter 3).
4. A rarely-cited mechanism relates mechanotransduction to the direct mechanical effect
on microtubules, bending or breaking them. Odde et al. (Odde et al., 1999) hypothesized
that an increase in bending energy of the microtubule lattice could affect the kinetics and
thermodynamics of microtubule-associated processes such as remodeling.
5. A stress-induced change in the geometry or volume of extracellular compartments,
influencing auLtocrine or paracrine signaling events (Tschumperlin, et al., 2004).
It is commonly believed, however, that mechanotransduction does not occur at one point
in the cell but follows an integrated cascade of events regulated by the spatial
organization of multiple structural and signaling networks (Davies et al., 2003).
While all or a subset of the above theories may contribute to mechanotransnduction, this
thesis will address the third hypothesis listed above by investigating the fundamental
mechanics of mechanotransduction. Chapter 5 addresses the force transmission
mechanism and quantification (step (i)), while Chapter 4 focuses on transformation of
force by the mechano-sensor elements into a biochemical event (step (ii)). Quantitative
analysis of the force required for a certain protein with known mechanical characteristics
to favor binding of signaling molecule aims at narrowing the search for candidate
mechano-sensing proteins in the force transduction pathway. Chapter 5 tackles a
particular potential mechano-sensor: the fibronectin/integrin bond, whose rupture could
lead to conformational changes or clustering of released integrins initiating a signaling
cascade.
1.1.3 Continuum elastic or viscoelastic models for cell mechanics
Studying mechanotransduction requires modeling mechanical effects on the cell and
its components. Cells can be modeled as continuum media if the smallest length scale of
interest is significantly larger than the dimensions of the microstructure. For example
when whole-cell deformations are considered, the length scale of interest is at least one or
two orders of magnitude larger than the distance between the cell's microstructural
elements (namely cytoskeletal filaments), and as such a continuum description may be
appropriate. In the case of erythrocytes or neutrophils, micropipette aspiration has been
successfully captured by continuum viscoelastic models. Another example is the cell
deformation in magnetocytometry, the application of a controlled force or torque via
magnetic microbeads tethered to a single cell- Since the bead size and the resulting
deformation in such experiments are much larger than the mesh size of the cytoskeletal
network, a continuum viscoelastic model has been successfully applied without the need
to worry about the heterogeneous distribution of filamentous proteins in the cytoskeleton.
One notable exception to this is the case in which forces are transmitted to remote
locations in the cell by long stress fibers (Hu et al., 2003). It should be noted, that in
* Parts of this section were published in Chapter 4 of Cytoskeletal Mechanics, Cambridge University Press,
2006.
using a continuum model, there are no constraints in terms of isotropy or homogeneity of
properties, as these can easily be incorporated to the extent they are known. Predictions
of the continuum model, however, are only as good as the constitutive law - stress-strain
relation -- on which they are based. This could range from a simple linear elasticity
model to a description that captures the viscoelastic behavior of a soft glassy material
(see, e.g., (Fabry et al., 2001) ). Accordingly, the continuum model tells us nothing about
the microstructure, other than what might be indirectly inferred based on the ability of
one constitutive law or another to capture the observed cellular strains. It is important
that modelers recognize this limitation.
In essence, continuum mechanics is a coarse-graining approach that replaces the
contributions of cytoskeleton's discrete filaments or bundles of filaments (e.g., stress
fibers) to the local microscopic stress-strain relationship with averaged constitutive laws
that apply at macroscopic scale. This in turn leads to continuous stress-strain
relationships and deformation descriptions that are applicable to the whole cell or cellular
compartments. Depending on the dynamic time scale of interest, such continuum
description can be elastic, viscoelastic or poroelastic with appropriate complexity.
This section presents elastic and viscoelastic continuum multicompartment
descriptions of the cell and will show a successful representation of such approach by
implementing finite element-based two- and three-dimensional models of the cell
comprising separate compartments for cellular membrane and actin cortex, cytoskeleton,
as well as the nucleus. To the extent that such continuum models can capture stress and
strain pattern,; within the cell, they can help us relate biological influences of various
types of force application and dynamics under different geometrical configurations of the
cell.
By contrasting the computational results against experimental data obtained using
various techniques probing single cells, such as micropipette aspiration (Discher et al.,
1998; Drury and Dembo, 2001), microindentation (Bathe et al., 2002), atomic force
microscopy (AFM) (Charras et al., 2001) or magnetocytometry (Figs. 1.7, 1.8, Karcher et
al., 2003; Mack et al., 2004), the validity and limits of such continuum mechanics models
will be assessed. In addition, different aspects of the model will be characterized by
examining, for instance, the mechanical role of the membrane and actin cortex in the
overall cell behavior. Lastly, the applicability of different elastic and viscoelastic models
in the form of various constitutive laws to describe the cell under different loading
conditions will be addressed.
Purpose of continuum models
Continuum models of the cell are developed towards two main purposes, analyzing
experiments probing single cell mechanics and evaluating the level of forces sensed by
various parts of the cell in vivo or in vitro. In the latter case, a continuum model
evaluates the stress and strain patterns induced in the cell by the experimental technique.
Comparison of theoretical and computational predictions proposed by the continuum
model against the experimental observations then allows for deduction of the cell's
mechanical properties. In magnetocytometry for example, the same torque or tangential
force applied experimentally to a microbead attached atop a cell is imposed in continuum
models of the cell. Material properties introduced in the model that reproduce the
observed bead displacement yield possible mechanical properties of the probed cell (cf.
Mijailovich elt al., 2002 and Fig. 1.7 for torque application, and Karcher et al., 2003 and
Fig. 1.8 for tangential force application). Continuum models have also shed light on
mechanical effects of other techniques probing single cells, such as micropipette
aspiration (Figs. 1.1, 1.6, and e.g., Theret et al., 1988; Yeung and Evans, 1989; Dong and
Skalak, 1992; Sato et al., 1996; Guilak et al., 2000; Drury and Dembo, 2001),
microindentation (e.g., Bathe et al., 2002 probing neutrophils, Fig. 1.2 left), atomic force
microscopy (AFM) (e.g., Charras et al., 2001 and Charras and Horton, 2002 deducing
mechanical properties of osteoblasts, Figs. 1.3,1.4), magnetocytometry (Figs. 1.7, 1.8,
Karcher et al., 2003; Mack et al., 2004; Mijailovich et al., 2002), or optical tweezers (e.g.,
Mills et al., 2004 stretching erythrocytes, Fig. 1.5). Finally, comparison of continuum
models with corresponding experiments could help to distinguish active biological
responses of the cell, such as remodeling, formation of pseudopods, from passive
mechanical deformations, the only deformations captured by the model. This capability
has not been exploited yet to the best of our knowledge.
In addition to helping interpret experiments, continuum models are also used to
evaluate strains and stresses under biological conditions (e.g., Fung and Liu, 1993 for
endothelium of blood vessels). One example is found in the microcirculation where
studies have examined the passage of blood cells through a narrow capillary (e.g., Bathe
et al., 2002 for neutrophils (Fig. 1.2 left), Barthes-Biesel, 1996 for erythrocytes) where
finite element models have been used to predict he changes in cell shape and the cell's
transit time through capillaries. In the case of neutrophils, these inputs are crucial in
understanding their high concentration in capillaries, neutrophil margination, and in
understanding individual neutrophil activation preceding their leaving the blood
circulation to reach infection sites. Neutrophil concentration depends indeed on transit
time, and activation has recently been shown experimentally to depend on the time scale
of shape changes (Yap and Kamm, 2005). Similarly continuum models can shed light on
blood cells dysfunctional microrheology arising from changes in cell shape or mechanical
properties (e.g. time-dependent stiffening of erythrocytes infected by malaria parasites in
Mills et al., 2004 (Fig. 1.5)).
Other examples include the prediction of forces exerted on a migrating cell in a
three-dimensional scaffold gel (Zaman et al., 2005), prediction of single cell attachment
and motility on a substrate (e.g. model for fibroblast or the unicellular organism Ameboid
by Gracheva and Othmer, 2004), or individual protopod dynamics based on actin
polymerization (Schmid-Schonbein, 1984).
Principles of continuum models
A continuum cell model provides the displacement, strain and stress fields induced in the
cell, given its initial geometry and material properties, and the boundary conditions it is
subjected to (e.g. displacements or forces applied on the cell surface). Laws of continuum
mechanics are used to solve for the distribution of mechanical stress and deformation in
the cell. Continuum cell models of interest lead to equations that are generally not
tractable analytically. In practice, the solution is often obtained numerically via
discretization of the cell volume into smaller computational cells using for example finite
element techniques.
A typical continuum model relies on linear momentum conservation (applicable
to the whole cell volume). Since body forces within the cell are typically small, and at
the scale of a cell, inertial effects are negligible in comparison to stress efforts, the
conservation equation reduces to a simple force balance:
V. o = 0 with: o- : Cauchy's stress tensor.
Boundary conditions
For the solution to uniquely exist, either a surface force or a displacement (possibly equal
to zero) should be imposed on each point of the cell boundary. Continuity of normal
surface forces and of displacement imposes necessary conditions to ensure uniqueness of
the solution.
Mechanical and material characteristics
Mechanical properties of the cell must be introduced in the model to link strain
and stress fields. Since a cell is composed of various parts with vastly different
mechanical properties, the model should ideally distinguish between the main parts of the
cell, namely the plasma membrane, the nucleus, the cytoplasm and organelles, which are
all assigned different mechanical properties. This often leads to the introduction of many
poorly-known parameters. A compromise must then be found between the number of
cellular compartments modeled and the number of parameters introduced.
The cytoskeleton is difficult to model, both because of its inctricate structure and
since it typically exhibits both solid- and fluid-like dual characteristics, both active and
passive. Indeed, a purely solid passive model would not capture functions like crawling,
spreading, extravasion, invasion, division. Similarly, a purely fluid model would fail in
describing the ability to maintain the structural integrity of cells, unless the membrane is
sufficiently stiff.
The nucleus has generally been found to be stiffer and more viscous than the
cytoskeleton. Probing isolated chondrocytes nuclei with micropipette suction technique,
Guilak et al. (2000) found nuclei to be three to four times stiffer and nearly twice as
viscous as the cytoplasm. Its higher viscosity results in a slower time-scale of response,
so that the nucleus can often be considered as elastic, even when the rest of the cell
requires viscoelastic modeling. Nonetheless, the available data on nuclear stiffness seem
to be rather divergent, with values ranging from 18Pa to nearly 10kPa (Tseng et al.,
2004; Dahl et al., 2005), due perhaps to factors such as differences in cell type,
measurement technique, length scale of measurement, and also interpretation method.
The cellular membrane has very different mechanical properties from the rest of
the cell, and hence, despite its thinness, often requires separate modeling. It is more fluid-
like (Evans, 1989; Evans and Yeung, 1989) and should be modeled as a viscoelastic
material with time constants of the order of tens of ýts.
The cortex , i.e. the shell of cytoskeleton that is just beneath the membrane, is in
most cell types stiffer than the rest the cytoskeleton. Bending stiffness of the membrane
and cortex has been measured on red blood cells (Hwang and Waugh, 1997; Zhelev et al.,
1994). A cortical tension when the cell is at its (unstimulated) resting state has also been
observed in endothelial cells and leukocytes (Schmid-Schinbein et al., 1995).
Limitations of continuum model
Continuum models of the cell aim at capturing its passive dynamics. In addition
to the limitations mentioned above, current models do not yet account for active biology,
that is, deformations and stresses experienced as a direct consequence of biochemical
responses of the cell to mechanical load cannot be predicted by current continuum
models. However, by contrasting the predicted purely mechanical cell response to
experimental observations, one could isolate phenomena involving active biology, like
cell contraction or migration, from the passive mechanical response of the cell.
Alternatively continuum models might be envisioned, that account for active processes
through time-dependent properties or residual strains that are linked to biological
processes.
Another limitation of continuum models stems from lack of description of
cytoskeletal fibers. As such, they are not applicable for micromanipulations of the cell
with a probe of the same size or smaller than the cytoskeletal mesh (A-1tm). This
includes most AFM experiments. In addition, the continuum models exclude small
Brownian motions due to thermal fluctuations of the cytoskeleton, which would
correspond to fluctuations of the network nodes in a continuum model, and have been
shown to play a key role in cell motility (Mogilner and Oster, 1996).
Finally, continuum models imply the use of a limited number of time constants to
characterize the cell's behavior. However, cells have been shown exhibit behaviors with
power-law rheology implying an infinite number of time scales ((Fabry et al., 2001;
Desprat et al., 2004) and Chapter 7). Modeling the cell with no intrinsic time constant has
successfully captured this behavior (e.g., Djordjevid et al. 2003), though this type of
model cannot and does not aim at predicting or describing force or strain distribution
within the cell. The use of continuum models for prediction of intracellular stress and
strain patterns is therefore limited to cell material models involving a finite number of
time constants consistent with the time scale of the experimental technique used to probe
these cells.
Usefulness of continuum models
Continuum mechanical models have proven useful in exploiting and interpreting
results of a number of experimental techniques probing single cells or cell monolayers.
They can help identify the stress and strain patterns induced within the cell by
experimental stimulations, or the material properties of various cell compartments. In
addition, continuum models enable us to predict the forces experienced within cells in
vivo, and to then form hypotheses on how cells are likely to sense and transduce them
into behavior such as changes in shapes or gene expression.
The time scale of cell stimulation in experiments in vivo often requires that we
take into account the time-dependent response of the cell, that is, to model it or some of
its components as viscous or viscoelastic. Likewise, it is often necessary to model cell
compartments with different materials as their composition give them very distinct
mechanical properties.
Such continuum models have proven useful in the past, and will continue to play
a role in cell modeling. As we gain more accurate experimental data on cellular
rheology, these results can be incorporated into continuum models of improved accuracy
of representation. As such, they are useful "receptacles" of experimental data with the
capability to then predict the cellular response to mechanical stimulus, provided one
recognizes the limitations, and that they provide little by way of insight into the
microstructural basis for macroscopic rheology.
1.1.4 Experimental techniques to probe mechanotransduction
Media flowing over an endothelial cell monolayer can be used to probe
mechanotransduction in cultured cells. A variety of set-ups have been used to create
flows inducing custom forms of shear stresses on the cells' apical surface, yielding for
example to cell alignment in the flow direction (e.g., Davies, 1995), or to changes in gene
expression ( e.g., Dai et al., 2004). Gene expression and cell migration have also been
observed as a result of stress from interstitial flow on cell monolayers ( e.g., Semino et
al., 2006).
At the single cell level, mechanotransduction can be observed by standard
techniques used to probe the cell's mechanical properties, such as micropipette aspiration
(Discher et al., 1998; Drury and Dembo, 2001; Guilak et al., 2000), microindentation
(Bathe et al., 2002), atomic force microscopy (AFM) (Charras et al., 2001), laser tracking
microrheology (Yap and Kamm, 2005; Jonas et al., 2006), or magnetocytometry (Mack
et al., 2004; Mijailovich et al., 2002).
1.2 Thesis objective and outline
The overall objective of the thesis is to gain understanding of the biological
phenomena triggered during procedures such as magnetocytometry to attain a more
fundamental understanding of the process of mechanotransduction at both cellular and
molecular levels. Magnetocytometry experiment is primarily used to measure the cell's
mechanical properties. Current protocols are generally restricted to the precise
application of force to the cell and the resultant bead displacement, and the quantity and
mechanism of force transmission into the cytoskeleton and its ability to trigger a
biochemical signal is only poorly appreciated. In particular, as a means of understanding
and probing mechanotransduction, we analyze results obtained using an experimental
procedure termed magnetocytometry by which a known, precisely controlled force is
applied to a single cell via a paramagnetic bead tethered to the cell through integrin
receptors. This technique combines the advantage of a localized and controlled stimulus
(via micromagnetic beads) with a minimum non-mechanical (e.g., thermal) perturbation
to the living cell (Huang et al., 2002).
The long-term goal of the present study is to gain understanding of the biological
phenomena triggered during procedures such as magnetocytometry, to enhance the value
of this technique to study cell mechanics, and ultimately to attain a more fundamental
understanding of the process of mechanotransduction.
In Chapter 2, the mechanical effects of forcing one microbead on a cell monolayer
are analyzed and the patterns of induced mechanical stress/strain determined. Detailed
distributions of displacement and stress thus obtained can then be used to: (i) determine
the mechanical behavior and material properties of the cells, (ii) correlate the localized
stress/strain patterns to biological responses of the cell, and finally (iii) offer a theoretical
description of these experimental observations. An example of these uses was
implemented in Chapter 3, which compares magnetocytometry-induced stresses on basal
focal adhesions with focal adhesion movement from experiments. Chapter 4 is a
molecular level study of force-induced conformational changes in proteins in the force
transmission pathway. In developing a theoretical model of mechanotransduction at the
molecular level, we seek to determine if pulling on an adhesion bond would be sufficient
to generate conformational changes leading to signal transduction. Finally, Chapter 5
looks at a particular candidate force-sensor: the covalent chemical bonds formed between
fibronectin and integrin, linking the bead in magnetocytometry - or extracellular matrix
in vivo - to the cytoskeleton network. We model the process by which a forced bead rolls
over the cell surface by the sequential breakage of bonds at the trailing edge and
formation of new ones at the leading edge.
Figure 1.1. Simulation of a small erythrocyte under aspiration. The micropipette,
indicated by the solid gray shading, has an inside diameter of 0.9 lim. The surface of the
cell is triangulated with 6110 vertex nodes that represent the spectrin-actin junction
complexes of the erythrocyte cytoskeleton. The volume of the cell is 0.6 times the fully
inflated volume, and the simulation is drawn from the stress-free model in the free shape
ensemble (Reproduced from Discher et al., 1998).
Figure 1.2. M[icroindentation of a neutrophil (left) and passage through a capillary (right)
(FEM). (Reproduced from Bathe et al. 2002)
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Figure 1.3. Strain distributions elicited by AFM indentation. All of the scales are in
strains. The numerical values chosen for this simulation were: E=I kPa, v-0.3, R=15 tm,
F=lnN. (a) Radial strain distribution. The largest radial strains are found on the cell
surface. A large strain gradient is present at the boundary between the region of where the
sphere is in contact with the cell surface and the region where it is not. (b) Tangential
strain distribution. The largest tangential strains occurred at the cell surface in the area of
indentation. (c) Vertical strain distribution. The largest vertical strains were located
directly under the area of indentation within the cell thickness. (d) Deformations elicited
by AFM indentation. The deformations have been amplified 15 fold in the z-direction
(Reproduced from Charras et al., 2001).
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Figure 1.4. The effect of fluid shear. (A) The shear stress resultant in the z-direction (Tz)
for a nominal 5 Pa shear stress on a flat substrate. The shear stresses are tensile and lower
upstream and higher downstream. The imposed parabolic flow profile is shown at the
entry and the boundary conditions are indicated on the graph. (B) The vertical strain
distribution (uzz) for a cell submitted to fluid shear stresses. Black triangles indicate
where the sub:strate was fully constrained. The cellular strains are maximal downstream
from the cell apex and in the cellular region. In A and B, the arrow indicates the direction
of flow. (Reproduced from Charras and Horton, 2002).
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Figure 1.5. Optical bead pulling on erythrocytes (Reproduced from Mills et al., 2004).
experiment
0 pN
67 pN
130 pN
193 pN
Figure 1.6. Geometry of a typical computational domain at two stages. (a) The domain in
its initial, round state. (b) The domain has been partially aspirated into the pipet. Here,
the interior, exterior, and nozzle of the pipet are indicated. 'fin, free-interior; 'fex, free-
exterior; rein, constrained-interior; and rcex, constrained-exterior boundaries. There is a
fifth, purely logical boundary, rax, which is the axis of symmetry (Reproduced from
Drury and Dembo, 2001).
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Figure 1.7. Deformed shapes and strain fields in a cell 5 tm in height for bead embedded
10% of its diameter. Shown are strain fields of the components of strain: zz (A), yy (B),
yz (C), and the effective strain eff (D). The effective strain is defined as: eff = , where
ij are strain components in Cartesian system xi (i.e., x, y, z). (Reproduced from
Mijailovitch, 2002).
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Figure 1.8. Magnetic bead pulling (Karcher et al. 2003).
Figure 1.9. Effect of magnetic bead pulling on focal adhesions (Mack et al. 2004)
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2 A Three-dimensional Viscoelastic Model for Cell
Deformation with Experimental Verification
2.1 Introduction
2.1.1 Motivation and specific aims
Cells are exquisitely sensitive to mechanical stimuli, and actively respond through
a variety of biological functions including migration, morphological changes, and
alterations in gene expression and protein synthesis. Cell-distinct functional (e.g. growth)
or dysfunctional phenotypes (e.g. atherosclerosis (Davies, 1995) and asthma (Ressler et
al., 2000)) involve such mechanisms in response to specific biomechanical stimuli. To
understand the cellular response to mechanical stress, numerous experiments have been
conducted to apply a quantified mechanical stimulus to a single cell, and study its
response. Examples of such experiments are micropipette aspiration, atomic force
microscopy, particle tracking laser microrheology, magnetocytometry, and manipulation
by optical tweezers (see Brown, 2000 for a review).
Much current work focuses on identifying the mechanism(s) by which cells sense
mechanical force and transduce it into a biochemical signal, a process termed
"mechanotransduction". In the case of mechanosensitive ion channels, a signal can be
produced when forces acting within the lipid bilayer rise to a level sufficient to produce a
conformational change in the protein channel and thereby alter its conductance
(Gullingsrud et al., 2001). Forces transmitted via cell surface receptors and the
intracellular proteins that connect them to the cytoskeleton can also experience
* This chapter was published in Biophysical Journal 2003, Vol.85(5), pages 3336-3349.
conformational change and, as a result, potentially alter their binding affinity to signaling
molecules (Sawada and Sheetz, 2002; Zhu et al., 2000). The extent to which an imposed
mechanical perturbation can elicit conformational changes at a particular site therefore
depends upon the distribution of forces within the load bearing members of the cell. A
need therefore exists to predict how forces are transmitted throughout the cell, as well as
the way in which local forces produce conformational change. To the extent that a
theoretical model can capture the stress or strain distribution within the cell, it can help us
to relate the biological influences of various types of force application, e.g., those due to
a fluid dynamic shear stress or produced by magnetocytometry, while at the same time,
guide us to a better understanding of cell mechanics.
The specific objective of the present study is to provide insight to the mechanical
reaction of the cell during magnetocytometry, experiments in which a paramagnetic bead
is tethered to cell surface receptors and a time-varying magnetic force is applied (Bausch
et al., 1998; Glogauer and Ferrier, 1998). A computational model is developed based on
finite element methods (FEM) to analyze the forcing of one microbead on a cell
monolayer, and determine the internal patterns of mechanical stress/strain distribution.
These predictions can then be used to: (i) determine the mechanical properties of the cells
by comparison to experimental results, (ii) correlate the localized stress/strain patterns to
biological responses of the cell, and (iii) provide validation for a simple theoretical model
that can be used to interpret other experimental observations.
A three-dimensional model is proposed incorporating viscoelastic properties for
the cytoskeleton and membrane/cortex composite, and allowing for modulation of cell
height and material properties to investigate the behavior of different cell types under
mechanical stimuli. Model predictions are compared to experimental results obtained
with time-varying force to assess model validity.
2.2 Methods
2.2.1 Model Geometry
A computational model was developed to simulate the application of a magnetic
force to a bead attached to a cell monolayer (Fig. 2.1). To simulate a monolayer, we
modeled a cylindrical domain (Fig. 2.1) representing a portion of the continuous
monolayer of, for example, endothelium or columnar epithelium. The discrete nature of
cytoskeletal filament network - microtubules, actin and intermediate filaments - was not
depicted, based on the observation that the relevant length scale present in the application
of force via a tethered bead is considerably larger than the filament network mesh size
(-50-100nm). The lateral extent of the monolayer was chosen large enough (40pým) to
eliminate any effect of the boundary on the stress or strain distributions in the vicinity of
the bead. A reference model with a 10pm-high and 40pm-wide cylindrical monolayer
was implemented, and its height was modulated to depict different cell types. The cell
monolayer consists of two parts: (i) the cytoskeleton, i.e. the main part of the cylinder,
and (ii) the membrane and the actin cortex, a shell layer atop cytoskeleton.
Beads utilized in magnetocytometry experiments are rigid ferrous spheres of
diameter 4.5pm (Bausch et al., 1998; Huang et al., 2002). Only that portion of the bead
that contacts the cell (Figs. 2.2 to 2.7) was modeled here. When using beads coated with
an adherent ligand, the contact area between the bead and the cell increases over time,
and is not precisely known for each bead at the instant of force application, typically 30
to 60 min after the beads are introduced (Huang et al., 2002; Laurent et al., 2002; Bausch
et al., 2001). Bead immersion angle was measured by Laurent et al. (2002) who used
spatial reconstruction of confocal microscopic images on 25 beads attached to epithelial
cells and found half contact angles between the bead and the cell ranging from a=360 to
860, with a mean a=670 (see Fig. 2.1 for the definition of a). In the majority of the
present simulations we used a bead-cell half angle of a=450 , corresponding to a contact
radius of 1.6gtm (Fig. 2.1). To probe the effect of varying degrees of bead contact,
simulations were also performed at half angles of a=600 and 75' .
The model allows for the monolayer surface to adopt a smooth but localized bend
beneath the bead, inspired by TEM images (McVittie, 2001; Fabry et al., 2001). The
prestress due to bead embedding was neglected, considering that stresses are typically
dissipated within seconds, whereas tens of minutes are needed to increase contact area.
2.2.2 Boundary conditions
A zero-displacement boundary condition was imposed at the bottom surface, i.e.
the cell monolayer was fixed to a rigid substrate - typically a glass slide in cell cultures
or the basal lamina in vivo. A free stress boundary condition was imposed at the
perimeter of the cell monolayer.
2.2.3 Mechanical and material properties
Living cells have been shown to exhibit a viscoelastic behavior (Yamada et al.,
2000 for epithelial cells; Evans, 1983; Bausch et al., 1998 for other cell types). Therefore,
the membrane and the cytoskeleton were represented by either a "fluid-like" viscoelastic
Maxwell model analogous to a spring and a dashpot in series or a "solid-like" Voigt
model analogous to a spring and a dashpot in parallel. The Voigt model has a "solid-like"
behavior in that at long timescales (compared with its characteristic time constant), it
displaces proportionally to the force applied. In the Maxwell model, on the other hand,
the displacement increases with a larger (than linear) dependence on the applied force,
i.e. the material "flows". To focus on important parameters, models involving more than
two parameters were not considered, even though they may be capable of fitting the
response curves more closely (Bausch et al., 1998). The bead was modeled as a
homogenous, isotropic, elastic material with a Young's modulus large enough to enforce
rigidity. All material properties are summarized in Table 1.
Cytoskeleton. Several techniques have been utilized to assess the mechanical properties
of the cytoskeleton of various cell types (e.g. Brown, 2000; Evans, 1983; Fabry et al.,
2001; Glogauer and Ferrier, 1998; Yamada et al., 2000). Micropipette measurements in
endothelial cells yield Young's moduli in the range of 102-103Pa (Theret et al., 1998),
while measurements performed in epithelial cells using laser tracking microrheology
yielded complex moduli of -103Pa and phase angles -30' , corresponding to a shear
modulus and viscosity of GC - 70Pa and ,c - 40Pa.s., respectively (Yamada et al.,
2000). Intracellular estimates, inferred from the recording by laser tracking of the
Brownian motion of particles embedded in the cytoskeleton (Yamada et al., 2000), are
usually one or two orders of magnitude smaller than 'extracellular' estimates, obtained
with other techniques acting on the cell surface. Taking these results into consideration,
we chose the baseline viscoelastic parameters of the cytoskeleton as follows: G, = 100Pa
and , c = 10OPa.s. This yields a characteristic time (/ic/Gc) of is for the viscoelastic
behavior. When the cytoskeletal properties are varied in the results presented below, this
characteristic time is assumed constant.
Membrane and cortical layer. The membrane/cortex composite structure, though
extremely thin in comparison to the dimensions of the cell, might play an important
mechanical role under certain circumstances. Values for the bending stiffness and
viscoelastic time constant taken from the literature were utilized to model the
membrane/cortex. Bending stiffness has been measured on red blood cells: 2.10 - 19 N.m.
(Hwang and Waugh, 1997) and neutrophils: 10-8 to 2.10 -18 N.m. (Zhelev et al., 1994).
We assume here that fibroblasts, endothelial cells and epithelial cells (for which no cell
membrane properties measurements are available, to our knowledge) all exhibit similar
values of bending stiffness, and conducted simulations using values for Kb between
2.10 - 19 and 2.10-1 N.m. The time constant for viscoelastic effects was similarly varied
between r = 5ms, the value derived from a 2D shear viscosity of 3.10 -7 Pa.m.s (Dimova
et al., 1999), and r = 0. s, the characteristic time for viscous dissipation in living red
blood cell membrane/cortex after extensional deformations (Evans, 1989). We assumed
the membrane/cortex to be incompressible and of constant thickness. It follows from
these assumptions, that areal strain is zero for all deformations.
Sensitivity Analysis. To quantify the influence of the cytoskeletal properties, its shear
modulus was varied, along with its viscosity to maintain the cytoskeletal characteristic
time constant (-ls). Shear moduli of 200Pa, 400Pa, 600Pa and lkPa were simulated.
We assessed the membrane/cortex contribution to the overall response by conducting a
simulation with the membrane/cortex shell removed entirely.
2.2.4 Applied Load
Cell experiments with the identical forcing in time and magnitude were performed
for comparison (see Cell Experiments). The magnitude and time dependence of the
applied force were varied to correspond to the range of typical experimental values.
Specifically, the constant rate of force application was varied from 125pN/s, to 2500pN/s.
In addition, a simulation was performed with a force varying sinusoidally between 0 and
250pN with a frequency of 1Hz.
During forcing, the bead is tethered to the cell over a part of its circumference
(Fig. 2.1). The displacement at the bead center, directly accessible through experiments,
can then be calculated using the finite element model (see below). More generally, the
model provides insight into the general response of the cell monolayer to various time-
dependent forcing.
2.2.5 Solution techniques
To determine the displacement, strain and stress fields induced within the cell
monolayer, a finite element model was developed using the commercially available
software ADINA V. 7.5 (Watertown, MA). A Lagrangian formulation for large stress,
large strain was utilized (Bathe, 1996). The cytoskeletal mesh consisted of 17,292 nodes
distributed over 15,840 eight-node elements. Since the ratio of membrane/cortex
thickness to cell height is << 1, the membrane/cortex composite was modeled with a
single layer of 1,440 four-node planar shell elements.
To represent the junction between the membrane/cortex and the cytoskeleton, all
finite element nodes associated with the membrane/cortex were shared by the
cytoskeleton. Similarly, the bead, the membrane/cortex and the cytoskeleton shared the
same nodes along the bead contact surface, featuring the rigid biological link between
them (e.g. fibronectin - integrin - actin filaments).
Running the simulation for the 'reference model' (see above), i.e. with a 17,292-
node cellular mesh and a bead forcing rate of 250pN/s, took approximately 200 hours on
a 4-processor SGI Origin 2000 computer equipped with 6 GB RAM. The maximum
RAM required was approximately 1 GB. A total of 170 time steps ranging from 0.005 to
0.04s were required.
2.2.6 Cell Experiments
Magnetic Trap Calibration. The magnetic trap was calibrated by suspending magnetic
beads (Dynal, Dynabeads M-450) in Dimethylpolysiloxane (Sigma, DMPS - 12M) and
tracking the position of the beads as they are attracted to the magnetic trap over a range
of electrical currents (0.3 to 1.5Amp). Details on the magnetic trap design and operation
are provided in (Huang et al., 2002).
Bead coating with extracellular matrix proteins. Magnetic beads were coated with
fibronectin (GibcoBRL, 33016-023) according to the manufacturer's protocol with the
following modifications: fibronectin was applied at a final concentration of 500 ýpg/mL in
borate buffer (pH 8.5) for 18 hours at 370 C.
Cell culture. NIH 3T3 fibroblasts were maintained in Dulbecco's modified Eagle's
medium (DMEM, Whittaker) supplemented with 10% fetal calf serum and antibiotics.
Experimental Procedure. Polystyrene cell culture dishes (Coming) were coated with
0.1% gelatin in phosphate buffered saline (PBS, Gibco) over night at 4°C to facilitate cell
attachment. Cells were plated in DMEM supplemented with 10% fetal calf serum (FCS),
penicillin/streptomycin and zeocin (200 jig/mL) at 3 mL/dish on the gelatin coated dishes
at a density of 150,000 cells/dish and incubated at 37°C overnight. Medium was replaced
the next day with DMEM containing 5% FCS and 64tL fibronectin coated bead
suspension (final concentration 1.2x10 6 beads/dish) and incubated at 370 C for 45 minutes
to guarantee sufficient bead attachment to the cells. The cell culture dish was then placed
on a temperature-controlled stage. Cells with adherent beads were imaged at 30x
magnification using an inverted light microscope (Olympus, IX-70). Non-confluent cells
with a single bead firmly attached to the flat section of the cell surface were selected for
the magnetic trap experiments. The magnetic trap was brought into a parfocal position
with the bead at a distance of 115gm away from the magnetic trap tip. One of the
following force profiles was then applied to the bead while recording the bead position
with a digital camera (Roper Megaplus ES310/T) at 60 frames per second: (i) sine wave:
a force free period of one second followed by 8 seconds of a 1 Hz sine-wave pattern with
amplitudes of 0.125nN or 0.6nN and an offset of one amplitude, followed by one second
at zero force to monitor the relaxation of the bead. (ii) step function: a constant force
rising in steps of 300pN every 2s, so that it reaches 1500pN after 5 steps, (iii) force
ramp: linearly increasing force from 0 to 500pN at a rate of 250pN/s, followed by two
seconds at zero force.
A Hall probe was used to simultaneously measure the magnetic field during the
force application, and the read-out was saved with the video image data.
Subsequent cells were selected at least 5mm away from any previous force application
sites to avoid studying pre-conditioned cells. Five to fifteen cells were selected in each
dish, and the experiments were concluded within 30 minutes per dish.
Particle Tacking and Phase lag determination. Custom-written MATLAB (MathWorks,
Natick, MA) software that uses a combination of cross-correlation and center-of-mass
computation was used to track the bead centroid position from the digitally recorded
videos with a spatial resolution of ca. 10nm at 30x magnification. The phase lag between
the applied force, represented by the magnetic field strength, and the resulting bead
displacement was computed using cross-correlation analysis. The temporal resolution is
one frame, i.e. 1/60 of a second.
The validity of the phase lag measurements was confirmed by applying the
technique to beads embedded in purely viscous (dimethylpolysiloxane) or purely elastic
media (polyacrylamide gel). Bead displacements in the elastic media exhibited a
negligible phase shift of 2.95'+/-3.564', while displacements of beads in viscous media
showed a phase lag close to 900: 86.91o+/-5.94o, i.e. force corresponded to the derivative
of the displacement.
For the force step function, maximal displacement was defined as the difference
in mean bead position between the last 10 frames (=0.4s) of force application at each
force level and the initial position, estimated as the mean bead position during the 25
frames (=ls) prior to the application of force.
2.3 Results
2.3.1 Model dependence of the results
Simulations with either a viscoelastic Maxwell, 'fluid-like' or a Voigt, 'solid-like' cell
exhibited similar patterns of deformation and stress. However, the shear modulus values
that best fit the data were dependent upon the choice of model. With a time constant of
1s, the shear modulus was approximately 600Pa for the Maxwell model, while the Voigt
model yielded. 100Pa. Note that the Voigt model values are about six times smaller than
those for the Maxwell model, highlighting the difficulty in making direct comparisons
between parameters determined using the different viscoelastic models. In separate
experiments (results not shown) in which a step-wise force was applied to the bead and
held for 4s, the bead invariably immediately displaced, then continued to creep. In some
cases, the creep continued at nearly a constant rate, suggestive of a Maxwell model, while
in others it approached a constant asymptotic value. Because the Maxwell model seemed
somewhat more consistent with experimental observations, all the following comparisons
use the Maxwell description in all subsequent simulations.
2.3.2 Self-consistency of the model
A mesh sensitivity study was conducted to ensure the independence of the results
from the computational mesh. Three mesh sizes were used. The coarser, medium and
finer meshes consisted, respectively, of 17,292, 22,321 and 27,846 nodes distributed over
15,840, 20,592 and 25,844 eight-node elements in the cytoskeleton and 1,440, 1,716 and
1,988 four-node shell elements in the membrane/cortex.
All three meshes gave similar result patterns. Even in the coarser mesh, the
solution patterns did not depend on the patterns of mesh lines. At all time points, the
maximum differences between the three computational meshes were less than 1% for
bead center displacement, 0.9% for monolayer x- and z-displacements, 7% for the stretch
components, and 4% for effective stress at all locations. All results presented in the
following are therefore obtained with the coarsest mesh (17,292 nodes).
Significant displacements and stresses were localized and confined to the vicinity
of the bead. Both decay rapidly with distance from the bead (Figs. 2.2-2.8).
Consequently, the free stress monolayer boundaries at 20pm radius experience a
negligible displacement; e.g., at 2.0s (500pN force), maximum displacement at the edge
of the monolayer < 0.05[tm, compared to the maximum displacement of 1.02p.m.
Similarly, the zero-displacement boundaries at the bottom of the cell monolayer induced
negligible stress therein; at 2.0s and for radial positions > 10 m, stress < 1.5 Pa (Fig.
2.7), compared to the maximum effective stress of 188.4 Pa. These observations validate
the assumption that the monolayer can be considered as infinite in the radial direction.
2.3.3 Bead behavior
Magnetic forcing produces both translation in the x-direction and rolling about the
y-axis (due to the induced torque around the bottom of the bead fixed to the cell)- see
Figs. 2.2-2.7. After 2.0s, the bead center translation was 1.67tm and the bead had rolled
approximately 0 - 20 degrees (Figs. 2.2-2.7). This means that, due to the rotation, the
cell surface over the region attached to the bead is displaced less than the bead center, by
an amount equal to RO ~ 0.8 tm in this case, where R is the radius of the bead. As a
consequence, cell surface displacement in the x-direction is also reduced.
Simulations yield bead displacements of approximately 1 tm, consistent with
experiments (Huang et al., 2002; Bausch et al., 1998). In the force-ramp simulations, the
slope of the displacement curve increases with increasing time, consistent with what one
would expect for a viscoelastic material Monolayer thickness has little effect on the
observed bead. displacement (Fig. 2.9).
The viscoelastic response of the monolayer was also evident when the bead was
forced sinusoidally. Using values in Table I, we calculated the relaxation time scales: Is
for the cytoskeleton and 5 to 100ms for the membrane/cortex composite. Because the
forcing time scale is comparable to the cytoskeleton relaxation time scale and more
importantly because it exceeds that of the membrane/cortex, the force-displacement curve
is effectively dominated by the characteristics of the cytoskeleton. This was further
confirmed by simulations with the membrane/cortex shell removed, for which the bead
force-displacement relationship is virtually identical to the complete simulation including
the membrane/cortex.
The overall character of the force-displacement curves compare favorably with our
measurements performed on NIH 3T3 fibroblasts (Fig. 2.10). Firstly, the experimental
and numerical curves both exhibit the same convex shape. Secondly, the simulation
agrees most closely with the experimental data when the cytoskeleton shear modulus are
set between 600Pa and lkPa, consistent with reported values for the shear modulus of
-lkPa for chick fibroblasts (Thoumine and Ott, 1997). Increasing the cytoskeleton shear
modulus does not change the overall trend of the bead force-displacement curve, but
significantly decreases the bead displacement for the same force applied (Fig. 2.10) (see
Linear displacement studies below).
2.3.4 General cell monolayer movement
Monolayer movement appears to be highly localized in the vicinity of the bead
(Figs. 2.2, 2.3, 2.8), in agreement with the displacements recorded by two-photon images
(cf. Fig. 2.3 of Huang et al., 2002). A cutoff radius - defined here as the radius at which
displacement falls to 10% of its maximum - of about 10tLm is observed, consistent with
measurements reported in Huang et al. (2002) and Bausch et al. (1998). More precisely,
the cutoff radius is 12.0itm in the forcing direction and 5.3 tm in the transverse direction.
Two distinct regions of large displacement are apparent in all simulations, one in front of
the bead and one behind it, so that the overall displacement field exhibits a
pulling/squeezing pattern (Figs. 2.2 and 2.3). Interestingly, a zero-displacement zone is
visible immediately beneath the bead. Consequently, the forces inside the monolayer are
expected to be concentrated ahead of and behind the bead and somewhat diminished
directly below it.
In all simulations, the maximum displacement inside the monolayer is in the
direction of forcing, located on the membrane, immediately behind the bead, and roughly
equal to half of the bead displacement. For example, after 2s, i.e. when the force applied
is 500pN, the maximum displacement in the monolayer is 1.02itm in the forcing
direction, whereas the bead center displacement is 1.67[pm. The maximum displacement
is smaller in other directions: 0.91pm and 0.21pm in the vertical and transverse
directions, respectively. Predicted displacements are consistent with measured membrane
displacements of around 0.1 tm after 0.2gtm bead displacement a few micrometers away
from the bead center (Bausch et al., 1998), and overall displacements under l im (Huang
et al., 2002) for forces of 200pN.
2.3.5 Stretch distribution
To study how the macroscopic monolayer movement is translated into possible
microscopic actions, we examined the stretch fields, representing local deformations in
the cell. The left stretch tensor was utilized to visualize the strain field within the cell and
the membrane. The Eulerian strain tensor e and the left stretch tensor V are related by
(Ogden, 1984):
e = (1)
where V is dimensionless - like e - and equal to unity when there is no strain. Values
greater than unity correspond to a local lengthening (tensile strains), whereas components
smaller than unity correspond to a local shortening.
Maximum components of the stretch tensor V were V, and V, with x being the
bead forcing direction and z the vertical direction (Figs. 2.2-2.7). Other components of
the stretch tensor were significantly smaller, as expected from the displacement field.
The stretch patterns were concentrated in four regions close to the bead (see Figs. 2.4 and
2.5 for the V,, component): two shortening regions (in dark and light blue colors) and
two lengthening regions (in yellow, orange and red colors). Shortening was mainly
observed at the front of the bead, whereas the higher tensile strain (lengthening) region
was located right behind the bead with maximum values on the membrane. Note that
despite these large values for individual elements of the strain tensor, the areal strain is
zero (i.e. ex + ey = 0) as it must be for an incompressible, constant thickness bilayer.
2.3.6 Stress distribution
The stress field induced in the monolayer was analyzed through two
complementary invariants of the stress tensor: pressure and effective stress. The effective
(von Mises) stress subtracts out the contribution due to isotropic compression (i.e.
pressure) and is defined as:
S= .5(o- - ) 2 + ( - ) 2 + (a - ) 2 - 6( + 2x 2 ' 2  (2)
where ao
. 
is the ij-component of Cauchy's stress tensor. The effective stress is, hence, a
measure of shear and a sort of "modulus" of the stress tensor excluding the compressive
part.
The pressure field in the cell monolayer is concentrated in the immediate vicinity
of the bead (Fig. 2.6). The two same regions of perturbation mentioned for displacement
are observed: one in front and one at the rear of the bead. However, the pressure field is
more localized than the displacement field. At the rear of the bead, pressure is negative
as a consequence of the pulling exerted by the bead translation and the upward movement
imposed on the membrane by the bead rolling. Conversely, pressure is positive in front
of the bead due to forward movement of the bead but attenuated by cell spreading. The
pressure field is more diffuse in front of the bead compared to the rear, with extrema of
88Pa and -72Pa, respectively, at the front and rear regions after 2s (Fig.6). Both extrema
are located on. top of the cytoskeleton - the fluid-like membrane supports little stress by
itself; the high-pressure field does not penetrate significantly into the cell cytoskeleton.
Effective stresses generally exceed pressure. For example, after 2s, the maximum
effective stress is 188.4Pa, whereas the maximum pressure is 88Pa (Fig. 2.6). Therefore,
the stress field is dominated by shear rather than normal stresses. Effective stress rapidly
decreases away from the bead (Fig. 2.6), but remain at the level of a few Pa at distances
of more than 10 m. The stress field is more localized at the rear of the bead compared to
the front, supporting the interpretation that the monolayer squeezing exerted by the bead
spreads stress whereas the pulling only affects a very small region.
2.3.7 Influence of monolayer height
The model was implemented for four different monolayer heights: 5tm, typical of
the flat part of a fibroblast or endothelial cells; as well as 10, 15 and 20jim, representative
of epithelial cells. The relationship between bead center displacement and magnetic force
applied on the bead has a similar trend for all monolayer heights (Fig. 2.9), consistent
with the observation that displacements are confined to a region extending just a few
micrometers from the bead. However, for identical bead forcing, the displacement is
slightly smaller for thinner monolayers, confirming that the effect of the basal anchoring
is more pronounced for thinner monolayers. As evident in the figure, the impact of basal
anchoring is non negligible, even in the 20gjm-high monolayer. This is in agreement with
results from an elastic model of magnetic twisting cytometry (Mijailovich et al., 2002)
for which bead movement increased when the 5gjm-high monolayer was replaced by a
semi-infinite space (infinite height).
As one would expect for a viscoelastic medium, the effect of cell height on bead's
force-displacement increases with the applied force, and hence with time. This is due to
the progressive relaxation of the viscous elements of the cytoskeleton during the bead-
induced deformations. Larger bead displacements yield deeper penetration of the
deformations into the cytoskeleton, reminiscent of an elastic component for the
monolayer. On the other hand, faster forcing rates lead to smaller penetration depths for
the bead-induced perturbations, as manifested by smaller computational gridline
deformations deep in the cytoskeleton (data not shown), indicative of the viscous
character of the monolayer. Overall, the elastic and viscous aspects of the monolayer
dominate its short- and long-term behavior, respectively.
Simulations with these four different monolayer heights exhibited similar patterns
and magnitudes for displacement, stretch, pressure and effective stress. No significant
differences were observed between the models, leading to the conclusion that, within this
range, cell height has little effect on how the mechanical stimuli are distributed in
magnetocytometry experiments.
2.3.8 Influence of the depth of bead embedding
As expected, the magnitude of deformations and stresses decreased significantly with
increasing bead embedding. However, the patterns of deformation and stress within the
cell were relatively independent of the degree of cell-bead contact. Laurent et al. (2002)
studied the effect of bead embedding angle using a linear theory and found that
displacements should vary inversely as sin ao. Our numerical results for bead
displacement exhibited a stronger dependence on contact angle, however, and tended to
scale as (sin 3 (x)-1
2.3.9 Relative contributions of the membrane/cortex and cytoskeleton
to the overall response
Since the viscoelastic time constant of the membrane (5 to 100ms) is smaller than that of
the cytoskeleton (is), we anticipated that the membrane would contribute little to the
overall response of the cell to bead forcing with is time scales. In order to confirm this,
we performed similar simulations but with the membrane/cortex shell removed entirely,
and found thati the results were virtually identical.
2.3.10 Influence of the forcing time dependence
Numerical Simulation
Influence of the forcing rate. To further assess the implications of the viscoelastic
behavior, simulations with various rates of force application on the bead were performed.
Faster forcing rates led to smaller bead displacements, consistent with the increasing
resistance of the viscoelastic monolayer with the rate of forcing (Fig. 2.11). For example,
a force of 450pN led to 1.42ýtm bead displacement at a 250pN/s constant forcing rate, but
up to 2.00tm when the forcing rate was reduced by a factor of two (125pN/s), that is a
30% increase. The response curve was observed to be linear for high forcing rates: with a
2500pN/s forcing, the displacement is proportional to the force applied with a slope of
1.93 tm/nN.
As a consequence of the Maxwell model used in these simulations, the force
needed to displace the bead by a given amount increases with the forcing rate
asymptotically, reaching a constant value for forcing rates higher than -1000pN/s: the
monolayer response is then essentially that of a linearly elastic material.
Linear displacement studies. Simulations with monolayers having different cytoskeleton
shear moduli led to bead displacements scaling approximately with the inverse of the
shear modulus; provided the time constant of the material was held fixed (Fig. 2.10). For
example, after 2s, when the force acting on the bead is 500pN, bead displacement was
0.86pm for a cytoskeleton shear modulus of 200Pa but only 0.46tpm when the shear
modulus was increased by a factor of two, to 400Pa.
Application of a sinusoidal force. Bead displacement under sinusoidal forcing exhibits
an oscillatory behavior with a time-varying mean (Fig.12), indicative of the viscous
character of the Maxwell model. For the particular conditions of Fig. 2.12 with a forcing
frequency of 1Hz and force amplitude of 125pN, the net bead displacement per cycle was
approximately 0.21 lm along the forcing direction and the phase lag between the bead
displacement and the applied force was 0.05±0.005s (mean ± standard deviation). Aside
from the shift in bead position, the maximum bead displacement decreases slightly from
one cycle to the next, from 0.57jpm in the first cycle to 0.50 tm in the fourth cycle.
The displacement and stress patterns in the monolayer (data not shown) are
similar to those observed in the simulation conducted with a ramp force applied on the
bead as shown above.
2.3.11 Cell Experiments
Linear displacement studies. To experimentally test the linearity of the force
displacement curves when the force is time-independent, we applied a stepwise
increasing force to the beads. The force was increased by 300pN every 2s until a maximal
force of 1500pN was reached. For the analysis, only beads that remained attached
throughout the entire force application were considered (96 out of 104). Not only was the
mean displacement versus force relationship linear, but also almost all beads exhibit a
linear force-displacement relationship over the entire range of forces. The linear
regression gave:
[bead displacement (jtm) = a + b [force (nN)] (3)
a: -0.04492jim, with a 95% confidence interval between -0.2989 and 0.2091jtm.
b: 0.6497tm/hnN, with a 95% confidence interval between 0.3944 and 0.9049jtm/nN.
The departure from linearity in the data was non-significant (P=0.9993) and validated our
choice of linear elements to model the cell monolayer material during magnetocytometry.
Linear behavior was also observed in experimental sinusoidal forcing, as discussed
below.
Application of a sinusoidal force. At 125pN force amplitude, less than half the cells (8
out of 19) exhibited a detectable response to the force application (Fig. 2.12). In contrast,
almost all cells (18 out of 19) showed a detectable response at 600pN.
Only cells with detectable sinusoidal displacement pattern were selected for
calculation of the phase lag between the displacement and the force. For the lower
amplitude (125pN), the phase lag was 0.0626±0.0414s, in agreement with our numerical
finding of 0.05s and corresponding to a phase angle of 22.5'. At larger amplitudes
(600pN), the phase lag was 0.0677+0.0401s, not significantly different than at low
amplitudes (p=0.7783). This lag indicated a significant viscous component in the
mechanical cell response. Considering all 19 beads for both experiments, the
displacement amplitude at the low force level (125pN) was 0.0323±0.0429jtm, compared
to 0.1184+0.1233 jtm at higher forces (600pN, still applied at 1Hz). As indicated by the
large standard deviation of the displacement amplitudes, the cells exhibit a highly
heterogeneous mechanical response due likely to variations in cellular stiffness and/or
contact angle ,of the bead.
The mLean displacements, defined as the total bead displacement averaged over
one forcing period, increased with time. This viscous creep is consistent with the
computational, results (Fig. 2.12). Two distinct patterns are observed in the bead
displacement plots versus time. Namely, the beads with low displacement amplitudes
seem to maintain a rather constant mean displacement over time, while beads with larger
displacement amplitudes show an increasing mean displacement over time. These last
two observations were consistent in both sets of experiments performed at 125pN and
600pN force amplitude.
Statistical Analysis. Multiple regression analysis was used to examine the correlation of
phase lag, amplitude and residual bead displacement (defined as the bead displacement
after is of relaxation following the 8-cycle sinusoidal force application) for the 600pN
amplitude experiments. The statistical analysis was performed with 18 cells out of 19,
excluding one cell with displacement amplitude lower than the resolution limit (10nm).
The residual displacement correlated with the phase lag and the displacement
amplitude following a linear model:
Residual displacement (ptm)= c + d [phase (s)] + e [amplitude (pm)] (4)
c = -0.2165pm, with a 95% confidence interval between -0.3296 and -0.1034jgm.
d = 4.627mnv's, with a 95% confidence interval between 3.404 and 5.849prm/s.
e = 1.676, with a 95% confidence interval between 1.238 and 2.115.
The correlation was significant: R2 = 86.71%, with p<0.0010 for c and p<0.0001 for d
and e.
2.4 Discussion
2.4.1 Bead movement
These simulations demonstrate that a surface-adherent bead undergoes micron-
scale translation as well as significant rotation when subjected to time-varying forces on
the order of InN. Both the magnitude of displacement and its temporal variation, as
observed experimentally, were found to be consistent with the predictions of a linear
viscoelastic model for the cell in which both the cytoskeleton and membrane are
represented as Maxwell materials. The critical properties that govern this behavior are
the cytoskeletal shear modulus (-1000Pa) and the time constant for the viscoelastic
response (-ls).
A pulling/squeezing pattern is observed in the monolayer and the zero-
displacement zone directly beneath the bead, both associated with bead rolling. These
effects also give rise to significant differences between bead center displacement, as
measured in most experiments, and the displacement of the membrane surface. Thus,
direct inference of membrane displacement from bead displacement would lead to
considerable error and consequent underestimation of cytoskeletal stiffness when used in
connection with theories that relate surface displacements to deformations and stress
within the (continuum) cell interior (Landau and Lifschitz, 1988 (Hertz model);
Boulbitch, 1999).
Some of these same effects have been previously studied by Mijailovich et al.,
who used finite element analysis to analyze their magnetic twisting experiments
(Mijailovich et al., 2002), in which a torque, but no net force, is applied to the bead. In
such cases, the Boulbitch and Hertz models are even less applicable. The twisting field
includes all the effects of cell rotation described above, but the translational effects are
even further reduced. Unlike the present magnetocytometry experiments, the mean bead
rotation angle can be measured during magnetic twisting experiments, using the bead
remnant magnetic moment. The rotation angle is large when the bead is bound to non-
specific receptors, but when the bead is bound to the cytoskeleton via integrin receptors,
the rotation angles are of the order of 25 degrees (Wang et al., 1993 on endothelial cells).
2.4.2 Model dependence of the results
Since only the Maxwell model would exhibit an immediate displacement
following the onset of forcing, it seems a better fit to the data as a whole than the Voigt
model. It is important to stress however, that this is merely a model and provides little
insight into the underlying mechanisms that lead to the observed behavior. The model is
useful for the purpose of estimating the distribution of stresses and strains throughout the
cell and for comparisons between cell types or different cells of the same type, but cannot
be more generally applied to experimental protocols that differ significantly in terms of
the nature of force application or the time-scale of forcing. For a more phenomenogical
model capturing the dynamic behavior of cells over a wide range of frequencies (as
observed, for example, by Yamada et al., 2000), a model like the one proposed by Fabry
et al. (2001) to relate the viscoelastic shear modulus to frequency of excitation with only
one single parameter would be more appropriate. This type of model, however, is not
capable of rendering the spatial distribution of deformations and stresses within the cell,
and this is why it was not chosen in this study. Likewise, more complex models with
additional springs and dashpots were not attempted as it was felt that these were not
warranted in view of the need to specify additional parameters and the large standard
deviation associated with data from different cells, reported by Bausch and coworkers
(Bausch et al., 1998) - "large variability of viscoelastic moduli of individual cells" -,
Yamada and coworkers (Yamada et al., 2000) - "data indicate a high variability of local
mechanics" - and quantified by Fabry and coworkers (Fabry et al., 2001). Probing up to
1,700 cells and hence minimizing the standard error of the mean, Fabry and coworkers
obtained a distribution of bead displacement with a geometric standard deviation of 2.8
(meaning that 68% of the measurements are within a factor of +/-2.8 of the mean).
2.4.3 Influence of depth of bead embedding
Our simulations show that the degree of cell-bead contact strongly influences the
magnitude of the mechanical response of the cell to bead forcing, in agreement with
computational results from the elastic model of cell behavior under magnetic twisting
cytometry (Mijailovich et al., 2002). Theoretical studies of beads partially embedded in
purely elastic or purely dissipative media have previously demonstrated that the
immersion angle influences the magnitude of the mechanical response of the cell to bead
pulling (Laurent et al., 2002), but with both the elastic and dissipative restoring forces
exerted by the cell varying in proportion to sin a. Our simulations exhibited a stronger
dependence of bead displacement, varying with 1/sin 3a , presumably reflecting nonlinear
effects in the solution. This likely explains some of the variability seen in the
experimental results (Bausch et al., 1998; Yamada et al., 2000; Fabry et al., 2001),
emphasizing the need for some degree of control over contact angle, or direct
measurement of it, if accurate estimates of cell viscoelastic properties are to be made.
2.4.4 Comparison to experiments
Under a constant applied force the experiments show that the bead continues to
move with time, even under constant force, confirming that the cell response is
viscoelastic in. nature. In addition, the response of the cell as observed in experiments was
largely consistent with the assumption of a linearly elastic material despite strains as high
as 0.18. This observation, though surprising, is consistent with the finding of other groups
who have used linear descriptions (Boulbitch, 1999; Landau and Lifschitz, 1988;
Mijailovich et al., 2002) and provides some justification for the interpretation of cell
behavior using simple, linear models. Breakdown of linearity for bead rotations greater
than 15 degrees, predicted by Mijailovich et al.'s elastic model for magnetic twisting
cytometry (Mijailovich et al., 2002) was not observed in our simulations though they
yielded bead rotations up to 20 degrees. Note, however, that the present model includes
the effects of i(linear) viscoelasticity, which has rarely been employed in previous models.
Two exceptions are the models used for leukocyte deformation (Dong and Skalak, 1992;
Tran-Son-Tay et al., 1991; Dong et al., 1991; Dong et al., 1988; Chien et al., 1987) and
the model of Bausch et al, for fibroblasts that includes viscoelastic effects in the
cytoskeleton (Bausch et al., 1998). Still, one would expect non-linearity to arise if forces
higher yet were applied, or perhaps if a smaller bead was used.
These two observations support the choice of a Maxwell model for the cell with a
cytoskeletal time constant of approximately is. This is particularly relevant since most
experiments to date have applied forcing on a time-scale of seconds, therefore tending to
maximize the combined influence of elastic and viscous behaviors. One should exercise
caution, however, in applying this model at other excitation frequencies either >> 1Hz or
<< 1Hz. The present description is intended solely to capture the behavior of the system
under the experimental conditions tested, and there is no fundamental reason to expect
that it should apply under grossly different conditions.
2.4.5 Biological significance
This study focuses on the mechanical response of the cell monolayer to bead
forcing, hence no active biological response is considered. Implicit is the assumption that
whatever remodeling occurs within 2s, it has minimal effect on the mechanical response
of the cell. The characteristic time scale of the mechanical response is of the order of is,
whereas the biological response ranges from seconds for calcium release or even focal
adhesion remodeling (Balaban et al., 2001) to minutes for cytoskeletal remodeling as
reflected by an increase in actin at the site of bead attachment (Glogauer and Ferrier,
1998). Therefore, studying the mechanical effects of the bead on the cell is only the first
step to understanding activation of the various pathways following mechanical stimulus.
Explicitly, this study aims at identifying the region within which forces or deformations
are of sufficient magnitude to potentially elicit a biological response.
The high tensile strains in the membrane, as demonstrated by our simulations, can
be correlated to previous experimental observations (Charras and Horton, 2002b).
Applying a force by atomic force microscopy (AFM) on the cell membrane and inferring
strains from a model, Charras et al. (2002) observed that tensile radial strains larger than
0.040 yield a rise in calcium in all osteoblasts, most likely due to stretch-activated ion
channels.
Using Eq. 1, the principal values ei of e can be deduced from the principal
values Vi of V as follows:
e = (1-1/V 2 )  (5).
Note that V and 2e - I1 are symmetric positive definite second-order tensors. According
to Eq. 5 a strain level ei = 0.04 is equivalent to a stretch level Vi = 1.04.
The numerical simulation led to membrane stretches in excess of 1.04 over a
region behind[ the bead extending 6.0pm wide in the forcing direction (Fig. 2.5) and
4.9ptm wide in the transverse direction. Therefore, one might expect that stretch-activated
ion channels in this region of the membrane might open due to bead forcing.
The stretches within the monolayer after 2s at 500pN range from 0.8 to 1.3,
corresponding to strains of up to 20% in extension and 28% in contraction (Fig. 2.5).
These values exceed the threshold of 1 to 10% strains (Charras et al., 2001; Clark et al.,
2002) at which biological responses are elicited, i.e. it is conceivable that
mechanotransduction can occur directly by intracellular deformation. Note that these
large levels of linear strain occur under the constraint of constant membrane area and are
therefore associated with a fluid-like deformation of the bilayer.
Normal stress is predicted to remain less than 100Pa in all the simulations reported
here. Since no studies demonstrate a biological response to normal stresses this low, it is
unlikely that this would initiate biochemical signaling within the cell. Effective stress, in
that it provides a measure of shear stress, has a much lower threshold for biological
stimulus, on the order of 1Pa in the case of fluid dynamic shear stress on the cell surface
(Resnick and Gimbrone, 1995; Davies, 1995). Effective stresses produced by
magnetocytometry are locally far in excess of 1Pa, and they remain above this threshold
over a considerable region extending at least 10pým from the bead (Fig. 2.5). Hence,
candidate stress-sensitive molecular effectors (integrins, actin-linked proteins, ion
channels, G proteins) might potentially be activated as far as 10pjm away from the bead.
In addition, regions adjacent to the bead, concentrated just in front of and behind the cell,
experience much greater levels of effective stress, approaching 200Pa, potentially
activating pathways with even higher thresholds.
2.4.6 Contribution of the different cell constituents
Simulations conducted with the membrane/cortex shell removed showed that in
magnetocytometry experiments at pulling frequencies of -~ls , the cytoskeleton
dominates the overall response of the cell, while the membrane/cortex serves simply to
transmit the applied force to the cytoskeleton.
Membrane effects may, however, become significant either in the presence of
membrane roughness or when the cytometry probe (e.g. AFM probe) size diminishes. In
the present simulations, the monolayer surface away from the bead was assumed flat,
both for simplification and to enable comparison with the theoretical model of Boulbitch
(Boulbitch, 1999). However, the true membrane contour is more complex. For example,
AFM-derived images of the surface of living kidney cells (Le Grimellec et al., 1998)
appear granular, with packed particles, while epithelial cells typically have cilia, both of
which are ignored in the present study.
The membrane may play a more pronounced mechanical role when the probe size
decreases, as predicted by the inclusion theory developed by Turner and Sens for small
deformations of an elastic membrane on a purely elastic half-space (Turner and Sens,
1999). According to their predictions, smaller beads or AFM tips with lower applied
forces would mainly probe the elastic properties of the membrane, while the behavior of
larger probes would be influenced predominantly by the cytoskeleton. This might explain
why the values of shear modulus obtained by AFM and estimated based on the Hertz
theory tend to exceed those reported from other measurement methods.
The smaller characteristic time scale (5 to 100ms) of the membrane as compared
to the cytoskeleton (is) also implies that all stresses in the membrane rapidly relax due to
viscous effects, and this would have implications to the stresses that induce
conformational changes in ion channels.
Although cell nuclei were not included in our model, on the assumption that
nuclear stiffness exceeds that of the cytoskeleton (Guilak et al., 2000), one would expect
the nucleus to experience more stress than the surrounding cytoskeleton. Due to the
confinement of stresses locally, however, this should have little effect on the present
results unless the nucleus is close to the bead. Nevertheless, it has been hypothesized that
certain gene transcriptional pathways may be turned on or off in the cell nucleus by direct
mechanical stimulus (Ingber, 1997) and the nucleus location with respect to the bead is
likely to influence such a response.
2.4.7 Contact between the bead and the cell
Bead attachment to the cell monolayer was modeled using finite element nodes
shared by the membrane, the bead and the cell. However, in reality, the bead is tightly
bound via transmembrane receptors (e.g., integrins) directly to the cytoskeleton. These
receptors are relatively free to move about in a lipid bilayer composed of laterally mobile
phospholipid and protein molecules (Evans, 1983; Lodish et al., 2000). Hence, the
membrane is not fixed to the transmembrane receptors, contrary to our depiction in the
model, and can flow around them.
The fluid-like, incompressible nature of the membrane is well rendered by our
model utilizing a viscoelastic material with a time constant of 5 to 100ms. Indeed, with
the forcing rates applied here, the Maxell model for the membrane/cortex essentially
reduces to its viscous component, i.e. stress is proportional to strain rate as in a fluid.
The large variation in experimentally recorded bead movement (see Results and
Fabry et al., 2001) - and the fact that some beads do not show detectable movement at all
while others in the same experiment move several micrometers- can be attributed to three
causes: (i) beads have different contact area with the monolayer, yielding different
resistances to the applied force (Laurent et al., 2002); (ii) as we have shown, a bead
probes only a small cytoskeletal region around it, and hence, different beads probe
different parts of a cell with non-uniform stiffness; (iii) cell to cell variation.
The present model is the first in-depth study of deformation and stresses induced
within the cell by magnetic pulling cytometry. Originality of this model consists in the
inclusion of viscoelastic nature of the cell with a model dependence study, inclusion of
the membrane and cortex, and assessment of time-dependent forcing.
Further refinements to the model should address the nature of bead tethering,
including the kinetics and thermodynamics of bond formation and rupture, membrane
slippage between the bead and the cell, and eventually molecular details. Inclusion of the
biological effectors would also help to unravel the mechanisms of mechanotransduction
triggered in magnetocytometry.
Part of the Material Constants References Characteristic
model Time
Membrane and Incompressible Bending stiffness Hwang and
actin cortex homogenous Kb=2.10-1 8 to 2.10- Waugh, 1997
isotropic 19 N.m 5 to 100ms
viscoelastic Zhelev et al.
(Maxwell) Shear viscosity 1994
ýt'=3.10-7Pa.m.s Dimova et al.,
(or time constant of 1999
100ms) Evans, 1989
Cytoskeleton Incompressible Shear modulus
homogenous G=100Pa Yamada et al. 1 s
isotropic Viscosity jt=100Pas 2000
viscoelastic Theret et al.
(Maxwell) 1998
Table 2.1. Material properties introduced in the model
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Figure 2.1. General model geometry. The cell monolayer is divided into cytoskeleton
and membrane/cortex, each of which are assigned different material properties. All
elements are drawn to scale, except for the membrane, the thickness of which is
exaggerated for clarity. The contact angle between the bead and the cell monolayer is set
to cL=90 0 , so that only 3.65gm of the bead extends from the monolayer.
3.65tm
10m I
FFigure 2.2. Cross-sectional view of monolayer (y=O): displacement field in the forcing
(x) direction after 2.0s. Arrow indicates the force F=500pN applied. Only part of the bead
(unfilled gray network) is displayed. The displacement field is localized near the bead
and exhibits a pulling/squeezing pattern. No significant displacements occur immediately
beneath the bead.
FFigure 2.3. Cross-sectional view of monolayer (y=O): displacement in the vertical (z)
direction after 2.0s. Arrow indicates the force F=500pN applied. Only a part of the bead
(unfilled gray network) is displayed. Vertical displacements are comparable to those in
the forcing direction.
FFigure 2.4. Cross-sectional view of monolayer (y=O): xx component of the stretch tensor
after 2.0s forcing. Arrow indicates the force F=500pN applied. Only part of the bead
(unfilled gray network) is displayed. The stretch tensor is dimensionless and equal to 1 in
the absence of strain. The xx-component is the maximum and most relevant term in the
stretch tensor.
Figure 2.5. Membrane xx-stretch. Enlarged top view after 2.0s forcing (500pN). Inset
shows xx-stress for the whole model and the region of the enlargement (black rectangle).
Bead not shown. Stretch-xx exceeds the threshold value of 1.04 (potentially leading to
ion channels activation) within a region extending 6.Ogm in the x direction and 4.9ýtm in
the y direction. See text for details.
FFigure 2.6. Cross-sectional view of the monolayer (y=O): pressure after 2.0s. Arrow
indicates the force F=500pN applied. Only a part of the bead (unfilled gray network) is
displayed. The pressure field illustrates the pulling/squeezing pattern.
Figure 2.7. Cross-sectional view of the monolayer (y=O): effective stress after 2.0s.
Arrow indicates the force F=500pN applied. Only a part of the bead (unfilled gray
network) is displayed. Effective stress is a scalar invariant of the stress tensor excluding
the compressive part (see Results).
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Figure 2.8. Membrane displacement in the forcing direction. Enlarged top view after 2.0s
forcing (500pN). Inset shows the displacement field for the whole model and the region
of the enlargement (black rectangle). Bead not shown. Displacements are seen to extend
more in the forcing (x) direction than in the transverse (y) direction.
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Figure 2.9. Bead center displacement versus time, resulting from the numerical
simulation. Force was imposed at a constant rate of 250pN/s, so that at 2s the applied
force equals 500pN. The non-linearity of the curves stems from the monolayer viscous
properties. At a given time, thicker monolayers produce larger bead displacement, as the
influence of the cell bottom anchorage to the substrate decreases.
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Figure 2.10. Bead center displacement versus time. Numerical results (black curves) are
shown for three cytoskeleton shear moduli. The seven gray lines are sample data, each
obtained from a different NIH 3T3 fibroblast (see Cell Experiments) within a single
experiment. Both numerical and experimental curves were obtained with a force
imposed at a constant increasing rate of 250pN/s.
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Figure 2.11. Bead center displacement versus time for three forcing rates: 125pN/s,
250pN/s, 2500pN/s. Higher forcing rates led to smaller bead displacements for forcing
rates below -1000pN/s. Forcing rates above this value all led to a linear force-
displacement :relationship (thicker line) of 517.5pN/s.
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Figure 2.12. Bead center displacement (upper graph) as a result of force applied to the
bead (lower graph) versus time. Four periods of the numerical simulations (black curve)
are represented along with the first four periods of sample data from a single experiment
featuring 7 beads each attached to a different NIH 3T3 fibroblast (7 gray curves) (see
Cell Experiments).
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3 Modeling of force-induced focal adhesion translocation in
magnetocytometry experiments
3.1 Introduction
Mechanotransduction is an essential function of the cell, controlling its growth,
proliferation, protein synthesis, and gene expression (Davies et al., 1997; Gimbrone,
1999). Extensive data exist documenting the cellular responses to external force (Garcia-
Cardena et al., 2001; Shimokawa, 1999; White et al., 2003), but less is known about how
force affects rapid biological signaling. Even though integrins/focal adhesion sites (Shyy
and Chien, 2002), cytoskeleton constituents, G-proteins (Clark et al., 2002), ion channels,
intercellular junction proteins, and membrane biomolecules have all been identified as
potential mechanosensors (Clark et al., 2002; Geiger and Bershadsky, 2002; Shyy and
Chien, 2002; Traub and Berk, 1998), we know little about the force-level dependent
thresholds required to initiate mechanotransduction or the role of intracellular force
transmission on mechanosensor activation. Biological readouts used to study
mechanotransduction range from long-term gene expression and morphological changes
(Davies et al., 1997; Ingber, 2003) to rapid variations in intracellular ion concentration
and protein activity (Davies et al., 1997; Ingber, 2003; Shyy and Chien, 2002).
Morphological and gene expression comparisons provide a robust marker of
mechanotransduction, but the response is slow, on the scale of hours, and the methods
available to measure changes in molecular activity typically require large cell
populations. Intracellular calcium concentration changes, on the other hand, provide a
rapid biological readout that can be monitored in a single cell (Helmlinger et al., 1995;
Shen et al., 1994), but give little information on the location of the mechanosensor that
initiates biological signaling.
Fluid shear stress studies have utilized morphological, gene expression, and
intracellular calcium concentration changes to show that cells respond differently to time-
varying stress. Cells exposed to rapidly fluctuating shear stress environments, generated
with turbulent flow, do not align with the direction of flow as do cells exposed to laminar
* This chapter contains sections of an article that was published in American Journal ofPhysiology Cell
Physiology 2004, Vol. 287, pages C954 - C962.
fluid shear stress (Davies et al., 1986), while oscillating fluid shear stress with a low
mean positive force does not induce the same gene expression as flow with a high mean
positive force (Garcia-Cardena et al., 2001; Gimbrone, 1999; White et al., 2003).
Furthermore, ramped levels of laminar fluid shear stress result in graded nitric oxide
(Kuchan and Frangos, 1994) and intracellular calcium (Shen et al., 1992) responses.
These studies show that the biological response of a cell to mechanical force depends on
both the magnitude and time course of applied external force, but present little
information regarding the physical basis for these observations.
Focal adhesion site remodeling has also been used as a marker of
mechanotransduction, and has the advantages of being rapid, (occurring in minutes after
stimulation) and site-specific (Galbraith et al., 2002; Li et al., 2002; Sawada and Sheetz,
2002). Integrin signaling is critical in forming and developing focal adhesion sites, as
well as in recognizing external force by orchestrating mitogen-activated protein kinase
activity and stress fiber formation (Shyy and Chien, 2002). Both external and internal
mechanical stress leads to focal adhesion reinforcement via the recruitment and binding
of focal adhesion proteins (Galbraith et al., 2002). Tyrosine phosphorylation and Src
family kinase activity drives two signaling pathways essential for focal adhesion-
associated mechanosensing (Giannone et al., 2003). Tyrosine phosphorylation assists in
the recruitment and binding of focal adhesion proteins by regulating protein-protein
interactions in proteins that contain the Src homology 2 (SH2) (Miyamoto et al., 1995),
while Src family kinases promote focal adhesion turnover by weakening integrin-
cytoskeleton connections (Felsenfeld et al., 1999).
Single cells respond to external forces with focal adhesion translocation and
protein recruitment, as shown by fluid shear stress acting as a mechanotaxis stimulus to
preferentially translocate focal adhesion sites in the direction of shear (Li et al., 2002) and
entire cell stretch resulting in increased focal adhesion protein recruitment (Sawada and
Sheetz, 2002). Cells also respond to locally applied mechanical loads, suggesting that
individual focal adhesions sense local levels of force. Pico-Newton level forces applied
to the apical cell surface result in focal adhesion protein recruitment to the point of load
application (Galbraith et al., 2002). Conversely, concentrated apical surface loads on the
order of 10 nN initiate focal adhesion complex formation and protein recruitment along
the basal cell surface in regions local to the concentrated load (Riveline et al., 2001).
Understanding how cells transmit mechanical forces from the cell apex to basal adhesions
is critical for ffirther characterization of focal adhesion mechanosensing.
In the current study we examine force magnitude thresholds for transducing local
mechanical loads into biological signals through focal adhesion sites. Using a single pole
magnetic trap, we delivered a highly controllable local load to the apical cell surface and
quantitatively monitored basal surface focal adhesion translocation. Focal adhesion
translocation, monitored by overexpressing GFP-paxillin, a focal adhesion protein that
binds to the focal adhesion targeting (FAT) region of focal adhesion kinase (FAK),
exhibited a dependence on the magnitude of loading. Viscoelastic cell behavior, stress
fiber formation, tyrosine phosphorylation, and Src family kinase activity provide possible
explanations for the responses observed with different loading patterns.
3.2 Material and Methods
3.2.1 Endothelial cell culture
Cell experiments were performed by Peter J. Mack (Mack et al., 2004 for more details).
Briefly, bovine aortic endothelial cells (BAEC) were isolated and passages 3-8 were
used. BAEC were plated on the fibronectin coated glass culture dishes. Upon reaching
-70% confluence, BAEC were transiently transfected with a GFP-paxillin vector (gift of
K. Yamada, NIH) using FuGene6 (Roche, Indianapolis, IN) with a 3:2 transfection
reagent (pl) to DNA (pg) ratio. BAEC were given a 60 minute incubation period at 370 C
to allow bead attachment to the cell surface.
3.2.2 Fluorescent microscopy
Cells were imaged at 60x with an inverted light microscope (Olympus, Melville, NY, IX-
70) equipped with a water immersion objective and temperature control plate and
recorded with a digital camera (Roper Scientific MASD, San Diego, CA, CoolSNAP).
Cells overexpressing GFP-paxillin and binding a single magnetic bead were selected for
experimentation. After locating a cell that met the experimental criteria, the magnetic
trap was positioned 75 pm from the magnetic bead and lowered to the bead plane. A
control sequence of fluorescent images was first obtained by imaging at t = 0, 1, 3, and 5
minutes. Following the control sequence, an external forcing function was applied and
the cells were again imaged at t = 1, 3, and 5 minutes. The control image at t = 5 minutes
was used for the t = 0 minutes forcing sequence image. In order to ensure basal surface
imaging, both the control and forcing function images were recorded as an image stack
by scanning vertically 10 jtm with 0.25 gtm step sizes.
3.2.3 Image analysis
The image that best captured the basal surface focal adhesion plane was chosen for
analysis after deconvolving the image stacks (VayTek, Faifield, IA). Custom image
analysis algorithms for segmenting individual focal adhesion sites and tracking the
corresponding translocation vectors were written for MATLAB (Math Works, Natick,
MA). Translocation vectors, with a spatial resolution of -100 nm, were calculated with
respect to the :initial bead position. Typical bead displacements did not exceed - 1 gm.
3.2.4 Magnetic trap force application
The magnetic trap generated a steady force. The steady load was applied at 0.90, 1.45,
and 2.25 nN fbrce levels. For more information regarding the magnetic trap design and
use, refer to Huang et al. 2002 (Huang et al., 2002).
3.2.5 Computational simulations
Our viscoelastic, finite element model of the cell (see Chapter 2 and (Karcher et al.,
2003)) was extended to incorporate variable basal surface contact conditions mimicking
the typical focal adhesion plane topology, as observed in our experiments. The cell was
geometrically modeled as a 20 gm half cylinder, either 5 gtm or 3 gm high. A ramp force
reaching 1.12:5 nN, half of the 2.25 nN experimental load, was applied to the apical cell
over a period of 0.2 seconds. Initial simulations, with a 5 gm height, constrained the
entire basal cell surface in all three translational directions. Subsequent simulations were
modified to better represent experimental adhesion conditions by correlating specific sets
of model nodes on the basal cell surface to experimental regions of focal contact and
reducing the :model height to 3 gm. Contact regions were chosen based on the focal
adhesion area and centroid position with respect to the projected point load. These nodal
regions were constrained (no-displacement condition), while the remaining basal surface
nodes were free to translate.
3.3 Results
3.3.1 Load magnitude affects focal adhesion translocation
Post-processing image enhancement and analysis algorithms provided a
qualitative approach to characterizing focal adhesion translocation in the presence of an
externally applied force. After GFP-paxillin overexpression was verified with Western
analysis (Mack et al., 2004), focal adhesion translocation was visualized by assigning
single colors to fluorescent images taken at separate time points and merging the two
images for comparison. Initial images (t = 0 minutes) were designated green and
subsequent time point images red. Using this technique enabled visualization of focal
adhesion translocation for both non-specific migratory movement, as in control
experiments, and force-induced translocation. Images merged after 5 minutes of
applying 2.25 nN and 0.90 nN steady loads, respectively, to the apical cell surface are
shown in Figs 3.1.a and 3.1.b. The focal adhesion translocations shown in Fig. 3.1
occurred on the basal cell surface after external force application. The white arrows
indicate the magnetic bead position and the direction of force application. Focal adhesion
visualization was further enhanced with background correction and segmentation image
processing techniques, resulting in binary equivalents to Figs. 3.1.a and 3.1.b, shown in
Figs. 3.1.c and 3.1.d, respectively. Qualitatively, 2.25 nN external steady loads applied to
the cell apex via cytoskeleton-connected integrins produced greater focal adhesion
translocations compared to a 0.90 nN steady load (compare Figs. 3.1.a and 3.1.c with
Figs. 3.1.b and 3.1.d). The most evident differences between these steady loads occurred
in local regions directly below the point of load application.
The translocation of individual focal adhesion sites was quantified by calculating
the centroid displacement vector between two time points. Based on the length of these
displacement vectors, quantitative analysis can be used to show that the magnitude and
frequency of load delivery, as well as the spatial position of focal adhesion sites with
respect to the point load, affects focal adhesion activation and mechanosensing.
3.3.2 Steadly load mechanotransduction threshold
Focal adhesion translocation calculated at 1, 3, and 5 minutes during a 0.90 nN
load application did not differ from control cell translocations. Increasing the steady load
to 1.45 nN, however, yielded a significant increase in translocation. Translocation values
at 1.45 and 2.25 nN were not significantly different, suggesting a threshold response level
between 0.9 and 1.45 nN with little further change above the threshold (Mack et al.,
2004).
The mechanosensing response observed for steady loads above 0.90 nN did not
occur uniformly throughout the cell. Rather, translocations tended to decrease with
increasing distance from the point of load application. This observation suggests that
forces transmit non-uniformly to the basal cell surface and that cells contain isolated
mechanosensors capable of recognizing local force levels. In order to quantify this
effect, translocation was examined as a function of distance from the point of load
application. For lack of a better convention, the "local" stress concentration region was
estimated from the finite element model of magnetocytometry (see Chapter 2 and
(Karcher et al., 2003)) and defined as a region less than 7.5 tm (radially) from the
projected point of load application. The "global" region encompassed the remainder of
the cell. No spatial difference in focal adhesion translocation was observed with the 0.90
nN load when comparing local and global translocation values. On the other hand,
comparison of local and global translocation magnitudes for a 1.45 nN steady load
yielded significantly greater local translocation values. Focal adhesion translocations in
the global region still significantly exceeded the control translocations.
Finite element simulations that involved fixing the focal adhesion sites as inspired
by experiments (Fig. 3.2.a) provided estimates of force transmission and stress
distribution among basal surface focal adhesion sites. Displacement magnitude results at
the basal cell surface (Fig. 3.2.b) confirm that constrained nodes did not displace, as was
consistent with the prescribed boundary condition. Forces are observed transmitting non-
uniformly to the basal contact surface with shear stress along the basal cell surface
decaying with distance from the point load (Fig. 3.2.c). These stress distribution
estimates for steady force magnetocytometry, along with experimental data showing
increased translocation in regions local to the point of load application, provide further
evidence that focal adhesion sites function as individual mechanosensors that respond to
local levels of force.
3.4 Discussion
Force magnitude and frequency dependent thresholds for mechanotransduction
were studied using focal adhesion dynamics as a measure of cellular response activated
by forces applied locally via adherent microbeads. Based on translocation of the focal
adhesions, vascular endothelial cells exhibit a steady force magnitude threshold for
activation between 0.90 and 1.45 nN. Forces below the signal transduction threshold
transmit through the cell to the basal surface without producing appreciable changes in
focal adhesion translocation when compared to cells not subjected to external force.
Defining the level of force required to activate a specific cellular response provides
critical information for studying how cells transduce external forces into biological
signals. For example, molecular simulations of protein conformational changes predict
pN-level force thresholds for individual proteins, while ion channel activation
experiments require nN-level forces across the cell membrane (Glogauer et al., 1997).
The details of force transmission from the apical cell surface to the basal surface
and mechanotransduction through focal adhesions are not fully understood. It is clear,
however, that externally applied forces act directly on fibronectin bound integrins and
transmit through the cytoskeleton to analogous basal surface attachments. The observed
distribution of these forces among the numerous focal adhesions is quite complex and can
apparently give rise to locally elevated stress levels even at locations relatively far
removed from the site of forcing (Hu et al., 2003). In contrast, a continuum, viscoelastic
description of the cell predicts that force levels should decay with distance from a point
load. Finite element analysis of magnetocytometry estimates a radial decay of force
transmission through the cell to the basal surface for continuous basal surface constraints
(see Chapter 2 and (Karcher et al., 2003)). Similarly, simulations with constrained basal
surface regions corresponding to experimental focal adhesion sites, estimated that forces
transmit non-uniformly to basal surface focal adhesion sites. Focal adhesion sites
translocate significantly greater in regions local to the point of force application when
compared to global regions under steady loading conditions. Viscoelastic
characterization of cellular force transmission would interpret this result as a direct
consequence of focal adhesion sites sensing local levels of stress. However, focal
adhesion sites in the global region still experienced translocations significantly greater in
forced cells compared to non-forced cells, suggesting that soluble mechanosensing
biomolecules, such as Src family kinases, direct focal adhesion activation in peripheral
cell regions.
Local actin stress fibers form within minutes of applying nN-level magnetic bead
forces to integrin linkages (Bausch et al., 2001; Glogauer et al., 1997) and Pascal-level
fluid shear stress (Birukov, 2002), providing a biological response mechanism for local
force concentration. The formation of stress fibers increases the cell stiffness locally to
magnetic beads used in microrheology (Glogauer et al., 1997), elevating local force
transmission and leading to changes in the basal surface stress distribution, possibly with
more of the force supported by focal adhesion sites closer to the bead. Consequently,
data showing that focal adhesion translocation in local regions exceeds global regions
may have resulted from the formation of local stress fibers, cell stiffening, and
concentrated local force transmission, which are not accounted for in the finite-element
model.
Focal adhesion sites function as individual mechanosensors responding to local
levels of external force, as supported by comparing local and global region translocation
results. Othe:r investigators report a similar sensing capability of focal adhesions in
response to locally applied external forces (Galbraith et al., 2002; Riveline et al., 2001),
as well as in response to local mechanical substrate properties (Zamir et al., 2000).
Internally generated actin-myosin II contraction also leads to focal adhesion activation
(Galbraith et al., 2002; Geiger and Bershadsky, 2002; Zamir et al., 2000). Two theories
attempt to explain how focal adhesion sites sense local levels of force. The first
recognizes that local forces reorganize neighboring structural elements, making new
binding partners more readily available. Under tension, integrin density increases at focal
adhesion sites in coordination with focal adhesion development (Ballestrem et al., 2001;
Shyy and Chien, 2002). The second theory hypothesizes that external forces applied
directly to structural proteins alter the protein conformational state, which transform the
protein from an inactive state to an active state by exposing potentially new binding sites
(Geiger and Bershadsky, 2002). Both theories suggest an altered state of molecular-level
equilibrium induces protein binding changes and subsequently initiates a cascade of local
biological responses.
In summary, focal adhesion translocation resulting from cellular mechanical
stimulation has a threshold between 0.90 and 1.45 nN. The cellular response to external
force depends on the magnitude of force application. Steady load application promotes
elevated local force transmission and focal adhesion translocation. The
mechanotransduction differences between loading patterns may depend on a combination
of mechanical and biological cell responses. Based on these findings, focal adhesion
sites function as individual mechanosensors responding to local levels of force,
emphasizing the importance of understanding cellular force transmission in
mechanotransduction.
Figure 3.1. Merged focal adhesion translocation images where green corresponds to t =
0 minutes, red to t = 5 minutes, and yellow to overlapping regions after applying (a) 0.90
nN steady loads and (c) 2.25 nN steady loads to the apical cell surface. The magnetic
bead location and direction of loading is marked by a white arrow. The 2.25 nN steady
load induced noticeably greater translocations compared to the 0.90 nN steady load. This
effect is particularly evident near the point of load application. Image processing
improved the contrast between individual focal adhesion sites and cytosolic-free GFP-
paxillin, (b) and (d) correspond to (a) and (c), respectively.
90
Figure 3.2. A continuum, viscoelastic finite element simulation representing
experimental cell contact sites on the basal cell surface. Merged fluorescent images (a)
were used to correlate basal contact regions to model nodes. Focal adhesion
corresponding nodes were fixed, while remaining nodes were free to translate. Results of
the simulation show zero displacement at focal adhesion site associated nodes (b) and
shear stress decay with distance from the point of load application (c). An external load
of 1.125 nN, half of the experimental 2.25 nN due to the half-cell geometry, was applied
at that midpoint of the vertical edge in the positive y-direction.
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4 A Coarse-grained Model for Force-induced Protein
Deformation and Kinetics
4.1 Introduction
Cells sense mechanical stimuli and respond by varying their biological behavior
accordingly. Although the mechanisms for sensation and transduction of mechanical
forces into biological signals are sill largely unknown, the hypothesis of
mechanotransduction through force-induced changes in molecular conformation has been
gaining broad. support (Chen et al., 2004; Janmey and Weitz, 2004; Zhu et al., 2000).
Alternatively, either membrane-associated or intracellular proteins might change
conformation under force, undergoing a transition to a state with enhanced binding
affinity or altered enzymatic activity thereby initiating a signaling cascade. In particular,
force transmission from the extracellular matrix to the cell interior occurs through a chain
of proteins, e.g., the fibronectin/integrin bond, integrin-associated proteins on the
intracellular side (paxillin, talin, vinculin, etc.), and proteins linking the focal adhesion
complex to the cytoskeleton (Geiger and Bershadsky, 2002), any of which would be a
candidate for conformational change and force transduction into a biochemical signal.
Here we present a generic coarse-grained model linking force to protein
conformational change, analyzed in terms of the mechanical properties of the protein
states. Assuraing that binding is a force-independent event and occurs preferentially in
one conformation (relaxed or extended), our model links force applied to a protein to its
propensity to initiate a signal. We consider a simplifying case of a protein having just
two conformational states: C1, dominating without force application, and C2, an extended
state favored by force. Our analysis is based on the simplest possible energy landscape
corresponding to this situation: two harmonic wells whose minima represent the two
states (see Fig. 4.1), connected via a one-dimensional trajectory. Even though most
proteins are likely to sample several intermediary conformations (local minima between
the wells) while traversing a complex reaction trajectory (Elber and Karplus, 1987), our
model accounts only for the highest energy peak, or the last one encountered before the
* Parts of this chapter were published in Biophysical Journal 2006, Vol. 90, pages 2686-2697
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reactive state is attained. Both the equilibrium distribution of states as well as the
kinetics of reaction are considered.
Few studies of force-induced alterations between two protein conformations
leading to signaling have been reported, and these largely focus on mechano-sensitive ion
channels. For example force is thought to induce the change in conductance seen in hair
cells (e.g., Gillespie and Walker, 2001; Howard and Hudspeth, 1988) and in the MscL
stretch-activated ion channel e.g., (Wiggins and Phillips, 2004)). The need for kinetic or
transition rate analysis stems from two observations: (i) mechanical stimulation of cells
or proteins in vivo, in experiments and in simulations span a wide range of time scales
from picoseconds (molecular dynamics simulations) to hours (cell remodeling), hence
regimes likely exist for which kinetics dominates over thermodynamic equilibrium, and
(ii) some proteins are likely to function out of equilibrium (e.g., molecular motors cannot
function at equilibrium c.f. Fisher and Kolomeisky, 1999).
Here we adopt a widely-used microscopic approach based on Smoluchowski
equation to deduce mean first-passage times. Four different approaches (described and
labeled (i)-(iv) in Methods) are used to derive kinetic information on diffusion-controlled
reactions (Zwanzig, 2001) and their predictions compared. This general approach has
been successfully applied to non-forced reactions (e.g., Kramers, 1940; Schulten et al.,
1981; Szabo et al., 1980) in the case of a 2-state, double-well landscape), as well as
forced reactions of bond rupture by escape from a single energy well (Evans and Ritchie,
1997; Hummer and Szabo, 2003; Izrailev et al., 1997). Another method to account for
force dependence of kinetic constants is to apply Bell's phenomenological exponential
dependence on force for the rate of bond dissociation (Bell, 1978). This approach has
been extended to time-dependent applied forces to find statistics on the rupture forces in
AFM experiments (Hummer and Szabo, 2003).
Several methods have been proposed to extract kinetic information from single-
molecule pulling experiments leading to unbinding from a substrate or unfolding. Atomic
force microscopy (AFM) results have been analyzed in the context of mean first passage-
times (Izrailev et al., 1997) on one-dimensional energy landscapes to investigate rupture
of the avidin-biotin bond. Whereas unbinding was then modeled as escape from a single
energy well, here we introduce a two-well landscape to model the transition between two
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stable, native conformational states of a single molecule. Izrailev et al. (Izrailev et al.,
1997) distinguish several regimes depending on the level of force applied to the biotin
molecule, and found that the conditions relevant to AFM experiments correspond to what
they termed the "activated regime". This regime corresponds to the limit of large energy
barriers (large T,, as defined in Methods) in the kinetic studies of conformational
changes presented here. Hummer and Szabo (Hummer and Szabo, 2003) present another
method to extract rate kinetics from pulling experiments, also based on escape from a
single energy well.
Most kinetic models for protein deformation or unbinding consider only the
energy barrier between states, whereas we propose a model that takes into account the
shape of the landscape along the entire reaction path. Molecular dynamics offers ways to
link conformational changes of specific proteins under forces applied at specified protein
locations. However, such simulations require knowledge of the full atomic structure
specific to the particular protein, and typically are confined, due to computational
constraints, to forces large compared to those experienced in vivo. Our approach is
complementary in that it only considers a single degree of freedom or trajectory and a
single transition between states. All intra-protein force interactions are therefore
represented by the two parabolic wells to produce a simplified model for the purpose of
the examining; both equilibrium states and kinetics.
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4.2 Methods
4.2.1 General approach
Protein deformation typically occurs in a viscous-dominated regime (Frauenfelder
and Wolynes, 1985), where motion along the reaction coordinate exhibits randomness
and appears Brownian. To account for both these fluctuations and the landscape shape
(not merely the transition peak energy), we use an approach based on statistical
mechanics theory similar to Kramers (Kramers, 1940) in the presence of an external
force. Movement of the protein extremity is described using the Smoluchowski equation
(see e.g., Hinggi et al., 1990), a force balance on a microcanonical ensemble of
particles). Similar methods have been successfully applied to a single parabolic well to
describe bond rupture rates under force (Evans and Ritchie, 1997; Hummer and Szabo,
2003; Izrailev et al., 1997). Several methods are used and compared to determine mean
first-passage times along the energy landscape, which, in some instances, can then be
used to deduce kinetic time constants for forced conformational changes as a function of
the protein mechanical characteristics.
4.2.2 The energy landscape for protein extension
Consider a protein having two conformational states: C1, preferentially populated
when no force is applied, and C2 , an extended state, and acted upon by a contact force
(see Fig. 4.1). A simple energy landscape E(x) describing this situation consists of two
parabolic wells:
E(x) = i•1x2 - Fx for x < x, (1)
E(x) = 2 22 + E2 -Fx for x > x,
with K• and iKc stiffness values of the first and second well, respectively, Xtr the position of
the transition state, x2 the position of the extended state C2 when no force is applied, E2
the zero-force free energy difference between C1 and C2, and F the force applied to the
protein.
A single reaction coordinate, x, is chosen, corresponding to the direction of
protein deformation and force application. Energy minima (describing C1 and C2 states,
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respectively) are located initially at x = 0 and x = x2 . The two parabolae intersect at a
transition state x = Xr. With increasing force, the transition state remains at the same
reaction coordinate x,,r but the minima shift to x = Xminl = F/K1  and
X = Xmin 2 = +2 F/C2 •
4.2.3 Parameter constraints
Although the parameters are free to vary, the simple landscape geometry adopted
imposes several constraints on the range of values:
1. To ensure that C1 is the preferred state at zero force, it is required that E 2 be > 0.
2. The minimum of the first well (when distorted by force) should not pass the transition
point; i.e. F/i < Xtr, leading to the constraint H <2 , with H, FxfrkT
1 2
H 2 1 tr , and k the Boltzmann constant.
kT
3. Similarly, the transition point should not pass the minimum of the second well; i.e.
E
x, < x2 + F/r 2 , leading to the constraint FE < tr with HE - E 2kT
4.2.4 Influence of force on equilibrium
A potentially measurable quantity is the equilibrium constant for protein
extension, i.e. the ratio of conformational probabilities K = p 2 lp , where p, and p 2 are
the probabilities corresponding to the relaxed (C1) or extended (C2 ) states, respectively.
The equilibrium constant K depends only on the difference in energy
AE(F) = E(x = Xmin 2 ) - E(x = Xmin1) between extended and relaxed states and not on the
details of the landscape, as described by Boltzmann's law (Reif, 1965):
K = exp[- AE(F)/(kT)].
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Force consequently leads to a reduction in the thermodynamic cost in passing from state
C1 to C2, and the ratio of conformational probabilities is therefore (drawn from Howard,
2001): [PF2 1  1 E2
=exp Fx 2  K2 (2)kT 2kT l2 C kT
4.2.5 First-.passage time calculation
Mean first-passage time tf associated with the transition from Ci to C2 is
calculated as the main kinetic information on protein extension. The quanity tf has been
extensively used as a measure of reaction times (Evans and Ritchie, 1997; Howard, 2001;
Kramers, 1940; Schulten et al., 1981), and in the present study, represents the average
time necessary for the protein extremity to diffuse from its equilibrium state C1
(minimum of the first well) to the elongated state C2 (minimum of the second well) (Fig.
4.1). Similarly, the reverse mean first-passage time tr for the protein to change
conformation from C2 to Ci is calculated as a kinetic constant characteristic of the protein
conformational in the reverse direction (Fig. 4.1).
The mean first-passage time tf can be evaluated in different ways depending on
assumptions chosen to solve the Fokker-Plank equation governing the protein
conformational change (see Appendix A). Previous methods (Evans and Ritchie, 1997;
Howard, 2001; Kramers, 1940; Schulten et al., 1981) begin by integrating the Fokker-
Plank equation between a reaction coordinate x and the reaction coordinate of the final
state (that is xmin 2 = 2 + F/I 2 in our case), and make the assumption that the probability
of the final state remains close to zero. This latter assumption, i.e., C2 is not yet
populated, is relevant for our model of mechanotransduction where signaling would be
initiated as soon as the extended state becomes populated.
Kramers (Kramers, 1940) and Evans and Ritchie (Evans and Ritchie, 1997;
Kramers, 1940) assume a stationary current across the energy barrier and that the barrier
itself is much larger than the thermal energy; consequently, they only need to consider
the landscape shape near the initial state and in the vicinity of the barrier. They then
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deduce the forward kinetic rate as being approximately 1/tf . As an alternative to this last
step, Schulten and coworkers (Schulten et al., 1981; Szabo et al., 1980) and Howard
(Howard, 2001) integrate the Fokker-Plank equation a second time using one of the
following two assumptions: (i) at all times, the molecular conformation resides between
Xmin 2
the starting and the final reaction coordinate (Howard); that is fp(x)dx = 1, with p(x)
Xmin 1
probability of finding the protein in conformation x, or (ii) the flux of probability
approaches zero as x -+ oo (eq. (2.1) in (Schulten et al., 1981)). Howard's assumption is
less realistic fbr our case where the protein also samples conformations x < x•n,. In the
present case, we follow Schulten's approach (zero flux at infinity), as it seems most
realistic and appropriate for conformational change and compare predictions obtained
from all methods.
tDWe calculated the normalized passage time Tf = 2 for each method (Kramers
Xtr
and Evans and Ritchie, Schulten and coworkers, or Howard) applied to our two-well
landscape (Eq. 16, see Appendix A). For example Schulten's method gives :
T = 2  ae xp i(u) fexp(- i(v))dv du (3)
Xtr amin 1 -
where the normalized reaction coordinate is u=x/xt, the integral boundaries are
amin1 = Xmin I/Xtr , amin2 = Xmmin 2 tr and the normalized energy landscape:
- E
E =- = tru2 - FU for u <1
kT (4)
= Htr/HK (U - X2 /Xtr ) 2 +--E -- IFU for u l1
Therefore, Tf depends upon only four parameters:
Fx 1 r2 E
HF 2 K1 tr __ K 1 H E  (5)kT kT K' kT
The expression for Tf,(HF,,tr,HK,HE) is not algebraically tractable, and was
evaluated numerically using Maple 9 (Maplesoft, Waterloo, ON, Canada) for a range of
values HF ,,H ,,, H E
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Similarly the normalized reverse passage time Tr = trD/x, is:
D amin 2 +0
Tr 2 - fexp(--E (u) exp E(v))dv du (6)
tr amin 1 u
Finally, calculating a passage time starting from the single coordinate xmini fails
to account for the distribution of initial states within the first energy well. To do so, we
modified the expression of the extension time:
Xt
rtf = P pBoltzmann (z) tf, (z)dz
2Xmi I - Xtr
(7)
1Xtr
with: PBotzmann (z)= Z exp(- E(z)), Z = Jexp(- E(z))dz, and t, (z) = the 1 st passage
2
Xminl-Xtr
time from z to xmin 2 , obtained replacing amin Iby z/x,r in Eq. 3. Eq. 7 was evaluated
numerically using discrete Riemann integrals with both 15 and 20 terms.
To summarize, we calculated the extension time for a double-well energy
landscape using 4 different methods (see Table 1): (i) double integration of the Fokker-
Xmin 2
Plank equation with the condition Jp(x)dx = 1 (Howard, 2001)); (ii) double integration
Xmin I
of Fokker-Plank equation with the flux of probability going to zero at x -+ +oo (Schulten
et al., 1981; Szabo et al., 1980)); (iii) simple integration with assumptions on the
landscape shape (Evans and Ritchie, 1997; Kramers, 1940)); (iv) average of passage
times obtained with method (ii), weighted to take into account the Boltzmann distribution
of initial conformations within the first well (see Eq. 7). While method (iv) is perhaps the
most rigorous, it is also the most computationally intensive. As discussed below, based
on a comparison of the four approaches, we chose to use method (ii) for the bulk of the
results presented here.
4.2.6 Smoothed landscape
The double-well energy landscape we consider has a cusp at the transition state x = x t
This could artificially influence our results since the landscape along the entire reaction
path is used to calculate extension times and, as we show below, the transition state is a
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primary determinant of tf. To study the effect of this cusp on our results, the energy
landscape was smoothed using Thiele's continued fraction interpolation (Abramowitz and
Stegun, 1965) by fitting points on the landscape to a rational fraction using Maple 9
(Maplesoft, Waterloo, ON, Canada). The 18 or 22 points used for fitting were equally-
spaced in each well, but avoided the cusp at +/- 0.05 x,tr. We then compared the smoothed
landscape with the one containing the cusp by slightly modifying Hi, so that both
landscapes had precisely the same energy barrier (Fig. 4.2).
Extension times tf calculated using the smoothed potential differed from those of
the cusp potential in proportion to the quality of the fit (see inset in Fig. 4.2). In addition,
the agreement was better when the barrier height was large (small dimensionless force
FI ); that is, when the cusp is the dominant feature of the landscape. We also verified
that the agreement between the extension times for the smooth and cusp potentials
improved with the quality of the fit. Therefore, we concluded that the cusp in our
landscape per se did not have a significant impact on the extension time results, and only
present results using the simple cusp potential.
4.2.7 Characteristic time for protein extension
Consider a constant force F applied to the protein at time t = 0 (with a loading rate
>> kj kr). The first-order kinetic equation describing the conversion from initial state to
extended state is:
dp1
dt= -kfPl, + k P 2  (8)dt
with kf and kr the forward and reverse rate constants for the protein to change
conformation from C1 to C2. In some instances (see Discussion), kf and kr can be
approximated as the inverse of the mean first-passage time associated with the transition,
i.e.,
kf - 1/tf and kr 1/tr (9)
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Behind such an evaluation for kf and kr is a partitioning of all micro-states into two
classes, e.g. by designating all the states by either shorter than or more extended than the
transition state. Consequently, kf - l1/t and k, 1/t, (Eq. 9) is only valid when tf and
t, are similar to the passage times just to the barrier x = xt.
Solving Eq. 8 using the initial condition p, (t = 0 ) = 1 , the time course of the probability
of both conformations is:
1 [l-exp[-(kf +k,)t]]
1+K S+IK (10)
P2  [K + exp[-(k, +k,)t]]
1+ K
Therefore, the characteristic time to obtain the new equilibrium is 1/(k, + kr),
directly calculable from the passage times tf and tr when the approximations of Eq. 9
are valid.
4.2.8 Steered molecular dynamics simulations on a simplified protein
model
For the purpose of comparison to our coarse-grained simulations, Seung E. Lee
constructed a simple a-helix (a 15-mer of poly-alanine) and analyzed it using steered
molecular dynamics (SMD, Lu and Schulten, 1999)) (Karcher et al., 2006). One
advantage of an a-helix is that the helical axis uniquely defines a uni-directional reaction
coordinate, along which the external force is applied. An extensive free energy
calculation using constant velocity SMD and Jarzynski's equality has recently been
reported by Park et al. (Park et al., 2003) on a very similar deca-alanine a-helix. Here
however, rather than attempting to evaluate the potential of mean force, we applied a
constant force and used distance constraints on the 15-mer of polyalanine to compare our
present SMD results with those from the coarse-grained model. The number of alanine
residues in the polypeptide and the distance constraints selection have been selected so as
to yield a stable and simple model that exhibits two distinct conformations. Many
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parameters extracted from the constant force SMD of this specifically designed model
can be better related to our coarse-grained model, as seen in the results section.
The poly-alanine a-helix was constructed by creating a linear polyalanine
sequence and specifying all the 4 dihedral angles to -57o and all the y dihedral angles to
-470 , which is characteristic dihedral angles for an a-helix. The N- and C-termini were
capped with an amino group and a carboxylate group, respectively, with ionic states
representative of the physiological pH level. The CHARMM (26) script for creating an
a-helix is available online . The commercially available molecular dynamics software
CHARMM (Brooks et al., 1983) was used to carry out the SMD simulations with the
ACE2 implicit water module (Calimet et al., 2001) and SHAKE constraints (Krautler et
al., 2001) for efficiency. Energy of the a-helix structure was minimized in 15000 steps,
heated to 300K in 40ps, and the system was equilibrated for 120ps using a time step of
2fs. After equilibration, the helix was repositioned placing the N-terminus at the origin
and the C-terminus along the x-axis. Holding the helix fixed by a harmonic constraint at
the N-terminus, the C-terminus was pulled with constant force along the x-axis. After a
sequence of simulations in which several polypeptides arrangements were tried, we chose
an a-helical system with 11 potential H-bonds, with six forced to remain intact under
force and the other five allowed to form or break due to the combined effects of
electrostatic attraction and VDW repulsion. The criterion for this choice was that the
system exhibits two distinct states, with no apparent intermediate states. We imposed
Nuclear Overhauser Effect (NOE) constraints to the six H-bonding pairs, out of 11
possible, starting from the N-terminus carbonyl group, by specifying a limit distance of
4.25 A between ith carbonyl carbon and (i+ 4 )th amide nitrogen with a force constant of
10.0 kcal/mol-A 2. This model leaves five H-bonding pairs near the C-terminus to
simultaneously either all break or all form to yield two distinct conformations (C1 and
C2). The poly-alanine a-helix was constructed by creating a linear polyalanine sequence
and specifying all the 4 dihedral angles to -57o and all the 'v dihedral angles to -47o,
which is characteristic dihedral angles for an a-helix. The N- and C-termini were capped
with an amino group and a carboxylate group, respectively, with ionic states
representative of the physiological pH level. The CHARMM (Brooks et al., 1983) script
105/218
for creating an a-helix is available online . Simulations were performed for 100 ns per
simulation at forces of 30pN, 65pN, 70pN, 75pN, 80pN, 85pN, and 100pN.
Thermal fluctuations caused the forced end to exhibit relatively large
displacements perpendicular to the direction of force application (see Fig. 4.3; left end is
fixed and right end fluctuates). To compare with our single-dimensional coarse-grained
model, we therefore present results in terms of the time-averaged component of force
acting along the helical-axis.
Parameters were extracted from SMD simulations for comparison with our
coarse-grained model. End-to-end distances, defined as the distance between the two
termini (Fig. 4.3), were recorded every 4ps and used to generate histograms (Fig. 4.4B) to
identify the most frequently sampled configurations.
Forward mean first-passage time from the coiled to extended conformation (tf)
was determined, assuming ergodicity, as the average time the molecule resides in state C1
before undergoing a transition to C2, while reverse mean passage time (t,) was
determined as the time residing in the extended conformation (C2) before returning to the
coiled confonnation (C1) (Fig. 4.4A). We introduced these SMD-determined parameters
into our coarse-grained model, and compared the forward and reverse mean passage
times obtained by both methods (SMD and coarse-grained model).
106/218
4.3 Results
4.3.1 Selected parameter ranges
To represent a protein with two distinct conformational states, we chose HIr >> 1
(baseline value of 10, with variations between 5 and 25). In order to assure that, in the
unforced condition, C1 was the preferred state, we further specified that
exp(E 2/kT)=: expIE >1, hence IE > 0. IE = 4 was selected as our baseline value,
with variations considered between 0 and 10. No restrictions were imposed on the
relative value,; of well stiffness K = K, /K 2 , so we chose a baseline value of HI, = 1 with
variations in the range 0.2 to 5.
Forces -100pN have been shown to rupture molecular bonds (Huang et al., 2004)
and conformational changes are likely to involve lower forces of at most a few tens of pN
(for comparison, myosin motors produce 3-4pN force cf. (Finer et al., 1994; Huang et al.,
2004)). Typical distances between protein conformational states x2 - 0.1-10nm -
yielding 0 < xir < x 2 - 0.1-1 Onm - and kT - 4pN.nm at body temperature led us to vary
-I F from 0 to 20 (corresponding for example to F=40pN and xtr=2nm).
4.3.2 Equilibrium states
The probability of each conformational state at equilibrium is described by Eq. 2, as
obtained previously by Howard [(Howard, 2001), p. 82]. The second term in the
argument of the exponential suggests non-monotonic behavior in the special case of
K 1 <K 2 and large F2: cases in which K increases, then decreases as applied force is
increased (consistent with the hypothesis
put forward by Howard (Howard, 2001)). However, the parameter constraints (see
Methods) preclude this from happening. One could argue that constraint 2 (the transition
point should not cross over the reaction coordinate of the extended state, see Parameter
constraints paragraph in Methods) is only necessary for our kinetic study, and could be
relaxed in this thermodynamic approach. Even so, we found that this corresponds to
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cases where the force is so large that the 1st-well minimum is at a more extended
coordinate than the 2nd-well minimum, clearly an unrealistic situation.
Another important consequence of Eq. 2, is that for typical values of the
parameters, conversion of the protein from 10% to 90% in the extended state C2 occurs
over a very narrow range of only a few HF (see Fig. 4.5). Large values of H,, i.e. a
relaxed state C1 stiffer than C2, make this transition even sharper (see Fig. 4.5).
4.3.3 Comparison of extension time predictions
Of the four approximate methods described above, method (iv) is the most accurate but
also the most computationally demanding. Extension times obtained with this method
differed by no more than 5% (for HF < 20) from those obtained with method (ii), which
does not include the last averaging of method (iv) (see Eq. 7 and Fig. 4.6). Therefore we
concluded that we could use method (ii) as an accurate estimate for the extension time.
Somewhat surprisingly, method (i) matched closely with that of method (ii) up to
1F - 10 (see Fig. 4.6), despite what might at first appear to be a rather simplistic and
restrictive assumption in the former, that the probability of conformations between the
X min 2
two energy minima equals 1 at all times, i.e. Jp(x)dx = 1.
Xmin 1
Finally, as expected, results from method (iii), similar to Evans and Ritchie and Kramers,
agree with results from the other methods for low force, but the departure for H F _ 2
was quite dramatic (see Fig. 4.6). This suggests that the assumption that the energy
barrier is much greater that the thermal energy used by these authors and in method (iii)
breaks down, for (H, - ,F)> 8 or, for the parameters used in Fig. 4.6, H, < 2. We
drew the same conclusion from comparison of results from methods (i) and (ii) with the
analytical solution provided by Kramers (p. 293 of (Kramers, 1940)) in the specific case
of a potential with a cusp and a high-energy barrier, i.e.
-tr (ift F - )/r. -exp(- HFr+ HF,) in our notation. All results presented from this
point onward were obtained using method (ii).
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4.3.4 Variations of forward and reverse first passage times
Force significantly enhances transition from the initial to extended state for all
cases in the chosen range of parameter values (10 <Ht, 25 , 0.2 <H1_ <5,
0HE 5 10). In all cases, a larger force applied to the protein induced a shorter
extension time tf (Figs. 4.7-4.9). For example at the baseline values Hr1 = 10, H E = 4,
H, = 1, tf decreases from -1.54 103 Xtr2/D at HF = 0 to -0.29 xtr2 /D at H F = 15,
enabling the protein to change conformation -5500 times faster when forced. Note that
the CI-to-C 2 transition time under force is then at least 3.5 times shorter than the pure
diffusion time xtr2/D, corresponding to C1-to-C 2 conversion for a protein with zero
stiffness (i.e. a flat energy landscape).
At low forces (HF <5-10 depending on the other dimensionless parameters), the
decrease in tf is exponential (consistent with the law proposed for bond dissociation by
Bell 1978), but the transition is less rapid at larger forces (Figs. 4.7-4.9).
At constant ,tr = 10, HE = 4, t, decreases with H, (Fig. 4.7) approaching a
plateau of tf - 0.5 Xtr 2/D for I, 2 5 (data not shown). At these given values for Hr and
HE , the transition cannot occcur in a time less than 500 Xtr2/D without force (data not
shown). Lowering the transition energy HF, has the expected effect of hastening
transition to the extended state (Fig. 4.8). However, the exponential dependence of t, on
force breaks cdown at lower forces for small transition energies Htr (Fig. 4.8). Varying
HE, the dimensionless zero-force energy difference between CI and C2 does not
significantly influence the variations of the extension time with force (Fig. 4.9). In
general terms, whereas equilibrium is largely determined by FIHE and HFIF, extension
times are relatively insensitive to HE, and depend primarily on HFr and HF. The
effects of 1- K are generally small, except for higher values of FF,.
Variations in the reverse mean first-passage time tr as computed from Eq. 6
generally vary as K - tf, so that the model is self-consistent (K / tf tr ) as well as being
in agreement with equilibrium thermodynamics.
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As a limiting case, the first-passage time to diffuse up the first well (from C1 to
the transition state) was calculated with our method (i) and compared with the analytical
formula available for F=O (Howard, 2001; Kramers, 1940) and fI• >> 1. Reasonable
agreement (maximum difference of nearly 10%) was observed in the chosen parameter
range (see first paragraph of Results).
4.3.5 Characteristic time for conformational change
The characteristic (relaxation) time to reach equilibrium probabilities of extended
and initial conformational states upon application of a stepwise force is 1/(kf + kr) (see
Eq. 10). Application of a small force (HF <- 3) tends to increase the relaxation time to
reach equilibrium and obtain a large probability of extended state (data not shown), i.e.
the forward constant is not increasing fast enough to exceed the drop of the reverse
constant under small forces. Large forces, in contrast, favor the extended state at
equilibrium, while increasing the kinetic of conversion to the extended state (data not
shown). Typical values for these times are 1/(k, + kr) - 1/kf 70ns (for our baseline
values with IHF = 10, x, = 2nm and D - 67,um2/s (Howard, 2001 #12)). The time to
ramp the force from 0 to its constant value must therefore be much greater than 70ns for
our analysis to be valid. Even though the characteristic relaxation time 1/(k, + k,) may
decrease with force, the probability of the extended state at any point in time p2(t) (see
Eq. 10) always increases with force (data not shown), as the final equilibrium probability
p2(t=oo) is increased by force.
4.3.6 Comparison of coarse-grained model to SMD simulation
The end-to-end distance (1) was extracted at each time frame (4ps per frame) from
all of the SMID simulations (e.g., F=78.2pN shown in Fig. 4.4A). Plotting the histogram
of 1, the molecule is seen to sample two predominant conformations (end-to-end distances
with the most occurrences on Fig. 4.4A and B). Assuming ergodicity, these
conformations correspond to energy minima of our idealized energy landscape:
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Xminl = F/K 1 and xmin2 X2 + F/K 2 . Plotting the end-to-end distance with the most
occurrences (.xin and xnýn2) as a function of force (data not shown) yields the zero-force
end-to-end distance of C1 and C2 (11 = 2.1185nm and 12 = 2.9307nm respectively, hence
the reaction coordinate x 2 = 12 - = 0.8122nm). The locations of xminl and Xmin2
determined from the peaks of the histograms, follow a linear trend with applied force:
Xminl = F/K 1 and xmrin 2  2 x+ F/K2 . The slope ratio of xmin, and xmin2 from the same
plot gives 1I,, 0.44. Thermal fluctuations are greater at small forces (C1) than at large
forces (C2) (see Fig. 4.4A), hence KC2 > K, roughly by a factor of two. At F=74pN, the
SMD simulations show that the molecule spends an equal amount of time in states C1 and
C2 . This, as well as the geometric constraints described in Methods, lead to the parameter
values: FIE 13.2, I•, r 20 and a transition state x,r = 0.6nm (0 < xt < x 2 ). Finally, it
follows that TIF 0.14 x F(pN), K, z 1070pN/nm, Ki2  2183pN/ nm .
The passage time tf decreased with applied force, and tr increased with applied
force both with lower and upper limits of zero and infinity, respectively (see Fig. 4.10).
Hence, the coarse-grained model and SMD simulations yielded similar trends though
extension times exhibited a stronger dependence on force with the coarse-grained model.
Since the extension times are dependent upon the shape of the energy landscape, one
explanation for the difference in extension rates could be that the actual shape of the
wells is different from the assumed parabolic wells.
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4.4 Discussion
A generic model is developed for protein extension employing the physics of
diffusion under force inspired by Kramers theory. The protein is assumed to have two
distinct conformational states: a relaxed state, C1, preferred in the absence of external
force, and an extended state, C2, populated under force application. The present model
takes into account the mechanical features of the protein, as influenced by the weak
interactions within a single protein. Its main purpose is to mechanically characterize the
behavior of a protein's force-induced deformations and kinetics using a coarse-grained,
approximate method. For now, we focus on the simplest system, and present an approach
that incorporates a two-potential well energy landscape. Equilibrium results show that
transitions to an activated state can occur over a narrow range of applied force.
Extension times initially follow the anticipated exponential dependence on force, but the
behavior deviates as the energy landscape becomes increasingly distorted. When cast in
dimensionless form, all these results can be expressed in terms of four dimensionless
parameters. Extension times are predominantly influenced by conditions at the transition
state although the stiffness of the potential well can become significant under higher
applied forces.
Simulations of complete unfolding of a protein (e.g., titin in Rief et al., 1997),
fibronectin domain in Gao et al. (Gao et al., 2002)) or unbinding from a substrate (e.g.,
avidin-biotin in Izrailev et al., 1997) have typically used large forces (-nN) to be
computationally feasible with steered molecular dynamics (SMD), and hence fall within a
drift motion regime (Izrailev et al., 1997). As this probes a different regime from the
thermally activated one used in our coarse-grained model (Grubmtiller et al., 1996;
Izrailev et al., 1997), we performed new simulations with smaller, steady forces (30-90
pN), inducing small deformations (<lnm, compared to -28nm for unfolding of a single
titin domain, (Rief, 1997 #184)) and slow kinetics (time scales on the order of ns rather
than ps). These slower transitions with smaller displacements are perhaps of more
interest in the context of mechanotransduction. Using parameter values taken from
equilibrium conditions, reasonable agreement was obtained for the variation in time
constants with applied force (Fig. 4.10). Values of tf and tr extracted from SMD do not
vary as rapidly with force as those computed with the coarse-grained model. A reason for
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this discrepancy could be that more energy dimensions are sampled in SMD than in our
one-dimensional coarse-grained model, or that these differences reflect the more
complicated shape of the true energy landscape.
4.4.1 Equilibrium analysis
Thermodynamic analysis shows that conversion of the protein from 10% to 90%
in the extended state usually occurs over a very narrow force change of a few kT/xr 2, i.e.
a few pNs for states separated by distances x2-xtr on the order of nm. This can be viewed
in the context of forced-induced conformational changes in intracellular proteins, leading
to changes in binding affinities or enzymatic activities, as has been proposed as a
mechanism for mechanotransduction (Huang et al., 2004). The methodology presented
here might therefore be useful in the creation of coarse-grained models of mechano-
sensing. Typical forces needed to rupture bonds are on the order of tens to hundreds of
piconewtons, e.g., 20pN for fibronectin-integrin, (Thoumine et al., 2000), up to 170pN
for biotin-avidin (Merkel et al., 1999). Our study shows that with reasonable parameter
values, nm-scale conformational changes require only a few 10's of pN force (see Fig.
4.5).
4.4.2 Variations of forward and reverse passage times
Increasing force has the anticipated effect of enhancing the transition from initial
to extended state for all cases considered. However, the decrease in reaction time tf with
increased force is relatively minor under certain conditions, in particular when the second
well stiffness is small (large H,) making the extended state very compliant and sensitive
to distortion by force. This behavior can be explained by the large distortion of the softer
extended state under applied force. At large I,, a softer extended state experiences a
relatively large distortion (Ax=F/Kc2) under applied force, while the initial state C1 only
displaces by Ax=F/Kic. This lengthens the path to travel down the second well, so that the
time to travel from the energy barrier down to C2 becomes significant compared to the
time it takes to travel up the first well from Ci to the energy barrier. Incidentally, this
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invalidates the concept of reaction (or extension) rate (e.g., used in Eqs. 8 and 10), which
neglects relaxation in the second well as a prerequisite (Kramers, 1940). Only in cases
where the time to travel down the second well is negligible (low forces applied), does
1/tf represent the extension rate kf. A protein's propensity to rapidly transform from one
conformational state to another state under force is hence directly dependent on the
relative stiffnesses of these conformations, characterized by the dimensionless parameter,
4.4.3 Comparison with other models
Evans and Ritchie (Evans and Ritchie, 1997) first described bond rupture adding
external force to the Fokker-Plank equation and using a single harmonic well appropriate
for bond dissociation. Here, we have added a second harmonic well with its own
characteristics and location to model a second extended conformational state to link the
applied force to conformational changes. Our predictions for the force-dependence of
protein extension time can be compared with existing models for the force-dependent
bond rupture rate, as both phenomena include a force-aided escape from an energy well
over an energy barrier. Bell's analysis (Bell, 1978) states that the rate of bond rupture is
proportional to exp(aH, ) , with a a scaling factor close to unity. Evans and Ritchie's
experimentally-validated model for bond rupture under force predicts a dependence on
force for the rupture rate -(f/ f,)exp(f/fB), where f and fB correspond to 1,F and
1+ 1/(4tI,r) in our notation, respectively (Evans and Ritchie, 1997). This corresponds to
a slightly stronger dependence on force than the Bell model with dissociation rate
increasing more rapidly with force when HF l < 5. Our results for the inverse of the
time of CI-to-C 2 extension exhibit a weaker dependence on force than either (Evans and
Ritchie, 1997) or (Bell, 1978) (see e.g., Figs. 4.7-4.9), especially visible at higher forces
where we find a plateau whereas none was predicted for bond dissociation (Bell, 1978;
Evans and Ritchie, 1997). We believe that the weaker dependence at high force arises
from the distortion of the extended conformation which lengthens the time to reach C2
(see Results). Note that the inverse of the extension time approaches Evans and Ritchie's
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dissociation rate at large forces, as it should, when TI K becomes small (very stiff
extended state), so that movement down the second well is rapid.
Ritort and others (Ritort et aI., 2002) describe molecular conformational changes
under force using dissipated work, and offer a means of deducing equilibrium landscape
characteristics from multiple pulling experiments on the molecule in cases when the
energy barrier is small. Landscape obtained in such a manner could be combined with
the present works to examine the effect on kinetics of different landscapes. We find, like
Fischer and Kolomeisky (Fisher and Kolomeisky, 1999) that even with a simple 2-state
model, the velocity-vs.-Ioad plots exhibit different shapes depending on the values
chosen for the parameters.
4.4.4 Application of the theory to a simple processive motor
Our protein deformation model can be used to reproduce some of the features of a
processive molecular motor being forced in the direction opposing its movement. A
well-studied example is the movement of kinesin along a microtubule. According to
recent experiments (Block et aI., 2003), the power stroke in the kinesin reaction cycle
should be wel~ aligned with the microtubule axis. We therefore consider the power
stroke to be a single longitudinal load-dependent conformational change of X2 = 8.2nm
(kinesin step size) along the microtubule axis, which can be slowed by reverse force
application, and that the forward progression time t f (F) can be determined by the
present analysis. Attributing a global characteristic time tG to all other (longitudinal
load-independent) rate-limiting conformational changes in the kinesin reaction cycle, the
rate of the kinesin cycle can be written: (t f (F)+ tG )-1. Kinesin velocity v(F) along the
microtubule is then computed as the step size divided by the kinesin cycle time:
(11)
where tf (F) is a function ofD, Xtr, TI tr , TI K , TIE. Based on experimental results (Block
et aI., 2003; Visscher et aI., 1999), we selected D, TI tr and TIE so that (i)
v(F = 0) ~ 650nm / S , (ii) v(F = -6pN) ~ 0 (stalling force), and (iii) the position of the
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energy maximum is at xt =2.7nm of the initial, pre-stroke kinesin state. HK was
arbitrarily set to unity as it had little effect on v(F). Adjusting the characteristic time tG,
we were able to capture the trend of kinesin velocity variations with force (see Fig. 4.11).
As expected, the load-independent conformational changes (characterized by tG )
are responsible for the velocity plateau at positive forces (see Fig. 4.11). This would
imply that the force-dependent "power stroke" is not rate-limiting for these force values,
as has been suggested by others (Block et al., 2003)).
Note that a diffusivity of D=3.8106nm2 / s was found to best satisfy the
constraints mentioned above. This value is -20 times smaller than the diffusivity of a
free-floating 100kDa globular protein domain (Hummer and Szabo, 2003). This is
consistent with the 360-kDa kinesin being attached to the microtubule during the whole
reaction cycle, and hence restrained in its diffusion.
4.4.5 Application to mechanotransduction
Interest in the fundamental mechanisms of mechanotransduction has led to an
increased focus on force-induced conformational change, producing subsequent
alterations in binding affinity or enzymatic activity. Progress has been slow, however,
since numerous proteins are involved in the transmission of force into and throughout the
cell, and only a small fraction of these are sufficiently well characterized to permit
detailed analysis, either by molecular dynamics simulation or experimentally.
Alternative, more approximate methods are therefore needed if progress is to be made in
the near term. Here, a simple, coarse-grained model of protein conformational change is
presented, capable of simulating some of the basic characteristics of protein kinetics and
conformational change. Numerous simplifications are made, representing the true energy
landscape by a single degree of freedom in the direction of forcing, and assuming
harmonic potential wells with just two well-defined minima. Despite its simplicity,
however, the current model can serve as a useful starting point for more detailed models.
Since the solutions are obtained numerically, other, non-harmonic potential wells with
multiple minima could be simulated, and deformations could be allowed in two or even
116/218
three dimensions, if information were available to support such extensions. Similarly,
simulation of multiple proteins, such as those comprising a focal adhesion, becomes
computationally feasible.
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TABLE 1
Method Equation used to evaluate References
t D
the dimensionless extension time~
x tr
(i) J~xp(- E{u)~a7~XP(E{V))dV}dU (Howard,2001)
(ii) :J~XP(E{U)~}xp(- E{v))dV}dU (Schulten etaI., 1981;
Szabo et aI.,
1980)
(iii)
a
mm
, ( ~ / fi ( IT' J (Evans andam[~xP E{u) U : exp - 2;', Ritchie,
1997;
Kramers,
1940)
(iv) 1 (Schulten etfPBoltzmann (W)Tf (W)dw aI., 1981;
2aminl-1 Szabo et aI.,
with: PBa'''"ann (w) = exp(- E(w)y,.)~~p(- E(u))du 1980)
and Tf{w) = n7~xP(E{lItlexp(- E{V»)dV}dU
Table 1: Equations used to obtain the dimensionless extension time to go from
conformation C1 to conformation C2• Results from these different methods are compared
in Results and in Fig. 4.6.
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Figure 4.1. Idealized protein energy landscape when extended in the direction x. The y-
axis is the Gibbs free energy G. The boxes contain the landscape equations used to
calculate the times tf and tr , the first passage times to travel the distance depicted by the
associated arrow. C1is an initial, relaxed state, C2 a final, extended state.
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Figure 4.2. Example of energy landscape smoothing when n K =1, n E =4, n F =0 .
Smooth landscape (solid line) is obtained by Thiele interpolation of 22 points (0) on a
landscape with an energy barrier ntr = 10. It is then compared with the cusp landscape
having the same energy barrier (dashed line). Inset: Extension times obtained with the
two landscape types (smooth or with cusp) as a function of force. Parameters are the
same except for II F , which is allowed to vary.
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Figure 4.3. Two distinct conformations, C1 (top) and C2 (bottom), of the simplified
protein model used in SMD example. Left end of the helix is held fixed, while the right
end is pulled with a constant force in the direction shown by the arrow. Six hydrogen-
bonding pairs near the fixed end are constrained not to break.
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Figure 4.4. (A) Time trace of the end-to-end distance of the helix at F=78.2pN (corrected
from F=80pN). A forward passage time and a reverse passage time are shown. Mean
passage times are obtained by averaging throughout the simulation. (B) Histograms
showing single and double peaks at various force magnitudes. Linear shift on the peaks
are evident with varying forces.
123/218
B)
8
(ns)
10 12
-t- F=78.2pN
It
1 I ··-···
1---
I
1U
a)
C,,
X
0
0.1
-1 0 1 2 3 4 5
Dimensionless force HIF
Figure 4.5. Equilibrium ratio of probabilities K = p 2 p, of finding the protein in
extended / initial state as a function of force applied IF. The parameters are H, =1
(dotted lines) or 5 (solid lines), HE = 0 (diamonds), 2 (triangles) or 4 (squares), and
Hn, =10. Negative forces F < 0 oppose protein extension.
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Figure 4.6. Dimensionless protein extension time tD/xt' versus dimensionless force
applied F,. The other dimensionless parameters are held constant: HK = 1, 1,tr = 10
and HE = 4. Kramers' analytical formula for the dimensionless time in the specific case
of a potential with a cusp at the energy barrier (Kramers, 1940)) is expressed in our
notation as [e[tr Htr - F )/.- exp(- Htr F ). Its validity is restricted to low HF.
Method (i) is based on Howard (Howard, 2001), method (ii) on Schulten et al. (Schulten
et al., 1981), method (iii) on Kramers (Kramers, 1940) and Evans and Ritchie (Evans and
Ritchie, 1997) and method (iv) is a finer estimate of the extension time based on method
(ii) (see text for details). Method (iii) is also only valid for low HF', therefore results for
large forces (beyond the range of validity) are represented by a thinner, dotted line.
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Figure 4.7. Dimensionless extension time tfD/x 2 versus dimensionless force applied
H,. The other dimensionless parameters are held constant: , = 10, HE = 4 and HI, =
V2 , 1 or 2. Insets: Normalized energy landscape used to calculate the extension time
(same parameters).
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Figure 4.8. Dimensionless extension time tfD/xr versus dimensionless force applied
SF.. The other dimensionless parameters are held constant: K = 1, HE = 4 and
t,, = 10, 15 or 20. Insets: Normalized energy landscape used to calculate the extension
time (same parameters).
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Figure 4.10. Protein extension times from coarse-grained model as a function of applied
force along the helix axis direction. Dotted line: SMD results from pulling on 15-mer of
poly-alanine forming a a-helix. Extension times are extracted as explained in Methods
and in Fig. 4.5. Solid line: results from coarse-grained model with ,K = 0.44,
I-E 13.2, F[, = 20 (see text for parameter extraction). Both coarse-grained model and
SMD simulations exhibit similar trends for the first-passage times transforming the initial
into the extended state (ti) or the reverse (tr).
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Figure 4.11. Model prediction for kinesin velocity (solid curve) as a function of force
for a single longitudinal force-dependent conformational change in the kinesin cycle (see
text for expression and calculation of the velocity). Black circles correspond to optical
force clamp measurements from Block and others (2003, Fig.4A) under saturating ATP
conditions (1.6mM ATP).
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5 Magnetocytometry as a tool to probe molecular bonds and
investigate mechanotransduction
5.1 Introduction
Cells are mechanically coupled to their extracellular environment by a variety of
adhesion molecules that chemically bind to extracellular proteins. In order to simulate
these conditions in vitro using magnetocytometry (described in Chapter 2), the magnetic
bead is coated with fibronectin (or with the integrin-binding fragment RGD, see Figure
5.1), a molecule from the extracellular matrix. Fibronectin, the major cell-matrix
adhesion molecule, adheres tightly to the extracellular domain of the integrin. Integrins,
in turn, are embedded in the membrane, and are themselves tethered to the actin and
microtubule network of the cell, which occupies much of the cell interior, via a sequence
of proteins associated with the focal adhesion complex, some of the most important ones
being paxillin, vinculin, c-actinin and talin (see Figure 5.2). This link enables a very tight
junction between the bead and the cytoskeleton of the cell and, since it represents a
primary site of force transmission, is a strong candidate for being a primary site of
mechanotransiduction.
During magnetocytometry, the bead is pulled and possibly partially peeled from the
cell surface, just as a membrane is peeled off from a planar surface in typical experiments
assessing bond strength (Bell, 1978; Dembo et al., 1988). Although it has not yet been
possible to experimentally observe this peeling, our previous modeling of the
magnetocytometry experiment with a bead not permitted to detach from the cell
membrane predicted an uneven distribution of stresses in the bead/cell contact area: the
highest tensile forces on the cell membrane were exerted at the bead trailing edge, while
the cell experienced compression at the bead front edge (Chapter 2, Fig. 2.6 and Karcher
et al., 2003). In addition, peeling could also explain the creep response observed in
magnetocytometry (e.g., Bausch et al., 1998), which was formerly solely attributed to cell
viscoelasticity (Bausch et al., 1998; Karcher et al., 2003).
The main objective of this study is to evaluate to what extent bond rupture and
formation might contribute to cell rheological properties found using magnetocytometry
or other single-cell experiments. Elastic and frictional properties of cells are typically
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expressed in terms of a complex shear modulus G*= G'+iG" calculated from bead
motion under sinusoidal forcing. Several authors (e.g., Fabry et al., 2001; Puig-de-
Morales et al., 2004) found that shear modulus measurements using magnetic twisting
cytometry - a magnetocytometry experiment in which a torque is applied to the cell -
vary depending on the receptor to which the bead is attached, changing moduli by as
much as a factor two. In all conditions, elastic and frictional moduli depend on forcing
frequency with a power-law behavior (Fabry et al., 2001; Puig-de-Morales et al., 2004).
Local stresses computed in Chapter 2, when converted to the force exerted on a
single integrin-fibronectin bond under conservative assumptions, fall in the range of 5-
10pN, not much below the reported rupture strength of these bonds (Thoumine and
coworkers, 2000; Lehenkari and Horton, 1999), so it is reasonable to expect that bond
rupture and formation might play a role in these rheological studies. It has also been
observed, that bead forces in the range of several nN are capable of pulling the bead from
the cell completely. These observations suggest that bond kinetics at the bead-cell
interface might exert an influence on these rheological measurements.
Bond rupture and formation could also play a role in the cytoskeleton.
Deformations likely alter binding and unbinding rates of intracellular cross-linking
proteins, thereby potentially modifying the rheological behavior. Forces transmitted via
this internal network will have an influence on bond kinetics, as reflected by the Bell
equation, and might therefore influence such internal measurements as well, giving rise to
similar rheological characteristics.
Finally, we can imagine magnetocytometry as a potential way of assessing bond
strength in living cells. Moreover, bond rupture, which likely occurs in the region of high
tensile stress, could be a first step in the mechanotransduction pathway, leading to release
of integrins and possibly conformational changes in them or the associated intracellular
proteins downstream of integrins in the signal transduction pathway.
In this chapter, we evaluate the extent to which molecular bond rupture and
formation occurs in magnetocytometry, its effect on bead movement, and the level of
forces transmitted via individual bonds to the cell interior. Towards this aim, we model
the process by which the forced bead rolls over the cell surface by the sequential
breakage of bonds at the trailing edge and formation of new ones at the leading edge.
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This is crucial in the inference of cell mechanical properties from microbead
experiments, the main use of these techniques (e.g., Bausch et al., 1998;Huang et al.,
2002; Fabry et al., 2001; Lammerding et al., 2003; Puig-de-Morales et al., 2004). In
addition to enabling more precise measurements of cell mechanical properties, such
studies of bond behavior could in the future considerably enhance the value of
magnetocytometry experiments as a probe of molecular bond properties in living cells,
and thereby aid in the investigation of mechanotransduction.
The first theoretical framework for cell adhesion was developed by Bell (1978).
From the chemical reaction rate for ligand-receptor binding in solution and their
diffusivity in solution and within the cellular membrane, Bell deduced the rates of
reaction for receptor-ligand binding. Building on this work, Dembo refined the model for
receptor-ligand binding and detachment (Dembo et al., 1988) in a study of peeling of an
elastic membrane from a rigid surface, assessing the strength of adhesion. The membrane
adheres to the surface by bonds, for which kinetic rates of formation and detachment are
specified. Dembo et al. coupled the one dimensional equations for the deformation of an
elastic membrane with the equations for the chemical kinetics of the adhesion molecules.
They obtained a formula for the critical tension necessary to peel a membrane from a
rigid substrate demonstrating that it was proportional to surface density of binding
proteins and the logarithm of the chemical equilibrium constant plus one.
Here we adapt the existing Adhesive Dynamics algorithm to describe bond
formation and. rupture during magnetocytometry. Adhesive Dynamics was developed to
model neutrophil rolling over a blood vessel wall. First designed in 1992 (Hammer and
Apte, 1992), the algorithm has been continuously refined since then (see Bhatia et al.,
2003 and Caputo and Hammer, 2005 for the latest versions). Bathia et al. (2003)
combined adhesion properties of two types of receptors with the flow-driven motion of a
spherical neutrophil to describe adhesion and detachment of a neutrophil, while Caputo
and Hammer (2005) incorporated the effects of receptor clustering on deformable
microvilli. Adhesive Dynamics estimates the location, extension, and stress of molecular
bonds between neutrophil and vessel wall, neutrophil movement over the vessel surface,
etc. The model is in particular able to reproduce different neutrophil adhesion regimes:
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rolling, firm or transient adhesion. Its adaptation to magnetocytometry requires
significant modification as described in this Chapter.
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5.2 Methods
5.2.1 Adaptation of Adhesive Dynamics to bead rolling modeling
Geometric and physical characteristics of the neutrophil rolling model developed
in (Caputo and Hammer, 2005) are replaced to model magnetocytometry (see Figure 5.3).
The neutrophil, with its protruding microvilli, is replaced by a smooth 8jpm-diameter
sphere representing a magnetic bead. Magnetic beads are embedded in the cell, with a
degree of embedding that increases with the time they are let to settle down onto the cell
monolayer after bead addition to the culture media (see TEM images in Fabry et al.,
2001) where bead embedding is not visible, and large bead embedding in 3D
reconstruction of confocal images in Laurent et al., 2002). Bead embedding would lead to
larger adhesion area between the bead and the cell. Here embedding is not modeled.
Instead, typical magnetic bead diameter of 4.5 jm is increased to 8pm to recover more of
the adhesion area. Finally, a point force at the bead center describing the magnetic
forcing is substituted to the shear flow applied to the neutrophil.
5.2.2 Modeling of individual bond formation and rupture
The effects of force on bond formation and disruption is generally modeled by
introducing chemical rate constants kf (forward constant from unbound to bound state)
and kr (reverse constant from bound to unbound state) that are dependent upon the
applied force. (Dembo et al., 1988; Bell, 1978; Zhu et al., 2000) Three types of bond
behaviors are observed depending on the variations of the rate constant kr with the force
applied to the bond: (Dembo et al., 1988) "slip-bonds", "catch-bonds" and "ideal bonds".
"Slip-bonds" become weaker when a force is applied to them: they 'slip'. Conversely,
"catch-bonds" become stronger when a force is applied to them, making possible cases in
which adhesion cannot be reversed by application of tension because the bond lifetime is
prolonged by force. Finally "ideal bonds" have a reverse constant that is not influenced
by force application. Our model only uses "slip-bonds", which are prevailing in nature,
but can easily be adapted to look at other bond types.
At each time step, bond formation between existing free ligand-receptor pairs and
rupture of existing bonds are specified in a stochastic manner with a Monte-Carlo method
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described in (Caputo and Hammer, 2005). The binding rate constants depend on the
distance z separating them. The rupture rate varies with force according to Bell's law
(Bell, 1978):
k,(z)= kro exp (Eq. 5.1)
kBT
with cr z-A the spring force on the bond with r = 104 pN/ pm, and kB and T the
Boltzmann constant and temperature, respectively. The bond formation rate is deduced
from Boltzmann equilibrium and the rupture rate in Eq. 5.1, therefore it also depends on
the distance z separating them.
The forward and reverse rate constants at zero-force are taken to be kf = 0.85s -
and kr =0.15s-1, respectively, exactly in the middle of the previously-measured ranges for
fibronectin-integrins bonds in vitro: kf = 0.3-1.4s-1 and kr = 0.05-0.25 s1 (Thoumine et
al., 2000).
These rate constants depend on the loading rate (Evans and Ritchie, 1997);
however this dependence is not introduced at this point under the assumption that the
loading rate would be similar in all ruptured bonds and would hence not significantly
alter the bead movement and the force transmitted to the cell.
Integrins are assumed to be uniformly distributed on the cell membrane with a
density of 500 integrins.jtm-2, in the middle of the experimental range of 900
integrins.tm-2 in mature focal adhesions to five times less at other locations in the cell
(Wiseman et al., 2004). Fibronectin is also assumed here to be uniformly distributed on
the bead, at a concentration in excess of the integrin density, as is the case in
experiments, to have the probed integrins be the limiting quantity.
Bell (1978) estimated the force necessary to uproot a glycophorin receptor to be
about 100pN. This estimate is based on the free energy change necessary to expose
hydrophobic residues to the aqueous cell exterior and hydrophilic residues to the
membrane interior. We hence expect that this order of magnitude applies to any integral
membrane receptor. However, integrins would likely require even greater forces to be
uprooted, as they are tightly linked to the underlying cytoskeleton. Since these forces are
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likely to be far in excess of those required to break a fibronectin-integrin bond, they are
not considered.
5.2.3 Forces on the bead
The bead is subjected to the following external forces:
(i) A magnetic force, which can be controlled in experiments and is taken to be a
sinusoidal force of frequency c and amplitude Fo varying between wc=l-
1000Hz and Fo=10-100pN. Whereas in the experiments the force is a rectified
sine wave (see Chapter 2 and Fig. 2.12), we here use a zero mean force so
that the bead does not drift. This is hence more akin to magnetic twisting
cytometry than to experiments with tangential magnetic bead forcing.
(ii) A chemical force from the integrin-fibronectin bonds. Bonds are treated as
springs, and exert a force proportional to the difference between their current
length and their length at rest which is taken to be X=40nm. The spring
constant is ao = 104 pN/ pm and assumed to be the same in extension (when
the: bond length is larger than ?) and in compression (when the bond length is
shorter than k).
(iii) A repulsive force from the cell membrane, which is the sum of electrostatic
repulsion, polymer compression at the cell membrane, and steric interaction
(see Bell et al., 1984 for formula). This type of repulsive force was already
used in previous Adhesive Dynamics modeling (Caputo and Hammer, 2005)).
We assume that the repulsive force exerted by each membrane point is
perpendicular to the bead surface.
(iv) A viscous force from the surrounding media. Like Caputo and Hammer
(2005), we take the equations of motions for a sphere moving in a viscous
media close to a planar, rigid wall. In our low-Re conditions inertia could be
neglected such that the sums of external forces and torques on the bead are
zero. This enabled us to calculate the velocity and rotation of the bead at each
time step and deduce the movement of each bead point.
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The surrounding fluid density is taken to be the one of water, and the bead density to
be the one of polystyrene, its main component. This yields to gravity and buoyancy on
the bead resulting in a downward force of 0.05pN, negligible in comparison to other
forces listed above.
5.2.4 Forces transmitted to the underlying cell
The bead transmits force to the underlying cell through chemical bonds (forces on each
membrane node, opposite of bond forces described in (ii)) and repulsive forces
(downward forces described in (iii), from contact between the bead and the cell). In the
context of the hypothesis described in Chapter 1 Section 1.1.2., our model enables to find
force transmitted to the underlying cell through fibronectin-integrin bonds.
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5.3 Results
A sinusoidal forcing is applied to the equilibrated adhering bead to examine the
influence of' bond formation and rupture on bead movement during the
magnetocytometry experiment.
5.3.1 Equilibration
The bead is first placed a natural bond length X away from the cell surface and let
to adhere to the cell surface in the absence of magnetic forcing for 10s. Randomness in
the bond formation and rupture processes yields multiple equilibration paths. In all of the
simulations performed (a total of 10 individual runs for the equilibration study), a steady-
state regime was reached for bead position and number of bonds linking bead and cell
surface after a physical time of -4-6s. The average number of bonds increased steadily
during the first 6s, and reached -80 bonds at steady-state. Variations in the number of
steady-state bonds did not exceed +/-10bonds in all 10 simulations. Bonds were located
in an adhesion area of diameter -1 pm at the bottom of the bead.
Bead motion was centered on its initial location, with lateral motions on the order of
0.02ýpm. Vertical bead motion was < -0.001pm, much smaller than lateral displacement
because of the constraint exerted in the vertical direction by bond stiffness. Values at the
end of the 10s of a sample equilibration simulation were taken as starting point for all
forced simulations mentioned below. At this time, the bead formed 83 bonds with the
cell and was located 15nm away from the cell membrane.
5.3.2 Regimes of bead response to sinusoidal forcing
Applying a tangential force to the bead (see Figure 5.3) displaces it in the
direction of the applied force. We impose a sinusoidal force to the bead and deduce the
associated complex moduli G = G'+ iG", the ratio of the complex force applied to the
bead to the complex bead displacement. Relationship between applied magnetic force
and bead displacement is routinely interpreted as G' and G" being the cell mechanical
properties (Fabry et al., 2001). The objective of this study is to isolate the contribution of
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bond formation and rupture from the contribution of the cell's mechanical properties to
the measured G' and G".
Large forces on the bead yield to rupture of all bonds except a few. This massive
rupture occurs suddenly, typically in less than is at 50pN forcing amplitude. After this
catastrophic event, bead motion is sinusoidal with the same period as the forcing period,
with greater amplitude than earlier times and a phase shift of 7/2 with respect to forcing
(see Figure 5.4 for times>0.55s and Table 5.1). In this regime, the elastic modulus is
zero, and the loss modulus increases linearly with imposed frequency. This corresponds
to a bead movement only hindered by the surrounding viscous media, that is force (iv)
from Section :5.2.4 dominates. The few bonds (0-4) formed between the bead and the cell
do not participate in the motion, and the bead motion is subjected to a Stokes drag,
modified by the wall vicinity.
Before rupture of almost all bonds, or when the force amplitude is small, the bead
motion range is smaller (see Figure 5.4 for times < 0.5s, and Table 5.2) and the number
of bonds is maintained between 50-80. The adhesion area with our 8ptm bead is then
-0.8 tm 2, which would correspond to a contact angle of 25 degrees with the more-typical
4.5pm bead.
Bead displacement also oscillates at the forcing frequency. However, the least-
squares fitting of data to a sinusoid was inadequate at low frequencies (0.1-1Hz) to be
used to identify the amplitude and phase shift of bead displacement. Instead, at all
frequencies, a Matlab code was written to calculate the peak-to-peak motion for each
period and average its half to yield the motion amplitude. The same averaging was
performed to find the phase shift from its value at the peak of each period (see Table 5.2
for results). For each frequency value, results presented are from one or the average of
two simulations.
Amplitude xo and (p phase shift of the bead movement in the forcing direction
enables us to calculate the elastic modulus G' and loss modulus G" as
G'= a Fo cos ý/xo and G"= a F0 sin ý/xo , where a = (A cK/R)-1 - 0.7tnm-' is a constant
comprising contact area A-l1m 2, bead dimension and shape through its radius R=4pm,
and the shape factor K=6. Our derivation of a with a tangential force applied to the bead
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follows previous derivation of the prefactor of G' and G" during torque application
(Mijailovich et al., 2002) . G' and G" increase with forcing frequency (see Figure 5.6).
G" increases faster than G', and the curves cross it at -100Hz, showing that the 'viscous'
effects on bead motion of bond formation and rupture dominates over the 'elasticity'
effects at larger frequencies.
5.3.3 Influence of forcing amplitude and medium viscosity
G' and G" varied between 100 and 1000 Pa (with a = 0.7tm1') when force
amplitude was increased from 25 to 125pN at both 50Hz (data not shown) and 100 Hz
(see Figure 5.7 and Table 5.3).
Viscosity g of the surrounding culture medium was numerically decreased from
iL=10-3 Pa.s, the standard value for the aqueous medium used in experiments, down to
t=5.10-5 Pa.s to isolate medium contribution to bead movement, and hence to G' and G".
G' was found independent of ji, as expected, whereas G" increased exponentially with p.
(see Figure 5.8 and Table 5.4).
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5.4 Discussion
5.4.1 Equilibration
When no tangential magnetic force was applied to the bead positioned close to the
surface, equilibration occurred in -6s. This time scale is in agreement with the larger of
the two time scales for bond formation 1/kfo = 1.2s and bond rupture 1/kr = 6.7s.
Equilibration is hence governed by bond formation and rupture. Here bead embedding is
not represented; adhesion area is increased only by increasing the bead diameter. In
addition, the cell is likely to display elastic and viscoelastic reactions (see Chapter 2),
which are not captured by this model. Modeling bead engulfing by the cell, which can
occur after a few hours of the bead settling on the cell, would require incorporating cell
surface compliance in the model as depicted in Figure 5.9.
5.4.2 Bond properties
Force necessary for bond rupture, force transmission to the cell interior
In all our simulations, the maximum bond extension was found to be 1- 43nm,
while the zero-force bond length is A - 40nm. The maximum force applied to such a
stretched bond, and transmitted to the cell interior, is therefore F = o-(I- A)=30pN. This
force is comparable to the experimental value of Thoumine and coworkers (2000), who
attached fibroblasts to fibronectin-coated glass, and, using a stochastic model for the
number of bonds, estimated the force necessary to rupture one bond to be in the range of
13-28pN. Using AFM, Lehenkari and Horton (1999) reported higher values of 32-97pN
for binding of integrin to ligands containing an RGD (Arg-Gly-Asp) sequence, but also
found the context of the RGD sequence within a protein has considerable influence upon
the final binding force for receptor interaction.
Diffusion
Binding pairs could a priori diffuse in the plane of the membrane and their two-
dimensional position on it could vary in response to osmotic pressure, mechanical force
exerted on them and resistance exerted by the lipid bilayer. It has been shown (Brochard-
Wyart and de Gennes, 2002) that two-dimensional diffusion of binders within the
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membrane adds a positive contribution to the peeling force, called the "lag force".
However, we do not expect this phenomenon to appear in the case of bead rolling where
the ligands (fibronectin) are firmly attached to the bead and not allowed to diffuse.
Integrins are likewise attached to the underlying cytoskeleton via a focal adhesion
complex (see right panel on Figure 5.2.), although their clustering, a proof of their
diffusion within the membrane has been observed previously (Wiseman et al., 2004).
Neglecting integrin diffusion in the membrane could reduce the amount of bond rupture,
and delay bead ripping from the cell membrane and entering the 'Stokes' regime (see
Results).
Effect of force on single bonds
Several types of deformation have been explored/speculated upon in response to
pulling on fibronectin:
- Extension of protein downstream: Exposure of a binding site and a consequent
tendency of enhanced binding in the extended configuration
- Rupture of FN/integrin bond
- Extension of FN or integrin: Using steered molecular dynamics, Gao and co-
workers (Gao et al., 2002) showed that FN-III modules can be reversibly
unfolded, including the cell-binding FN-III 10 module. Extension of such module
could modify the binding characteristic to integrin.
- Uprooting of the entire protein from the membrane
- Movement of bonds away from the peeling zone (force-biased diffusion)
Here we only explored bond rupture and force transmission to the protein downstream as
the main effect of bead pulling.
Critical parameters in bond rupture
Previous studies (Hammer and Apte, 1992) demonstrated that a critical parameter
in adhesive dmynamics simulation is the fractional spring slippage, which relates the strain
of a bond to its rate of breakage (Bell's Eq. 5.1 in our case). Evans & Ritchie (Evans and
Ritchie, 1997) extended this work, demonstrating that the rate of forcing was also an
important factor, and defining bond strength as the force at which a bond is most likely to
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rupture. Bond dissociation under steadily rising force occurs most frequently at a time
governed by the rate of loading. (Evans and Ritchie, 1997) Li and co-workers (Li et al.,
2003) performed AFM experiments on ac5 1 integrin-FN(7-10) bonds (FN(7-10): part of
FN).
5.4.3 Variations of G' and G"
The magnitudes of G' and G" are comparable to those found in cell experiments.
Since the presence of a compliant cell surface would only reduce these values, this
finding would suggest that bond kinetics is important to consider as a contributor to the
observed viscoelastic response, which has previously been ignored.
The dependence on frequency is similar to that observed in the experiments by
Fabry et al. (2001). Our results suggest that when more than a few elastic bonds are
responsible for attaching the bead to the cell, bond rupture and formation, as well as
surrounding fluid viscosity, are responsible for bead movement. The cell is entirely rigid
in our model. However the loss modulus G" is of the same order of magnitude as the
elastic modulus G'. Therefore a 'viscous' effect arises on the bead due to stochastic bond
formation and rupture at given rate constants. Besides, G" increases with frequency
faster than G', and the moduli cross at moderate frequencies -100Hz, showing that the
'viscous' effect of bond formation and rupture dominates over the 'elasticity' effect at
larger frequencies. While not identical, the cross-over frequency between viscous and
elastic dominance is about the same in the experiments (Fabry et al., 2001) and our model
(100-200Hz), and the trends toward increasing values with increasing frequency appear
roughly equivalent.
The nonlinear response of G', which increases with increasing amplitude, is not
consistent with experiments. However, it is conceivable that the range of forcing
amplitude (25-125pN), which is lower than in experiments (typically 100pN-5nN), might
be responsible for this behavior, and that G' appears to be independent of forcing
amplitude at larger force values.
The role of surrounding fluid viscosity on G" is quite surprising and has
important implications. We could not verify that the G" curve asyptote to a constant
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value at low viscosity - where fluid viscosity should be negligible - because bead
movement becomes more erratic at viscosities below 5.10 -5 Pa.s, yielding large errors in
phase lag and hence G" calculation. The role of viscosity on G" means that a important
part of the viscoelastic character is still due to bead-fluid friction.
Finally, bead embedding in the cell, not taken into account in our model, would
increase bead adhesion to the cell. Embedding would hence decrease bead displacement
amplitude, and increase G' and G".
(a)
(b)
= WI " I -
Figure 5.1. From: (Gao et al., 2002). Schematic representation of the fibronectin
monomer. (a) The modular structure. FN-I modules are shown as blue squares, FN-II
modules are shown as orange circles, and FN-III modules are shown as yellow ovals.
Two fibronectin monomers join through disulfide bonds. (b) FN-III10 is illustrated
through two representations highlighting its secondary (left) and tertiary (right) structure.
#-strands from the upper #-sheet GFCD are shown in red, while #-strands from the
lower /-sheet ABE are shown in green. The RGD loop between the F and G-strands is
shown in yellow. (c) Primary sequence of FN-III 10 and corresponding #-strands
(indicated below the sequence). The RGD loop is shown in yellow.
Fibronectin is an extracellular matrix protein composed of 2 monomers and often
organized into fibrillar networks. Each monomer has more than 20 modules of three
types: FN-I, FN-II and FN-III. The module FN-III 10 (of type FN-III) is critical in
adhesion in that its RGD-loop binds with integrin.
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Figure 5.2. Link between fibronectin and the inner of the cell (top part of the drawings)
through the membrane via integrins. Left: Detail of the two proteins, with membrane
shown in yellow (Lodish et al., 2000). Right: Three integrins shown in the context of the
cytoskeleton network. (Vuori, 1998)
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Figure 5.3. Schematic of bond formation and rupture in the context of
magnetocytometry. A fibronectin-coated ptm-size magnetic bead is attached on the cell
apical surface via integrin receptors. A precisely-controlled horizontal magnetic force F
is applied to the bead (x-direction). Due to bead attachment to the cell surface, this
results in the bead being not only pushed forwards but also induced to roll on the cell
surface with a velocity 2. Therefore, integrin-fibronectin bonds at the bead trailing edge
are stretched and ruptured (left side of schematic), and new bonds are formed at the bead
leading edge (right side of schematic).
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Figure 5.4. Example of time course of the bead displacement in the forcing direction.
The imposed force on the bead is a 10Hz sinusoid of amplitude 50pN (blue). The output
of our model is the resulting bead displacement (green), which displays two regimes. At
times < 0.5s, the main influence on bead movement comes from the 60-80 bonds it forms
with the cell. The phase shift is then only due to the time-dependence of bond formation
and rupture, and not to the surrounding fluid. At times > 0.55s, the bead moves in the
Stokes regime, where it is only hindered by viscosity of the surrounding fluid. In this
regime, the bonds that the bead makes with the cells are few (between 0-5, data not
shown) and do not contribute to the bead movement. These two regimes can be observed
at all probed frequencies (0.1-1000Hz).
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Frequency
(Hz)
(forcing and 0.1 0.5 1 5 10
bead motion)
Amplitude xo
of bead
movement 152.8 30.5 15.2 3.0 1.5
(ptm)
Phase shift q,
between bead
movement and 1.60 1.57 1.57 1.57 1.56
forcing
(radians)
Time at which
this regime 2.7s 1.8s 1.4s 0.85s 0.55s
starts
Table 5.1. Large times 'Stokes' regime of bead movement, when only 0-4 bonds attach
the bead to the cell surface. The amplitude of magnetic force imposed on bead is 50pN..
Amplitude and phase shift of bead movement were calculated by least-square fitting bead
displacement after the time indicated in the bottom row of the table to a sinusoid with
offset (see corresponding Matlab code in Appendix). The phase shift is - r / 2 for all
simulated frequency, leading to an elastic modulus G'=0.
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Figure 5.5. Loss modulus G" obtained at large times, 'Stokes' regime of bead
movement. Data of Table 5.1 are used to calculate G'= a Fo cos p/xo =0 (because
P := ;r/2 in this regime) and G"= aFo cos p/x o , with a -0.7 ýtm " .
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Frequency (Hz) 5 10 50 100 500 1000
Amplitude of bead
movement xo (pm)
(from average of 0.104 0.101 0.099 0.089 0.022 0.010
peak-to-peak
value)
Phase shift cp
(degrees) 3.2 5.8 11.0 44.3 73.1 61.0
# data points 820 5000 2500 20000 1000 2000
/ # periods 4 4
/ run time 0.8s 0.5s 0.25s 0.2s 0.05s 0.02s
Table 5.2. Short times 'bond' regime of bead movement, when 50-80 bonds attach the
bead to the cell surface. The amplitude of magnetic force on bead is 50pN. See text for
calculation of amplitude and phase shift of bead movement.
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Figure 5.6. Effect of forcing frequency on elastic modulus G' and loss modulus G"
calculated from bead displacement. Tangential forcing imposed on the bead is sinusoidal
of amplitude Fo = 50pN. The y-axis represents G'= a Fo cos p/xo and
G"= a Fo sin p/xo ,where a-0.7tpm', xo the amplitude of bead displacement in ptm, (p
the phase shift between forcing on the bead and bead displacement. Data is from Table
5.2.
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Amplitude of
magnetic force on 25 50 75 100 125
bead (pN)
Amplitude of bead
movement x0 (pm)
(from average of 0.052 0.089 0.097 0.105 0.117
peak-to-peak
value)
Phase shift (p
(degrees) 66.1 44.3 21.2 13.5 15.0
# datapoints 4000 20000 4000 1200 1220/ # periods 19 19 19 6 5/ run time 0.2s 0.2s 0.2s 0.06s 0.06s
Table 5.3. Short times 'bond' regime of bead movement, when 50-80 bonds attach the
bead to the cell surface. The frequency of magnetic force on bead is 100Hz. See text for
calculation of amplitude and phase shift of bead movement.
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Figure 5.7. Effect of force amplitude on elastic modulus G' and loss modulus G"
calculated from bead displacement. Tangential forcing imposed on the bead is sinusoidal
of frequency 100Hz. The x-axis is the amplitude Fo of the external magnetic force
imposed on the bead. The y-axis represents G'= a Fo cos ý/xo and G"= a Fo sin p/x o ,
with a -0.7pm' as in Figure 5.6, xo the amplitude of bead displacement in rim, qP the
phase shift between forcing on the bead and bead displacement. Note that the y-axis
scale is the same as in Figure 5.6.
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I I i iI
Viscosity pt of
surrounding media 5.10 -5  10-4  5.10 -  10-3
(Pa.s)
Amplitude of bead
movement x"0( m) 0.0890 0.0882 0.0876 0.0823(from average of
peak-to-peak value)
Phase shift (o
(degrees) 0.72 1.42 7.14 34.03
# data points 20000 20000 20000 20000/ # periods 19 19 19 19
run time 0.2s 0.2s 0.2s 0.2s
Table 5.4. Short times 'bond' regime of bead movement, when 50-80 bonds attach the
bead to the cell surface. The magnetic force on the bead has a frequency of 100Hz and an
amplitude of 50pN. See text for calculation of amplitude and phase shift of bead
movement.
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Figure 5.8. Effect of viscosity of the surrounding medium on elastic modulus G' and loss
modulus G" calculated from bead displacement. Tangential forcing imposed on the bead
is sinusoidal of frequency 100Hz., and amplitude 50pN. The y-axis represents
G'= a Fo cos (/xo and G"= a Fo sin p/x 0 , with a 0.7ýtm -n as in Figure 5.6, x0 the
amplitude of bead displacement in jtm, q the phase shift between forcing on the bead
and bead displacement.
159/218
I. -- 1-r *
Magnet
bead
Cell interior
Figure 5.9. Schematic of bond formation and rupture with an indented, curved
membrane.
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6 Conclusion and Future Directions
Cell perturbations by mechanical stimuli were utilized as a means to study
mechanotransduction. Modeling of experiments probing single cells enables us to shed
light on mechanisms triggered by external force application, and to use these experiments
differently to extract more information from them. In this thesis, computational and
theoretical models were designed to analyze how cells respond to mechanical stimuli.
In the experiment of magnetocytometry, a ýpm-size bead is attached atop of a
single plated cell and the bead is pulled with a precisely-controlled force. Such single cell
experiments have been utilized mainly to estimate the cell's mechanical properties, and
their potential][ to investigate mechanotransduction had received little attention. In this
thesis, we shed light on phenomena tied to mechanotransduction in analyzing the
location, extent and nature of mechanical and biochemical effects of bead pulling on a
single cell. Bead attachment and pulling enables us to replicate -- in vitro and in a
controlled and localized manner -- the mechanical forces that the cell receives in vivo
from surrounding extracellular matrix, adjacent cells, blood flow. Results of this thesis,
for example the contribution of rupture and formation of cell membrane bonds to force
transmission to the cell could be transposed to other single cell experiments such as those
using optical tweezers, microplate experiments.
The thesis separates two time-dependant contributions to the cell's response to
mechanical stimulation: (i) the purely mechanical reaction of the cell's membrane,
cytoskeleton and focal adhesions (Chapters 2 and 3), (ii) the chemical and mechanical
contribution of bonds formed between the bead and membrane receptors (Chapter 5).
In Chapters 2 and 3, we conducted the first in-depth study of time-dependant
deformation and stresses induced within the cell by magnetic pulling cytometry. We
found that the structural role of the membrane was negligible in comparison to that of the
cytoskeleton. Deformations and stresses induced within the cell were confined to a region
of a few rims around the bead, showing that only a small part of the cell is probed in such
experiments. Changes in mechanical properties of the cell far from this region, such as in
pseudopodes, are hence the result of chemical or biological signals mechanically
transduced at other cell locations. Similarly, focal adhesions on the cell basal surface
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were shown to experience stress in proximity of the bead; focal adhesion movement at
other locations could hence not be explained by pure mechanical effects, and is likely to
result from transduction. Such finite-element models provide information on location
and extend of deformation and stress within the cell. However location is only
determined within an area resolution of 0.1-1tpm 2, i.e. the finite element mesh size,
limiting the validity of continuum models for the cell cytoskeleton. Identification of
molecular mechanical sensors at these locations required an analysis of force-induced
deformations in proteins, which was the object of Chapter 4. We found the time
necessary for conformational change in proteins as a function of their inner mechanical
characteristics and forces applied directly to them, hence as a function of forces sensed
locally such as those evaluated in Chapters 2 and 3. The rate of molecular conformational
dynamics could determine which proteins are primary sensors of mechanical stimulation.
One could envision listing proteins at stressed locations of the cell, and combining their
mechanical characteristics with our law of force-induced conformational change to
determine which proteins are likely to transduce signal first. Feasibility of such a study
still relies on obtaining mechanical characteristics of these proteins, as well as their
organization at stressed locations such as focal adhesion, an area which has known recent
rapid progress.
Mechanical force applied to proteins can change their conformation, but also
rupture the bonds they form with each other. Influence of bond rupture and formation on
force transmission to the cell interior was the purpose of Chapter 5. We showed that this
mechanism can greatly influence the measurement of cell's mechanical properties. In
particular, viscoelasticity could be recorded in the bead movement even though the cell
does not exhibit any time-dependence properties.
Measured mechanical properties of the cell usually rely on models which do not
take into account bond formation and rupture throughout in the cell and its membrane.
However, bond rupture and formation is also likely to happen within the cell at locations
deformed and stressed by external force. Not only would this modify cell's response to
mechanical stimulation, but could also be a mechanism for force sensing, by releasing
bound molecules, which can then bind to others. Another way to measure shear and loss
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moduli associated with adhesion bond rupture and formation mechanisms would be to
impose a Brownian movement to the bead.
Coupling of models for cell deformations such as the one described in Chapter 2
and models for adhesion bonds between the cell and the mechanical probe (a bead in this
thesis) described in Chapter 5 could help better capture of the interplay between
membrane receptor binding and cell viscoelastic properties in the transmission of force to
the cell. Large differences increment time scales between the two models do not allow
for direct coupling. However, mechanical contribution of the cell could be included in an
adhesive dynamics model by tying an array of spring or spring/dashpots elements
underneath the adhering surface to represent cytoskeletal fibers. The adhesive cell surface
then needs to be discretized, and the spacing between adhesion points would correspond
to spacing between integrin clusters. The time scale for integrin/fibronectin binding is a
1-5s (see Chapter 5), and the mechanical characteristic time for cytoskeleton reaction is
is (see Chapter 2). Therefore we expect that integration of these two models would
significantly alter bead movement.
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Appendix A : General principle of passage time calculation
To determine to, mean first-passage time over a distance xo, consider an ensemble
of identical particles in a one-dimensional box bounded by a reflecting wall at x = 0 and
an absorbing wall at x = xo. As soon as a particle hits the absorbing wall it is placed back
at x = 0 so that the total number of particles is conserved. The first-passage time is given
at steady state by:
to = 1/j(xo) = 1/jo (12)
where j(x) the normalized flux of particles at position x in the +x direction, constant and
equal to jo throughout the box due to conservation of particles. If each particle is
subjected to both diffusion and a 'drift' due to an external force F(x), the flux is:
a p F(x)j(x) = -D (x)+ p(x) (13)
ax y
where p(x, t) is the probability of a particle to be at position x, D the diffusivity of the
particle, y the drag coefficient, and F(x) the external force applied on the particle in the x
direction.
Finally taking the derivative of Eq. 13, one obtains the Fokker-Plank equation at steady-
state:
82 p _ FF(x)
- D 2 (X) + p(x)}= 0 (14)
ax2  ax y
Finding the passage time to, requires solving Eq. 14 for p(x,t) with two boundary
conditions, one of them being:
p(x = Xo) = 0 (absorbing wall) (15)
In the simplest method we present (method (i), based on (Howard, 2001 #12)), an
integral condition: p(x)dx = is specified. Consequently F(x), the external force acting
0
on the particle (or protein domain), is a combination of a harmonic spring force (exerted
by the rest of the molecule on the pulled domain), and a constant external force F,
corresponding to a total energy E(x) described in Eq. 1. Considering diffusion between
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two arbitrary points x = 0 to x = x0 and using these boundaries to integrate Eq. 14, we
obtain the following passage time (method (i)):
1 1 Xo E(x)
j0 2D  kT {X7exp( EY) dy dxx kT
Details on evaluation of passage times using methods (ii)-(iv) are provided in Table 5.1.
167/218
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Appendix B : Detailed derivation of first-passage times
B.1 Determination of to, inverse of flux of particles
Let to be the time for a particle (or a protein extremity) to diffuse from a position
x=0 to a position xo. The beginning of the following derivation for to is similar to
Howard (2001), pp. 58-63, 295-297.
To determine to, consider a 1D box with at x = 0 a reflecting wall and at x = xo an
absorbing wall. These boundary conditions are those used in method (i) of Chapter 4 and
all throughout this Appendix.
to is also called 'mean capture time', i.e., average time taken by a particle released at x=0
to be absorbed by the wall at x= xo0.
Suppose - The box contains many particles,
- As soon as a particle hits the absorbing wall it is placed back at x=0
(so that the total number of particles is conserved).
Under these hypotheses, the first-passage time is given by:
1
t0 = j(xo)
Eq. 1
The conservation of particles yields:
ap(x,t) aj(x,t)
at ax
Eq. 2
where p(x,t): probability of a particle to be at position x at time t.
j(x, t) : normalized flux of particles at position x and time t in the +x direction.
At steady state, Eq. 2 shows that the flux of particles is constant throughout the box.
Hence to becomes:
1 1
to
j(x) jo
Eq. 3
To obtain to, we first need to find the constant probability flux j(x) = jo.
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We assume that each particle is subjected to both diffusion and a 'drift' due to an
external1 force F(x). The probability flux is then (equation 4.9 of Howard):
p F(x)j(x) = -D (x) + p(x)
ax
Eq. 4
where D: diffitsivity
y: drag coefficient
F(x): external force applied on the particle in the x direction.
At steady-state, Eq. 2 gives: x t) = O. Combining with
ax
Fokker-Plank equation at steady-state:
a2p
-D 2(x)
ax
, one finds the
+ -Fx { ) p(x)} = 0
ax V
Eq. 5
In order to find j, = j(x) and then to, we need to find p(x,t) solution of
(with the boundary conditions:
p(x = xo ) = 0 (absorbing wall)
p(x)dx = 1 (normalized probability)
The solution of
F(x).
( depends on the profile of the external force
Resolution of Fokker-Plank equation (
A first integration gives:
ap F(x)
- D (x) + F(x) (x) = jo
ax 7
Eq. 6
dU(x)Using F = , this can be rewritten:
dx
= _ exp(U(x)
D (D7)
Nota Bene: Eq. 7 integrated between xa (bound state) and infinity
to equation (2) in Evans and Ritchie (1997).
(free state) corresponds
I : F(x) is an external force on the particle. In the case of protein extension, the "particle" would be the
pulled end of the protein. Hence we can consider that the spring force due to the attachment of the other
protein at a fixed point as an external force exerted by the rest of the molecule on the pulled end.
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dx D{
Eq. 7
Integration from x to xo gives:
p(xo) exp Dy U(x) jo X0p(x)exp 
_D-•fexpI
SDy 
Dx 
,
Eq. 8
Using the boundary condition p(xo) = 0, we find:
- p(x) exp (x) E . exp
Eq. 9
U(y)
Dy
U(y)
Dy-
dy
dy
Multiplying both sides by - exp - DU ) integrating from 0 to
xD exp D Dexp U dy dx = Jp(x)dx = 1
Eq. 10
This allows to, find Jo and hence the first passage time:
1 1x ( U(x) x (to  exp- expjo D Dy )x
U(y)
Dy
xo leads to:
Ddy dx
Eq. 11
Finally, using Einstein's relation Dy = kT,
to = = exp- exp dy dx
Jo D kT
Eq. 12
The first-passage time depends on diffusivity, external energy profile and temperature.
Case 1: Constant force. F(x) = F, independent of x.
Plugging U(x) = -Fx into Eq. 11, one finds a passage time:
t o = -J2,_-kT j) { Fxo- Fxok
Introduce the dimensionless parameter:
Eq. 13
f = kT
The dimensionless first-passage time is then:
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T t°D 1
T -= 2 = {exp(-f)- 1+ f}xo
Eq. 14
Eq. 14
Case 2: Spring force. F(x) = - K x.
U(x) = y Kx2.
Denoting Uo == KX 0 2 , and assuming that the height of the energy barrier is large (i.e.,
Uo >> kT):
Y =7r kT Ue
to = - kT exp( 0)
K 4 Uo kT
Eq. 15
In this case, the first-passage time is also called Kramers time.
Detail of the resolution from Eq. 12 to Eq. 15.
Substituting U(x) = 1 Kx 2 in Eq. 12, and rearranging, one gets:
xo 2 )4xo Y2 )d x
to = exp exp dy - exp
=Doe 2kT 2kT) o
Eq. 16
Introduce the ,dimensionless parameter
K-y2
2kT dy dx
2
K x o
kT
The condition Uo >> kT is then equivalent to s >> 1 and the dimensionless first-passage
time becomes:
D = j exp(-
xo o
2su 2 fexp(x sv2 )dv - exp( ,sv2 )dv du
0 0
Simplification: exp(- 2su2) in the first integral is small unless su2 is close to 0 (i.e., u
<< 1 because s >> 1 ). In this case, one can neglect the last integral Jexp( sv2 )dv with
respect to fexp(Y2 sv2 )dv
This enables to separate the integrals over u and v:
tD= 1exp(-Y su2)du
xo o Eq. 17
Eq. 17
exp( sv2)dv
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Because the first integrand is small for all u above 1 (s >>1), we can expand the integral:
tD2 z exp( Ysu2)du jexp(isv2)dv
0 0 0
Eq. 18
Computing the integrals and plugging the dimensional variables, one gets a passage time
(valid for Uo = Y x 2 >> kT and equivalent to Eq. 15):
SI - ex o l
tD 2o to 2kT
Eq. 19
In dimensionless variables, the dimensionless first passage time is:
T= exp -
x0  s 2
Eq. 20
Case 3: Spring and constant force. F(x) = - K X + F.
The corresponding energy is U(x) = • Cx2 - Fx. Tilting the landscape in adding the
constant force F changes the position of the energy minimum from x = 0 (cases 1 and 2)
F F
to x = -. Consider diffusion over from x = - and x = x0.K K
Introducing these boundaries into Eq. 12 and using Einstein's relation, we obtain:
C1 1 Xo x2 -Fxxo2 
_y_
to f exp - fexp dy dx
Eq. 21
With the same dimensionless parameters as in case 1 and 2, i.e.:
2Fx o  KX f Ff= ;s= o ;and akT kT s Kxo
the dimensionless first-passage time is :
T = t fexp(- 2 su± + fu) exp( sv2 -f)dv du
X0
Eq. 22
Numerical solutions for the first-passage time T
toDIn order to numerically find the dimensionless passage time T = t  as a function of f2
x0
and s, we need to modify Eq. 22 to get s and f only in the boundaries.
Assuming s ~ 0:
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S S
S2 + fu = -
2 2
1 2 - =- -(u- a) -a2]
Eq. 23
Modify Eq. 22 in using successively the two changes of variables v = v - a and then
u =u-a:
T 2 = jexp(- su2 + Afu exp 2 2 dv du
0 a 'u-a
1-a 2)- 1-a
= Jexp- -a ) exp sv2 -a2 dv du
= 0 exp - u2
Eq. 24
The factors exp(+ s a2) cancel out leading to:
2
toD 1-a 1-a
T= -0 2= f exp - u2  exp 2 v dv du
Eq. 25
After a successive change of variables: - S ·- 's (because s > 0),
T t °D 2
T 2 S
xo s
(1-a) •-V2 ,
exp (- y 2
o
Eq. 26
Finally, we get a form of the passage time with f and s only in the boundaries;
D h(s,f) h(s,f )
T= =- exp- y2 2 dz dy
xo S y
with h(s, f) =1-I
Eq. 27
It is then possible to use Maple to compute T(s,f) for a range of values f and s.
173/218
)dz dy
B.2. Passage times with a second energy well in Case 3
Energy
A
EO
0-
1 i I I
0 alx x, xoxo(1+a 2) x:Reaction coordinate
Figure 10: Energy landscape of the protein when extended in the direction x.
Consider a protein having two conformational states: C1, preferentially populated when
no force is applied, and C2, an extended state (see Figure 10). The simplest energy
landscape corresponding to this situation is composed of two parabolic wells1 :
E(x) = .,x 2  for X < Xp
E(x) = K 2 (x-x 0) 2 + E for x Xp
Eq. 28
The constant Eo > 0 is needed to position the second well higher than the first well, and
ensures that the protein sits preferentially in conformation El at equilibrium when no
force is applied. Indeed the probability ratio of Cl over C2 is P1 = exp(E (Boltzmann
P2 (•kT)L
distribution).
1 Note: Here we chose the origin x=0 of reaction coordinates at the bottom of the 1st well. This choice does
not influence any of the results on the passage-time calculations. So the design of the 1 st well is completely
equivalent to the one described by Evans and Ritchie (BJ, 1997), who took the origin x=0 on the left side of
the well so the bottom of the well is located at x = xa, an arbitrary length.
In Evans and Ritchie's coordinates, our energy landscape is depicted by
E(x) = K, (x - Xa) 2  for x < X
E(x) = K 2(- a - Xo)2 + E for x Xp
Force application modifies this landscape leading to:
E(x) = K(X - Xa) 2 - Fx for x < x
E(x) = Kc 2(x - Xa - X0 )2 + E o - Fx for x 2 x
Switching back to our coordinate system, we obtain Eq. 29 with the added term - Fxa Therefore a
change of coordinates only translates the energy landscape in the vertical direction, there is no change in
shape. As a consequence, the passage times are not modified.
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E
0-
The energy minima (describing states C1 and C2 respectively) are located at x = 0 and
x = xo . They are separated by a transition state at the peak of the landscape defined as the
intersection of the two parabolae x = x, = x0oa where:
1 c
ap =-+- if K =1
2 s
1- + 2 -1)c/s
ap = if 1.
with c= E  and s =KX
kT kT
The intersection of the two parabolae should fall between their minima to obtain a two-
well system, i.e. 0 < x, = xoa p < xo, leading to the constraint -- < , i.e. .
When a force is applied, the landscape takes the shape:
E(x) = 3Kx2 -Fx for x < x
E(x)= K2(X- 0)2 EO - Fx for x 2 X
Eq. 29
The transition state (peak of the landscape) remains at the same reaction coordinate x,,
Fbut the minima slightly shift position, they are then at x =xoa = F and
K1
x = xo(1 + a2) = xoF+ K
Nota bene: The thermodynamic cost to pass from state El to E2 is Eo without force.
Force enables to reduce it to E 0 + a 2a - F + -Fx F
2
2K 2
We would like to know the time necessary for the protein to change conformation from a
state El to the state E2, with and without force applied.
Denote ti the first-passage time associated with the first well, i.e., the time necessary for
the protein extremity to diffuse from its equilibrium state C1 (minimum of the first well)
to the transition state Cp (peak of the landscape).
From Eq. 22, the
with E,(x) = +KIx 2 - Fx.
Eq. 30
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= Fx0 S = CX0 I- f FIntroducing the parameters f = and al = - , the dimensionless
kkT T s K r1 Xo
first-passage time is:
Xpl /Xo p X Xo
T = = exp(- x su 2 + fu { exp(Sv2 - fv)dv du
X0 a 1
Eq. 31
Numerical solutions for the first-passage time T1
tDIn order to numerically find the dimensionless passage time T = 2 as a function of f
xo
and sj, we need to modify Eq. 31 to get sl and f only in the boundaries.
Assuming s, # 0, we can modify Eq. 31 in the same way as we did Eq. 22 to obtain:
at-aD ap--aa, S, -2  -a, S, -2t2D J s1 -2 r  S -2T D exp - u exp v dv du
xo2 f 2 2
Eq. 32
Finally, we get a form of the passage time with f and sl only in the boundaries;
(ap-a,'
t1D 2 J
, x 2
0 1 0
)dz dy
Eq. 33
T D 2 h 2h, (2 dz dyi 2 -S2xp(- exp jdzdy
x0 S1 Y
with hl(sl,f ,,c)= a p(,c, sl)-1J
Eq. 34
It is then possible to use Maple to compute TI(sl, f, K, c) for a range of values s1, f, K, c.
Denote t2 the first-passage time associated with the second well, i.e., the time necessary
for the protein extremity to diffuse from the transition state at x = x, to the elongated
state (minimum of the second well at x = x (1 + a2 ).
Assume that we have a reflecting wall at the transition state and an absorbing wall at the
elongated state minimum (immediate binding to a signaling protein).
Taking a reflecting wall condition at x = xp implies that there is a steady flow of particles
at xp (random hopping events above the transition state).
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Apply the same reasoning leading from
between x, and x(1 + a2).
The dimensional
with E2(x) = 2(x- 0)2 + E -Fx.
Eq. 35
In dimensionless form with the parameters f = Fxo
kT
2
Ks 1 X0
kT
S_ 2 X0  E okT c=kTand
kT kT
x
U =
xo
E2 (x) S 1)2 + c-fu
kT 2
The dimensionless passage time T2 is then:
l+a2 2+a2
2 -= xp - s2 (u 1)2 -c + fu X (s2 -1)2 +c- fv)dv du
0 ap u
Eq. 36
Using the of variables: v = v -1 and u = u -1:
Eq. 37
Numerical solutions for the first-passage time T2 of the second well
In order to numerically find the dimensionless passage time T2
t2D2
xo
as a function of f
and s, we need to modify Eq. 37 in the same way as we did for Eq. 22 to get s2 and f
only in the boundaries.
Assuming s2 - 0, we can modify Eq. 37 in using successively the two changes of
variables v = v - a2 and then u = u - a2:
t2D a2 -2
T2 = 12 = $Xp-s2u +
X0 ap -1
fu f expZL v2 -
u-a2
a2 dv du
0
O0 s2 =2 _ 2)) 0 X --=2
= exp u a2  eXp vap-a 2 -1
Eq. 38
a =dd
-a2 dv du
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(to Eq. 12
The factors exp(+s a2 ) cancel out leading to:
2
0
T -exp 2 2exp v2 dv du
T2 = p 2 uap-l-a2
Eq. 39
After a successive change of variables: y = u ; Z= v
F2L
(because s2 > 0),
O 0
Tx2 2 exp(- y2 oexp(z2 dy
2 (ap-1-a 2 ) 2S2L
Eq. 40
Finally, we get a form of the passage time with the parameters only in the boundaries:
T2 D =2 exp( y2 exp z2 dz dy
X0 S 2 g2
with g2(S2, f, C, C, Sl p (K, C, S )- I
Eq. 41
It is then possible to use Maple to compute T2 (s2 , f, ,b) for a range of values.
sxBecause s2 = -,we can rewrite T2 as:
KD 2
T= 2 =exp(y2 Y expz2 dzd
XO S1 g 2
with g 2 (sl, f, K, C) = ap (S,, K, C)-1- 1
Finally, we expressed the dimensionless passage-times T1 and T2 as a function of four
dimensionless parameters sl, f, K, b.
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B.3 Kinetic Rate Constants
Kramers theory
With chemical reaction, Howard replaces U by G. With force, Howard adds a term -Fx in
the exponential.
As pointed out by Howard (2001), the passage time tj is not actually the time necessary to
overcome the 1st energy well. Once the protein extremity has diffused up to the transition
state at x=xp, it falls forward in the second well only with a probability e, while there is
still a probability 1- - that it falls back into the first well.
Howard calls c the efficiency factor.
The time needLed for the molecule to diffuse (with drift due to force) from the initial state
C, to the extended state C2 is then t + t2 .
Denote kf the forward kf kinetic rate constant to transform C1 to C2:
C ) C,, C, 2 C2
c, - - C2
We can derive kf from the first-passage times'1:
'Note. Implied in Eq. 42 is that the protein does not sample the configurations corresponding to x < 0 in
Fxo KcXxFigure 11. That is, Eq. 42 holds when force applied F is large enough (f = Fx>> = s) to
kT kT
prevent sampling of the negative side of the first energy well, i.e., configurations shorter that the initial
state are prohibited.
In the other limiting case, when the force F applied is small, the molecule samples both sides of the first
well equally (see Howard p. 85 equation (5.9) and appendix 5.2). Eq. 42 should then be replaced by:
1
kf = - . The factor 2 reflects the fact that the particle spends half of its time in the negative side
2te - 1 +/12
of the well, so that it takes twice as much time to reach the activated state C,.
1
In general, k =: , with a between 1 and 2.
atE- +t2
2
1
F
0 1 i1xo
We will assume in the remaining of the text that the force is large enough for Eq. 42 to hold (a =1).
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k = 1 x f 1Stie -1 + t2  D T-'+ T2
Eq. 42
Howard (p.308, appendix 5.2) derives the probability E from the equilibrium state
= P2 (p, and p2 are the probabilities of states CI and C2). In the case of F=0, it
k, p,
depends on the slopes of both wells at the transition state x = x, (see Figure 10).
For F=0,
(K2 N x 2KX (K 2X2
(C1  x, + C Y2 X2
Eq. 43
Let us consider now the reverse reaction leading from Ci to C2, and the corresponding
passage times t3 and t4:
C2 3 C p CC
C2 ckr
The passage times leading from the extended state to the relaxed state are depicted in
Figure 11.
Just as we obtained Eq. 42, we deduce the reverse kinetic constants from the first-passage
times:
k, 1 _xf 1
t - 1 + t4 D T3 + T4
Eq. 44
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Energy
Eo-
0-
ti t2
v
4
alxo XP xo(1 +a2)
With force
x: Reaction coordinate
Figure 11: Energy landscape of the transition from an initial, relaxed state Ci to a final,
extended state C2. The times tl, t2, t3 , t4 are the first passage times to travel the distance
depicted by the arrow they are associated with.
Denote t3 the first-passage time associated with the second well towards negative x, i.e.
the time necessary for the protein extremity to diffuse from its equilibrium extended state
(minimum of the second well) to the transition state (peak of the landscape).
From Eq. 22, the
with E2(x) = 2(- X0)2 + E - Fx.
Eq. 45
Introducing the parameters f = Fx, K2 and a, f F , and changing
kT kT s1 KCX 0
variables like in Eq. 36 and Eq. 37, we obtain the dimensionless first-passage time:
t3D ap12 (7 (
T3 1, 2 (exp- -1)2 -c+ fu exp s2 (v 2 +1 c - fv) dv du
0 1+a2
Eq. 46
Numerical solutions for the first-passage time T3
Changing variables like in Eq. 38 and Eq. 39:
181/218
i i i
AL
ap-1 ap-}-a2U2 UPe -s22 + fu) p( L - a2 dv du
a 2 u-a2
-
a2 
2 ){aP- -a2 exp( v (v2
u 2exp(-S (
U2 -a22 ))dv du
ap -1-a 2
= exp
0
After a successive change of variables:
S2 -2 ap-l-a2 2 v dv du
Eq. 47
y= 2 ; z=
r2L
(because S2 > 0),
2
S2
Eq. 48
Finally, we get a form of the passage time with the parameters only in the boundaries:
T3 2 -= exp 
- y2 exp 2dz dy
0 2 0 y
with g 2 (s2, f ,K, C, S)=ap(K,C, S1 )
Eq. 49
Because s2 = S-, we
K
can rewrite T3 as:
0 S1 o Y
with g2 (s, f,K,b) = (ap (K,b) -1-fJ1
Denote t4 the first-passage time associated with the first well towards negative x, i.e. the
time necessary for the protein extremity to diffuse from the transition state (peak of the
landscape) to its equilibrium relaxed state (minimum of the first well).
From Eq. 22, the passage time t4 is:
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T3 - t3
2xo
ap 
-1-a
2
-i
-1- 2
2S )F2
t4 D expI E,(x) aj exp E(y))dy dx
4 pkT f kT
with E,(x) = -Lqx 2 Fx
Eq. 50
Using a similar derivation as for T1, we get T4:
T4 2 exp(- y2 exp(z2)dz dy
(as  -a, )2
Eq. 51
t4D 2 0exp(- y2 texp •z2 )z dy
X0 Sl hi
with hi(s, f ,K,c) = aP(Kc,s,)-S1
Eq. 52
It is then possible to use Maple to compute T4 (S1, f, K, C) for a range of values sl, f, K, c.
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B.4 Ratio of state probabilities
A potentially measurable quantity is the ratio of probabilities K, which is also the
equilibrium constant of the protein extension:
K = P2
with p2 : probability of final, extended state
p, : probability of initial, relaxed state.
K can be expressed as a function of the forward and reverse rate constants, or with the
passage times defined in Figure 11:
K=P2 _ kf t(1 )- +t4
p, k, tlE-1 + t2
Eq. 53
The dimensional passage times ti, i = (1;2;3;4} can be replaced by the computationally-
available dimensionless passage times T = tD , i = 1;2;3;4}.
= 2
xo
K =2 _kf _ T3( - )-l T4p, k, -1 +T
Eq. 54
If we takec = 0.5, the ratio K of probabilities becomes directly available as a function of
s1 f, ,K,C :
K = P2 = 2t3 + t4  2T3 + T4
PA 2t, + t2  2T + T2
Eq. 55
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B.5 Kinetics of protein extension
Start applying, a constant force F at time t = 0.
The kinetic equation describing the conversion of initial state to extended state is:
dpldp= -kfp, + kp,
dt
Eq. 56
Solve Error! Reference source not found. using conservation of species p 2 = 1 - p, and
the initial condition p, (t = 0') = 1,
1 [ l-exp[-(k+ k, )t]]
1+K
Eq. 57
Here we used K =- k  - P2, equilibrium constant of the extension.
k, p,
Boltzmann's law gives K = expf- , with AE(F) =E 2(x min 2 - E, (x = xmi)
difference in energy between the two states.
Using the equations Eq. 29 of the parabolic wells1 :
AE (F) = -f -f2 +c
kT 2s1
Eq. 58
We verify that: A  (F = 0) - E  - c.
kT kT
This gives the equilibrium constant 2:
K = exp f + f--l2 -
2s,
Eq. 59
Note: Such a dependence on force for the change in energy was previously reported by Howard in Chapter
5, at equation (5.4). K usually increases with f, hence with force applied F. However, in some cases
where K < 1 (initial state softer than extended state), K could decreases with force F for high forces
dK o
applied. This would correspond to - < 0 i.e. f > - , or in dimensional form: F - > xdf I-K/1- F(I A )
However, we find that these cases correspond to a minimum of the first well being shifted by force to the
right side of the energy peak xp. Therefore, the theory of passage times cannot apply: there is no diffusion
from the initial state to an energy peak, instead rate of change from initial to extended state follows the rate
at which force is applied. Such cases of very large forces with a softer initial state (not yet observed in
nature) are hence excluded from the present study , so that force increases the probability of the extended
state at equilibrium.
2 Note: Howard, in appendix 5.1, derives another equilibrium constant when no force is applied using the
free energy: K - exp( ln - c).
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The time course of the probability of both conformations is:
Eq. 60
The characteristic time to obtain the extended state is:
kf + k, tl,-e + t2
1 1 
-
1
3 1 + 4
Combining Eq. 54 and Eq. 59, one obtains an equation with e as the only unknown:
K = exp f + f -2s(-2s,
T (1-Y-) + T4
-1 2
The expression of the hopping probability is then:
_ K(T2 -T-2 2 2TT2 T2)- K(T2 3 2T4 3 4 32 2T3T4 T4
U - 2(KT2 -T4)
To have e between 0 and 1, only the solution with a + sign is suitable.
K(T,- -T,)- T3 T4+ K - 2K(T2T3 4 T2T4 TT+ TT4) 3 T ) 2
2(KT2 -T4)
In Chapter 4, calculated passage times are passage times from the bottom of the 1st well
directly to the bottom of the second well. That is, this time is taken as the extension time,
instead of t1 + - t2 as presented in the above Appendix B.
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1 [1-exp[-(k, +k,)t]
1+K
2 1 [K+exp[-(kf +k,)t]
1+K
Appendix C: Programs written for finite-element
magnetocytometry modeling (Chapter 2 and 3)
The following Matlab code was used to plot the complex shear modulus of a Maxwell
model (dashpot and spring in series) for comparison with the finite-element model (see
Chapter 2).
% --------------------------------------
% Complex shear modulus of Maxwell element
clear;
omega = logspace(-1,2,100);
/ •Characte i. sti ti.me of the
omega0=1;
Maxwell .. model
% Shear modulus of the Maxwell model
G=100;
% Calculation of the complex shear modulus
Greal=G*(omega.^2) ./((omega.^2)+(omega0. 2));
Gimag=G*omega*omegaO./((omega.^2)+(omega0. 2));
Gcomplex= [Greal Gimag];
figure;
loglog (omega,Greal, 'b', omega,
axis ([0.1,100,1,100]);
xlabel(' Frequency (Hz) ');
ylabel('Shear modulus (Pa) ');
%title('Maxwell model: frequency
legend ('Gprime',' Gprimeprime');
Gimag, 'r');
dependence' );
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ADINA code for magnetocytometry
The following code was used to model the experiment of magnetocytometry. Below is a
one of the latest version of it, which dates from February 2003. The code is written to be
the input file (.in file) for ADINA v.7.
HEADING STRING='Magnetic bead acting on an endothelial cell'
MASTER ANALYSIS=STATIC MODEX=RESTART TSTART=1.67500000000000
IDOF=0,
OVALIZAT=NONE FLUIDPOT=AUTOMATIC CYCLICPA=1 IPOSIT=STOP,
REACTION=YES INITIALS=NO FSINTERA=NO IRINT=DEFAULT
CMASS=NO,
SHELLNDO=AUTOMATIC AUTOMATI=ATS SOLVER=SPARSE,
CONTACT-=CONSTRAINT-FUNCTION TRELEASE=0.00000000000000,
RESTART-=NO FRACTURE=NO LOAD-CAS=NO LOAD-PEN=NO
MAXSOLME=0,
MTOTM=2 RECL=3000 SINGULAR=YES STIFFNES=1000.00000000000,
MAP-OUTP=NONE MAP-FORM=NO NODAL-DE="
KINEMATICS DISPLACE=LARGE STRAINS=LARGE UL-FORMU=ULH
PRESSURE=NO,
INCOMPAT=NO
SYSTEM NAME=1 TYPE=CYLINDRICAL MODE=1 XORIGIN=0.00000000000000,
YORIGIN:=0.00000000000000 ZORIGIN=0.00000000000000,
AX=1.000100000000000 AY=0.00000000000000 AZ=0.00000000000000,
BX=0.00000000000000 BY=1.00000000000000 BZ=0.00000000000000,
MOVE=NO
SET SYSTEM NAME=0
COORDINATES POINT SYSTEM=0
@CLEAR
1 0.000000001000000 0.00000000000000 0.00000000000000 0
2 2.250000001000000 225.000000000000 0.00000000000000 1
3 0.00000000000000 0.00000000000000 -2.25000000000000 0
4 0.00000000000000 0.00000000000000 -11.4000000000000 0
5 0.000000001000000 -1.60000000000000 -11.4000000000000 0
6 3.00000000000000 225.000000000000 0.00000000000000 1
7 0.00000000000000 -20.0000000000000 -11.4000000000000 0
8 0.00000000000000 -20.0000000000000 -1.40000000000000 0
9 0.00000000000000 -2.30000000000000 -11.4000000000000 0
10 0.00000000000000 -2.25000000000000 0.00000000000000 0
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11 0.0000000,0000000 -5.00000000000000 -11.4000000000000 0
12 0.00000000000000 -5.00000000000000 -1.40000000000000 0
LINE ARC NAME=1 MODE=1 Pl=3 P2=2 CENTER=1 PCOINCID=YES,
PTOLERAN=1.00000000000000E-05
LINE ARC NAME=2 MODE=3 P1=2 P2=11 P3=3 CENTER=6,
ANGLE=-45.0000000000000 PCOINCID=YES,
PTOLERA•N=1.00000000000000E-05
LINE ARC NAME=3 MODE=1 P1=2 P2=10 CENTER=1 PCOINCID=YES,
PTOLERAN=1 .00000000000000E-05
SURFACE VERTEX NAME=1 Pl=2 P2=3 P3=1 P4=2
SURFACE VERTEX NAME=2 P1=2 P2=3 P3=4 P4=5
SURFACE VERTEX NAME=3 P1=2 P2=5 P3=9 P4=13
SURFACE VERTEX NAME=4 Pl=13 P2=12 P3=11 P4=9
SURFACE VERTEX NAME=5 P1=12 P2=8 P3=7 P4=11
SURFACE VERTEX NAME=6 Pl=1 P2=2 P3=10 P4=1
FTABLE NAME=1 FO=0.00000000000000 OPTION=DIRECT WEIGHTIN=NO,
W 1 =0.00000000000000 W2=0.00000000000000
@CLEAR
100.000000000000 1.00000000000000
FTABLE NAME=2 FO=0.00000000000000 OPTION=DIRECT WEIGHTIN=NO,
W1=0.00000000000000 W2=0.00000000000000
@CLEAR
5000.00000000000 1.00000000000000
MATERIAL VISCOELASTIC NAME=1 NSUBD=10 TREF=0.00000000000000,
C1=0.0000000000000 C2=0.00000000000000 ALPHA=0.00000000000000,
G-FUNCTI = 1 K-FUNCTI=2 DENSITY=0.00000000000000
@CLEAR
-100.000000000000 0.00000000000000
100.000000000000 0.00000000000000
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FTABLE NA]ME=3 FO=0.00000000000000 OPTION=DIRECT WEIGHTIN=NO,
W1=0.00000000000000 W2=0.00000000000000
@CLEAR
6.00000000000000E02 5.00000000000000E-03
FTABLE NAME=4 FO=0.00000000000000 OPTION=DIRECT WEIGHTIN=NO,
W1=0.00000000000000 W2=0.00000000000000
@CLEAR
300.0000000000000E02 5.00000000000000E-03
MATERIAL 'VISCOELASTIC NAME=2 NSUBD=10 TREF=0.00000000000000,
C 1=0.00000000000000 C2=0.00000000000000 ALPHA=0.00000000000000,
G-FUNCTI=3 K-FUNCTI=4 DENSITY=0.00000000000000
@CLEAR
-100.000000000000 0.00000000000000
100.000000000000 0.00000000000000
MATERIAL ELASTIC NAME=3 E=100000.0000000000 NU=0.490000000000000,
DENSITY=0.00000000000000 ALPHA=0.00000000000000
EGROUP THREEDSOLID NAME=1 DISPLACE=LARGE STRAINS=LARGE
MATERIAL=:1,
RSINT=DIEFAULT TINT=DEFAULT RESULTS=STRESSES DEGEN=NO,
FORMULAT=MIXED STRESSRE=GLOBAL INITIALS=NONE FRACTUR=NO,
CMASS=DEFAULT STRAIN-F=0 UL-FORMU=DEFAULT LVUS1=0 LVUS2=0
SED=NO,
RUPTURE=ADINA INCOMPAT=DEFAULT TIME-OFF=0.00000000000000,
POROUS=:NO WTMC = 1.00000000000000
EGROUP THREEDSOLID NAME=3 DISPLACE=LARGE STRAINS=LARGE
MATERIAL=:3,
RSINT=DEFAULT TINT=DEFAULT RESULTS=STRESSES DEGEN=NO,
FORMULAT=MIXED STRESSRE=GLOBAL INITIALS=NONE FRACTUR=NO,
CMASS=DEFAULT STRAIN-F=0 UL-FORMU=DEFAULT LVUS1=0 LVUS2=0
SED=NO,
RUPTURE=ADINA INCOMPAT=DEFAULT TIME-OFF=0.00000000000000,
POROUS=:NO WTMC=1.00000000000000
VOLUME REVOLVED NAME=1 MODE=AXIS SURFACE=2
ANGLE=1 80.000000000000,
SYSTEM=0O AXIS=ZL PCOINCID=NO PTOLERAN=1.00000000000000E-05
@CLEAR@
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SUBDIVIDE VOLUME NAME=1 MODE=DIVISIONS NDIV1=24 NDIV2=26
NDIV3=20,
RATIO 1=1.00000000000000 RATIO2=0.500000000000000,
RATIO3=1 .0 0 0 0 0 0 0 0 0 0 0 0 0 0 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS 1=NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
@
EGROUP SHELL NAME=2 DISPLACE=LARGE MATERIAL=2 RINT=DEFAULT,
SINT=DEFAULT TINT=2 RESULTS=STRESSES STRESSRE=GLOBAL
PRINTVEC=O,
NLAYERS=1 INITIALS=NONE FAILURE=O SECTION=O CMASS=DEFAULT,
STRAINS=LARGE RUPTURE=ADINA TIME-OFF=0.00000000000000
GSURFACE NODES=4 PATTERN=AUTOMATIC NCOINCID=BOUNDARIES
NCEDGE=1234,
NCVERTEX=1234 NCTOLERA=1 .00000000000000E-05 SUBSTRUC=0
GROUP=2,
PREFSHAP=AUTOMATIC MESHING=MAPPED SMOOTHIN=NO
DEGENERA=YES,
COLLAPSE=YES MIDNODES=CURVED
@CLEAR
7
GVOLUME NODES=8 PATTERN=O NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE=,
'123456789ABC' NCVERTEX=12345678 NCTOLERA=1 .00000000000000E-05,
SUBSTRUC=0 GROUP=1 MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
1
@
VOLUME REVOLVED NAME=2 MODE=AXIS SURFACE=1
ANGLE=1 80.000000000000,
SYSTEM=0O AXIS=ZL PCOINCID=NO PTOLERAN=1.00000000000000E-05
@CLEAR
@
SUBDIVIDE VOLUME NAME=2 MODE=DIVISIONS NDIV1=20 NDIV2=24
NDIV3=27,
RATIO 1=1.00000000000000 RATIO2=1.00000000000000,
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RATIO3=1.00000000000000 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS1=NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
GVOLUME NODES=8 PATTERN=O NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE= ,
'123456789ABC' NCVERTEX=12345678 NCTOLERA=1.00000000000000E-05,
SUBSTRUC=0 GROUP=3 MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
2
@
VOLUME REVOLVED NAME=3 MODE=AXIS SURFACE=6
ANGLE=90.000000000000,
SYSTEM=0 AXIS=ZL PCOINCID=YES PTOLERAN=1.00000000000000E-05
@CLEAR
SUBDIVIDE VOLUME NAME=3 MODE=DIVISIONS NDIV1=20 NDIV2=12
NDIV3=27,
RATIO1= 1.50000000000000 RATIO2=1.00000000000000,
RATIO3=1.00000000000000 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS1=NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
@
GVOLUME NODES=8 PATTERN=0 NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE=,
'123456789ABC' NCVERTEX=12345678 NCTOLERA=1 .00000000000000E-05,
SUBSTRUC=0 GROUP=3 MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
3
@
VOLUME REVOLVED NAME=4 MODE=AXIS SURFACE=3
ANGLE=1 80.000000000000,
SYSTEM=0 AXIS=ZL PCOINCID=NO PTOLERAN=1.00000000000000E-05
@CLEAR@
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SUBDIVIDE VOLUME NAME=4 MODE=DIVISIONS NDIV1=26 NDIV2=5
NDIV3=24,
RATIO 1 =0.500000000000000 RATIO2=0.980000000000000,
RATIO3=1 .00000000000000 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS =NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
GSURFACE NODES=4 PATTERN=AUTOMATIC NCOINCID=BOUNDARIES
NCEDGE=1234,
NCVERTEX= 1234 NCTOLERA=1.00000000000000E-05 SUBSTRUC=0
GROUP=2,
PREFSHAP=AUTOMATIC MESHING=MAPPED SMOOTHIN=NO
DEGENERA==YES,
COLLAPSE=YES MIDNODES=CURVED
@CLEAR
21
GVOLUME NODES=8 PATTERN=0 NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE=,
'123456789ABC' NCVERTEX=12345678 NCTOLERA=1.00000000000000E-05,
SUBSTRUC=0 GROUP=l MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
4
VOLUME REVOLVED NAME=5 MODE=AXIS SURFACE=4
ANGLE=1 80.000000000000,
SYSTEM=0 AXIS=ZL PCOINCID=NO PTOLERAN=1.00000000000000E-05
@CLEAR
SUBDIVIDE VOLUME NAME=5 MODE=DIVISIONS NDIV1=13 NDIV2=26
NDIV3=24,
RATIO 1=3.58000000000000 RATIO2=0.500000000000000,
RATIO3=1 .00000000000000 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS 1=NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
*
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GSURFACE NODES=4 PATTERN=AUTOMATIC NCOINCID=BOUNDARIES
NCEDGE=1234,
NCVERTEX= 1234 NCTOLERA=1.00000000000000E-05 SUBSTRUC=0
GROUP=2,
PREFSHAP=AUTOMATIC MESHING=MAPPED SMOOTHIN=NO
DEGENERA==YES,
COLLAPSE=YES MIDNODES=CURVED
@CLEAR
23
GVOLUME NODES=8 PATTERN=O NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE=,
'123456789A3C' NCVERTEX=12345678 NCTOLERA=1.00000000000000E-05,
SUBSTRUC=0 GROUP=1 MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
5
CGROUP CONTACT3 NAME=1 FORCES=YES TRACTION=YES
NODETONO=NO,
FRICTION=0.00000000000000 EPSN=0.00000000000000,
EPST=0.00000000000000 DIRECTIO=NORMAL CONTINUO=YES,
INITIAL-==ALLOWED PENETRAT=ONE DEPTH=0.00000000000000,
OFFSET=0.00000000000000 OFFSET-T=CONSTANT CORNER-C=NO,
TBIRTH=0.00000000000000 TDEATH=0.00000000000000 TIED=NO,
TIED-OFF=0.00000000000000 HHATTMC=0.00000000000000,
FCTMC=0.500000000000000 FTTMC=0.500000000000000 RIGID-TA=NO,
NORMAL-S=1.00000000000000E+11 TANGENTI=0.00000000000000,
PTOLERAN=1.00000000000000E-08 RESIDUAL=0.00100000000000000,
LIMIT-FO=0. 100000000000000 ITERATIO=2
CONTACTSURFA NAME=l PRINT=DEFAULT SAVE=DEFAULT SOLID=NO
BODY=0,
ORIENTAT=AUTOMATIC MARQUEEB=O
@CLEAR
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CONTACTSURFA NAME=2 PRINT=DEFAULT SAVE=DEFAULT SOLID=NO
BODY=0,
ORIENTAT=AUTOMATIC MARQUEEB=0
@CLEAR
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15 1
CONTACTPAIR NAME=1 TARGET=1 CONTACTO=2
FRICTION=0.00000000000000,
TBIRTH=0.00000000000000 TDEATH=0.00000000000000,
HHATTMC=0.00000000000000 FCTMC=0.500000000000000,
FTTMC=0.500000000000000 NX=1 NY=1 NZ=1
CSURFACE NAME=1 NODES=4 PATTERN=1 NCOINCID=SURFACE,
NCTOLERA=1.00000000000000E-05 SUBSTRUC=0 GROUP=1
VOLUME REVOLVED NAME=6 MODE=AXIS SURFACE=5
ANGLE=180.000000000000,
SYSTEM=:0 AXIS=ZL PCOINCID=NO PTOLERAN=1.00000000000000E-05
@CLEAR
SUBDIVIDE VOLUME NAME=6 MODE=DIVISIONS NDIV1=33 NDIV2=26
NDIV3=24,
RATIO 1=2.00000000000000 RATIO2=0.500000000000000,
RATIO3=I1.00000000000000 PROGRESS=GEOMETRIC EXTEND=NONE
CBIAS 1=NO,
CBIAS2=NO CBIAS3=NO
@CLEAR
GSURFACE NODES=4 PATTERN=AUTOMATIC NCOINCID=BOUNDARIES
NCEDGE=1234,
NCVERTEX=1234 NCTOLERA=1 .0 0 0 0 0 0 0 0 0 0 0 0 0 0 E-05 SUBSTRUC=0
GROUP=2,
PREFSHAP=AUTOMATIC MESHING=MAPPED SMOOTHIN=NO
DEGENERA==YES,
COLLAPSE=YES MIDNODES=CURVED
@CLEAR
28
GVOLUME NODES=8 PATTERN=0 NCOINCID=BOUNDARIES NCFACE=123456
NCEDGE=,
'123456789ABC' NCVERTEX=12345678 NCTOLERA=1.00000000000000E-05,
SUBSTRUC=0 GROUP=1 MESHING=MAPPED PREFSHAP=AUTOMATIC,
DEGENERA=YES COLLAPSE=NO MIDNODES=CURVED
METHOD=DELAUNAY
@CLEAR
6
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FIXITY NAME=XT
@CLEAR
'X-TRANSLATION'
FIXBOUNDARY
@CLEAR
8 'ALL'
19 'ALL'
25 'ALL'
30 'ALL'
32 'XT'
27 'XT'
22 'XT'
10 'XT'
2 'XT'
3 'XT'
4 'XT'
5 'XT'
1 'XT'
13 'XT'
6 'XT'
ELTHICKNESS
SURFACES FIXITY=ALL
clear
1 0.100 0.100 0.100 0.100
to
30000 0.100 0.100 0.100 0.100
TIMESTEP NAME=DEFAULT
@CLEAR
20 0.0400000000000000
5 0.0200000000000000
25 0.0100000000000000
170 0.00500000000000000
PPROCESS NPROC=12 MINEL=500 MAXEL=999999
ITERATION METHOD=FULL-NEWTON LINE-SEA=YES MAX-ITER=10
PRINTOUT=ALL
AUTOMATIC TIME-STEPPING MAXSUBD=10 ACCURACY=NO,
DISTOL=0.00100000000000000 DTMAX=3.00000000000000,
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RESTORE=AUTOMATIC RESPS=NO RESFAC=0.000100000000000000,
DIVFAC=:2.00000000000000
TIMEFUNCTION NAME=1 IFLIB=1 FPAR1=0.00000000000000,
FPAR2=0.00000000000000 FPAR3=0.00000000000000,
FPAR4=0. 00000000000000 FPAR5=0.00000000000000,
FPAR6=0.00000000000000
@CLEAR
0.00000000000000 0.00000000000000
2.0000000000000 -1.00000000000000
APPLY CONCENTRATED SUBSTRUC=0 REUSE=1
@CLEAR
33555 2 9.615384615384600000
33295 2 9.615;384615384600000
33035 2 9.615384615384600000
32775 2 9.615384615384600000
32515 2 9.615384615384600000
32255 2 9.615384615384600000
31995 2 9.615384615384600000
31735 2 9.615384615384600000
31475 2 9.615384615384600000
31215 2 9.615384615384600000
30955 2 9.615384615384600000
30695 2 9.615;384615384600000
30435 2 9.615384615384600000
30175 2 9.615384615384600000
29915 2 9.615384615384600000
29655 2 9.615384615384600000
29395 2 9.615384615384600000
29135 2 9.615384615384600000
28875 2 9.615384615384600000
28615 2 9.615384615384600000
28355 2 9.615384615384600000
28095 2 9.615384615384600000
27835 2 9.615384615384600000
27575 2 9.615384615384600000
27315 2 9.615384615384600000
27055 2 9.615384615384600000@
0.000000000000000
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
0.00000000000000 0
ZONE NAME=CSK NODEATTA=YES
@CLEAR
'element group 1'@
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ZONE NAME=SHELL NODEATTA=YES
@CLEAR
'element group 2'
ZONE NAME=BEAD NODEATTA=YES
@CLEAR
'element group 3'
NODESAVE-STE
@CLEAR
11165 5
ELEMSAVE-STE
@CLEAR
11165 5
TOLERANCES ITERATION CONVERGE=ENERGY ETOL=0.000100000000000000,
RCTOL=0.0500000000000000 STOL=0.500000000000000,
RCONSM=0.0100000000000000
ITERATION METHOD=FULL-NEWTON LINE-SEA=YES MAX-ITER=20
PRINTOUT=ALL
CONTACT-CONT NSUPPRES=6 POSTIMPA=YES
*ADINA OPTIMIZE=SOLVER FILE='Refined reference.dat'
*FIXBOUND,=YES MIDNODE=NO OVERWRIT=YES
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Appendix D: Programs to calculate passage times and energy
landscape shapes (Chapter 4)
The following, programs were written for Maple v.9.0., and were used to compute
passage times in Chapter 4. Each program correspond to calculation using a different
method as described in Chapter 4.
Method (i)
The dimensionless parameters are f = F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT ; k = kl / k2;
c = E2 / kBT
From Howard's derivation (equation gives the inverse of a flux).
> #af := (s,k,c) -> 1+sqrt(k*(1-c/s));
#evalf(af(l0,1,4));
#energy := (u,s,f,k,c) -> piecewise(u<l, s*u^2 - P'u, u>l, s/k*(u-af(s,k,c))^2+c-f*u);
#al :=(s,f) -> f/(2*s);
#a2 := (s,f,k,c) -> af(s,k,c) + f*k/(2*s);
intlFlux := (u,s,f,k,c) -> Int(exp(energy(v,s,f,k,c)), v=u..a2(s,f,k,c));
int2_Flux := (s,f,k,c) -> Int(exp(-
energy(u,s,f,k,c))*intlFlux(u,s,f,k,c),u=al(s,f)..a2(s,f,k,c));
tforward_Flux:= (s,f,k,c) -> evalf(int2_Flux(s,f,k,c));
evalf(int2_Flux(l0,0,1,4));
tforward_Flux(10,0,1,4);
S(O. O, 3;1; k 4)
774.5598649
774.5598649
Method (ii)
Dimensionless parameters are f = F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT ; k = kl / k2 ; c =
E2 /kBT
Schulten's fonnrmula (2.8) from Schulten, Schulten and Szabo (1981).
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> af := (s,k,c) -> 1+sqrt(k*(1-c/s)) ; #dimensionless coordinate of the second well minima
when F=0
evalf(af(10,1,4));
energy := (u,s,f,k,c) -> piecewise(u<l, s*u^2 - Pfu, u>l, s/k*(u-af(s,k,c))A2+c-f*u);
al :=(s,f) -> f/(2*s);
a2 := (s,f,k,c) -> af(s,k,c) + fk/(2*s);
intl_Schul:= (u,s,f,k,c) -> Int(exp(-energy(v,s,f,k,c)), v=-infinity..u);
int2_Schul:= (s,f,k,c) ->
Int(exp(energy(u,s,f,k,c))*intl_Schul(u,s,f,k,c),u=al (s,f). .a2(s,f,k,c));
tforward_Schul := (s,f,k,c) -> evalf(int2_Schul(s,f,k,c));
evalf(int2_Schul(1 0,0,1,4));
tforward_Schul(10,0,1,4); fal := (,f) -
2s
a2 := (s,f, k, c) af s, k, c) +f
2s
!;ntlJ hul:= (u, .,f ) k, - e dv
int2hScul = (.,f k, e) - e init1_hul(u, s  k, c) du
phrward_chul := (s,f, k, c) -4 evafiknt2 _Schul(s,f k, c))
1549.139615
1549.139615
Method (iii)
Another possible expression to evaluate the extension rate is to use E&R's method and
add force + second well.
The dimensionless parameters are still f= F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT ; k = ki /
k2 ; c = E2 /k]BT
We only have 1 integral to calculate.
> af := (s,k,c) -> +sqrt(k*(1-c/s));
evalf(af(1 0,1,4));
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energy := (u,s,f,k,c) -> piecewise(u<l, s*u^2 - f*u, u>l, s/k*(u-af(s,k,c))^2+c-f*u);
al :=(s,f) -> f/(2*s);
a2 := (s,f,k,c) -> af(s,k,c) + f*k/(2*s);
int_flux := (s,f,k,c) -> sqrt(s/Pi)*exp(-fA2/(2*s))/Int(exp(energy(u,s,f,k,c)),
u=al (s,f)..a2(s,f,k,c));
tforward_Evans := (s,f,k,c) -> evalf(1/int_flux(s,f,k,c));
evalf(1/int_flux(1 0,0,1,4));
tforward Evans(10,0,1,4);
af:= (, k,c) 1 +
1.774596669
anrgy := (u, .,f k, c) -4
2 5 (u- , , c)) +c -fu(
U < 1, 5u -f u, 1 <u +Cfu" k
1.75A 6
25
a2 := (.s, p k, c) -. af s, k, c) +f
25
inhlu!x = .(5,s k, c) -4
T al(,f)
forwardEvans := (s,f k, c) -> eva(
1549.159500
1549.159500
Record data in text files
To create two text file containing lines of the form:
<value of s> -<value of f> <corresponding value of passage times> (3 different values)
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S du
ntfux(s,f k, c)
--
Le
for a chosen range of variables s and f.
Parameters of the run are k and c.
> unassign('s','f,'k','c');
s := 10;
f := 15;
k :=1;
c :=4;
with(FileTools[Text]):
WriteString( "base.txt", "Parameters for the run are s = "):
WriteFloat( "base.txt", s):
WriteString( "base.txt", "and c = "):
WriteFloat( "base.txt", c): WriteLine("base.txt",""): WriteLine("base.txt",""):
WriteLine( "base.txt", "k f tforward_Schul(s,f,k,c)");
for k from 1 by 5 to 1
do for f from 0 by 1 to 20
do
WriteFloat( "base.txt", k);
WriteCharacter( "base.txt", " ");
WriteFloat( "base.txt", f);
WriteCharacter( "base.txt", " " );
WriteFloat( "base.txt", evalf(int_flux(s,f,k,c)) ); WriteCharacter( "base.txt", " ");
#WriteFloat( "base.txt", tforward_Flux(s,f,k,c) ); WriteCharacter( "base.txt", "");
#WriteFloat( "base.txt", tforward_Evans(s,f,k,c));
WriteLine("base.txt","");
end do;
end do;
Close( "base.txt" );
10:=
f:= 15
k:=1
C := 4
34
The dimensionless parameters are f = F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT; k = kl / k2;
c = E2 /kBT
Schulten's fonrmula (2.8) from Schulten, Schulten and Szabo (1981).
The boundaries have changed in the integral intl, and the signs in the 2 exponentials as
well.
> af := (s,k,c) -> 1+sqrt(k*(1-c/s)) ; #dimensionless coordinate of the second well minima
when F=O
#evalf(af(10,1,4));
energy := (u,s,f,k,c) -> piecewise(u<1, s*u^2 - fPu, u>l, s/k*(u-af(s,k,c))^2+c-f*u);
al :=(s,f) -> f/(2*s);
a2 := (s,f,k,c) -> af(s,k,c) + f*k/(2*s);
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intl_Schulrev := (u,s,f,k,c) -> Int(exp(-energy(v,s,f,k,c)), v=u..infinity);
int2_Schul rev := (s,f,k,c) ->
Int(exp(energy(u,s,f,k,c))*intl _Schul_rev(u,s,f,k,c),u=al (s,f). .a2(s,f,k,c));
treverse_Schul :-= (s,f,k,c) -> evalf(int2_Schul_rev(s,f,k,c));
#evalf(int2_Schulrev(20,11,0.44,13.19));
#treverse_Schul(10,0,1,4);
af:= (sk,k, c) 1 + liD
anargi:= (U, .5,f k, c) -->-
22 s (u af, k, c)) +c -fu
rr 1: sr u -fo 1· •
j : ks )---)
25
fntl Schul-v := (u, s,f k, c) -•i
j u
nt2_hlrrov "= (sf .k,) -4 I e iintI lSchul_ rv(u, s, e) d
travierse_Schl := (s,f k, c) -- eva~int2_Schul2rev(s,f k, c))
Method (iv)
Do a weighted average of Schulten's passage time, from x (in the vicinity of xminl) to
xmin2.
The dimensionless parameters are f = F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT ; k = ki / k2;
c = E2 /kBT
Schulten's fonmula (2.8) from Schulten, Schulten and Szabo (1981).
The boundaries have changed in the integral intl, and the signs in the 2 exponentials as
well.
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a2 := (s,f k, c) -4 afs, k, c) +
cc
e
> s := 10;
f:= 5;
k :=1;
c :=4;
af := evalf(1+sqrt(k*(1-c/s)));
energy := (u,s,f,k,c) -> piecewise(u<l, s*u^2 - f*u, u>l, s/k*(u-af)^2+c-f*u );
al := evalf(f/(2*s));
a2 := evalf(af + f*k/(2*s));
intl_Schul:= (u,s,f,k,c) -> Int(exp(-energy(v,s,f,k,c)), v=-infinity..u);
int2_Schul := (x,s,f,k,c) -> Int(exp(energy(u,s,f,k,c))*intl_Schul(u,s,f,k,c),u=x..a2);
tforward_Schul := evalf(int2_Schul(al ,s,f,k,c));
N := 20;
tweighted_average := 0;
for i from 1 to, N do
zi := evalf(2*al-1 + i*(2-2*al)/N);
tweighted_average := tweighted_average + evalf(exp(-
s*zi^2+f'*zi)*evalf(int2_Schul(zi,s,f,k,c)));
end do;
Z := evalf(int(exp(-s*u^2+f*u), u=2*al-1..1));
tweighted average := (2-2*al)*tweighted_average/(Z*N);
evalf(tweighted_average);
S:= 10
f:= 5
af:= 1.774596669
C • -a +c-fuJ
enargy = (,Cl•,C ) ->Plalse u < 1, .5 u -f u, 1<u, + c
al 0.2500000000
a2 = 2.024596669
i(-il- LI,,f, k)
f.ntli-chul = (u, s,f7 , c) - e dv
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fnt2_Schul := (x, s,f k, c) - {
forwardSchul:= 19.77410588
N:= 20
twitghted_average := 273.7752747
t' := 0.8500000000
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vwgO2 jJ; k 0Z
intlSchul(u, s,f k, c) du
This Maple program smoothes the 2-well energy landscape using Thiele
interpolation (see Chapter 4).
Thiele Interpolation
> unassign('i', 'N', 'xList', 's', 'f, 'k', 'c', 'u');
f:= 0:
s: = 10:
k :=1:
c := 4:
af := evalf(sqrt(k*(1-c/s)));
N:= 9;
xList := [evalf.((1-0.05)*0/N), evalf((af-0.05)*0/N+1+0.05)]:
for i from 1 to N
do xList := [op(xList), evalf((1-0.05)*i/N)]:
xList := [op(xList), evalf((af-0.05)*i/N+ 1+0.05)]:
end do:
g := u -> piecewise(u<1, s*u^2-f*u, u>1, s/k*(u-1-sqrt(k*(1-c/s)))^2 -f*u +c ):
yList := [evalf(g(op(1,xList)))]:
for i from 1 to 2*N+1
do yList := [op(yList), evalf(g(op(i+ 1,xList)))]:
end do:
with(CurveFitting):
Polyn := u -> Thielelnterpolation(xList,yList,u):
simplify (Polyn(u));
plot([g(u), Polyn(u)], u=-0.2..2.3, y=-8..20, color-[blue,red]);
plot( Polyn(u), u=-0.2..2.3, y=-8..20, color=red);
> unassign('u');
Num := expand (5000000000.*u*(-0.1162575372e148+0.4376128007e153*u-
0.2670748965e154*u^2+0.7170297317e154*u^3 -
0.1107000836e155*u^4+0.1075861217el55*u^5-
0.6745368334e1 54*u^6+0.2666235007el 54*u ^7-
0.6079844065;el53*u^8+0.6137311458e152*u^9));
> Den := expand(0.2187878865e162-0.1335126951e163*u+0.3583307157e163*u^2 -
0.5526520066e163*u ^3 + 0.5353899129e163*u ^4 -
0.3322389310e 163"*u5+0.1267875982e163*u^6 -
0.2507263032e1 62*u^7+0.5888463227e160"*u8+0.5014000959e160"*u9);
> Numl := Num / 10a156;
> Denl := Den / 10^156;
> energy := Numl/Denl;
find barrier height
> u:= 1;
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(-5.812876860*u+2188064.004*u^2-13353744.82*u ^3+35851486.58*u^4-
55350041.80* u^5+53793060.85*u^6-33726841.67*u^7+13331175.04*u^8-
3039922.032*u^9+306865.5729*u^ 10)/(218787.8865-
1335126.951 *u+3583307.157*u^2-5526520.066*u^3+5353899.129*u^4-
3322389.31 0*u^5+1267875.982*u^6-
250726.3032*uA7+5888.463227*u^8+5014.000959*u^9);
> unassign('s', 'f);
f:= O;
solve (s-f-fA2/(4*s)=9.601114670,s);
> unassign('s','f);
s-f-f^2/(4*s);
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The following Maple programs were used to calculate passage times along the
smoothed landscape (see Chapter 4).
The dimensionless parameters are f= F*xtr / kBT ; s =0.5*kl*xtr^2 / kBT ; k = ki / k2;
c = E2 /kBT
> atot := (s,k,c) -> 1+sqrt(k*(1-c/s));
evalf(atot(20, 1,4));
energy := (u,s,f,k,c) -> gismooth =(u_lst.*1.835087381-
555.4881748*u 1st.^2+2765.587028*u 1st.^3 -
5745.362536*u 1 st.A4+6331.045553*u 1 st.^5-3894.349549*u 1st.^6+
1269.889594*u_ 1 st.A^ 7-173.2057503*u_1 st.A^ 8)./(-51.79874661+u_1 st.*245.8746940-
440.2497088*u lst.^2+283.0182871*u 1st.^3+177.5840926*u 1st.^4 -
444.3454372*u lst.A5+326.7144603*u 1st.^6 -
110.9772751 *u_lst.^7+14.17475869*u_lst.^8);
al :=(s,f) -> f1s;
a2 := (s,f,k,c) -> atot(s,k,c) + f*k/(2*s);
intl :=(u,s,f,k,c) -> Int(exp(energy(v,s,f,k,c)), v=u..a2(s,f,k,c));
int2 := (s,f,k,c) -> Int(exp(-energy(u,s,f,k,c))*intl (u,s,f,k,c),u=al (s,f)..a2(s,f,k,c));
tforward := (s,f,k,c) -> evalf(int2(s,f,k,c));
evalf(int2(20,0,1,4));
tforward(20,0,1,4);
atot := (., k, C) -. 1 +
1 .94427191
k
a2 := (s,f, k, c) ato(s, k, c) +fk2s
S(s, 9, k C) - k , c)
!nt" (u, s,f, k, c) { e dv
U~
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int2 = (sf k, c) -->
{a1(~1f)
orlbard:= (,f, k, c) -4 2va4M92(s,6 k, c))
5.249640663 106
5.249640663 106
> unassign('s','f,'k','c');
s := 30;
f:= 5;
k :=1;
c := 4;
with(FileTools[Text]):
WriteString( "base.txt", "Parameters for the run are k =" ):
WriteFloat( "base.txt", k):
WriteString( "base.txt", " and c = "):
WriteFloat( "base.txt", c): WriteLine("base.txt",""): WriteLine("base.txt",""):
WriteLine( "base.txt", "s f tl(s,f,k,c) t2(s,f,k,c) t3(s,f,k,c) t4(s,f,k,c)"):
for s from 15 by 5 to 45
do for f from 0 by 1 to 10
do
WriteFloat( "base.txt", s);
WriteCharacter( "base.txt", "");
WriteFloat( "base.txt", f);
WriteCharacter( "base.txt", " ");
WriteFloat( "base.txt", tl(s,f,k,c)
WriteCharacter( "base.txt", " " );
WriteFloat( "base.txt", t2(s,f,k,c)
WriteCharacter( "base.txt", " " );
WriteFloat( "base.txt", t3(s,f,k,c)
WriteCharacter( "base.txt", " " );
WriteFloat( "base.txt", t4(s,f,k,c)
end do;
end do;
Close( "base.txt" );
); WriteLine("base.txt","");
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(-Owg u:,, 5 2, A 0
intl(u, s,f, , c) du
This Maple program compares passage times over a single well with passage times
over the double-well landscape.
> af := (s,k,c) -> l+sqrt(k*(1-c/s));
evalf(af(20,1,4));
energy := (u,s,f,k,c) -> piecewise(u<1, s*u^2 - fPu, u>1, s/k*(u-af(s,k,c))^2+c-f*u);
al :=(s,f) -> f/(2*s);
a2 := (s,f,k,c) -> af(s,k,c) + f*k/(2*s);
int_total:= (s,f,k,c) -> Int(exp(energy(u,s,f,k,c)),u=al(s,f)..a2(s,f,k,c));
int_firstwell ::= (s,f,k,c) -> Int(exp(energy(u,s,f,k,c)),u=al(s,f).. 1);
flux := (s,f,k,c) -> evalf(int_total(s,f,k,c));
evalf(int_total(20,10,1,4));
evalf(int_first well(20, 10,1,4));
evalf(int_total(20,1 0,1,4)/int_firstwell(20,10,1,4));
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The following 2 Matlab programs plot energy landscape smoothing by Thiele
interpolation. In the first program smoothing is done without including the point of
highest energy between the 2 conformations, whereas in the second program the
smoothed landscape has the same barrier as the energy landscape with the cusp.
% Helene Karcher -- 04/09/2005
% Plotting energy landscape for standard values + points for Thiele
% -
clear;
u 1st = -1:0.01:1;
u 2nd = 1:0.01:4;
f = 0;
k = 1;
c = 4;
s = 10;
af = sqrt(k*(1-c/s));
N = 9;
u Ithiele = 0:(1-0.05)/(N+1):(1-0.05);
u 2thiele = (1+0.05):(af-0.05)/(N+1):(l+af);
uminl = f/(:2*s);
umin2 = 1+af+f*k/(2*s);
glsmooth = 5000000000*u1 Ist.*(-
0.1155283975e112+u 1st.*0.6277854626ell6-
0.2875374453e117*u 1st.A2+0.5515869720e117*u 1st.^3-
0.5670279113e117*u 1st.A4+0.3292859954e117*u lst.^5-
0.1024559238e117*u 1st.^6+0.1341075863e116*u 1st.^7)./(0.3136954389e125
-u lst.*0.1435209220el26+0.2742533564el26*u 1st. 2-
0.2781810242e126*u lst.^3+0.1538761309el26*u 1st.^4-
0.3865120071e125*u 1st.A5-
0.1158993466e124*u Ist.^ 6+0.2033994748e124*u Ist.^7)
g2smooth = 5000000000*u_2nd.*(-
0.1155283975e112+u 2nd.*0.6277854626ell6-
0.2875374453ell17*u 2nd.^2+0.5515869720ell7*u 2nd.^3-
0.5670279113e117*u 2nd.^4+0.3292859954e117*u 2nd.^5-
0.1024559238e117*u 2nd.^6+0.1341075863e116*u 2nd. 7)./(0.3136954389e125
-u 2nd.*0.1435209220el26+0.2742533564e126*u 2nd.^2-
0.2781810242e126*u 2nd.^3+0.1538761309el26*u 2nd.^4-
0.3865120071e125*u 2nd.^5-
0.1158993466e124*u 2nd.^6+0.2033994748el24*u 2nd. 7)
gl_lst= s*u_ 1st. A 2-u_lst.*f
gl_2nd = s/k*(u_2nd-l-sqrt(k*(1-c/s))) .A2 -u_2nd.*f +c
gl_1thiele= s*u Ithiele.^2-u_ thiele.*f
gl_2thiele = s/k*(u_2thiele-l-sqrt(k*(1-c/s))) .^2 -u_2thiele.*f +c
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figure (3);
plot(u_lst, glst, 'k:'); hold on; plot(u_2nd, gl_2nd, 'k:'); hold on;
plot(u_1st, gismooth, 'k-'); hold on; plot(u_2nd, g2smooth, 'k-'); hold
on;
plot(u_lthiele, gl_ thiele, 'ko'); hold on; plot(u_2thiele, gl_2thiele,
'ko'); hold on;
xlabel('u=x/xtr');
ylabel (' E/kT');
axis([-0.5 2.5 0 111);
% Helene Karcher -- 04/09/2005
% Plotting energy landscape for standard values + points for Th:i.eIle
clear;
u 1st = -1:0.01:1;
u 2nd = 1:0.01:4;
f = 0;
k = 1;
C = 4;
s = 9.60111467; %so the smooth and cusp potential have same barrier
height.
af = sqrt(k*(l-c/s));
N = 9;
u Ithiele = 0:(1-0.05)/(N+1):(1-0.05);
u 2thiele = (1+0.05):(af-0.05)/(N+1):(l+af);
uminl = f/(2*s);
umin2 = 1+af+f*k/(2*s);
glsmooth = (-u lst.*5.812876860+2188064.004*u 1st.^2-
13353744.82*u 1st.^3+35851486.58*u lst.A4-
55350041.80*u 1st.^5+53793060.85*u 1st.^6-
33726841.67*u lst.^7+13331175.04*u 1st.^8-
3039922.032*u lst.A9+306865.5729*u 1st.^10)./(218787.8865-
u 1st.*1335126.951+3583307.157*u lst.A2-
5526520.066*u 1st.^3+5353899.129*u lst.A4-
3322389.310*u 1st.^5+1267875.982*u 1st.^6-
250726.3032*u 1st.^7+5888.463227*u 1st.^8+5014.000959*u 1st.^9)
g2smooth = (-u 2nd.*5.812876860+2188064.004*u_2nd..2-
13353744.82*u 2nd.^3+35851486.58*u 2nd. 4-
55350041.80*u 2nd.^5+53793060.85*u 2nd. 6-
33726841.67*u 2nd. ^ 7+13331175.04*u 2nd. 8-
3039922.032*u 2nd.^9+306865.5729*u 2nd.^10) ./(218787.8865-
u 2nd.*1335126.951+3583307.157*u 2nd.^2-
5526520.066*u 2nd.^3+5353899.129*u 2nd.^4-
3322389.310*u 2nd. A5+1267875.982*u 2nd.^6-
250726.3032*u 2nd.^7+5888.463227*u 2nd.^8+5014.000959*u 2nd.^9)
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gl_Ist= s*u _st.^2-u_lst.*f
g1_2nd = s/k*(u_2nd-l-sqrt(k*(1-c/s))).^2 -u_2nd.*f +c
gl_Ithiele = (-u_lthiele.*5.812876860+2188064.004*u 1thiele.A2-
13353744.82*u lthiele.A3+35851486.58*u ithiele.^4-
55350041.80*u lthiele.A5+53793060.85*u Ithiele.^6-
33726841.67*u lthiele.A7+13331175.04*u Ithiele.^8-
3039922.032*u 1thiele.^9+306865.5729*u Ithiele.^10) ./(218787.8865-
u lthiele.*1335126.951+3583307.157*u Ithiele. 2-
5526520.066*u 1thiele.^3+5353899.129*u Ithiele.^4-
3322389.310*u 1thiele.^5+1267875.982*u Ithiele.^6-
250726.3032*u lthiele.^7+5888.463227*u lthiele.^8+5014.000959*u Ithiele
A^9)
gl 2thiele = (-u 2thiele.*5.812876860+2188064.004*u 2thiele.^2-
13353744.82*u 2thiele.^3+35851486.58*u 2thiele.^4-
55350041.80*u 2thiele.^5+53793060.85*u 2thiele.^6-
33726841.67*u 2thiele.^7+13331175.04*u 2thiele.^8-
3039922.032*u 2thiele.^9+306865.5729*u 2thiele.^ A0) ./(218787.8865-
u 2thiele.*1335126.951+3583307.157*u 2thiele.^2-
5526520.066*u 2thiele.^3+5353899.129*u 2thiele. 4-
3322389.310*u 2thiele.^5+1267875.982*u 2thiele.^6-
250726.3032*u 2thiele.^7+5888.463227*u 2thiele.^8+5014.000959*u 2thiele
.9)
figure(2);
hl=plot(u_1st, gl_1st, 'k--'); hold on;
set(hl, 'LineWidth',1.5);
hl=plot(u_2nd, gl_2nd, 'k--'); hold on;
set (hl, 'LineWidth' ,1.5);
hl=plot(u_1st, gismooth, 'k-'); hold on;
set(hl,' LineWidth',1.5);
hl=plot(u_2nd, g2smooth, 'k-'); hold on;
set(hl,'LineWidth',l.5);
hl=plot(u_lthiele, gl_ithiele, 'ko'); hold on;
set(hl,'LineWidth',1.5);
hl=plot(u_2thiele, gl_2thiele, 'ko'); hold on;
set(hl, 'LineWidth ',1.5);
%xlabel ('u=x/xtr','fontsize' ,16);
%ylabel ( 'E/kT' , 'fontsize' , 16);
axis([-0.5 2.5 0 13]);
set (gca, 'fontsize ',16);
Appendix E: Programs written for bond description in
magnetocytometry (Chapter 5)
The following Matlab program was used in determining the amplitude and phase shift of
bead displacement in the equilibration step (see Results in Chapter 5).
Helene Karcher
Spring 2006
Fit data for movement of bead center of gravity (x-position as
function of time) to a sinusoid.
Find phase shift and amplitude given frequency
omega, and x-position(cengx) as function of time.
clear all;
close all;
load beadmov.txt; %load txt file produced by Fortran Adhesive Dynamics
ndata = size(beadmov,l); %size of the data arrays
time = beadmov(:,1)' ; %the prime says we are taking the transpose
cengx = beadmov(:,2)';
Fmagnetic = beadmov(:,6)';
ntime = size(time)
time2 = beadmov(850:ntime,l)';
cengx2 = beadmov(850:ntime,2)';
%Define frequency in Hz
freq = 5.
% Guess contains initial values for amplitude xO (in um),
% phi (in radians), drift (in um)
guess=[10 -1.5 -1]
[x,error] = lsqcurvefit(@(x, time2) sindriftfun(x, time2,
guess,time2,cengx2, [0 -Inf -Inf], [Inf Inf Inf])
%last two arguments are lower and upper bounds from x.
% We need amplitude x(1) > 0
fit=x(1)*sin(time2.*2*pi*freq+x(2))+time2.*x(3);
figure (1);
plot(time,cengx,'ko',time2,fit,'r') %,
title('Verification of curve fit')
legend('data','fit',0)%,'Fmagnetic',0)
% Helene Karcher
% Function called by above program
function F=sindriftfun(a,time, freq)
F = a(1)*sin(time.*freq*2*pi + a(2)) +
return;
phase shift
freq), ...
time, Fmagnetic, 'b' )
time.*a(3);
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The following program was used to determine amplitude and phase shift of bead
displacement when a transversal magnetic force is applied to the bead (see Results in
Chapter 5).
% Helene Karcher
% Spring 2006
clear all;
close all;
load beadmov start.txt;
ndata = size(beadmov start,
time = beadmov start(:,1) ';
cengx = beadmov_start(:,2)'
1) % size of the data arrays
%the prime says we are taking the transpose
-0.01400215.*1;
%Define frequency in Hz
freq = 5.
%Ca.lIcu.late all .1phase lags
N = 1/(freq * (time(2)- time(l))) %number of points in a period of
forcing sin
P = round (ndata/N) ;
if (P> ((ndata-l)/N))
P = P-l;
end
%number of periods in the signal
%so we don't go over the number of time points
for i=l:P
[peak index] = max (cengx(((i-1)*N+) :((i-1)*N+N)));
lag(i) = index*(time(2)- time(1))-0.25*(l/freq);
%lag = time when bead amplitud.e peaks - time when. forcing sin peaks
%0.25 because the forcing sin has its peak at 1/4 of a period
end
%Now average all phase lags
sum=0;
for i=l:P
sum=sum+lag(i);
end
meanlag = sum/P
phaselag = meanlag*freq*2*pi
phaselagdregrees = phaselag*180/pi
% find amplitude of bead displacement
for i=l:P
peaktopeak(i) = max (cengx(((i-l)*N+1) :((i-1)*N+N))) ...
- min (cengx(((i-1)*N+1) :((i-1)*N+N)));
end
%Find average amplitude
sum=0;
for i=l:P
sum=sum+peaktopeak(i);
end
meanamplitude = sum*0.5/P
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%plot data
figure () ;
plot (time, cengx, 'ko');% axi.s ([0 0.51. -0.12 0.1.21]);
xlabel('Time (s) ') ; ylabel ('Bead displacement (um) ');
title('Sinusoidal forcing at 5 Hz, 50pN');
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This Matlab program was developed to visualize results from the Fortran code derived
from Caputo and Hammer (2006) (see Chapter 5).
% Helene Karcher -- 03/06/2006
% Plotting bead and membrane at all times
.....................  ....... ...   ... .. .... .  .... .... ... ........ .... ... ........ ... ... ........ .... ... ........ . . . . . . . . .
clear;
% final data contains 7 rows : coord_mb(l-3) nbond. coord fn(1-3)
load finaldata.txt;
% final. bond location.txt contains 3 rows :
%I membrane node number i j corresponding bead node number for bond
formation.
% this file only contains nodes that are bounds, and each time step is
% separated by a row of 0,0,0.
load fi.nal bond location. txt;
%,parameter: time step at which data was recorded..in f.inal data
. 
txt
dt = 0.00001*300;
ndata = size(finaldata,l); % size of the data arrays
ntpoints = ndata/85; %number of time points recorded in finaldata
outname = 'flat'; %name of the output file (beginning, will be
completed
Iby a number for each frame
resol = '200'; % number of pixels for output file
fskip = 0; % steps to skip at the beginning
nskip = 0; % # steps to skip between save
ic = 0;
for j=1:2 %number of times we want the movie to play
count = 1;
for i = 0:(ntpoints-1), %go though all rows of final data.txt file,
that .is go though al..,I time points
time = dt*i; %get the time
% store data for time step i in bead coord, nbond and mb coord
mb coord = [final data( (i*85+1) :(i*85+85),1 ),
final data((i*85+1):(i*85+85),3)];
nbond = [final data( (i*85+1) :(i*85+85),4 )1;
bead coord = [final data( (i*85+1) :(i*85+85),5 ),
finaldata((i*85+1):(i*85+85),7)];
% Draw bead
hold off;
H=plot (bead coord(:,l),bead coord(:,2), 'b-'); hold on;
set(H,'LineWidth',2); axis equal; axis([-1.5 1.5 -2 -0.51);
set (gca, 'fo:ntsize',16); hold on;
% Draw a line across the bead (from Ist bead point to last bead
point )
% this line is horizontal when the bead is not rotated (ex: at
% beginning)
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H=plot([bead_coord(l,l) bead_coord(85,1)], [bead_coord(l,2)
beadcoord(85,2)],'b-');
hold on;
set(H,'LineWidth',2); axis equal; axis([-1.5 1.5 -2 -0.5]);
set(gca,'fontsize',16); hold on;
%place bonds
%go though all rows of final bond location.txt file
for k = count:size(final bond location,l)
row = final bond location(k,:);
%row(1) is membrane node number i
%row (2) is j (not used)
%row(3) is bead node number attached to row(l)
if (final bond location(k,l)==0)
count = k+l; break;
else %if not a row with 0,0,0 draw a line representing the bond
pl = [bead_coord(row(3),1) bead_coord(row(3),2)]; p2 =
[mb coord(row(l),1) mb coord(row(l),2)];
hold on; H=plot([pl(l) p2(1)], [p1(2) p2(2)], 'r'); %draw a
.bond. betweenn bead/ce.li
hold on; set(H,'LineWidth',2); axis equal; axis([-5 5 -3
1]); set(gca,'fontsize',16); hold on;
end
end
% label graph
label = sprintf('Time (s) = %6.3f',time); %Display current time on
movie window
T = text(-0.3,-2+0.15, label); hold on.; set(T, 'L.ineW'id.th',10); hold
on;
% Draw membrane
H=plot (mb coord(:,l),mb coord(:,2), 'k-');
hold on; set(H,'LineWidth',2); axis equal; axis([-1.5 1.5 -2 -
0.5]); set(gca,'fontsize',16); hold on;
hold on;
pause (0.05);
%The remaining part of the program is to record frames to save the
%movie
%i..f i > fskip & mod(:i., nski.p) == 1.,
%use if statement if don't want to save all data for movie.
ic = ic + 1
%now give a name to frame being recorded at this time step
fname = [outname '00' int2str(ic)];
if ic >= 10, fname = [outname '0' int2str(ic)]; end
if ic >= 100, fname = [outname int2str(ic)]; end
fname
res = ['--r' resol] %image resolution
print(' -djpeg',res,fname) %record frame on disk
%end.
end
pause ();
end
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