Artificial neural networks can be used effectively to identify and classify multiple events in a seismic data set. We use a specialized neural network, a self-organizing map, that tries to establish rules for the characterisation of the physical problem. Selected seismic data attributes are used as input patterns, such that the self-organizing map arranges the data in a manner that forms clusters in an abstract space. We show with synthetic and real data how the artificial neural network can to identify and classify primaries, multiples, and how it can classify the various types of multiples corresponding to a certain generating mechanism in the subsurface.
Introduction
A wave propagating through an arbitrary inhomogeneous medium will be scattered at inhomogeneities (scatterers) thus producing a scattered wavefield. If the wavefield is only scattered once between source and receiver or multiply on a small scale, producing shortperiod peg-legs in the fine-layered structures making up the subsurface (Shapiro and Hubral 1999, O'Doherty and Anstey 1971) , we arrive at the primary part of the wavefield. As soon as this primary wave field is scattered from a second scatterer, which is at a distance larger than a wavelength, it becomes part of the multiple wavefield.
The problem of separating the primary wavefield from the multiple wavefield amounts to separating the Green's function that solves the elastodynamic wave equation for an impulsive source into the Green's function for the primary wavefield ¢ ¡ , the Green's function for the multiple wavefield
¢ £
, and a Green's function for that part of the wavefield that does not include either primary or multiple energy namely ¢ ¤ (i.e. noise or effects not described by the model):
The Green's function term for the multiple wavefield £ can be split further into Green's functions for the partial wavefields of e.g. free-surface related multiples ¢ and internal multiples :
This separation of Green's functions is only possible in an analytical way for certain simple geometries. Existing techniques that try to solve the problem of separating out particular multiple scattering contributions all share a common feature: they only work in special cases. The basis for each method is a physical model that holds for only a limited number of reallife cases (depending on such factors as subsurface geometry, acquisition parameters, and elastic parameters), and is often both too rough and too simplified. Assuming the physical model to be known implies knowledge about the governing parameters, which might or might not be available.
Methods for multiple attenuation either try to exploit a physical property or feature that differentiates primaries from multiples by the use of filtering algorithms, or they aim to predict the multiples with modelling or inversion techniques. Such predicted multiples are later subtracted from the recorded seismic data. So far there is no multiple attenuation technique that works universally. Common methods used in the industry today can be divided into seven different major categories: (1) Methods exploiting periodicity (Robinson and Treitel 1980, Peacock and Treitel 1969) (Carrion 1986 ), (2) stacking methods (Yilmaz 1987 , Schneider et al. 1965 , (3) prediction methods based on wavefield parameters (Keydar et al. 1998) , (4) wavefield extrapolation methods (Berryhill and Kim 1986, Wiggins 1988) , (5) methods based on autoconvolution , (6) methods based on coherency (Kneib and Bardan 1997) , and (7) inverse scattering methods (Weglein et al. 1992) . Approaches exist where multiples are not treated as unwanted noise but regarded as signal that has travelled through a certain part of the subsurface many times more than a primary und thus can also give us information about the geology (Helbig and Brouwer 1993 ). An unconventional but potentially promising approach to suppress multiples is based on the use of artificial backpropagation neural networks (Calder on-Macias et al. 1997) . In this paper we introduce yet another novel method, but based on the use of Kohonen's " Self-Organizing Maps" (SOM), (Kohonen 1997) .
All conventional techniques for multiple attenuation fundamentally depend on a physical model that is usually not known exactly and whose governing parameters can often only be estimated imprecisely. In those cases where the simple model is sufficiently close to reality and/or the greater part of the underlying assumptions is satisfied these methods produce good results. However, in the presence of noise, few physical models still hold, and model applicability decreases dramatically. Even a combination of these methods cannot overcome the problems inherent in such approaches.
In reality the physical laws governing the problem of multiple reflections are not known to an extent allowing the development of robust and universally applicable algorithms. What we need is a method that is partly model-based, but still adaptive and includes the possibility of imposing constraints. The artificial neural network technique offers an appealing approach offering such features. In particular, a self-organizing map (SOM) algorithm analyzes the problem and tries to establish rules for problem characterization. It makes use of either raw measurements or attributes computed from them and thereby finds interrelations and connections in the data.
The self-organizing map is an example an of "unsupervised learning" method that analyzes the seismic data and tends to extract information from it with the help of a sophisticated clustering algorithm. A new technique is introduced, that uses only the seismic data or attributes derived from this data, and does not require any a priori estimate of the primary or multiple wavefield. Using an automatic picking algorithm, all relevant events, primaries and multiples, are picked in a seismic data set. Then a number of carefully selected attributes are computed for each event. The self-organizing map arranges the data in an ordered manner, and forms clusters that not only allow separation of primaries from multiples, but also can distinguish between different types of multiples.
Self-organizing maps are a class of artificial neural networks bearing a close resemblance to some features of the biological brain. An important technique to simulate memory is so-called "associative memory", which will be discussed first, and before the theory and practice of the self-organizing maps is presented.
The concept
The concept of associative memory is very old. Already the Greek philosophers (e.g. Aristotle, 384 -322 B.C.) formulated the principle: Events that tend to coincide in time are connected by the human brain. If you hold a finger into a flame, this will "immediately" lead to pain and to the withdrawal of the finger. Associative learning essentially is the building of connections between an external stimulus and the reaction to it (Thompson 1993) . In order to memorize these connections, some neural alterations (changes of synaptic connections) have to take place inside the brain. When a certain stimulus/reaction pair is learned, it is stored in a particular region in the brain, from where it can be recalled later when required.
Even when a stimulus or pattern presented to this memory is noisy or imperfect, the associative memory is able to correctly recall the stored pattern that is associated with this stimulus. This feature makes simulations of associative memories prime candidates for pattern recognition applications. If we assume a memory operator, say , to be linear, we can express it as ¥ " !
with an input stimulus , a response , and a memory matrix . In the non-linear case we have , we can store a certain number 8 of these patterns, which must always be smaller than the dimensionality 9 of the network. The memory matrix is the sum of all the individual weight matrices @ 6
that associate 1 6
where the vectors and have the same length. This means that the memory matrix contains a small poriton from every learned stimulus/reaction pair. A good way to construct an estimate of the memory matrix G F I H Q P is by computing
This particular memory matrix is based on the sum of the outer products of input and its associated output pattern, and is thus called the correlation matrix memory (Haykin 1994) . The correlation matrix memory is based on the principle of associative learning (see Haykin, loc.cit., Chap.3) . Another important aspect of the associative memory is that it is distributed. This means that different external stimuli are mapped onto different parts of the memory. Research of the past years has shown that the human cerebral cortex is organized in different areas where certain brain actions take place. There are special brain areas that perform specialized tasks, for example, the processing of sensory signals (visual, sensory, auditory, ...), speech, motor functions, thinking, long term and short term memory, and so on.
It is thought that this topological ordering of the brain is a very important feature and thus plays also an essential role in the simulation of intelligent systems. The "selforganizing map", developed mainly by Teuvo Kohonen (Kohonen 1997) , is such an artificial neural network whose topological organization of its neurons is its essential feature.
A self-organizing map usually consists of a 2-dimensional grid (feature map) of neurons. Sometimes problem dependent 1-dimensional feature maps can be used. However, maps in higher dimensions can be implemented as well. A self-organizing map can be used to perform a dimensionality reduction, allowing us to project high-dimensional data onto a 2-dimensional map, which is easy to display. Each of these feature map neurons is connected to each input neuron (i.e. there are as many input neurons as there are input vector components), ee Figure 1 .
The goal of training a self-organizing map is to separate the input data into several distinct clusters, which can be -in the 2D case -visualized on a 2-dimensional map. This means that a multi-dimensional input space is mapped onto a 2-D output space. As an example, Figure 1 displays the clustering of input vectors containing primary wavefield information into one area of the map (left), and those input vectors containing multiple wavefield information into another area (right).
In general, the clustering aspect is even more important than any desire we may have to visualize it. If we use a 2-dimensional map while the dimension of the data is higher, it can be difficult to obtain optimal clustering: e.g. data points very close to each other in a higher-dimensional space might be located far from each other on a 2-dimensonal map that is folded into that space. The dimension we are dealing with here is not the dimension of the input vectors, but rather the fractal information dimension (Peitgens et al. 1992) ; it is the fractal dimension that defines the information content in the data.
The clustering operation is carried out by computing differences (or similarities, respectively) between all input vectors T A U and each of the set of weights V W U connecting an input pattern with a feature map neuron. A commonly used criterion is the Euclidean distance It is important to realize that the location of the neurons on the map and the weight vectors are two different things that should not be confused. Every neuron has its fixed location on the grid and is associated with a weight vector having as many components as the input vector.
The training
For training the neural network, we present all the input vectors, one at a time, to the net. Each input vector is compared to every weight vector associated with every neuron, i.e. the Euclidean distance between the two vectors is computed for each comparison. The one feature map neuron having the weight vector with the smallest difference (or highest similarity, respectively) to the current input vector is the "winning" neuron. This is the "winner takes all" concept of neural computation. The weight of this winning neuron is now updated in the direction of the input vector. That means, if this input vector is presented to the net a second time, this neuron is very likely to be the winner again, and thus represent the class (or cluster) for this particular input vector. Clearly, similar input vectors will be associated with winning neurons that are close together on the map.
The weight update is performed by using the difference of the current input vector T ( c and the current weight
, where e is the iteration number:
The index ) denotes the winning neuron, and
is the "learning rate", which should decrease with increasing number of iterations.
An important point, related to the topology-ordering feature of the SOM, is that the neurons are also connected to their neighboring neurons. During a weight update not only is the weight vector of the winning neuron updated, but also the weight vectors of the neighboring neurons are updated in accordance with a "neighborhood function". This neighborhood function often is chosen to be Gauss-shaped, so that the weight-update becomes smaller with increasing distance from the winning neuron (Haykin 1994) . The radius of the neighborhood function is decreased during learning. Thus in the beginning there is a lot of movement and the weight vectors can be ordered roughly to their final locations. In the end only single weight vectors are moved (fine tuning).
This results in a special classification scheme such that the weight vectors become ordered in a way that they represent the input vectors on an "elastic" grid. If there are changes at one location on the grid, this change affects the neighborhood of this neuron. However, the further away it is located the less influence this change has.
In this way, a map evolves, in which every region represents a class of input vectors. In other words, we try to represent a data set (the input vectors) by a number of weights, each of which represents the mean of a certain class or cluster of input vectors. By training we try to establish a configuration such that each weight lies in the middle of a cluster of input vectors.
Once the SOM is trained, it can be used to cluster the training data or other data. The extraction of the information on how the data have been clustered from the SOM is done as follows:
The neurons of the SOM feature map are colored according to the clusters that have emerged from training. A means of visualizing these clusters is the unified-distancematrix (U-matrix) s % c t U (Kohonen 1997 Figure 3 , top left, shows an example of a U-matrix, where the locations of the neurons are marked by little white squares. A cluster is defined by an area on the U-matrix where the distances between the weight vectors connected to neighboring neurons is less than a specified threshold value. As soon as the distance exceeds this threshold, a new cluster begins. Every cluster is then given a different color from the available color table.
If we present an input vector T
, which has the same number of components as V , to the SOM, it is compared to all the weight vectors. The neuron with the most similar weight vector is the winning neuron, and the input vector T is now tagged with the color of this neuron. In this way all the input vectors receive an individual color code, which is based on the particular area of the map into which they have been classified.
However, to perform a decisive clustering analysis, some of the input vectors have to be labelled explicitly. In the case of differentiating primary events from multiple events, we have to know a few events in the data that are definitely primaries and others multiples. This gives us the possibility to label the various areas on the trained SOM, and to classify all the other events, not knowing before hand if they are primaries or multiples.
Attribute-based multiple identification with Self-Organizing Maps
A new method can be devised that employs an unsupervised learning algorithm to extract information from seismic data by the clustering of primaries and multiples. We show that this method can be used to separate primary from multiple energy in a way that is easy to analyse for an interpreter or a processor. There is no prespecified desired output, but we merely present the network with the total seismic wavefield in the form of selected characteristic attributes. Labelling the formed clusters with a few picked primaries and multiples allows the classification of large remaining portions of reflection events. In a subsequent step the identified multiples can be then removed.
The method
1. Event Picking: Starting with a data set in CMP configuration and the corresponding velocity spectra, an automatic picking algorithm picks all peaks in the velocity spectra above a certain threshold. This provides zero-offset traveltimes and stacking velocities of all easily identifyable events -primary and multiple reflections. 2. Computing Attributes: The picked zero-offset traveltimes and stacking velocities define hyperbolae for each picked event in the respective CMP gathers. Along these hyperbolae a number of selected attributes is computed for a set of offsets in a window around the hyperbola. Then we take the median of the attribute for each offset. This procedure provides robust attribute values. Typical attributes are: stacking velocity, the envelope and its derivatives, instantaneous phase and frequency, dominant frequency, bandwidth, Q-factor, apparent polarity, and the wavefront attributes (the emergence angle, the radii of curvature of the normal-incidence-point wave ¢ ¡ and of the normal wave (Hubral 1983) ). However, we are not necessarily restricted to the CMP domain. A similar procedure can be formulated for the shot domain, assuming an adequate background model. In this case the subsequent steps would remain identical. 3. Correlation Analysis: In order to determine if some of the attributes contain redundant information, we performed a correlation analysis. Computing the linear correlation coefficient of one attribute for all offsets and events shows the behavior of the attribute over the offset. Thus, it can be judged if all attribute information from near to far offset is needed, and which offsets show strong or weak correlations. Computing the correlation coefficient of all attributes for a specific offset and all events allows us to determine the contribution of the individual attributes to the information content of our data. If two attributes are strongly correlated, we might disregard one of them and thus decrease the size of the data set. This leads to decreased computation times and avoids over-parameterization of the estimation process. 4. Training and Analysis: The next step is the design of the self-organizing map (SOM). First the dimension of the map has to be determined. This could be done by computing the fractal information dimension (Peitgens et al. 1992 ) that defines the dimension of the information content of the data. However, this procedure proved to be computationally too intensive. For most seismic data sets this dimension can be assumed to be between 2 and 3, so that we generally start off with a two-dimensional map. If the network is unable to cluster the data, we can then add one dimension and retrain the net. The number of neurons should not be too small so that all clusters that all potentially possible clusters can be represented. An important parameter is the initial size of the neighborhood where the neighboring weights are updated along with the winning neuron' s weights. If this neighborhood is too small the map will not be ordered globally, but will rather split up into a mosaic of very small clusters (Kohonen 1997) . Our experience shows that a good starting value is about half the map size, with a linear decrease of the neighborhood size with training time. The learning rate is often chosen to be unity and decreases linearly with time.
A recommended stopping criterion is obtained by viewing a projection of the multidimensional network weight vectors on a 2-D plane. The weight vectors should exhibit approximately a grid-like appearance in the form of a rectangular map, see Haykin (1994, Ch.10 ).
The U-matrix then serves as the display of the main individual clusters with "ravines" correspoinding to large distances (displayed in yellow/red colors in Figure 3 , top left). These ravines then separate the individual cluster "hills" (blue color shades). On the basis of the U-matrix the neurons of the trained feature map are then assigned to different clusters. Every input vector mapped to a neuron belonging to a certain cluster is finally tagged with the color of this cluster.
Application to synthetic data
As an application for the method described above, we designed a synthetic subsurface model shown in Figure 2 , left. Using this model, a set of 300 common-midpoint (CMP) gathers was computed. The stacked section, based on an automatic CMP stack that sums along the event with the highest semblance, is shown in Figure 2 , right. With this technique the multiples are stacked as well as the primaries, and thus can be clearly recognized. From the CMP gathers a number of attributes was computed with the attribute software package of the Seismic Research Corporation (Taner 1998 ). In addition, we made attributes out of the three wavefront parameters: emergence angle (
, and the radii of wavefront curvature ¡
, and ¢ (Müller 1999) . From the CMP gathers there still are no obvious differences between primaries.
Next, the velocity spectra of all CMP gathers were computed. From these velocity spectra the algorithm picked automatically all values that were higher than a specified clip value. These picks constitute the two-way traveltime and the velocity of each event, i.e. the zero-offset time and the curvature of each hyperbolic event in the CDP gather. This information was used to determine the hyperbolic events in the computed attribute gathers. All attribute values for all offsets of each event were written to a data cube, whose x-dimension is the offset, whose y-dimension is the attribute, and whose z-dimension is the event number. Using these data we created a pattern file for the input to a selforganizing map. This pattern file consisted of 7000 events from 300 CMP gathers (on average 25 events per CDP gather). Each event represents one input vector to the SOM.
Before training the SOM we performed a correlation analysis in order to find out, which attributes show a mutual correlation and thus might represent redundant information. An analysis of the behavior of the attributes with offset, including the computation of scatter plots, shows that the correlation patterns change dramatically with offset. When all offsets are considered together, then the far offsets dominate the correlation structure.
The result of the self-organizing multiple classification for the synthetic data set is shown in Figure 3 . On the left hand side at the top, the U-matrix after training is displayed. The clusters inferred from the hills and ravines of the U-matrix are shown at the top right. Every cluster is labelled with the corresponding events that have been classified to that respective area on the map. The entire zero-offset-section is shown at the bottom. A given event has the same color as the cluster to which it belongs. We can see that the primary events (water bottom WB, primaries of the second reflector P2, the third, fourth and fifth reflector P3, P4 and P5) cluster in an area bottom left/left to top right on the map, whereas the multiples (water bottom multiples WBM1 and WBM2, internal and pegleg multiples M3 and M4) are located at top left and bottom right. Primaries are colored in blue and yellow, and the multiples in various shades of red. Except P2, which is heavily corrupted by water reverberations, all events show a continuous color and the primaries can be clearly separated from the multiples. The two separate wavefields are shown in Figure 4 , left (the primary events only) and right (the multiples only).
Application to real data
In order to test the performance of the technique in the real world, the same procedure was applied to a real marine data set. The data were recorded over a section with mainly horizontally layered structure, along with some shallow faulting. The main problems were caused by free-surface and internal multiples. The automatically stacked section is shown in Figure 5 . For this data set, about 10,000 events have been picked automatically in 200 CMP gathers. A number of attributes and wavefront parameters were computed. Then a self-organizing map of size 10 12 was trained. Out of a set of different tests with various map sizes this choice produced the best clustering performance. In this data set the individual events are not as coherent over distance as in the synthetic data set of the previous section. Thus the classification of the events by the SOM is not as coherent. However, the water bottom and the primary at 1.45 seconds show up in blue, and also the primaries at 2.3 and 2.5 seconds can be recognized as blue bands. The multiples generally show red shades. The separation of the primary and the multiple wavefields can be seen in Figure 6 left and right, respectively.
Conclusions
We have presented a new method to separate multiple from primary wavefields by means of a totally automatic procedure. Only minimal user interaction is necessary for the labelling step by employing a few easily identifyable events, such as, for example, the primary reflection of the seafloor and its first free-surface multiple.
A by-product of investigating the clustering ability of the attribute based selforganizing map, is that by judging the quality of the class separation, we obtain criteria to judge the significance of a particular attribute to separate primaries from multiples. If we train the network by switching on and off certain attributes, we can obtain a measure of the discriminatory power associated with a particular attribute.
An important point is that, when we have trained the SOM with a certain data set, and have obtained a feature map after satisfactory convergence, we need some means of labelling the different clusters on the map.
One possibility is to color-code the entire map, so that input patterns (attributes of a sample of a seismic trace) falling into a certain region of the map are associated with a particular color. Then plotting the corresponding seismic trace sample in this same color leads to a seismogram in the colors of the map, with for example blue signifying primaries and red multiples, respectively.
Another, more sophisticated method is to label the map by using input data for which we already know whether given events (and their attributes) correspond to either a primary or a multiple. This information can be retrieved, for example, from interpreted sections on which the interpreter has marked probable candidates as primaries and/or multiples. Finally, data that are already preprocessed with a multiple prediction algorithm also can be used to label input for the SOM feature map. 
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