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Abstract
Exploring the potential of GANs for unsupervised disentanglement learning, this
paper proposes a novel framework called OOGAN. While previous work mostly
attempts to tackle disentanglement learning through VAE and seeks to minimize the
Total Correlation (TC) objective with various sorts of approximation methods, we
show that GANs have a natural advantage in disentangling with a straightforward
latent variable sampling method. Furthermore, we provide a brand-new perspective
on designing the structure of the generator and discriminator, demonstrating that a
minor structural change and an orthogonal regularization on model weights entails
improved disentanglement learning. Our experiments on several visual datasets
confirm the effectiveness and superiority of this approach.
1 Introduction
A disentangled representation is one that separates the underlying factors of variation [1, 2] such that
each dimension exclusively encodes one semantic feature. This is of great value in tasks such as data
analytics and human-controllable data generation. In this work, we focus on disentanglement learning
in an unsupervised manner via generative models, which has substantial potential in tasks with
real-world applications, such as semantic image understanding and generation, while also benefiting
research on zero-shot learning and reinforcement learning [1, 3, 4].
The most popular methods to tackle the unsupervised disentangling problem are based on GANs
[5] or VAEs [6], and many instantiations of these [7, 8, 9, 10, 11] draw on information-theoretical
[12] concepts. InfoGAN [13] seeks to maximize a Mutual Information (MI) lower bound between
a sampled conditional vector and the generated data, with the expectation that the generator and
discriminator will disentangle the vector with respect to the true underlying factors. In contrast, VAE-
based approaches [14, 2, 15] attempt to optimize a Total Correlation (TC) [16] objective imposed
on the inferred latent vector, which achieves disentanglement by encouraging inter-dimensional
independence in the latent vector.
While TC-based VAE models have proven fruitful in disentangling, less attention has been paid to
GANs due to their instability in training. However, the degree of achievable disentanglement is usually
a trade-off with the data generating ability of VAE [2]. We show that VAE struggles significantly
when trained on higher-resolution images, due to its restricted generative power. Furthermore, it only
approximates the TC, since both the marginal distribution of the learned latent representation and
the product of its marginals are intractable in VAE, which makes the optimization process implicit
and convoluted. In contrast, with rapid advances in recent years, GANs have become more stable
to train, and their generative power has become unparalleled even on images with high resolution.
Accordingly, this paper shows that one can much more explicitly optimize for disentanglement while
generating higher-quality images with our proposed OOGAN.
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Unlike in VAEs, where a latent vector has to be inferred, in GANs, noise is actively sampled as
the latent vector during training. We exploit this property to enable OOGAN to directly learn a
disentangled latent vector, by means of one-hot vectors as latent representation to enforce exclusivity
and encourage each dimension to capture different semantic features. We achieve this without
sacrificing the continuous nature of the latent space through an alternating sampling procedure. We
argue that our proposed OOGAN fully highlights the structural advantage of GANs over VAEs for
disentanglement learning, which, to our knowledge, has not been exploited before.
We achieve disentanglement in OOGAN through three contributions: 1) We propose an alternating
one-hot sampling procedure for GANs to encourage greater disentanglement. 2) We adopt an
orthogonal regularization on the model weights to better accompany our objective. 3) We identify a
weakness in InfoGAN and related models with similar structure, which we summarize as the compete
and conflict issue, and propose a model-structural change to resolve it. Moreover, we propose a
compact and intuitive metric targeting the disentanglement of the generative part in the models. We
present both quantitative and qualitative results along with further analysis of OOGAN, and compare
its performance against VAEs and InfoGAN.
2 Related Work
β-VAE based models: In the settings of β-VAE and its variants [4, 17, 14, 2, 18], a factorized
posterior pφ(z |x) is learned such that each dimension of a sampled zi is able to encode a disentangled
representation of data x. The fundamental objective that β-VAE tries to maximize (also known as the
Evidence Lower-Bound Optimization) is:
L(θ,φ;x, z, β) = Eqφ(z|x)[log pθ(x | z)]− βDKL(qφ(z |x)||p(z)), (1)
where β > 1 is usually selected to place stronger emphasis on the KL term for a better disentanglement
learning. Burgess et al. [17] motivate the effect of β from an information theoretical perspective,
where the KL divergence term can be regarded as an upper bound that forces q(z) to carry less
information, thus becoming disentangled.
Follow-up research extends the explanation by deriving a Total Correlation from the KL term in the
β-VAE objective, and highlight this TC term as the key factor to learning disentangled representations.
Given a multi-dimensional continuous vector z, the TC quantifies the redundancy and dependency
among each dimension zi. It is formally defined as the KL divergence from the joint distribution
q(z1, ..., zn) to the independent distribution of q(z1)q(z2)...q(zn):
LTC = DKL(q(z)||qˆ(z)), (2)
where qˆ(z) =
∏n
i=1 q(zi). However, the TC term requires the evaluation of the density q(z) =
Ep(n)[q(z|n)], which depends on the distribution of the entire dataset and usually is intractable.
For the sake of a better optimization on the TC term, Chen et al. [19] propose TC-VAE, which
uses a minibatch-weighted sampling method to approximate TC. Kim et al. [2] perform the same
estimation using an auxiliary discriminator network in their Factor-VAE. Furthermore, Esmaeili et
al. [18] suggest a more generalized objective where the marginals q(zi) can be further decomposed
into more TC terms, in case each q(zi) learns independent but entangled features, which leads to
a hierarchically factorized VAE. Dupont et al. [20] leverage the Gumbel Max trick [21] to enable
disentangled learning of discrete features for VAE.
GAN based models: InfoGAN [13] reveals the potential of Generative Adversarial Networks [5] in
the field of unsupervised disentanglement learning. In a typical GAN setting, a generator G and a
discriminator D are trained by playing an adversarial game formulated as:
min
G
max
D
LGAN(D,G) = Ep(x)[log(D(x))] + Ep(z)[log(1−D(G(z))]. (3)
While this mini-max game guides G towards generating realistic x from noise z drawn from the
isotropic Gaussian distribution, the variation of z often remains entangled. InfoGAN manages to
make the generator learn a disentangled transformation from a latent code c, which is concatenated
with z before being fed to G. InfoGAN achieves this by maximizing a Mutual Information (MI)
lower-bound between c and the generated sample x = G(z, c), where the MI I(c,G(z, c)) can be
calculated directly by matching c to cˆ = Q(G(z, c)), and Q is an auxiliary network that seeks to
predict the sampled latent vector from x. Practically, Q shares most weights with D. However, such a
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Figure 1: Overview of OOGAN: Our model makes minimal changes upon a basic GAN. c denotes
the continuous control vector, z the noise vector, c′ the feature representation of fake images.
lower-bound constraint only ensures c gains control over the generation process, but cannot guarantee
any disentanglement as c increases its dimensionality, because this lower-bound does not encourage
any independence across each dimension of c.
A more recent disentanglement work based on GAN is the Information-Bottleneck-GAN [22].
However, it fails to take advantage of the GAN structure, instead trying to implicitly minimize the
TC in the same way as β-VAE. Their method requires an extra network that encodes noise z into to a
control vector c and lets the original GAN parts play the decoder’s role to reconstruct z. We argue
that this severely hurts the generation quality since G starts the generation from c, which has a much
lower dimensionality than z, and the increased network modules and loss objectives make the training
schema tedious and less likely to find the proper hyper-parameters that allow the model to converge.
3 Proposed Method
Our approach accomplishes both the task of disentangled feature extraction as well as human-
controllable data generation in an unsupervised setting within the GAN framework. We define
our problem as follows: For a continuous control vector c sampled from uniform(0, 1), we wish
our generator G to be disentangled such that each dimension in c solely controls one feature of
the generated data x = G(c, z) (z is the noise vector), and our feature extractor Q (mostly the
discriminator D with some few layers on top that gives vector outputs) is able to emit a feature
representation c′, given x, that is disentangled in the same way as c.
Our model is illustrated in Figure 1. Similar to the design of InfoGAN, we let the feature extractor
Q be a sub-module that shares weights with the discriminator D. Q takes the feature map of a
generated image G(c, z) as input and tries to predict the control vector c used by the generator G.
The detailed structure of the designed compete-free generator and orthogonal regularized & grouped
feature extractor Q are given in Sec. 3.2 and 3.3.
3.1 Alternating Continuous and One-hot Sampling
Motivation: Previous methods of minimizing TC to achieve disentanglement have two limitations.
First, due to the intractability, extra network modules and objectives have to be invoked to approxi-
mate TC, which leads to undesired hyper-parameter tuning, a non-trivial training regime, and high
time consumption. Second, to optimize the derived TC objectives in VAE-based models, the data
generation quality is sacrificed [2, 14], and can hardly perform well on higher resolution image data.
In contrast, in the GAN setting, the latent vector is sampled instead of inferred as in VAEs. Hence,
we can achieve a disentanglement by deliberately sampling latent vectors that possess the property of
inter-dimensional independence and training the networks using these sampled vectors. Based on an
InfoGAN structure, there are no approximations and extra modules needed for optimizing the TC
loss, and we do not need to sacrifice the image quality to achieve disentanglement.
One-hot sampling: We propose an alternating continuous-discrete sampling procedure: we alternate
between sampling continuous c from uniform(0, 1) (as typically done in InfoGAN) and sampling
c as one-hot vectors. The one-hot vector implies that the generated image should only exhibit one
feature, and the prediction from Q should also be a one-hot vector. On both the G and Q sides, any
presence of further features should be penalized, while alternating with continuous uniform sampling
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Figure 2: (a) Latent traversals trained on celebA to showcase the competing and conflicting issue. The
images are from the same set of (z, c) on one fixed dimension of c after different training iterations.
(b) Latent traversals trained on dSprites.
is necessary to ensure the continuity of the representation. Interestingly, such a one-hot sampling
resembles a classification task. Therefore, we can jointly train Q and G directly via a cross-entropy
loss. In such a process, G is trained to generate images that possess the specified features and avoids
retaining any other features, while Q is trained to summarize the highlighted feature only in one
dimension and refrain from spreading the feature representation into multiple dimensions.
Note that we treat c as a continuous vector in the whole training process. When we sample c from
uniform(0, 1) as in InfoGAN, we ensure the correlation between c and x remains. Furthermore,
when we interleave that with one-hot samples, the process is similar to training InfoGAN with
categorical inputs, but the meaning behind it is different. The alternating procedure, which injects the
categorical sampling into a continuous c, makes it possible that c gains continuous control over the
generation process while simultaneously achieving disentanglement.
Formally, our complete objective for OOGAN is:
min
G
max
D
LOOGAN(D,G) = LGAN(D,G) + λI(ccontinuous, G(z, ccontinuous))
+ γLCrossEntropy(Q(G(cone−hot(d), z)), cone−hot(d)). (4)
Despite the lack of any TC terms in our objective, the one-hot sampling still ensures that we have
a well-disentangled feature extractor Q and generator G that learn features with no overlapping
between each dimension in c, without any approximations and extra network modules involved.
3.2 Compete-free Generator
Motivation: InfoGAN [13], and many conditional-GAN variants, leverages an auxiliary vector
c that is concatenated with noise z before being fed into G, with the expectation that c carries the
human-controllable information. From a size perspective, the dimensionality of z is usually much
more significant than c (z typically has around a hundred dimensions, while c has in the order of
10). Intuitively, c will have much less impact in the generation process. With the objective of the
unsupervised disentanglement learning, the large portion of influence z is taking in the generation
process is undesirable, which we refer to as the competing and conflicting issue.
Usually, a disentangled feature learned by c can also be entangled in z. During the training process,
if c with ci holding a high signal on a certain feature is paired with some z with many dimensions
holding the same feature with a conflict signal, this signal, entangled in z, will easily overpower
c. Thus, the generated images will not present ci’s signal. Such a conflict will discourage c from
mastering the learned feature and cause it to stray away to some easier-to-achieve but less distinct
features. An example can be found in Figure 2-(a), which shows that InfoGAN begins to capture
what appears to be a “wearing glasses" feature at a very early stage, but discards it during training. In
contrast, when OOGAN begins to capture this feature, it consistently also masters it in the end.
Compete-free Design: To avoid the aforementioned competing and conflicting issue, we propose
a new design of the generator’s input block, which switches the role between c and z by letting c
control the fundamental content even when the dimensionality of c is low, and ensures that z has
limited influence in the generation process.
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Figure 3: (a) Input block of the compete-free G. (b) Orthogonal-regularized grouped Q
To start with, we project the low-dimensional control vector c into a multi-channel 4× 4 feature map
by a convTransposed layer; then we add this feature map to a fixed trainable noise with the same
dimension. This fixed noise will be used for all generations and trained via back-propagation, just
like other model weights. Ideally, when input a c with all zeros, it should let the generator output
the most “neutral" x. To encourage the variance and complement the details for a higher quality
generation, the traditional noise z is still taken into the generator but only after the 8× 8 feature map
level. To prevent z from causing the competing and conflicting issue, we leverage an attention mask
generated from c on the features from z, which means that only the approved part of z by c can join
in the generation process. The design details are illustrated in Figure 3-(a).
Our generator design resembles the one proposed for StyleGAN [23], as we both base the generation
on a fixed multi-dimensional feature map instead of an input vector z, and we take z as input only in
later layers. As claimed by Karras et al., such design leads to a better separation in the data attributes
and a more linear interpolation along latent factors. However, both the motivation and structure
details are different. The disentanglement we study here is a more strict term than what Karras et al.
used as defined by Kim et al. [2]. The fundamental difference is that our proposed model imposes a
direct manipulation on the fixed initial noise, with the expectation that c gains total control over the
generation, unlike in StyleGAN where the initial noise is left untouched.
3.3 Orthogonal Regularized & Grouped Feature Extractor
To learn a disentangled representation, we propose a new structure ofQ that uses grouped convolution
[24, 25] instead of a traditional fully connected one, with an orthogonal regularization on the weights
among every convolution kernels. The intuition is, since we hope that Q will be a highly disentangled
feature extractor, then fully connected (FC) design is not favorable, since, in an FC convolution,
each feature prediction has to take into consideration all the feature maps from the previous layer. A
grouped convolution, on the other hand, can focus its decision making from a much smaller group of
previous features, and may thus be less distracted by potentially irrelevant features.
To make sure that each group is indeed attending to different features, we impose an additional loss
function on the weights of the convolutional layers to enforce the orthogonality between different
kernels. The weights orthogonality in DNNs has been studied [26, 27, 28]. However, these studies
each focused on different tasks, and none of them revealed the potential of it in disentanglement
learning.
The orthogonal regularization we use is straightforward: during each forward pass of the OOGAN,
compute and minimize the cosine similarity between every convolutional kernel. With grouped
feature extraction and orthogonal regularization, our Q structurally more easily captures diversified
features in each dimension. Note that the group design is not only applicable to convolutional layers
but also to grouped linear layers or other weights indicated as “transformer" in Figure 3-(b). Similarly,
the orthogonal regularization can be applied on weights of all these grouped layers.
4 Perceptual-diversity Metric
Quantitative metrics for the disentanglement are mostly proposed in VAE-based works and for
simulated toy datasets with available ground truth information. Higgins et al. [4] suggest training a
low-capacity linear classifier on the obtained latent representations of the simulated data from the
trained encoder, and report the error rate of the classifier as the disentanglement score of the generative
model. Kim et al. [2] argue that the introduction of an extra classifier could lead to undesirable
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(c) InfoGAN(b) OGAN (no one-hot sampling)(a) OOGAN
Figure 4: Generated images trained on celebA: In each section, the image on the left is generated
from a randomly sampled c, while the right-hand side images are generated by changing the value
of each dimension in c to 1. (a) OOGAN exhibits greater visual differences among each dimension,
indicating its ability to learn diversified latent factors. (b) Without the proposed one-hot sampling,
OOGAN still manages to learn some distinguishable features, reflecting the advantage of its structural
design. (c) The 4 top right images demonstrate that the learned features for an InfoGAN have a large
overlap across the latent dimensions in c, which are not properly disentangled.
uncertainties due to the increased hyper-parameters to tune. Thus, they favor a majority-vote classifier
that is achievable directly from the latent representations.
We concur with Kim et al. [2] in arguing that, to the best of our knowledge, there is no convincing
metric for disentanglement on a dataset for which no ground truth latent factor is provided. Therefore,
we propose a method that is capable of relatively evaluating partial properties of a disentangling
model when certain conditions are satisfied.
Our viewpoint is, if a generative model is well-disentangled, then varying each dimension of the
controlling vector c should yield different feature changes of the generated data x. Suppose the
feasible value range for c is [a, b], and for a pair of (co, i, j) where co is a uniformly sampled vector
and i and j are two randomly selected indices, we get ci by setting co[i] = b and co[j] = a, and cj by
setting co[j] = b and co[i] = a. Given the fact that i and j each control different factors, we expect
xi = G(ci) and xj = G(cj) to be different. Therefore, we can use a pre-trained VGG [29] model V
to extract the feature map of xi and xj , and report their L1 distance as the disentanglement score,
with a higher L1 distance indicating dimensions i and j are more independent. The final score of this
proposed perceptual-diversity metric will be the average score of many samples of paired (co, i, j).
We argue that our metric can adequately reflect the separability and diversity of the learned factors,
especially when used for comparing similarly structured models on high-resolution datasets where
higher diversity should already be considered better, and on datasets in which latent factors are known
to control a good amount of visual differences. As shown in Figure 4, the proposed metric can
efficiently capture the disentangle performance in terms of how diversified each dimension is in c.
5 Experiments
We conduct quantitative and qualitative experiments to demonstrate the advantages of our method on
several datasets. First, we perform quantitative experiments on the dSprites [30] datasets following
the metric proposed by Kim et al. Then we show the superiority of OOGAN in terms of generating
quality images while maintaining competitive disentanglement compared to VAE-based models on
celebA [31] and 3D-chair [32] data. We also conduct an ablation study on our proposed components in
OOGAN with our metric. All the model structures and training details are given in the Appendix, and
all the code for our experiments is released at https://github.com/paper-anonymity/OOGAN.
Quantitative results on dSprites: Several quantitative metrics have been proposed on the dSprites
dataset [4, 2, 33, 14]. While these metrics achieve a thorough evaluation of the disentanglement
abilities of the feature-extractor (i.e., the encoder in VAE and Q in GANs), they pay no attention to
the generative part of the models, which is where our model’s advantage lies. Therefore, we select
Kim et al.’s metric for its intuitiveness and simplicity to demonstrate our model’s competitiveness on
the feature extractor’s end.
For all the models, we follow the same experimental setup as Kim et al. [2] and Jeon et al. [22].
Due to the simplicity of the dataset, we train all the GAN models following the schema as discussed
by Jeon et al. [22] in detail, which uses the “instance noise technique” introduced by Sonderby et
al. [34] to get stable and good quality results.
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Figure 5: Latent traversals trained on 3D Chair
Table 1: Disentangle scores measured by Kim et al.’s and our proposed perceptual-diversity metrics.
Kim et al.’s Perceptual diversityvalues are×100 for better readability
Models Score Models Score Cos-simi in Q
β-VAE 0.63 ±0.033 InfoGAN 2.39 ±0.03 0.21 ± 0.01
Factor-VAE 0.73 ±0.112 OOGAN w/o One-hot 2.44 ±0.05 0.09 ± 0.03
InfoGAN 0.59 ±0.078 OOGAN w/o Ortho-reg 2.65 ±0.05 0.21 ± 0.01
IB-GAN 0.80 ±0.062 OOGAN w/o Compt-free G 2.69 ±0.03 0.09 ± 0.03
OOGAN 0.81 ±0.077 OOGAN 2.77 ±0.06 0.09 ± 0.03
As can be seen from Table 1 and Figure 2-(b), our proposed OOGAN genuinely does a better job on
both the feature extractor and generator parts. While Factor-VAE is only able to disentangle three out
of the five ground truth factors effectively, OOGAN retrieves all the generative factors and manages to
put the variables of the discrete factor “shape" into different dimensions. Additionally, we would like
to highlight the robustness of our model, where varying the hyper-parameters of λ (1 to 5) and γ (0.2
to 2) in our loss function always yields similar results, suggesting a good consistency of performance.
Qualitative results on 3D Chairs: On the 3D Chairs data, we use 64× 64 RGB images with batch
size 64 for all trainings. To demonstrate the robustness and performance of our OOGAN in generating
higher-quality images and potentially learning more latent factors, we try to set the dimensionality of
c to 16, where previous works only experiment on smaller dimensionality such as 6.
In Factor-VAE, when we increase the dimensionality of c from 6 to 16, it struggles to achieve a
disentanglement of similar quality, and the reconstruction ability is severely sacrificed. In contrast,
our model is not affected by an increase of the dimensionality, and apart from learning somewhat more
obvious features such as scale and azimuth, our model also discovers several exciting features that
have never been reported in previous work. For example, Figure 5-(c) shows a linear transformation
of different back styles and leg thickness of the chairs, and Figure 5-(d) shows that our model
successfully disentangles discrete features such as “color" and “chair type" without any additional
tweaks and tricks, for which additional tweaks such as various approximation approaches would have
to be incorporated in a VAE approach.
Disentangling at a higher resolution on celebA: We consider our proposed OOGAN as a suite
of three modules that can be plugged into any GAN frameworks, and it is orthogonal to other
disentanglement approaches based on GANs such as IBGAN. In other words, it can be incorporated
into other methods and inherits the breakthroughs made in GANs [35, 36, 23]. Therefore, we focus
on demonstrating the advantages OOGAN has over VAE-based models in qualitative experiments.
The comparison with InfoGAN will be presented as quantitative results in an ablation study.
On the celebA dataset, while previous work operates at a resolution of 64 × 64, we train all the
models on the resolution of 128 × 128 to showcase the advantage of our model and expose a
shortcoming of the VAE-based models. Figure 4-(a) shows the images trained in a plain DCGAN
manner [37] and Figure 6-(a) shows the images trained in a progressively up-scaling manner [38],
demonstrating a strong disentanglement ability while maintaining a high image quality. On the other
hand, VAE-based models suffer from reconstructing a high contrast, and are unable to maintain
the same disentanglement quality as the resolution increases. Thanks to the detail richness of the
generated images, our OOGAN can discover more interesting facial features such as “chin" and
“cheek", which, to our knowledge, no VAE-based models have achieved.
7
Hair style
Gender
Age
Smile
Thinness
Cheek
Chin
Entangled
Azimuth
Anger
Real data OOGAN Factor-VAE
Azimuth / hair length entangled
Skin tone / face scale entangled
Hair length / smile entangled
(a) OOGAN (c) Factor-VAE
(b) random samples
Figure 6: Latent traversals trained on celebA
Figure 7: (a)&(b): L1 losses between sampled c and predicted c′. (c) TC estimation during training
Ablation studies: Based on the plain InfoGAN setting, we conduct ablation studies on the effective-
ness of our proposed three modules quantitatively using our proposed metric, with InfoGAN as the
base model. The experiments are conducted only on learning continuous factors, as InfoGAN already
performs well in disentangling categorical latent variables.
To our observation, when the dimensionality of the latent factors goes to 6 or more, InfoGAN fails
to disentangle them, which is also confirmed in [2, 22]. As shown in Figure 4, most dimensions in
InfoGAN produce similar images as many features remain entangled. In the meantime, OOGAN has
a better tendency to learn disentangled representations thanks to its structural design and has a direct
objective to learn independent features driven by the proposed one-hot sampling.
In our metric shown in Table 1, the one-hot sampling makes the most substantial contribution, while
orthogonal-regularized Q and compete-free generator also provide significant improvements. The
averaged cosine-similarity among the weights is effectively minimized with the proposed orthogonal
regularization. In Figure 7-(a) and Figure 7-(b), we train the models with a deterministic Q that
directly attempts to reconstruct c, and plot the L1 distance between the sampled c and predicted c′.
Note how InfoGAN’s L1 loss is similarly minimized when c is uniformly sampled, but struggles to
decrease when c is one-hot, which means there are correlated latent factors encoded into multiple
dimensions in InfoGAN. In Figure 7-(c), we train the models with probabilistic Q and estimate TC
following the method from Chen et al. [14]. The TC from InfoGAN remains high while OOGAN
can maintain a low TC consistently, which shows the effectiveness of our method.
6 Conclusion
We proposed OOGAN, a robust framework that disentangles well on high-resolution images with
sound generation quality. The one-hot sampling highlights the structural advantage of GAN for easy
manipulation on the input distribution that can lead to disentangled representation learning, while the
architectural design provides a new perspective to the GAN literature. In future work, we plan to
explore more dynamic and fluent sampling methods that can be integrated into the GAN framework
for better performance, and we try to validate the benefits of these sampling methods theoretically.
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Appendices
A OOGAN Training Algorithm
The whole training process of the proposed OOGAN model is described in Algorithm 1.
Algorithm 1: OOGAN training algorithm
Input :generator G, discriminator D, feature extractor Q,
batch size B, real data X , iteration n, control vector dimension d.
Output :well trained G, D, Q
for i in n iterations do
xreal ← X ;
z ← N (0, 1) ;
if i is odd then
indices← randint(d) ;
c← onehot(indices) ;
else
c← uniform(0, 1) ;
end
xfake ← G(z, c);
lossd ← relu[1−D(xreal)] + relu[1 +D(xfake)] ;
update D via lossd ;
lossg ← −D(xfake) ;
update G via lossg ;
lossMI ← L1(Q(xfake), c) ;
if i is odd then
lossMI ← lossMI + Lcross−entropy(Q(xfake), c) ;
end
update G,Q via lossMI ;
end
B Perceptual Diversity Metric
The whole process of the proposed Perceptual-diversity metric is described in Algorithm 2.
Karras et al. [2] in their StyleGAN work purpose the Perceptual-path-length criterion, which is a
pairwise image difference between two DNN embeddings of any small cut along with interpolation,
and a minor change between the cuts indicates more focused information. However, such a perceptual
pairwise distance only reflects the linearity of the interpolated images but can not determine if the
linear change entangles multiple factors or not. Besides, it has a failure case that when there is no
change along with the interpolation, this dimension will get the best score, but actually, nothing is
learned.
On the other hand, our proposed Perceptual Diversity metric measures how each dimension in c
encodes different features that will reflect on the visual images. Besides, in our experiment on celebA
data, we fine-tune the VGG model on the celebA dataset with the provided 40 attributes describing
the visual features, to make the VGG model better extract the on-point features, thus making the final
score more solid.
Drawback of this Perceptual Diversity metric: Our Perceptual Diversity metric should not be gen-
erally used to compare the differently structured models, and can not solely represent the disentangle
ability of a model. First, the L1 distance between feature maps is not an absolute measure. For
example, a VAE model A produces blurry images that could lead to a lower value from this metric
compared to a GAN model B where images are sharp and high-contrast, but it does not necessarily
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Algorithm 2: Metric: Perceptual diversity L1 difference
Input :generative model G, pre-trained VGG model V , sample times n, latent dimension d, latent
variable range [−k, k].
Output :score s
score = 0;
for n iterations do
Sample c ∈ Rd from Uniform(0, 1);
Sample i, j from RandomInt(0, d);
c1 = c;
c2 = c;
c1[i] = −k, c1[j] = k;
c2[i] = k, c2[j] = −k;
feat1 = V (G(c1));
feat2 = V (G(c2));
score = score+ L1distance(feat1, feat2)
end
return score/n;
mean A disentangles worse than B. Secondly, two factors, i and j, can be semantically different
but visually similar, especially in the VGG’s feature map space. Therefore there are situations that
even a model successfully disentangle such visually close factors, it can still get a low score from our
metric. Thirdly, while this metric only captures the end point of each dimension at value b, it does
not consider the linearity of the interpolated transformation along a to b, where different factors may
emerge.
Therefore, we only use this metric on the celebA dataset within GAN models, where the drawbacks,
as mentioned above, are out of concern. And our metric is still valuable in providing an intuitive and
direct measure of how well the generative model disentangles.
Note that our proposed metric is computing the paired L1 difference between two dimensions, while
setting one dimension to the maximum value b, we will also set the value on the other dimension to
the minimum value a, to better highlight the visual differences between the dimensions. Since a co is
uniformly sampled, the original value in co on i and j dimension could already be high and close to b,
therefore to make sure the two samples ci and cj is comparable, we have to force the values in one
dimension to a.
C Experiments
C.1 GAN Models
Hardware and training conditions: We do all the experiments on one NVIDIA RTX 2080Ti GPU
with 11GB vrams. For all the experiments, we train the GAN models with hinge loss and apply
spectral norm on all the conv layers. We also tried adding gradient penalty loss, but we find it not
necessary. We use Adam optimizer with a learning rate set to 1e-4 and betas set to (0.5, 0.99).
For a vanilla GAN, the running time of OOGAN is nearly identical to InfoGAN, since they share
similar training schema, where for 50000 iterations, it takes both OOGAN and InfoGAN around 2
hours to train on a 32x32 images, 4 hours on 64x64 images and 10 hours on 128x128 images. The
training time is similar to VAE-based models, while a Factor-VAE takes only around half time to
train for the same iterations, it usually takes double iterations to converge to the similar generation
quality as GANs.
For a progressively up-scaled GAN, due to the structural similarity, we based our OOGAN on a
StyleGAN structure. We modify the StyleGAN by adding the proposed Compete-free generator input
block, the orthogonal-regularized group convolution Q and training with the alternating one-hot trick.
It takes around 20 hours to train on 128x128 images.
Model structure details: On the vanilla GAN’s generator, apart from the first input layers, we use
convolution layer with kernel size 3 and stride 1 plus a bi-linear upscale with scale-factor 2 to achieve
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Table 2: 64x64 OOGAN for 3Dchair and dSprites
Discriminator Q Generator
Input 64x64 RGB image - Input c, z
1x1 conv(sd 1, ch 64) shared with D 4x4 convTans(sd 1, ch 512)
3x3 conv(sd 1, ch 128) shared with D 3x3 conv(sd 1, ch 256)
BN, lReLU(0.1), pool shared with D BN, lReLU(0.1), upsample
3x3 conv(sd 1, ch 256) shared with D 3x3 conv(sd 1, ch 256)
BN, lReLU(0.1), pool shared with D BN, lReLU(0.1), upsample
3x3 conv(sd 1, ch 256) 3x3 orth-group conv(sd 1, ch c) 3x3 conv(sd 1, ch 128)
BN, lReLU(0.1), pool lReLU(0.1), pool BN, lReLU(0.1), upsample
3x3 conv(sd 1, ch 512) 4x4 orth-group conv(sd 2, ch c) 3x3 conv(sd 1, ch 64)
BN, lReLU(0.1), pool lReLU(0.1), pool BN, lReLU(0.1), upsample
4x4 conv(sd 1, ch 1) linear layer with output c 3x3 conv(sd 1, ch 3), sigmoid
the feature map up-scaling. On the Discriminator, we also use convolution layer with kernel size 3
and stride 1, plus an average-pooling with kernel 2 stride 2 to simulate down-scaling. We do not use
Residual blocks in our models. We generally find such a structure tends to produce smoother images
and more stable training compared to using convTransposed layers in the generator. And we consider
this layer choice is orthogonal to this work. For a fair comparison, we also construct an experiment
on Factor-VAE with similar conv layer up-scaling design, but we find VAE not sensitive to the model
structure change.
Our model structure overview can be found in Table 2, where BN is short for batch normalization,
lReLU is LeakyReLU, pool means average pooling with stride 2 kernel 2, upsample means a
bi-linear up-sampling with factor 2. Our model for 128x128 images is constructed in the same way,
with just one more conv-layer block on G and D.
There are two types of Q we can choose from when training OOGAN or InfoGAN. The deterministic
Q will try to directly output c′ which is considered as a reconstruction of c that is feed into generator;
and the probabilistic Q will assume that each dimension of ci is from a Gaussian and try to output
the mean and std of that distribution given different input images. To optimize to deterministic Q, we
can directly minimize the L1 loss between predicted c′ and initially sampled c, and to optimize the
probabilistic Q, we can minimize the negative log-likelihood given the sampled c and predicted µ
and σ, and in both cases, our proposed one-hot sampling trick can cooperate into the optimization
directly, wherein the probabilistic Q, we just minimize the cross-entropy between µ and c.
Approximation of TC: We also calculate the TC during training to see if our proposed model can
produce a lower TC that align well with other TC-based methods. To calculate TC, we train the
GANs with probabilistic Q and using the Minibatch Stratified Sampling method proposed by Chen et
al. And the derivation and details can be found in their paper (TC-VAE)’s appendix section C.2.
Since the code for all our experiments, approximations and metrics is also available (https://
github.com/paper-anonymity/OOGAN), all the training details can be found in the code, if not
mentioned here.
D More Qualitative Results
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Figure 8: OOGAN based on Vanilla GAN. Latent traversals along different dimensions.
Figure 9: OOGAN based on Vanilla GAN. Latent traversals along different dimensions.
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Figure 10: OOGAN based on StyleGAN. Latent traversals along different dimensions.
Figure 11: OOGAN based on StyleGAN. Latent traversals along different dimensions.
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Figure 12: OOGAN on MNIST dataset, the 4 sections are 4 selected indices from the discrete
vector (categorical one-hot vector), inside each section are latent traversals on the same 6 continuous
dimensions.
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