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Abrupt scene changes are frequently encountered in movies, but how 
the processing of the novel scene influences subsequent viewing is not well 
understood. In this thesis, we conducted a series of experiments to investigate 
the phenomenon of rapid scene processing after a scene change. Previous 
studies have observed that initial saccades following a scene change were re-
oriented to the scene’s center (e.g., Tatler, 2007), implying that the saccades 
were under the influence of the novel scene. However, we found that this was 
not necessarily so. Initial saccades could sometimes be under the influence of 
the previous scene. Further, initial saccades could be influenced by changes in 
the scene, as well as changes in the overall luminance of the scene. Our results 
also suggest a link between the re-orientation of initial saccades and the 
magnitude of scene change: initial saccades were more likely to be re-oriented 
to the center when the scene change is larger. Large scene changes (10–30%) 
increased the re-orienting of eye movements to the center; small scene 
changes (1%) did not, despite viewers’ awareness of the change. Our results 
are discussed in relation to the rapid processing of novel scene information. 
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This thesis examined how we perceive the rapid changing of scenes. In 
a visually dynamic world, the visual system needs to be able appraise changes 
in the environment swiftly. Abrupt scene changes are often encountered in 
visual media. For example, when watching movies, periods of relative stability 
within a scene are often interrupted by abrupt scene changes that introduce 
large visual and perceptual changes. Following a scene change, the viewer 
needs to assess the novel scene quickly to support further visual exploration. 
However, the effects of abrupt scene changes on viewing are not well 
understood. In the current thesis, I conducted 3 experiments to examine how 
abrupt scene changes influence subsequent eye movements. Our experiments 
are motivated by three questions: (i) How a change to a novel scene influence 
viewing, (ii) What aspects of a scene change influence eye movements, and 
(iii) How eye movements after a scene change relate to viewers’ awareness of 




2 Literature review 
2.1 Eye movements during scene viewing 
Human visual acuity is highest at the central region of a fixation and 
drops quickly outside this region (Cowey & Rolls, 1974). This area, also 
known as the foveal region, subtends approximately 2.5 degrees of central 
vision. To overcome this physical limitation, our eyes have to move around 
the scene to ensure that high-quality visual information is available to support 
ongoing visual and cognitive activity involved in examining a scene. Visual 
processing is suppressed during saccades and only occurs during fixations 
(Matin, 1974). As a result, viewing time during fixations reflect, to a large 
extent, the amount of time required for ongoing visual and cognitive 
processing of the stimulus.  
During scene viewing, we make about 3 - 4 eye movements in a 
second. Eye movements can be generally classified into fixations and 
saccades. Fixations are periods during which the eyes are relatively still. 
Typically, fixation durations last around 260 - 330 ms (e.g., Rayner, Smith, 
Malcolm, & Henderson, 2009), though there could be large variations. 
Saccades are periods during which the eyes move from one fixation to another 
at relatively high-speeds. During saccades, the eyes travel average distances of 
4 - 5 degrees of visual angle (e.g., Rayner, Smith, Malcolm, & Henderson, 
2009), and can attain speeds of 700 degrees per second or even higher (e.g., 
Carpenter, 1988).  
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During scene viewing, fixations do not fall on random locations (e.g., 
Buswell, 1935; Neider & Zelinsky, 2006; Parkhurst, Law, & Niebur, 2002; 
Reinagel & Zador, 1999; Yarbus, 1967). Early studies have established that 
fixations are drawn to informative or interesting regions (Antes & Forks, 
1974; Buswell, 1935; Loftus & Mackworth, 1978; Mackworth & Morandi, 
1967), or regions that provide information relevant to the observer’s tasks 
goals (Yarbus, 1967). Later studies have attempted to quantify image features 
that influence where people look, and have shown that low-level features such 
as luminance contrast (Einhäuser & König, 2003; Krieger, Rentschler, 
Hauske, Schill, & Zetzsche, 2000; Reinagel & Zador, 1999; Tatler, Baddeley, 
& Gilchrist, 2005), spatial frequencies/edges (Baddeley & Tatler, 2006; 
Krieger et al., 2000), and color (Frey, König, & Einhäuser, 2007) correlate 
with fixation locations.  
Another approach studying where people look during scene viewing 
has been from the use of computational models that predict fixation locations 
(for reviews, see Borji, Sihite, & Itti, 2013; Ho-Phuoc, Alacoque, Dupret, 
Guérin-Dugué, & Verdant, 2012; Judd, Durand, & Torralba, 2012; Zhao & 
Koch, 2012). One early model, the biologically-inspired saliency map (Itti & 
Koch, 2000; Itti, Koch, & Niebur, 1998; Koch & Ullman, 1985), encodes the 
level of conspicuity of each location in an image, based on the principles of 
early feature detection in the visual system. The saliency map model is able to 
predict fixation locations during scene viewing to a certain extent (Foulsham 
& Underwood, 2008; Itti, 2005; Parkhurst et al., 2002; Peters, Iyer, Itti, & 
Koch, 2005). For example, saliency values at fixated locations have been 
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found to be higher than at non-fixated locations (Parkhurst et al., 2002; Peters 
et al., 2005).  
Yet, increasingly, it has also become clear that the influence of low-
level features, such as those upon which the saliency model was based, is 
limited (Birmingham, Bischof, & Kingstone, 2009; Einhäuser, Spain, & 
Perona, 2008; Foulsham & Underwood, 2007; Henderson, Brockmole, 
Castelhano, & Mack, 2007; Humphrey & Underwood, 2009; Stirk & 
Underwood, 2007; Tatler, Hayhoe, Land, & Ballard, 2011). For example, the 
effect of visual saliency on fixations was reduced when observers searched for 
a target defined by a category or exemplar (Foulsham & Underwood, 2007; 
Henderson et al., 2007), or when they viewed stimuli in their domain of 
expertise (Humphrey & Underwood, 2009; Lansdale, Underwood, & Davies, 
2010). Besides, correlations between saliency and fixation locations, which 
tend to have significant but modest effects (e.g., Parkhurst, Law, & Niebur, 
2002), do not imply a causal link (e.g., Carmi & Itti, 2006). Henderson et al. 
(2007) found that although there is a higher incidence of low-level features at 
fixated, than non-fixated locations, fixated locations also tend to be more 
informative. Thus, it is possible that low-level features influence fixations 
indirectly, through higher-level objects (Einhäuser et al., 2008; Henderson et 
al., 2007). Further, adding cognitive influences such as contextual information 
(Torralba, 2003; Torralba, Oliva, Castelhano, & Henderson, 2006), faces and 
text (Cerf, Frady, & Koch, 2009), and task relevance (Navalpakkam & Itti, 
2005) to low-level saliency models improved the prediction accuracy of these 
models.  
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High-level cognitive factors exert a strong influence on where people 
look. Fixations are directed to different locations on the same image 
depending on the observer’s task (Ballard & Hayhoe, 2009; DeAngelus & 
Pelz, 2009; Foulsham & Underwood, 2007; Hayhoe & Ballard, 2005; Land & 
Hayhoe, 2001; Yarbus, 1967), expertise (Lansdale et al., 2010; Manning, 
Ethell, Donovan, & Crawford, 2006; Memmert, Simons, & Grimme, 2009; 
Vogt & Magnussen, 2007), and culture (Goh, Tan, & Park, 2009; Rayner, Li, 
Williams, Cave, & Well, 2007). Additionally, scene context information, 
which can be extracted quickly, can provide spatial priors that describe where 
particular objects are more likely to be found (Torralba, 2003; Torralba et al., 
2006) and constrain where the eyes go in search of these objects (e.g., 
Henderson, Malcolm, & Schandl, 2009; Neider & Zelinsky, 2006).  
To sum up, past studies have shown that fixation positions are 
influenced by bottom-up information, such as low-level features and saliency, 
and top-down information, such as the observer’s goals and tasks. Where the 
eyes go is likely to be determined by the interaction of both bottom-up and 
top-down factors at the time of viewing.  
2.2 Rapid scene perception  
2.2.1 Perceptual gist 
When a scene is presented, information acquired from the initial 
glimpse of the scene could be used to support subsequent eye movements 
(Castelhano & Henderson, 2007; Neider & Zelinsky, 2006; Võ & Henderson, 
2010). The meaning of a scene, also known as its gist, can be extracted very 
rapidly after its presentation (Biederman, 1972; Biederman, Mezzanotte, & 
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Rabinowitz, 1982; Biederman, Rabinowitz, Glass, & Stacy, 1974; Castelhano 
& Henderson, 2007; Fei-Fei, Iyer, Koch, & Perona, 2007; Intraub, 1981; 
Oliva, 2005; Potter, 1975, 1976; Schyns & Oliva, 1994). Objects in images 
could be accurately categorized (e.g., “Does it contain an animal?”) following 
presentation durations as brief as 20 ms (Thorpe, Fize, & Marlot, 1996; 
VanRullen & Thorpe, 2001). Perceptual information representing the coarse 
structural layout of the scene, such as lines, contours, shapes, textures and 
their spatial relationships, is available within 30 ms after scene presentation 
(e.g., Schyns & Oliva, 1994).   
2.2.2 Conceptual gist 
Semantic information is available not long after, ~ 100 to 150 ms 
following scene presentation. For example, Biederman et al. (1974) showed 
that major objects in a scene could be identified by a matching task when the 
scene was displayed for as short as 100 ms. In the task, participants were 
asked to match objects to cued locations in the scene, and 40% to 50% of 
objects were successfully identified. Other studies by Potter (1975, 1976), 
which presented scene images in a rapid serial visual presentation (RSVP), 
also found that target scenes could be identified with a high detection rate of 
70% when the images were presented at a rate of 125 ms/image. As the target 
scenes were described by a label, successful detection of targets implies that 
the conceptual gist of the image must have been available within the short 
scene presentation time. In a related study, Intraub (1981) found that viewers 
could detect pictures from the RSVP even when the label was a negative 
category (e.g., “the picture that is not of food”), providing further support that 
the meaning of the scene was retrieved. Biederman (1982) also presented 
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scenes for 150 ms and found that objects that violated typical object-scene 
relations (e.g., objects must rest on a surface) were detected less accurately 
and slower, suggesting that the semantic relations between objects and the 
scene context were available within the 150 ms of viewing. Further, Neider 
and Zelinsky (2006) showed that by the time of the first eye movement 
following scene presentation, sufficient understanding of the scene context 
could be acquired to influence where the eyes go. In the study, participants 
were asked to search for scene-constrained targets, such as a jeep or a blimp, 
in a scene depicting a desert at the bottom of the image and the sky at the top. 
When the target was a jeep, most initial saccades were made downwards 
towards the desert, and when the target was a blimp, most initial saccades 
were made upwards towards the sky. This study implies that at least some 
understanding of the scene has been completed by the time of the first eye 
movement.  
2.2.3 Initial scene representation 
Another paradigm used to study rapid scene perception is the flash-
preview moving window paradigm (Castelhano & Henderson, 2007; Võ & 
Henderson, 2010, 2011; Võ & Schneider, 2010). In this paradigm, participants 
were asked to search a scene for a target specified by a word label. The search 
scene was only visible through a moving window with a 2-degree diameter 
centered on fixation, and a brief preview of the scene was presented prior to 
the start of the search. The studies found that a brief preview of the scene 
(from 50 ms) was already sufficient to bring about benefits in the subsequent 
target search (Võ & Henderson, 2010). Search benefits were observed in the 
form of shorter response times for target detection, shorter latency and less 
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number of fixations before the target was fixated. Additionally, the initial 
scene representation was encoded in an abstract, visual format (Castelhano & 
Henderson, 2007). Target search continued to benefit from the preview when 
an identical, but smaller scene was presented. However, there was no benefit 
in previewing a non-identical scene of the same category.   
2.2.4 Functional field of view 
Related to how quickly a scene can be understood is the question of 
how much of a scene can be processed in a single glance. During a fixation, 
the region of the scene from which useful information could be acquired is 
known as the functional field of view. Generally, most studies place the size of 
the functional field of view to be around 4 degrees from the center of fixation 
(Henderson & Hollingworth, 1999; Henderson, Williams, Castelhano, & Falk, 
2003; Hollingworth, Schrock, & Henderson, 2001), though it has been noted 
that information acquired from the region closer to the center is qualitatively 
different from information acquired further away (Nelson & Loftus, 1980). 
The functional field of view is likely to be dependent on scene factors such as 
the number of objects present in the scene, how closely they are spaced, how 
clearly they can be seen, and how likely they occur.   
There is an ongoing debate regarding whether initial eye movements 
after scene presentation could move towards objects that are inconsistent with 
the gist of the scene, e.g., an octopus in a farmyard (Loftus & Mackworth, 
1978). At the heart of this debate is the question of how quickly extrafoveal 
objects can be identified. Although it is clear that by the time the eyes make 
the initial saccade (more than 175 ms after scene presentation), sufficient 
information about the meaning of the scene and possibly even a few major 
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objects is available, other studies showed that not all objects can be identified 
within that single glimpse (e.g., Henderson & Hollingworth, 1999; Tatler, 
Gilchrist, & Rusted, 2003). Loftus and Mackworth (1978) reported that initial 
saccades following scene presentation were more likely to land on scene-
inconsistent, than scene-consistent objects. However, later studies, which were 
unable to replicate this result, proposed that the relatively sparse line drawings 
used in the Loftus and Mackworth study allowed objects to be processed 
extrafoveally, and such extrafoveal processing of objects are unlikely in 
natural scenes (De Graef, Christiaens, & d’Ydewalle, 1990; Henderson, 
Weeks, & Hollingworth, 1999).  
2.3 Abrupt transitions in films 
One way of studying the rapid processing of scenes is to examine how 
abrupt cuts in film influence subsequent eye movements. The cut presents to 
the viewer a sudden change in the visual information on the screen. 
Perceptually, it brings about changes in luminance, color, line orientation and 
edges in the display. Cognitively, the cut signals the presentation of novel 
information, and serves as a form of punctuation in the film, indicating to the 
viewer when a segment ends, and when another begins. Yet, despite the 
prevalence of abrupt cuts in film, the perception of cuts is not well understood. 
The overall structure of a film consists of multiple scenes1, which can 
be further broken down into smaller units of shots and frames. Contemporary 
films are typically recorded at a rate of 24 frames per second (Read & Meyer, 
                                                
 
1 In the film context, a scene refers to a segment of a film set in a given time 
and place, e.g., car chase scene, crash scene, dinner scene, etc.  
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2000), and a shot is formed by an uninterrupted run of consecutive frames of 
the camera during recording. A scene is curated from a series of shots during 
the film editing process, and is usually set in a given time and place. For 
example, a car chase scene could contain a collection of shots from different 
perspectives, ranging from a wide-angle shot of all the cars, to a medium shot 
of one of the cars, or to a close-up shot of a single driver (Dick, 2005). 
Typically, there are less visual changes within a shot, than across shots or 
scenes. Most contemporary movies have between 45 to 50 scenes, and 
between 1500 to 3000 shots (Cutting & Candan, 2013). According to Cutting, 
DeLong and Nothelfer (2010), the shot form is designed by directors, 
cinematographers and film editors to control viewers’ eye movements and 
attention, deliver the narrative, and to create visual momentum.   
During the film editing process, shots are joined together by various 
forms of film transitions such as dissolves, wipes, fade-outs/fade-ins, and 
abrupt cuts (Bordwell & Thompson, 2001; Dick, 2005; Salt, 2006, 2009). A 
dissolve is a film transition in which the first shot gradually morphs into the 
second shot, typically over a few frames. In a wipe, the second shot moves 
progressively into the screen until the first shot is entirely replaced. A fade-
out/fade-in type of film transition involves decreasing the luminance of the 
first shot to a black screen, followed by increasing the luminance to reveal the 
second shot. Finally, an abrupt cut involves an immediate replacement of the 
first shot by the second shot. The abrupt cut is one of the most prevalent form 
of transitions used in films (Carey, 1974). For example, Cutting, DeLong and 
Brunick (2011) found that as many as 97% of all film transitions involved 
abrupt cuts, in their survey of 150 films from the years 1935 to 2005. 
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Over the years, the frequency of film transitions has increased. Studies 
have reported that the average duration between two consecutive film 
transitions, measured by the average shot duration (ASD), has decreased over 
time (Bordwell, 2002; Cutting, Brunick, DeLong, Iricinschi, & Candan, 2011; 
Salt, 1992, 2006). For example, the ASD has decreased from about 10s in 
films from the 1930s to less than four seconds in films after year 2000 
(Cutting, Brunick, DeLong, et al., 2011). In certain scenes, such as the car 
chase scene from the film The Bourne Ultimatum (2007), the ASD could be as 
short as less than a second (Brunick, Cutting and DeLong, 2013).  
In summary, viewers of contemporary films experience a large number 
of transitions, the majority of which involve abrupt cuts.  
2.4 Processing of abrupt scene changes 
2.4.1 Attentional processing  
Following an abrupt cut, attention is enhanced. When viewers were 
asked to perform a secondary task of detecting audio tones as they watched 
sequences of television programs, response time to the audio tones was found 
to increase after a cut, suggesting that the cut captured attention and triggered 
a re-allocation of processing resources from the secondary task to the primary 
task (Geiger & Reeves, 1993; A. Lang, Geiger, Strickwerda, & Sumner, 
1993). In line with this, Carroll and Bever (1976) also found that excerpts 
from films were recognized faster when the excerpts were taken from film 
segments presented right after a cut, than film segments presented before a 
cut. In addition, D’Ydewalle and Vanderbeeken (1990) observed a general 
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decrease in the extent of eye movements during the interval 0 to 200 ms 
following a cut, which was interpreted as an initial focusing of attention.   
Differences between the two shots separated by an abrupt cut also 
influenced how much attention is engaged. Studies by Geiger and colleagues 
(Geiger & Reeves, 1993; A. Lang et al., 1993) found that if the shots were 
unrelated, attention increased more than if the shots were related. The results 
were interpreted in terms of difficulties in orienting to new information and 
connecting it with previously presented information. When the two shots were 
unrelated, it could be more difficult to connect the content in the shots. 
Consequently, more attention would be required to process the new shot.  
Several physiological responses have also been observed after an 
abrupt cut. For example, studies have reported a deceleration of heart rate (A. 
Lang, 1990) and a rapid decrease in the power of the alpha waves in the 
electroencephalography (EEG) response, the latter of which has been 
associated with increased mental arousal (Reeves et al., 1985). Similar 
physiological responses have been previously linked with the orienting 
response (OR), leading several authors to propose that cuts could trigger the 
OR (Geiger & Reeves, 1993; A. Lang et al., 1993). The OR is a set of 
involuntary behavioral and physiological responses associated with the 
orienting of attention to novel information, observed when there is a change in 
the environment (P. J. Lang, Simons, & Balaban, 1997; Sokolov, 1963, 1990). 
Examples of such responses include head and eye movements to the source of 
the change, decreases in heart rate, increases in skin temperature, increases in 
galvanic skin response, pupil dilation, and the suppression of alpha waves in 
EEG responses. However, although it is possible that cuts trigger the OR, 
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Smith (2005) has argued that not every cut will trigger an OR. The OR lasts 
~8–9s2, and another response could only be triggered after this interval. Yet, 
cuts in most contemporary films are presented at an average interval of 4s 
(Cutting, Brunick, et al., 2011).  
Over the course of a film, there are fluctuations in the frequency of 
abrupt cuts at different segments of film. For example, while the frequency of 
abrupt cuts is expected to be fairly high in car chase segments, the frequency 
is expected to be lower in dialogue scenes. The rate at which cuts are 
presented has been found to correlate with increased physiological arousal, 
measured by heart rate, skin conductance response, and self-reported arousal 
(A. Lang, Zhou, Schwartz, Bolls, & Potter, 2000).  
Further, Cutting et al. (2010) has observed that over the years, the 
average shot duration (ASD) in films has increasingly approached a 
mathematical pattern known as 1/f, or pink noise 3. 1/f patterns have been 
observed in many systems, from electronic devices, to tidal heights, 
meteorological and climatic change, music and speech, and even in astronomy 
(Hooge, Kleinpenning, & Vandamme, 1981; Musha & Yamamoto, 1997; 
Press, 1978; Voss & Clarke, 1975). In human cognition, subjects’ response 
times in cognitive tasks requiring attention over extended intervals has been 
found to approach a 1/f pattern, which is believed to reflect the waxing and 
                                                
 
2 The OR lasts ~10 heartbeats on average, which is approximately ~8.33s, 
based on the average resting heart rate of 72 beats per minute (Smith, 2005).  
3 In signal analysis, any signal over time can by decomposed by Fourier 
analysis into a combination of sine waves with different frequencies and 
amplitudes. The signal could be represented by a power spectrum (in 
logarithmic space), which describes the relationship between the power 
(proportional to the square of the amplitude) of the component sine waves and 
their frequencies. When power falls linearly and inversely proportional to 
frequency, the spectrum has been described as 1/f, or pink noise. 
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waning of attention (Farrell, Wagenmakers, & Ratcliff, 2006; Gilden, 2001; 
Gilden, Thornton, & Mallon, 1995; Wagenmakers, Farrell, & Ratcliff, 2004). 
Given that every cut triggers a re-orienting of attention, Cutting (2013) 
speculated that perhaps, over the years, the structure of cuts in movies has 
evolved to match the natural rhythms found in in our cognitive systems.  
2.4.2 Continuity editing (“Hollywood style”)   
Despite how film cuts draw attention, and despite the large visual and 
perceptual discontinuities to the display, the phenomenal experience of 
watching a movie is not discontinuous. Frequent cuts encountered during a 
film do not seem to impair the viewer’s experience or understanding of the 
film. Phenomenally, we do not seem to notice the abrupt cuts unless we pay 
specific attention do them. And even when doing so, a large number of cuts 
are still missed. For example, when Smith and Henderson (2008) asked 
participants to press a key whenever they detected an abrupt cut as they 
watched a movie, participants still missed about 15.8% of all cuts.   
One reason why cuts are missed so often could be that over the years, 
Hollywood filmmakers have developed a set of techniques to mask abrupt 
cuts, and make them virtually invisible to the viewer. These techniques are 
collectively known as the Continuity Editing (CE) guidelines, or Hollywood 
Style (Bordwell, Staiger, & Thompson, 1985; Bordwell & Thompson, 2001; 
Bretz, 1962; Dick, 2005; Edgar-Hunt, Marland, & Rawle, 2010; Mascelli, 
1965; Reisz, 1958; Wurtzel, 1983), having originated in the United States 
during the early part of the 20th century. The goal of these guidelines is to 
minimize visual disruptions during cuts so that cuts appear seamless, and so 
that the resulting film would not be overly confusing or disorienting to the 
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viewer. Over 90% of the shots in Hollywood films currently follow these 
guidelines (Bordwell et al., 1985).  
2.4.2.1 180 degree guideline 
For example, one of the guidelines of CE is the 180 degree rule. It says 
that when cutting from one shot to another, the camera should not cross the 
axis joining the major components of the scene (Bordwell & Thompson, 2001; 
Edgar-Hunt et al., 2010). The axis (also referred to as the axis of action) is an 
imaginary line in the 3D space of the scene, which defines the space where 
most of the action is occurring (see Figure 2.1a). It is usually introduced in an 
initial, establishing shot that depicts the overall scene and the major 
components. For example, in a typical dialogue scene between two persons, 
the axis is a line that joins the two characters. An establishing shot depicting 
both characters may first be shown, before a cut to one of the characters up-
close. According to this guideline, the camera should not cross the axis 
between shots. If the line is crossed, the two characters would appear to be 
left-right reversed in space, and this results in disorientation for the viewer. 
The 180 degree guideline ensures that the relative positions of objects and 
persons within the camera frame remain consistent after a cut (Bordwell et al., 
1985; Bordwell & Thompson, 2001).  
2.4.2.2 30 degree guideline 
Another guideline is the 30 degree rule. The advice from this guideline 
is that when one shot cuts to another, the angle subtended by the two cameras 
should be at least 30 degrees apart (see Figure 2.1; Bordwell & Thompson, 
2001; Edgar-Hunt et al., 2010). While the 30 degree value is a rule of thumb, 
the motivation of this guideline stems from observations that if two shots are 
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not sufficiently different from each other in terms of camera angle and 
distance, e.g. when a shot of a whole person cuts to a slightly closer shot of the 
same person from ankles up (Murch, 2001), persons and objects within the 
shot will appear to ‘jump’ during the cut. Such types of cuts are also known as 
jumpcuts. Jumpcuts cuts are very visible to the viewer and tend to create 
disorientation (Bordwell & Thompson, 2001; Dick, 2005). According to the 
film editor Walter Murch, the viewer has difficulty accepting these types of 
cuts because they are neither subtle nor total. The new shot is different enough 
to signal that something has changed, but not different enough to compel 
viewers to re-evaluate the scene context. This type of displacement, which is 
neither motion, nor context change, produces mental jarring (Murch 2001). 
Although jumpcuts have been avoided in the Continuity style of editing, they 
are sometimes intentionally used, most notably in Sergei Eisenstein’s Montage 
style of editing, to draw attention to the cut and create discontinuity. 
Eisenstein believed that such visual conflicts compel viewers to actively 









Figure 2.1: Examples of continuity editing rules. 180 degree rule: when 
cutting from one shot to another, the camera depicting the second shot 
should not cross the axis of action. 30 degree rule: both cameras should be 
at least 30 degrees apart along the 180 degree arc.  
 
2.4.2.3 Efficacy of continuity editing 
Studies have found that abrupt cuts not following the CE guidelines 
were detected more easily than those following the guidelines, pointing to the 
efficacy of such rules. For example, Smith and Henderson (2008) reported that 
when viewers were asked to manually respond to abrupt cuts in a movie, they 
missed as many as 32.4% of match action cuts4, which adheres to the CE 
guidelines, compared to 9.4% of between-scene cuts, which do not adhere to 
the guidelines. This suggests that cuts not following the CE guidelines capture 
attention more than cuts following the guidelines. In line with this, d’Ydewalle 
and Vanderbeeken (1990) also observed faster responses to cuts that violated 
the CE guidelines.  
                                                
 
4 Another one of the CE guidelines. Match actions cuts involve cutting from 
one shot to another during a sudden onset of motion. Such cuts are believed to 
work because viewers’ expectations of what happens next makes them less 
likely to notice the cut (Bordwell & Thompson, 2001). 





Yet, other studies have failed to find evidence that violating the CE 
guidelines creates disorientation for the viewer. For example, d’Ydewalle and 
colleagues did not find evidence that not following the 180 degree rule, which 
maintains the relative left-right positions of characters in the film, produced 
confusion for the viewers. In a number of studies, they observed an increase in 
the spread of eye movements following cuts involving a left-right reversal of 
the scene, such as that brought about by a shift in the camera across the axis of 
action. This increase was initially interpreted as confusion to the left-right 
reversed scene or cognitive activity related to having to rotate the image into 
the axis of the previous shot (d’Ydewalle, Desmet, & Rensbergen, 1998; 
d’Ydewalle & Vanderbeeken, 1990). However, in a recent study (Germeys & 
d’Ydewalle, 2007), the increase in eye movements was found to be due to 
shifting attention from the most informative parts of the old shot, to the most 
informative parts of the new shot. The authors concluded that there was no 
evidence of confusion arising from the second order violation.  
Thus, although film editors have investigated with techniques of 
making abrupt cuts imperceptible for a long time, largely through trial and 
error, how cuts influence eye movements and re-orient attention is still not 
well understood.  
2.5 Saccade planning 
Eye movements reflect the execution of underlying saccade plans. To 
examine how abrupt cuts influence eye movements during viewing, we must 
also consider how the underlying saccade plans are formulated. Saccades, 
which are essentially motor movements, require time to plan and execute. The 
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preparatory processes to send an efferent signal to the oculomotor muscles to 
shift the eyes must start prior to saccade execution, some time before the end 
of a fixation. Since saccade plans cannot be directly observed, they could only 
be inferred from when the eyes move. The termination of a fixation reflects 
the point in time at which the plan for the following saccade is completed and 
executed.  
After the start of a fixation, it takes some time for visual information to 
travel from the retina to higher cortical areas for further processing. This 
duration has been estimated to be around 50-60 ms (McConkie, 1983; Russo, 
1978). Studies have found that the acquisition of visual information starts 
within a short time after the eyes land (Rayner & Pollatsek, 1981; Shioiri, 
1993; van Diepen, De Graef, & d’Ydewalle, 1995). For example, van Diepen 
et al. (1995) presented a foveal mask at various delays after the onset of each 
fixation as participants performed an object search task. They observed that 
scene inspection time at mask onset delays longer than 45 – 75 ms asymptoted 
to the control condition in which no mask was presented. This suggests that 
sufficient information allowing for object identification was available by 45 - 
75 ms following fixation onset. The extraction of information occurs initially 
at the fovea, before attention is shifted to the periphery to select the next 
saccade target (van Diepen & d’Ydewalle, 2003). By ~120 ms after fixation 
onset, a clear percept of the fixated stimulus is formed (Russo, 1978). In line 
with these values, Rayner, Smith, Malcolm and Henderson (2009) reported 
that when observers were allowed to view a scene for a given interval after the 
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start of each fixation5, eye movements were no different from the condition 
where viewing was not restricted only when the viewing duration was at least 
150 ms.  
Most studies agree that the planning of an eye movement involves 
computations of the amplitude and the direction of movement (Abrams & 
Jonides, 1988; Aslin & Shea, 1987; Becker & Jürgens, 1979; Hou & Fender, 
1979; Morrison, 1984). While some studies claim that direction and amplitude 
are computed separately, with direction computed before amplitude (Becker & 
Jürgens, 1979; Hou & Fender, 1979), others found that these computations 
could occur simultaneously (Abrams & Jonides, 1988). The latency period 
associated with making a saccade plan has been estimated to be around 175 to 
200 ms (Abrams & Jonides, 1988; Rayner, Slowiaczek, Clifton, & Bertera, 
1983; Salthouse & Ellis, 1980), even after uncertainties about where and when 
to move the eyes have been eliminated. Some studies have claimed that 
saccade plans could overlap in time, i.e., a saccade plan to a new target could 
be initiated even before another saccade plan to a different target was executed 
(e.g., Becker & Jürgens, 1979; Morrison, 1984; Walker & McSorley, 2006). A 
timeline of the processes occurring during a fixation is summarized in Figure 
2.2.  
                                                
 










Figure 2.2: Summary of processes during a fixation.  
 
2.5.1 Saccade plan cancellation 
Studies have observed that if novel information were presented early 
enough prior to the execution of a saccade, the subsequent saccade could be 
guided by novel information (Aslin & Shea, 1987; Becker & Jürgens, 1979; 
Findlay & Harris, 1984; Ludwig, Mildinhall, & Gilchrist, 2007; McPeek, 
Skavenski, & Nakayama, 2000; Vergilino & Beauvillain, 2000). For example, 
in a study by Becker and Jürgens (1979), observers were asked to track a 
target appearing consecutively at two different locations on the screen, using 
the double-step task introduced by Westheimer (1954). The appearance of the 
target at the second location occurred before a saccadic movement to the first 
target location, presumably when the observers were still preparing a saccade 
to the first target. Becker and Jürgens reported that while some saccades 
landed on both the targets consecutively, some proportion of saccades 
bypassed the first target and landed on the second target directly. In particular, 
when the reaction time of the first saccadic response measured from the onset 
start of fixation
50 - 60 ms
acquisition of 
visual informaiton
45 - 75 ms
information for object 
identification available
~ 120 ms
clear percept of 
stimulus available
~175 ms from the end of fixation:
saccade planning
Fixation Saccade
260 - 330 ms
end of fixation
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of the second target was short (< 80ms), saccades tended to land at both target 
locations. But, when the reaction time was long (> 180ms), saccades tended to 
land directly on the second target, bypassing the first target entirely.  
One implication of Becker and Jürgens' results is that there is a point 
of no return (PONR) during the development of a saccade plan, beyond which, 
saccade decisions could no longer be modified. One proposed framework 
posits that saccade plans are developed in two stages: an initial labile stage in 
which saccade programs can still be modified, and a later, non-labile stage in 
which saccade programs are irrevocably decided (Becker & Jürgens, 1979; 
Engbert, Longtin, & Kliegl, 2002; Engbert, Nuthmann, Richter, & Kliegl, 
2005; Morrison, 1984; Nuthmann, Smith, Engbert, & Henderson, 2010; 
Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek, 
2003; Salvucci, 2001; Walshe & Nuthmann, 2013, 2015). The assumption is 
that the boundary that separates the labile and non-labile stages marks the 
point, beyond which new visual information can no longer modify a saccade 
plan. This boundary has been referred to as the point of no return (PONR; 
Engbert et al., 2005; Morrison, 1984; Nuthmann et al., 2010, p. 201; Reichle 
et al., 1998) or saccadic dead time (e.g., Ludwig et al., 2007). Beyond the 
PONR, the saccade plan is irrevocably committed and novel information could 
no longer modify the upcoming decision. Before the PONR, novel information 
could still modify the upcoming saccade decision. 
The implication of the saccades that directly landed on the second 
target in Becker and Jürgens’ study is that the saccade plan to the first target 
was cancelled, and a new plan was formed to the second target, which was 
subsequently executed. Neurophysiological data consistent with the successful 
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cancellation of saccade plans has been reported in the literature. For example, 
in several studies by Hanes and colleagues (Hanes, Patterson, & Schall, 1998; 
Paré & Hanes, 2003), monkeys were trained to perform the countermanding 
task which required the monkeys to execute saccades to targets presented on a 
screen. When an infrequent stop signal was presented, they had to withhold 
their saccades. Hanes et al. reported that some neurons in the frontal eye fields 
and superior colliculus that displayed increased activity just prior to saccade 
execution, also showed a rapid decrease in activation in response to the stop 
signal within the time required to cancel a saccade (Hanes et al., 1998; Paré & 
Hanes, 2003). Such neural behavior seems to be consistent with saccade 
preparation activity that was subsequently cancelled.  
Further, models that predict saccade latencies in tasks involving two 
competing saccades (e.g., double-step or antisaccade tasks) attribute a 
significant role to a stop process that halts the progress of an initial, erroneous 
saccade plan. Model architectures that included the stop process performed 
better in predicting saccadic response times than architectures that did not 
include the stop process (Camalier et al., 2007; Noorani & Carpenter, 2013). 
Recent studies have also found plausible neurophysiological evidence of such 
a stop unit in the subthalamic nucleas (STN) – substantia nigra pars reticulata 
(SNr) pathway of the basal ganglia (Noorani & Carpenter, 2014; Schmidt, 
Leventhal, Mallet, Chen, & Berke, 2013).  
Taken together, these studies suggest that saccade plans need not be 
executed after they have been triggered. Instead, they could be canceled prior 
to execution if the command to cancel arrives early enough. Such a system 
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provides greater flexibility and allows attention to be re-oriented quickly to 
changes in visual information, such as following abrupt scene changes.  
2.6 Initial Centering Response 
Another aspect of eye movements following a scene change is that 
following an abrupt scene transition similar to a film cut, there is a systematic 
shift of the eyes to the scene center in the first saccade (e.g., Bindemann, 
2010; Bindemann, Scheepers, Ferguson, & Burton, 2010; Carmi, 2007; Dorr, 
Martinetz, Gegenfurtner, & Barth, 2010; Mital, Smith, Hill, & Henderson, 
2011; Mital et al., 2011; Parkhurst et al., 2002; Tatler, 2007; Tseng, Cameron, 
Munoz, & Itti, 2009). For example, Mital et al. (2011) observed a sharp 
decrease in the average distance of eye fixations from the scene center ~333 
ms following a film cut, which increased subsequently. This initial centering 
response has been observed when static, new scenes are presented (e.g., 
Bindemann, 2010; Tatler, 2007), and following film cuts (e.g., Dorr et al., 
2010; Mital et al., 2011). Even when viewers were not looking at the center 
prior to the scene transition, their eyes still shifted there after the transition 
(Bindemann et al., 2010; Dorr et al., 2010; Mital et al., 2011; Tatler, 2007; 
Tseng et al., 2009).  
Several accounts have been proposed to explain this shift. One is that 
of a photographer bias, i.e., the tendency for photographers to place interesting 
objects in the center when composing a scene (Schumann et al., 2008; Tatler 
et al., 2005; Tseng et al., 2009). Studies have shown that locations of early 
fixations tend to correlate with low-level features in a scene (Foulsham & 
Underwood, 2008; Itti & Koch, 2000; Najemnik & Geisler, 2005; Nuthmann 
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& Henderson, 2010; Parkhurst et al., 2002; Reinagel & Zador, 1999; 
Renninger, Verghese, & Coughlan, 2007), thus initial fixations following a 
scene transition could have landed in the center because of the presence of 
low-level features belonging to the objects there. Thereafter, fixations move 
away from the center to explore other regions of the scene, with guidance 
from top-down influences, such as the observer’s task and viewing goals 
(Theeuwes, 2010; Yarbus, 1967). However, the evidence for this account is 
inconclusive. While Tseng et al., (2009) reported that the positions of first 
fixations following scene onset correlate strongly with photographer bias, 
Tatler (2007) failed to find any effect of image features on the location of the 
first fixation. Tatler (2007) observed that even when features of a scene were 
not concentrated in the center, a strong initial centering response was still 
present under both free-viewing and search conditions. A correlation between 
fixations and feature locations was observed in the search task, but only from 
the second fixation onwards. These studies suggest that the initial centering 
response could not be fully accounted for by photographer bias. Additionally, 
increasing evidence that low-level features are limited in their ability to 
predict fixation positions (Tatler et al., 2011) also casts doubts on this account.  
Alternatively, initial fixations could have landed in the center because 
the center provides strategic advantages during viewing. Through repeated 
exposure to photographer-biased images, viewers could have learned that 
important objects tend to be centrally located. As a result, they could have 
expected to acquire more information at the center than at any other locations, 
and developed a viewing strategy to shift their eyes there when a new scene is 
presented (Parkhurst et al., 2002; Tseng et al., 2009). In support of this 
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account, Tseng et al., (2009) has found that initial fixation positions correlate 
strongly with viewing strategy. 
Tatler (2007) has also suggested that the center could represent an 
optimal location from which subsequent scene exploration could follow. The 
center position seems to be privileged during visual processing (Henderson, 
1993; McConkie, Kerr, Reddix, & Zola, 1988; Nuthmann & Henderson, 2010; 
Pajak & Nuthmann, 2013; Rayner, 1979; Tyler, 1998). Initial fixations tend to 
land near the center of a word (McConkie et al., 1988; Rayner, 1979), or an 
object (Henderson, 1993; Nuthmann & Henderson, 2010; Pajak & Nuthmann, 
2013). Renninger et al. (2007) suggested that initial saccades to an object 
served as a localizing response, after which, further fixations to explore the 
object could follow. In the same way, the initial centering response could 
reflect a localizing response from which subsequent exploration of the scene 
could follow (Tatler, 2007).  
Taken together, these studies suggested that viewers shifted their eyes 
to the center to begin examination of a novel scene, but the factors that trigger 
the shift remain unclear.  
2.7 Structure of this thesis 
In this thesis, we conducted three experiments that presented abrupt 
scene changes during viewing, and examined how initial saccades were 
influenced by the rapid scene change. Specifically, we measured the extent to 
which initial saccades were re-oriented to the scene’s center following a scene 
change.  
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Initial saccades following the presentation of a novel scene generally 
shift to the scene’s center. The implicit assumption is that the new scene was 
processed instantaneously. In Chapter 3 (Experiment 1), we probed this 
assumption and asked whether a scene change invariably leads to initial 
saccades moving to the scene’s center. We found that in some cases, the scene 
change does not influence initial saccades, but only influences saccades that 
follow, i.e., second saccades after the scene change. Initial saccades in these 
cases were under the influence of the previous scene.  
Abrupt scene changes not only bring about visual changes to the scene; 
they also introduce global luminance transients. In Chapter 4 (Experiment 2), 
we asked how changes in scene information, and changes to the overall 
luminance of a scene influence the extent to which initial saccades were re-
oriented to the center. We found that scene changes, including visual 
information changes, as well as luminance changes, have effects on the 
centering response. Our findings point to the rapid processing of the novel 
scene prior to the execution of initial saccades, and further suggest a link 
between the magnitude of scene change and how much initial saccades were 
re-oriented to the center.  
One implication of previous studies about the initial centering response 
is that viewers shifted their eyes to the center when they detect a scene change. 
But, in most of these studies, scene changes could easily be detected. In 
Chapter 5 (Experiment 3), we questioned whether viewers would also shift 
their eyes to the center when the scene change is small. Further, if viewers did 
not center their eyes, were they also not aware of the scene change? Two 
experiments were conducted that examined how the magnitude of scene 
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change influences initial saccades and how it relates to viewers’ conscious 
awareness of scene changes. We found that large scene changes, but not small 
scene changes increased the centering response. Yet, even when the scene 




3 Influence of rapid scene perception on 
initial saccades6 
3.1 Experiment 1a: Natural scene viewing  
Following a scene change, a systematic shift of the eyes to the scene 
center in the first saccades has been observed (Carmi, 2007; Dorr et al., 2010; 
Mital et al., 2011; Parkhurst et al., 2002). Accounts on this initial centering 
response suggest that the centering behavior of the eyes is linked to the visual 
examination of the novel image (Parkhurst et al., 2002; Tatler, 2007; Tseng et 
al., 2009), suggesting that first saccades were under the influence of the novel 
scene. Yet, other studies have found that if novel information were presented 
after the point of no return (PONR) of an existing saccade plan, the existing 
plan would be first executed (Becker & Jürgens, 1979; Engbert et al., 2002, 
2005; Morrison, 1984; Nuthmann et al., 2010; Reichle et al., 1998, 2003; 
Salvucci, 2001). This raises the possibility that first saccades following a 
scene change could be under the influence of the pre-transition scene, if the 
scene change occurred after an existing saccade plan has developed past its 
PONR.  
                                                
 
6 Based on the following publications: 
i. Wu, E. X. W., Gilani, S. O., van Boxtel, J. J. A., Amihai, I., Chua, F. K., & Yen, S.-
C. (2013). Parallel programming of saccades during natural scene viewing: Evidence 
from eye movement positions. Journal of Vision, 13(12), 1–14.  
ii. Wu, E. X. W., Chua, F. K., & Yen, S.-C. (2015). Saccade planning during free 




In the current study, we examined whether initial saccades following a 
scene change were invariably under the influence of the novel scene. If so, we 
expected initial saccades to be re-oriented to the center regardless of when the 
scene change occurred (Figure 3.1a). Alternatively, whether initial saccades 
were under the influence of the novel scene could depend on when the scene 
change occurred relative to the PONR of an existing saccade plan made for the 
previous scene. Based on this account, we expected initial saccades to be re-
oriented to the center only if the scene change occurred before the PONR of 
the existing saccade plan (Figure 3.1b, top), but not if the scene change 


















Figure 3.1: Saccade plan models. (a) Initial saccades are invariably under the 
influence of the novel scene after the scene change. Initial saccades would be 
directed to the center regardless of when the transition occurred. Any existing 
saccade plans would be cancelled. (b) Whether initial saccades are under the 
influence of the novel scene depends on when the scene change occurred. Top: 
If the scene change were presented before the PONR of the existing saccade 
plan (green arrow), the existing saccade plan could be canceled and the new 
plan would be executed immediately. Bottom: If the scene change were 
presented after the PONR of the existing saccade plan, the existing plan would 
be executed first. 7 
 
                                                
 
7 There is likely some time interval between the presentation of a scene change 
and the initiation of a saccade plan triggered by the scene change. For 
simplicity, we have not taken it into account, since it is not likely to differ as a 
function of the models in (a) and (b). Such an interval is likely to reflect, at 
minimum, the amount of time required for visual information to travel from 
the retina to higher cortical areas (~50-60 ms; McConkie, 1983), and increases 

































































































































Twelve undergraduates (seven females and five males) were recruited 
from the National University of Singapore, with a mean and SD age of 22.25 ± 
2.90.  They all had normal or corrected-to-normal vision. All participants 
provided signed informed consent and were paid for their participation. 
3.1.1.2 Apparatus and Environment 
The experiment was carried out in a dark, windowless room.  The 
positions of the dominant eye were recorded at a sampling rate of 2,000 Hz on 
an EyeLink 1000 system from SR Research Ltd. Saccades were identified if 
they exhibited deviations in eye positions greater than 0.1 degree of visual 
angle, minimum velocities of 30 degree/s, and minimum acceleration of 8,000 
degree/s2. Head movements were minimized during the experiment using chin 
and forehead rests. A nine-point calibration and validation procedure was 
carried out before the images were presented at the beginning of the 
experiment, and after breaks (following every 40th trial) during the 
experiment.  
Stimuli were presented on a 22-inch LCD monitor (Samsung 
SyncMaster 2233) with an NVIDIA Quadro FX 3450/4000 SD graphics card, 
at a viewing distance of 57 cm. The screen subtended 34.7 (horizontal) x 27.5 
(vertical) degrees of visual angle, and all stimuli were scaled to display on the 
full screen (resolution: 800 x 600 pixels). The refresh rate of the display 
monitor was set to 120 Hz.  
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3.1.1.3 Stimuli 
72 images of natural scenes depicting scenery, street scenes, animals, 
and indoor areas such as offices and homes, were obtained from various online 
image databases (e.g. Flickr and Google Images). The images were converted 
to grayscale, followed by contrast maximization. The mean luminance of the 
image was mapped to a target value of 128 (on a 0 - 255 scale), and the 
luminance range of the image was scaled by a factor such the output levels do 
not exceed the 0 - 255 range. Images were randomly paired, and the same 
pairs were shown to all participants.  
3.1.1.4 Procedure  
Participants were briefed to encode the images on the screen, as they 
would be tested after each trial. They were then shown a pair of natural scene 
images, one presented after the other, each for 4,500 ms. A blank screen 
lasting 300 ms followed the second image, after which the participant received 
a forced-choice response question that tested their memory for objects in the 
images. Figure 3.2 illustrates the procedure of one trial. The blank images 
were luminance-matched to the scene images. Participants initiated a trial by 
pressing the spacebar while maintaining fixation on a dot in the center of the 
screen. There were 5 practice, and 36 experimental trials. None of the images 
was repeated.   
In the forced-choice memory test, participants were presented with an 
object cropped from either one of the images. The task was to say whether it 
belonged to the first or the second image. The cropped object was equally 
likely to come from either image. To increase the difficulty of the memory 
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test, different-sized objects from the images were resized to around 150 x 150 
pixels, with the original aspect ratio preserved.  
Eye movement data was recorded from the start of the trial to the end 
of the blank period following the second image. Drift correction was 
performed before each trial. The order of the trials was randomized for each 
















We limited our analyses to trials in which the scene transition occurred 
prior to a saccade, i.e., during an eye fixation. Trials where the scene transition 
occurred during a saccade (13.2% of trials), or where eyeblinks occurred 
around a scene transition (0.46% of trials) were excluded from the subsequent 
Fixation
Image 1 (4500 ms)
Image 2 (4500 ms)
Blank (300 ms)
Respond ‘1’ or ‘2’
Time
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analyses. Further, trials were also excluded if the fixation during the transition, 
or the subsequent fixation, were outside the image (0%), or if their durations 
were too long (>1000 ms; 1.61%) or too short (<50 ms; 0.23%). Thus, 
analyses were conducted on the remaining 365 trials across all participants 
(84.1% of trials).  
3.1.2.2 Saccade groups 
We first distinguished trials according to when the scene change 
occurred. Previous studies have observed a dip in the frequency distribution of 
saccade onset times relative to a scene transition, at ~100 ms (see Figure 3.3; 
e.g., Nuthmann et al., 2010; Reingold & Stampe, 1999, 2000). Saccade 
executions after the dip (>100 ms; labeled as late-onset saccades) have been 
interpreted as cases where the saccades were affected by the scene transition, 
while saccade executions before the dip (<100 ms; labeled as early-onset 
saccades) have been interpreted as cases where saccades were unaffected by 
the image transition. The implication is that underlying saccade plans in the 
late-onset group have still not developed past the PONR, while saccade plans 










Figure 3.3: Frequency distribution of the onset time of initial saccades. The 
scene transition occurred when saccade onset time = 0 ms. 
 
3.1.2.3 Initial saccade landings 
We first examined the landing positions of saccades around the time of 
the scene change. If initial saccades are always under the influence of the 
novel scene, we expected saccades in both early-onset and late-onset groups to 
be oriented to the scene center. However, if initial saccades are under the 
influence of the novel scene only if the scene change occurred before the 
PONR of an existing saccade plan, we expected saccades the late-onset group 
to be oriented to the center, but not saccades in the early-onset group. 
Vector plots illustrating the sequential movements of the eyes in 
consecutive saccades were created for all participants and trials (see Figure 
3.4a). Each line represents a saccade (saccade n) moving from one fixation 
(fixation n-1) to the next (fixation n). The results demonstrate a clear 
difference in eye movement behavior between the early-onset and late-onset 
saccades. After the scene transition, the plots showed a dissociation in when 
saccades were executed to the center: for the late-onset group, the eyes moved 
















immediately to the center in the first saccade after the scene transition; for the 
early-onset group, there was a delay of one saccade: the eyes only moved to 
the center in the second saccade after the transition. The differences in the 
centering behavior of the early-onset and late-onset groups support the 
hypothesis that the novel scene could influence initial saccades only if it were 
presented before any existing plan has developed past the PONR.  
To quantify the centering behavior of the eyes towards the center, we 
computed the deviation angle, i.e., the extent to which the direction of a 
saccade deviated from a nominal saccade moving to the center (see Appendix 
A). A formal analysis was conducted on deviation angle. Deviation angle was 
averaged over participant means, and plotted in Figure 3.4b. If the novel scene 
following a scene change always influenced initial saccades, we expected 
deviation angle to decrease in the initial saccades from both early-onset and 
late-onset groups. However, if the novel scene only influenced initial saccades 
when it were presented before the PONR of an existing saccade plan, we 
expected deviation angle to decrease in the first saccade for the late-onset 
group, but not in the early-onset group. A 2(endgroup: early-onset, late-onset) 
x 3 (saccade number: baseline, 1, and 2) repeated-measures ANOVA was 
conducted with deviation as the dependent variable. The baseline was taken to 
be the average deviation of the last 10 saccades before the scene change. 
There was a significant interaction effect of end-group x saccade number (F(2, 
22) = 30.67, p < .0001, η2 = .74). Deviation decreased significantly for the 
first saccade in the late-onset group (t(11) = 8.28, p < .0001, d = 3.84, 
M(SD)baseline = 75.63(16.27), M(SD)1 = 27.49(7.00)), but not the first saccade 
in the early-onset group (t(11) = 0.38, p = .71, d = 0.17, M(SD) baseline = 
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70.05(18.21), M(SD)1 = 66.99(18.59)). For the early-onset group, deviation 
decreased significantly only in the second saccade (t(11) = 5.48, p = .0002, d = 
2.23, M(SD)baseline = 66.99(18.59), M(SD)2 = 30.79(13.46)). Our results show 
that only initial saccades from the late-onset group, and not the early-onset 
group, were executed to the center. Saccades in the early-onset group were 
executed to the center only in the second saccades. Our findings imply that 
initial saccades are under the influence of the novel scene if the scene change 






















Figure 3.4: (a) Vector plots of consecutive saccades. Locations within each 
box represents the actual screen coordinates. (b) Plot of deviation angles. Error 
bars show ±1 SEM.  
 
3.1.3 Discussion  
In this study, we examined whether initial saccades following a scene 
change were invariably under the influence of the novel scene. Our results 
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found two groups of saccades with different centering behavior. One group, 
with relatively long saccade onset times relative to the scene change (late-
onset saccades), was executed to the center in the first saccades. Another 
group, with shorter saccade onset times (early-onset saccades), was executed 
to the center not in the first saccades, but only in the second saccades. Our 
results imply that the novel scene could influence initial saccades if the scene 
change occurred before any existing saccade plan develops past the point of 
no return (PONR). If the novel scene were presented after the PONR, it would 
only influence the second saccades.  
A further implication of the initial saccades in the early-onset group, 
which were not executed to the center, is that they were executed to locations 
in the previous scene. Studies have proposed that when a saccade plan has 
developed past its PONR, it would be irrevocably executed (e.g., Becker & 
Jürgens, 1979; Morrison, 1984). Since early-onset saccades reflect the 
execution of saccade plans where the scene change occurred after the PONR, 
they should have been executed to locations in the previous scene. However, 
as there are usually plenty of saccade targets in natural scenes, and their 
locations in the pre-transition and post-transition scenes were very likely to 
overlap, we were not able to rule out the possibility that early-onset saccades 
were in fact, executed to a location in the post-transition scene. For example, 
these saccades could have been guided by saliency information in the post-
transition scene. In the next experiment, we employed a novel paradigm to 
examine where these saccades were targeted. 
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3.2 Experiment 1b: Object viewing 
In the current experiment, participants freely viewed the images 
containing real objects in preparation for a memory task. To control for the 
locations of saccade targets, object locations of the pre- and post-transition 
images never overlapped. This design allowed us to evaluate clearly whether 
saccade targets selected by the observer belonged to the pre-, or post-transition 
image. We hypothesized that if initial saccades in the early-onset group were 
guided by information in the pre-transition image, they would land at locations 
containing an object in the pre-transition image. Alternatively, if they were 
guided by information in the post-transition image, they would land at 
locations containing an object in the post-transition image.  
3.2.1 Method 
3.2.1.1 Participants 
Students from the National University of Singapore (N = 12, seven 
females and five males) were recruited for the study. They had a mean and SD 
age of 22.42 ± 3.00 and all had normal or corrected-to-normal vision. 
Participants provided signed informed consent and were paid for their 
participation. 
3.2.1.2 Apparatus and Environment 
Eyetracking data of the dominant eye was recorded with an EyeLink 
1000 system from SR Research Ltd, at a sampling rate of 2,000 Hz. Saccades 
were identified by deviations in eye positions greater than 0.1 degree of visual 
angle, velocities of at least 30 degree/s, and minimum acceleration of 8,000 
degree/s2. Head movements during the experiment were minimized with the 
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help of chin and forehead rests. Stimuli were presented on a 22-inch LCD 
monitor (Samsung SyncMaster 2233) with an NVIDIA Quadro FX 3450/4000 
SD graphics card, at a viewing distance of 57 cm. The screen subtended 34.7 
(horizontal) x 27.5 (vertical) degrees of visual angle, and all stimuli were 
scaled to display at the full screen height (resolution: 800 x 600 pixels). The 
refresh rate of the display monitor was set to 120 Hz. The experiment was 
carried out in a dark, windowless room. 
3.2.1.3 Stimuli  
Pictures of objects were downloaded from various online databases 
(e.g., Flickr and Google Images). Observers were presented two image frames, 
one after another (see Figure 3.5b). Each image consisted of five objects 
placed in random locations against a grey background (~43 cd/m2). These 
objects could occupy any of 8 x 6 possible locations in the central 32 x 25 
degrees of the screen (see Figure 3.5a). For each pair of images in the same 
trial, object locations never overlapped. Objects were spaced at least 6.36 
degrees apart between images (M = 17.07, SD = 8.15), and at least 9 degrees 
apart within each image (M = 17.13, SD = 6.79).  
3.2.1.4 Procedure 
Participants were asked to study and encode the objects in preparation 
for a memory test. To encourage participants to foveate the objects during 
encoding, each object was resized to ~1.5 x 1.5 degrees. Further, parafoveal 
processing was made virtually impossible by placing each object against a 
local, high-contrast, white circular background (~70 cd/m2; radius ~1 degree) 
with a black border (~1 cd/m2). The objects in each image were unique and 
were not repeated in the other trials. 
 43 
The first image was presented for 4 or 5 fixations (~1 s) before the 
second image was presented during an eye fixation. The image transition 
occurred at a random latency between 50 to 150 ms after the start of the 
fixation. The second image was presented for an additional 4 or 5 fixations 
before the trial ended. Participants were then given a memory test in which 
they had to say whether a test object was old or new. The test object was 
presented at a size of ~ 5 x 5 degrees, in the center of the screen. To 
discourage participants from using color information in the memory task, the 
test object was presented in grayscale. 
Eye movement data was recorded from the start to the end of each 
trial. Drift correction was performed before the start of each trial. A nine-point 
calibration and validation procedure was carried out at the beginning of the 
experiment and after breaks following every 50th trial. Each experimental 

















Figure 3.5: Stimuli and procedure. (a) An example of an image. The white 




We analyzed only trials in which the transition occurred during an eye 
fixation. Trials in which the transition occurred during a saccade (10.7%), and 
when the transition occurred very close to an eyeblink (1.83%) were excluded. 
Trials were also excluded if the fixation during the transition, or the 
subsequent fixation, was outside the image (0.11%), or if their durations were 
too long (> 1000 ms; 0%), or too short (< 50 ms; 1.40%). The, analyses were 
Fixation
Image 1 
(4 or 5 fixations)
Image 2 
(4 or 5 fixations)
Blank 
(300 ms)






conducted on the remaining 22778 trials across all participants (85.96% of 
trials).  
3.2.2.2 Saccade landings on objects 
As the orienting task was a memory task requiring participants to 
examine fine object details, participants were motivated to make accurate 
saccades to objects. However, as previous studies have shown that saccade 
targeting is inaccurate even when the target is well-defined (e.g., Abrams et 
al., 1989; Coëffé & O’Regan, 1987; Ottes et al., 1984; Weber & Daroff, 1971, 
1971), we do not expect all saccades to land on objects accurately. Thus, an 
object viewing area was defined for each object, in a way such that all 
saccades falling within this area would be considered as being executed 
towards the object. For each participant, we computed the distribution of 
distances from a saccade endpoint to the nearest object, for the last three 
saccade landings before the transition. Our assumption was that saccades were 
targeted to the object that was closest to the saccade endpoint. Saccade 
landings that were approximately equidistant to two objects were excluded, as 
the saccade target would be ambiguous. The criterion for exclusion was that 
the difference in distances from the saccade endpoint to the two nearest 
objects is less than 15% of the distance to the nearest object. To estimate the 
object viewing area, we selected a distance that included 90%9 of the saccade 
                                                
 
8 All percentages of trials reported in the subsequent sections were based on 
2277 trials, unless otherwise specified. 
9 We have also tried using other values; however, a value of 90% maximized 
the number of trials in which first, post-transition saccades landed on a single 
object from either image, and minimized the number of trials in which 
saccades landed on none of the objects, or more than one object.    
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endpoints (see Figure 3.6). The mean (SD) radius of the object viewing area 









Figure 3.6: Saccade landing positions. (a) Saccade landing positions relative to 
the nearest object, for one participant. Nearest objects are aligned to position 
(0,0) in the plot. The area within the circle represents the object viewing area. 
(b) Distribution of saccade landing positions relative to the nearest object for 
one participant. The dotted vertical line indicates the distance selected to 
define the object viewing area. 
 
For each participant, data for trials in which first, post-transition 
saccades landed inside the viewing area of an object from either image 1 or 
image 2 (79.93%) were used to test our models. Trials in which the first 
saccades landed within the overlapped viewing areas of an image 1 and an 
image 2 object (1.45%), and trials in which the first saccades did not land 
within any object viewing areas of either image (18.62%)10 were excluded.  
3.2.2.3 Saccade groups 
Figure 3.7 plots the frequency distribution of saccade onset time 
relative to the image transition. A dip was observed ~100 ms after the 
                                                
 
10 We consider the implication of this relatively large group of saccades 
further in the Discussion section.   

































transition. Following Experiment 1, we labeled saccades with onset time <100 
ms as early-onset saccades, and saccades with onset time >100 ms as late-









Figure 3.7: Frequency distribution of the onset time of initial saccades. The 
scene transition occurred when saccade onset time = 0 ms. 
 
 
3.2.2.4 Initial saccade landings 
We examined the landing position of the first saccades after the 
transition. The results showed a dissociation in the landing position as a 
function of saccade onset time (see Figure 3.8a). Most (95.85%) of the early-
onset saccades landed on an image 1 object, while most (90.19%) of the late-
onset saccades landed on an image 2 object. The percentage frequency of trials 
in which first saccades landed on either an image 1 or an image 2 object was 
plotted in Figure 3.8b. A 2(landing: image 1, image 2) x 2(saccade onset: 
early, late) repeated measures ANOVA was conducted on percentage 
frequency. The results showed a significant effect of interaction (F(1,11) = 
3426, p < .0001, ηp2 = .99). Early-onset saccades tended to land on an object 
from image 1 (t(11) = 16.2339, p < .0001, d = 6.83, M(SD)Image 1 = 















51.13(10.03)%, M(SD)Image 2 = 2.23(1.34)%), while late-onset saccades tended 
to land on an object from image 2 (t(11) = -12.24, p < .0001, d = -5.05, 
M(SD)Image 1 = 4.59(1.85)%, M(SD)Image 2 = 42.05(10.33)%). The results here 
support the hypothesis that initial saccades in the early-onset group were 
guided by information in the pre-transition scene. On the other hand, initial 
saccades in the late-onset group were guided by information in the post-









Figure 3.8: Initial saccade landings. (a) Distribution of saccade onset time (S) 
depending on whether first saccades after the transition landed on an Image 1 
(grey), or Image 2 (white) object. Plot illustrates data from all subjects and 
trials, expressed as a percentage of total number of trials. (b) Percentage 
frequency of first saccade landings averaged across participants. Error bars 
show ±1 SEM. 
 
3.2.2.5 First saccades that did not land on any objects 
Despite a task encouraging participants to make accurate saccades to 
objects, ~18% of first, post-transition saccades landed on an empty location 
that did not contain any object from either image. Further examination of these 
saccades found that the majority (89.39%) was subsequently followed by a 










































amplitude of saccades that landed on a blank location was larger than that of 
saccades that landed on an object location (early-onset: t(11) = 6.05, p < 
.0001, d = 2.56, M(SD)blank = 16.37 (4.24) deg, M(SD) object  = 8.08 (1.65) deg; 
late-onset: t(11) = 7.08, p < .0001, d = 2.49, M(SD) blank = 14.97 (1.10) deg, 
M(SD)object = 11.26 (1.80) deg). Given that longer amplitude saccades tend to 
be less accurate in their landing position (Abrams et al., 1989; van Opstal & 
van Gisbergen, 1989; Viviani & Swensson, 1982; Weber & Daroff, 1971), our 
results suggest that first, post-transition saccades that landed on an empty 
location could have fallen short of their targets, and were subsequently 
corrected.   
3.2.3 Discussion 
We introduced a novel method to examine saccade plans under 
conditions of free-viewing. Saccade targets were presented at seemingly 
random locations, and observers voluntarily selected targets and the scanning 
order during viewing. Although the images used in the current study were not 
natural scenes, and were devoid of contextual information governing the 
spatial and semantic relationships between objects within natural scenes, we 
believe that they still retained several important properties that would invoke 
viewing strategies also employed during naturalistic viewing. For example, to 
encode an object, participants would have to look at each object in detail by 
selecting a saccade target among the several objects and then plan a saccade 
towards it. Indeed, in naturalistic scene viewing, eye movements have been 
reported to be targeted towards objects in the scene (Einhäuser et al., 2008; 
Nuthmann & Henderson, 2010). Further, participants were free to select a 
target from any of the presented objects, and were not coaxed to shift their 
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eyes to any particular object, similar to free viewing under naturalistic 
conditions. Finally, the locations and identities of the objects were randomized 
in each trial, so that they would not be predictable to the participants.  
Our results show that following an abrupt scene change, initial 
saccades from the early-onset group tended to land on an object in the pre-
transition image, while initial saccades from the late-onset group tended to 
land directly on an object in the post-transition image. In Experiment 1a, 
natural images with an overabundance of saccade targets were presented, so it 
was not possible to determine whether early-onset saccades were targeted 
towards locations in the pre- or post-transition scene. Our results here support 
the hypothesis that they were guided by information from the pre-transition 
image.  
We also observed a substantial number of trials in which first, post-
transition saccades landed on an empty location that did not contain any object 
from either image. These saccades were larger in amplitude than saccades that 
landed on an object, and the majority (~90%) were followed by a saccade that 
landed on an object. One plausible account could be that these saccades were 
erroneous saccades that missed their targets, and were subsequently corrected. 
Saccade endpoints on blank regions of a scene have been frequently reported 
(e.g., Becker & Fuchs, 1969; Henderson, 2003; Henson, 1979; Ottes, Van 
Gisbergen, & Eggermont, 1984; Weber & Daroff, 1971). A common pattern is 
a pair of saccades comprising of an initial, large amplitude hypometric 
saccade, followed by a shorter, corrective saccade to the target (e.g., Henson, 
1979; Kowler & Blaser, 1995; Viviani & Swensson, 1982; Weber & Daroff, 
1972). One reason for this could be that longer amplitude saccades tend to be 
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less accurate in their landing position (Abrams et al., 1989; van Opstal & van 
Gisbergen, 1989; Viviani & Swensson, 1982; Weber & Daroff, 1971). 
Consequently, a subsequent correction to the target is required.  
3.3 General Discussion 
We conducted two studies in which an abrupt scene change was 
presented as viewers examined an image in preparation for a memory test. 
Two groups of initial saccades were identified following the scene transition. 
In one group, saccades were executed relatively later after the transition, and 
landed at locations in the post-transition image. In the other group, saccades 
were executed almost immediately after the transition and landed at locations 
in the pre-transition image. For the latter group, the novel scene only 
influenced saccades from the second, post-transition saccade on. Previous 
studies have proposed that during the development of a saccade plan, there is a 
point of no return (PONR), such that novel information presented after the 
PONR would have no influence on the upcoming saccade (Becker & Jürgens, 
1979; Morrison, 1984; Reichle, Pollatsek, Fisher, & Rayner, 1998; Walshe & 
Nuthmann, 2015). In the current study, saccade groups were distinguished in 
terms of whether the scene change occurred before, or after the point of no 
return (PONR) of an existing saccade plan prepared for the pre-transition 
image. Our results imply that the novel scene could influence initial saccades 
that follow the scene change only if it were presented before the PONR. If the 
novel scene were presented after the PONR, initial saccades would be under 
the influence of the previous scene. The novel scene would influence the 
second saccades at the earliest.  
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These results have implications on how quickly we can process novel 
scenes. Previous studies demonstrated scene information could be extracted 
rapidly (Biederman, 1972; Biederman et al., 1982, 1974; Castelhano & 
Henderson, 2007; Fei-Fei et al., 2007; Intraub, 1981; Oliva, 2005; Potter, 
1975, 1976; Schyns & Oliva, 1994). Within 100 – 150 ms following the 
presentation of a new scene, perceptual information, and even some semantic 
information of the scene could already be available (Biederman et al., 1974; 
Intraub, 1981; Potter, 1975, 1976; Schyns & Oliva, 1994). Our findings 
suggest that, for the late-onset group whose the latency of the first-, post-
transition saccade was ~220 ms, sufficient information from the novel scene 
could be extracted to influence the location of the following saccades.  
One implication of our findings relates to the control of viewers’ 
attention in filmmaking – one of the goals of editing (Cutting, Brunick, et al., 
2011). The frequency of abrupt scene changes has increased over the years. 
Average duration between two consecutive scene changes, which was ~10 s in 
the 1930s, has fallen to ~4 s in recent years (Cutting, Brunick, DeLong, et al., 
2011). In certain scenes, this duration could be even less than a second 
(Brunick, Cutting and DeLong, 2013). Our results imply that if a scene were 
presented for too short a duration, eye movements immediately following the 
scene change may not be guided by the novel scene; instead, they may still be 
under the influence of the previous scene.  
In the current study (Experiment 1a), we examined when the novel 
scene after a scene change triggered the re-orienting of saccades to the scene’s 
center. The re-orienting of saccades to the center has been reported in previous 
studies (Carmi, 2007; Dorr et al., 2010; Mital et al., 2011; Parkhurst et al., 
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2002; Tatler, 2007; Tseng et al., 2009), but the reasons behind this centering 
response remain unclear. In the following chapters, we further examined how 
information rapidly acquired from the novel scene influences the initial 




4 Scene information and global luminance 
changes 
4.1 Experiment 2a 
A transition to a new scene generally brings about large visual changes 
to the display. For example, using movie stimuli (e.g., Dorr et al., 2010; Mital 
et al., 2011), a new scene, introduced via a film cut, could depict a different 
time, place, or camera angle. In other cases, when a new image is presented in 
a trial, it is usually preceded by an image of a fixation marker displayed 
against a blank background (e.g., Bindemann, 2010; Tatler et al., 2005). The 
initial centering response could be triggered by visual changes in the scene. 
The meaning of a scene, or its gist, can be extracted rapidly (Castelhano & 
Henderson, 2007; Fei-Fei et al., 2007; Oliva, 2005; Potter, 1975, 1976; Schyns 
& Oliva, 1994; Võ & Henderson, 2010) and scene information could influence 
eye movements as early as the first fixations (Castelhano & Henderson, 2007; 
Neider & Zelinsky, 2006). Prior to the initial saccade, a quick comparison of 
the new scene to the previous one could be carried out. If the scene has 
changed, the new scene may need to be re-evaluated, and the eyes could shift 
to the center to begin this process.  
Yet, a cut from one scene to another further introduces a global 
luminance transient, which could also have an influence on the centering 
response. Indeed, these global transients could trigger the initial centering 
response independently of changes in the visual scene. Luminance transients, 
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which capture attention (Carroll & Bever, 1976; d’Ydewalle & Vanderbeeken, 
1990; Geiger & Reeves, 1993; A. Lang, 1990; A. Lang et al., 1993), may 
signal a scene change and trigger an automatic shift of the eyes to the scene 
center. The eyes may move to the center in expectation of interesting objects 
there (e.g., Parkhurst et al., 2002), or because the center is an advantageous 
location from which to begin visual exploration of the new scene (e.g., Tatler, 
2007).  
In the current study, we attempted to dissociate the effects of global 
changes in luminance and changes in scene information on the initial centering 
response. We presented pairs of images depicting natural scenes such that one 
image was presented for several seconds before it transitioned to the other. To 
simulate a global transient, we presented a very brief, blank screen (16 ms11) 
between each pair of scenes. We further examined different types of scene 
changes: (i) in the same condition, the same scene was re-presented following 
the blank screen, so there was only a global luminance transient during the 
scene transition, but no change in scene information; (ii) in the mirror 
condition, the second scene was a left-right reversal of the first scene. Thus, in 
addition to the global luminance transient, there were also visual changes, e.g., 
the scene layout and object locations were horizontally reversed, while the 
scene semantics remained the same; (iii) in the different condition, the second 
scene was a different image from the first, thus there were changes in visual 
                                                
 
11 This was the duration of two screen refreshes. The interval was limited to 
two screen refreshes, as a substantial number of fixations would have ended 
during the blank if it were too long. Although technically, there were two 
transients, from image 1 to the mask, and from the mask to image 2, they were 
presented very close in time (~16 ms interval), and subjects merely perceived 
a quick flicker of the screen.  In this discussion, we referred to the luminance 
changes as a global transient. 
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information as well as scene semantics. In sum, the difference between the 
same and mirror conditions was in visual information, and the difference 
between the mirror and different conditions was in scene semantics. A list of 
the types of scene changes is provided in the Table 4.1 below. 
  
Table 4.1 
Types of changes presented in each scene condition. A ‘yes’ indicates that the 
given change was present.  
 Types of change 
Scene condition Global luminance  Scene information 
  Visual information  Scene semantics 
Same yes no no 
Mirror yes yes no 
Different yes yes yes 
  
We hypothesized that if the centering response is influenced by the 
global luminance transient, we expect to observe an increase in the response 
following the scene transition in all scene conditions. Further, if the centering 
response is influenced by scene changes, we expected to observe modulation 
of the centering response by scene condition. Our design also allowed us to 
test whether global luminance changes and changes in scene information drive 
the centering response independently: if the centering response is triggered 
only by a global luminance change, and not changes in scene information, we 
expected to observe an increase in the centering response following the scene 
change, but no difference between the same, mirror and different conditions. 
On the other hand, if the centering response is driven by changes in scene 
information independently of global luminance changes, we expected the 
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response to be modulated by scene condition, but there should be no change in 
the centering response in the same condition following the transition.  
4.1.1 Method 
4.1.1.1 Participants 
Fourteen undergraduates (six females) were recruited from the 
National University of Singapore, with a mean and SD age of 23 ± 1.24.  They 
all had normal or corrected-to-normal vision. All participants provided signed 
informed consent and were paid for their participation.  
4.1.1.2 Apparatus and Environment 
The experiment was carried out in a dark, windowless room.  The 
positions of the dominant eye were recorded at a sampling rate of 2,000 Hz on 
an EyeLink 1000 system from SR Research Ltd. Saccades were identified if 
they exhibited deviations in eye positions greater than 0.1 degree of visual 
angle, minimum velocities of 30 degree/s, and minimum acceleration of 8,000 
degree/s2. Head movements were minimized during the experiment using chin 
and forehead rests. A nine-point calibration and validation procedure was 
carried out before the images were presented at the beginning of the 
experiment, and after breaks (following every 50th trial) during the 
experiment.  
Stimuli were presented on a 22-inch LCD monitor (Samsung 
SyncMaster 2233) with an NVIDIA Quadro FX 3450/4000 SD graphics card, 
at a viewing distance of 57 cm. The screen subtended 34.7 (horizontal) x 27.5 
(vertical) degrees of visual angle, and all stimuli were displayed at full screen 
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resolution (800 x 600 pixels). The refresh rate of the display monitor was set 
to 120 Hz.  
4.1.1.3 Stimuli 
Images of natural scenes depicting scenery, street scenes, animals, and 
indoor areas such as offices and homes, were obtained from various online 
image databases (e.g., Flickr and Google Images). The images were converted 
to grayscale and adjusted for contrast maximization. The mean luminance of 
each image was adjusted to a target value of 128 (~20.85 cd/m2), and the 
luminance range was scaled by a factor such the output levels do not exceed 
the 0 - 255 range. Images were presented in pairs from one of the following 
conditions: (1) same, in which the second image was the same as the first,  (2) 
mirror, in which the second image was a horizontal reflection of the first, and 
(3) different, in which the second image was different from the first (see 
Figure 4.1a). There were a total of 135 image pairs.  
4.1.1.4 Procedure  
Participants viewed pairs of images, one presented after the other, 
separated by a short blank interval, as their eye movements were tracked. 
They were briefed to encode the images on the screen, in preparation for a 
memory test at the end of each trial. At the 9th, 10th, or 11th fixation after the 
presentation of the first image, a blank screen (~20.85 cd/m2) was presented at 
a latency of 50 – 150 ms after fixation onset, for a duration of 16 ms. The 
blank screen was perceived to be a brief flicker of the display. This was 
followed by the presentation of the second image for another 9, 10, or 11 
fixations, and another 300 ms blank screen (~20.85 cd/m2). At the end of each 
trial, participants received a forced-choice response question, which tested 
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their memory for objects in the images. Trials from the various conditions 
(Same, Different, or Mirror) were randomly presented.  
In the forced-choice memory test, participants were presented with an 
object cropped from either one of the images, or a new object not from either 
image. The task was to respond whether it belonged image ‘1’, ‘2’, or 
‘neither’. To increase the difficulty of the memory test, different-sized objects 
from the images were resized to around 150 x 150 pixels, with the original 
aspect ratio preserved. The purpose of the memory test was to keep 
participants actively engaged during scene viewing. Figure 4.1b illustrates the 
procedure of one trial. Each trial was preceded by drift correction, where 
participants had to maintain fixation on a dot in the center of the screen and 
press the spacebar to initiate the trial. Participants completed 15 practice trials 
at the start of the experiment, followed by 120 experimental trials (40 of each 
scene condition). Eye movement data was recorded from the start of the trial 
to the end of the blank period following the second image. The experimental 























Figure 4.1: Stimuli and procedure. (a) Examples of stimuli from each 
condition. (b) Procedure of a trial from the different condition. 
Fixation
Image 1 (9, 10 or 11 fixations)
Blank (300 ms)









Image 1 Image 2 
Mirror
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4.1.2 Results  
4.1.2.1 Preprocessing 
We analyzed only trials in which the scene transition occurred during a 
fixation. Trials in which eyeblinks occurred around the transition (7.50%), 
trials in which the transition did not occur during a fixation (6.38%) were 
excluded. Further, trials were also excluded if the fixation during the 
transition, or the subsequent fixation, was outside the image (0.71%), or if 
their durations were too long (>1000 ms; 1.36%), or too short (<50 ms; 
1.18%).  
Several previous studies have observed a dip in the frequency of 
saccade onset times, ~100 ms following a scene transition (e.g., Pannasch, 
Schulz, & Velichkovsky, 2011; Reingold & Stampe, 1999; Wu et al., 2013). 
Saccades with onset times shorter than the dip are believed to represent cases 
in which the transition occurred too late for the saccades to be planned 
towards locations in the post-transition scene (i.e., the transition occurred 
during the non-labile stage of an existing saccade plan). Our findings in 
Experiment 1b also showed that these saccades were planned towards 
locations in the pre-transition scene. Thus, we excluded saccades with onset 
time less than the dip at ~100 ms (14.58%; see Figure 4.2). This leaves 









Figure 4.2: Saccade onset time was measured from blank onset to execution of 
the first saccade. The scene transition occurred when saccade onset time = 0 
ms. Trials with saccade onset time less than the dip (100 ms) were excluded 
from our analyses. 
 
4.1.2.2 Centering Behavior 
 The distribution of eye fixations is illustrated in Figure 4.3. Prior to 
the scene transition (Saccade number 0), saccade movements were distributed 
across the entire scene. Immediately after the scene change, saccades were 
directed towards the center. This effect was more pronounced in the mirror 
and different conditions, than in the same condition. Thereafter, saccades 
moved away from the center.  


























Figure 4.3: Distribution of fixations across the scene for all trials and subjects. 
 
 
Deviation angle of initial saccades (see Appendix A) were plotted in Figure 
4.4. To examine the effects of the global transient and scene changes on the 
initial centering response, we conducted a 3(Scene condition: same, mirror, 
different) x 2(Saccade number: baseline, 1) repeated measures ANOVA on 
deviation angle. The baseline was defined to be the average deviation of the 
last five saccades prior to the scene transition. The results showed a significant 
effect of interaction (F(2,26) = 26.09, p < .001, ηp2 = .67), suggesting that the 
initial centering response varies with scene condition. Deviation angle of the 
first saccades was modulated by scene condition (F(2,26) = 17.72, p < .0001, 
ηp2 = .58), with deviation being the smallest in the different condition, 

















Table 4.3). Given that the overall luminance change is equivalent for all scene 
conditions, one reasonable account of these results is that both visual changes 
and changes in scene semantics contributed to the centering response. 
Further, when compared to the baseline, deviation angle decreased 
significantly in all scene conditions. Even when the same scene was presented 
after the scene transition, the decrease was significant (t(13) = 3.56, p = .004, 
d = 1.33, M(SD)baseline = 67.67(6.58), M(SD)1 = 53.72(13.13)), suggesting that 
the global luminance transient contributed to the centering response. Results 
of paired t-tests for all scene conditions are shown in Table 4.2.  
Taken together, our results suggest that the initial centering response 
was influenced by both changes in scene information, as well as the global 















Figure 4.4: Deviation angle of saccades relative to the scene transition. 
Distributions of deviation angles are shown in the insets. Error bars show ±1 
SEM. 
 
Table 4.2  




number M  SD t p d 
Same Baseline 67.67 6.58 3.56 .004* 1.33 
 1 53.72 13.33       
Mirror Baseline 66.18 7.45 6.42 <.001* 3.00 
 1 39.43 10.25       
Different Baseline 64.67 6.49 11.38 <.001* 5.29 





























































Table 4.3  





number M SD t p D 
Same 1 53.72 13.33 3.06 .009* 1.20 
Mirror  39.43 10.25       
Mirror 1 39.43 10.25 3.86 .002* 1.02 
Different  30.69 6.37       
Same 1 53.72 13.33 5.30 <.001* 2.21 
Different  30.69 6.37       
Note. * = Significant p-values after accounting for pairwise comparisons. 
 
4.1.2.3 Influence of local visual change and scene semantics 
In the previous section, we observed differences in the initial centering 
response between the same and mirror conditions, and between the mirror and 
different conditions. One explanation of this finding is that both visual 
information and scene semantics influences the centering response: for the 
former result, since the scene transition in the mirror condition produces visual 
changes that are not present in the same condition, the difference points to the 
influence of visual information; for the latter result, since the different 
condition presents changes in scene semantics that are unchanged in the mirror 
condition, the difference points to the influence of scene semantics. 
Yet, such an account presumes that the magnitude of change in visual 
information is the same across the whole image. For the same condition, there 
is no change across the whole image; for the mirror condition, one can 
presume that changes are roughly the same across the whole image. But, this 
is not true for the mirror condition: mirror-reversing an image produces larger 
visual changes at fixation positions near the periphery of the scene than near 
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the midline12, which could interact with scene changes during the transition. In 
this section, we further investigated the roles of visual information and scene 
semantics by examining how the centering response varies at different eye 
positions in the scene.  
First, as mirror-reversing an image creates visual changes at fixation 
that are larger in the periphery of the scene than near the midline, we predicted 
that if local visual information played a role in the centering response, the 
centering response would be modulated by eye position in the mirror 
condition. Second, local visual changes were presented during the scene 
transition in both the mirror and different conditions, but in the different 
condition, scene semantics were also changed. Thus, if scene semantics played 
a role in the centering response, we expected to observe a difference between 
the mirror and different conditions regardless of eye position. The influence of 
local visual information and scene semantics may not be mutually exclusive 
and could both influence the centering response.  
For the analysis, fixations were classified as being near the midline if 
they were located within 100 pixels from the vertical midline (see Figure 4.5a; 
10.21% of the raw number of trials), and being away from the midline if they 
were located more than 100 pixels from the vertical midline (32.35%). 
Fixations that were near the center of the image (within an area of 200 x 200 
                                                
 
12 This was verified by computing the r.m.s. difference in pixel values between 
a pair of scenes within a 2.5 x 2.5 degrees window around fixation during a 
scene transition. In the mirror condition, r.m.s. difference was larger away 
from the midline, than near the midline (t(13) = 3.08, p < .01, d = 1.19, 
M(SD)near midline = 68.56(17.00), M(SD)away from midline = 84.22(7.73)); in the 
different condition, r.m.s. difference between locations away, and near the 
midline was not significant (p = .53, M(SD)near midline = 83.9 (14.21), M(SD)away 
from midline = 86.98(9.33)). See the main text for details on the classification of 
fixations as near vs. away from the midline. 
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pixels in the center) were excluded, since fixations that were already within 
this center region did not shift further towards the center (27.7%)13. Deviation 
of the first, post-transition saccades at locations near, and away from the 
midline are plotted in Figure 4.5b. 
To examine the influence of local visual change on the centering 
response, deviation angles of the first, post-transition saccades were entered 
into a 3(Scene condition: same, mirror, different) x 2(Midline condition: near 
midline, away from midline) repeated measures ANOVA. The interaction 
effect was significant (F(2,26) = 4.10, p = .03, ηp2 = .24). This was likely due 
to a steeper slope in the mirror condition, as the 2(Scene condition: same, 
different) x 2(Midline condition: near midline, away from midline) x 
interaction was not significant (F(1,13) = 0.27, p = .61, ηp2 = .02). In line with 
this, we observed a significant 2(Scene condition: same, mirror) x 2(Midline 
condition: near midline, away from midline) interaction in deviation angle 
(F(1,13) = 5.16, p = .04, ηp2 = .28). Deviation was also significantly smaller at 
locations away from the midline, than at locations near the midline in the 
mirror condition, but not in the same or different conditions (see Table 4.4). 
Since the magnitude of local visual change was larger at locations away from 
the midline than at locations near the midline, our results suggested that the 
centering response is influenced by local visual information.  
To examine the influence of scene semantics on the centering 
response, we compared deviation between pairs of scene conditions. If the 
centering response was influenced by scene semantics, we expected deviation 
                                                
 
13 For fixations in the center, paired t-tests showed that the deviation angles 
between the baseline and first saccades were not significantly different after 
Bonferroni adjustments for all three scene conditions (all ps>.02). 
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to be larger in the mirror than in the different condition, regardless of eye 
position. Our results showed that while this was true at locations near the 
midline, the difference was not significant at locations away from the midline 
(p = .22; see Table 4.5). Our finding at locations away from the midline 
implies that there is no evidence that scene semantics influenced the centering 
response. At locations near the midline, another explanation for the difference 
in deviation, other than scene semantics, could be local visual change: local 
visual change was larger in the different condition than in the mirror 
condition14, and this could have modulated the centering response. Taken 
together, our results suggest that the centering response is directly influenced 
by local visual change, and not scene semantics.  
Yet, during scene changes, local changes at fixation and global 
changes across the entire scene tend to be correlated. Even though global 
visual changes were controlled for in the comparison of deviation when the 
eyes were near, and away from the midline in the mirror condition, they are 
likely not negligible. To further examine the influence of the overall visual 
changes on the initial centering response, we low-pass filtered images to 
5Hz15, and computed the r.m.s. difference in pixel values between the original 
                                                
 
14 The r.m.s. difference in pixel values between a pair of scenes within a 2.5 x 
2.5 degrees window around fixation during a scene transition was computed. 
At locations near the midline, r.m.s. difference tend to be larger in the 
different than in the mirror condition (t(13) = 2.57, p = .02, d = 0.98, 
M(SD)mirror = 68.57(17.00), M(SD)different = 83.93(14.21)); at locations away 
from the midline, r.m.s. difference between the mirror and different conditions 
was not significant (p = .44, M(SD)mirror = 84.24(7.73), M(SD)different = 
86.98(9.33)). 
15 Visual acuity drops quickly outside the fovea, > 1-3 degrees of central 
vision (Cowey & Rolls, 1974). To account for this fall in spatial resolution in 
the extrafoveal region, images were low-pass filtered.  
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and the mirrored images across the entire scene. Linear regression of r.m.s. 
difference on deviation angle was performed for each participant, and a one-
sample t-test was conducted on the beta weights obtained from the individual 
regression analyses. Our result showed that the regression slope was negative 
(t(13) = -3.10, p = .008, M(SD)slope = -0.22(0.25), M(SD)intercept = 
53.08(19.89)), suggesting that the larger the amount of overall visual change 
in the image, the smaller the deviation angle, implying a greater tendency to 










Figure 4.5: (a) Fixation positions within a 800 x 600 pixels image. Fixations 
within 100 pixels from the midline (indicated by circles O) were classified as 
near the midline, while fixations outside this region (indicated by crosses +) 
were classified as away from the midline. Fixations in the central 200 x 200 
pixels region were excluded from the analyses. (b) Deviation angle of the first, 
post-transition saccades. Error bars show ±1 SEM.  
 
Table 4.4 




 condition M SD t p d 
Same Near 52.74 20.25 1.88 0.08 0.69 
 Away 39.48 18.03       
Mirror Near 47.55 17.83 5.57 <.0001* 2.09 
 Away 19.98 5.59       
Different Near 26.81 15.11 2.1 0.055 0.82 
  Away 17.51 5.55       



























condition M SD t p d 
Near 
midline 
Same 52.74 20.25 0.90 .039 0.27 
Mirror 47.55 17.83       
Mirror 47.55 17.83 3.58 .003* 1.26 
Different 26.81 15.11       
Same 52.74 20.25 5.26 .0002* 1.45 
Different 26.81 15.11    
Away from 
midline 
Same 39.48 18.03 3.57 .003* 1.46 
Mirror 19.98 5.59       
Mirror 19.98 5.59 1.30 .22 0.446 
Different 17.51 5.55       
Same 39.48 18.03 4.41 .0007* 1.65 
Different 17.51 5.55    
Note. * = Significant p-values after accounting for pairwise comparisons. 
 
4.1.2.4 Average deviation 
The average deviation angle of saccades, which represents an overall 
tendency to shift the eyes to the scene’s center, was observed to be smaller in 
the different than in the same condition. One explanation of this finding could 
be that a larger proportion of saccades were re-oriented to the scene’s center in 
the different condition than in the same condition following the scene 
transition. Yet, a smaller average deviation angle need not imply a larger 
proportion of saccades being oriented to the center. An alternative account 
could be that the proportion of saccades that were re-oriented towards the 
scene’s center was not different in both conditions, but saccades were more 
precisely directed to the center in the different than in the same condition (see 
Figure 4.6). We further examined these two accounts using the mixture 
modeling technique provided by the MemToolbox (Suchow, Brady, Fougnie, 









Figure 4.6: Hypotheses on the distributions of deviation angle. Deviation 
angle = 0 represents saccades towards the scene’s center. (a) A larger 
proportion of saccades was re-oriented to the scene center in the different than 
in the same condition. Correspondingly, a smaller proportion of saccades was 
oriented in random directions in the different than in the same condition. (b) 
The proportion of saccades oriented to the scene center (and in random 
directions) were the same for the same and different conditions, but saccades 
in the different condition were more precise in re-orienting to the center.  
 
 
For the distribution of saccadic responses, mixture modeling could be 
used to estimate probabilities of subpopulations in the data. Specifically, we 
were interested in estimating the probabilities of saccades that were oriented at 
random locations, and saccades that were re-oriented to the center. Deviation 
angles were re-computed to the range -180 to 180 degrees, relative to a 
nominal saccade in the direction of the scene’s center. A Gaussian model 
centered at 0 degree was fitted to deviation angles in the same and different 
conditions separately. Estimations for two parameters were provided by the 
toolbox: (i) g, the probability of an underlying random distribution, and (ii) 
s.d., i.e., the width of the fitted Gaussian curve. We made the following 
hypotheses: (i) If the smaller deviation angle in the different condition 
reflected an increase in the proportion of saccades oriented to the center, we 

















same condition, as the probability that saccades are oriented at random angles 
should be lower. (ii) Alternatively, if the smaller deviation angle in the 
different condition reflected an increase in the accuracy of saccades to the 
center, we expected the s.d. of the Gaussian distribution to be lower in the 
different condition than in the same condition.  
Results from the fit, plotted with the MemToolbox, are shown in 
Figure 4.7. The width of the Gaussian curve was found to be larger in the 
same than in the different condition16 (Same: s.d. = 40.40 (95% CI [32.68, 
57.23]); Different: s.d. = 24.38 (95% CI [21.66, 27.54]). Further, there was no 
significant difference in g, i.e., the probability of an underlying random 
distribution, between the same and different conditions (Same: g = 0.40 (CI 
[0.20, 0.50]); Different: g = 0.20 (CI [0.14, 0.26]). Our results supported the 
second account, i.e. lower average deviation values in the different condition 
than in the same condition resulted from a greater alignment of saccades in the 
direction towards the scene center. There was insufficient evidence to 
conclude that the smaller deviation angle in the different condition reflected an 
increase in the proportion of saccades oriented to the center. A discussion of 
this result can be found in the General Discussion (Section 4.3.2).  
                                                
 
16 Statistical inferences were made using the deviation values from all 
participants’ trials as there were not sufficient trials to produce reliable g and 








Figure 4.7: Plots of gaussian model fit to deviation angles for the (a) same, 
and (b) different conditions using the MemToolbox (Suchow, Brady, Fougnie, 
& Alvarez, 2013). G represents the probability of an underlying random 




During an abrupt scene change, changes in scene information are also 
accompanied by a change in the overall luminance of the scene. In the current 
experiment, we attempted to dissociate the effects of the low-level luminance 
transient from the visual changes on the initial centering response. Pairs of 
scenes were presented in three scene conditions: (1) In the same condition, the 
second image was the same as the first, so that there was no change in any 
scene information; (2) in the mirror condition, the second image was a left-
right reversal of the first image, so there were visual changes to the scene, but 
no change in scene semantics; (3) in the different condition, the second image 
was a different scene from the first, so there were both changes in visual 
information and scene semantics between the two images. Between each pair 
of scenes, a very brief, blank mask was presented (15ms), which produced a 
luminance transient in between the two scenes.  
Our results showed that following a scene change, the centering 









g = 0.40  
s.d. = 40.40  
g = 0.20  
s.d. = 24.38  
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same, mirror, and different conditions may imply that centering could be 
driven by changes in visual information as well as changes in scene semantics, 
more detailed analyses taking into account eye positions revealed that such 
differences may be accounted for only by changes in visual information. First, 
if the centering response were influenced by scene semantics, we expected to 
observe differences between the mirror and different conditions regardless of 
eye positions. Yet, at fixation locations away from the midline, there was no 
difference in the centering response between the mirror and different viewing 
conditions, suggesting that scene semantics did not influence the centering 
response. Second, the centering response was smaller near the vertical 
midline, where visual change was smaller, and larger away from the midline, 
where visual change was larger. Given that global visual change was 
controlled for, our results provide a direct link between local visual 
information and the centering response.  
Yet, during natural scene changes, local and global visual changes are 
likely to be correlated. Our analyses also showed that the centering response 
was positively related to the overall visual change across the whole image, 
suggesting that global visual information also influence the first saccades 
following a scene change. This finding is consistent with the rapid extraction 
of global scene information such as perceptual gist, which has been found to 
be available within 50 ms following image presentation (e.g., Schyns & Oliva, 
1994). 
The centering response in the same condition represents a default eye 
movement response when there are no visual changes to the scene. The fact 
that the 16 ms blank mask increases eye movement responses to the center, 
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when compared to previous eye movements, suggests that the low-level 
luminance transient triggered the centering response. One interpretation is that 
the transient could have signaled that new information is imminent, thereby 
prompting viewers to shift their eyes to the center to begin processing of the 
next scene. The observer’s default expectation could be that transients would 
be followed by scene changes. According to this hypothesis, the centering 
response is influenced by top-down expectations that transients presage visual 
change. 
However, in the experiment, scene changes contained visual changes 
for most of the trials. Since trials were randomly presented, this could have 
biased viewers to expect a scene change even in the same condition, leading to 
an increase in the centering response. In Experiment 2b, we tested whether the 
increase in centering in the same condition was due to the luminance transient, 
or a bias in scene expectation. 
4.2 Experiment 2b 
In the current experiment, to control viewers’ biases and expectations 
of the novel scene after a scene change, half of the trials contained scenes 
from the same condition, while the other half of the trials contained scenes 
from the different condition. Trials were presented in blocks by scene 
condition, and participants were told before each block whether scenes were 
the same, or different. We hypothesized that if the increase in centering in the 
same condition observed in Experiment 2a was because viewers were biased 
to expect a different scene after the scene change, centering in the same 
condition should be suppressed if viewers were told in advance that the same 
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scene would be presented after the change. However, if centering was due to 
the low-level luminance transient, it should not be suppressed.   
4.2.1 Method 
4.2.1.1 Participants 
Fifteen undergraduates (ten females) were recruited from the National 
University of Singapore, with a mean and SD age of 22.79 ± 1.68.  They all 
had normal or corrected-to-normal vision. All participants provided signed 
informed consent and were paid for their participation.  
4.2.1.2 Apparatus and Environment 
The experiment was conducted under identical conditions as described 
in Experiment 2a.  
4.2.1.3 Stimuli 
Experiment 2b consisted of 110 pairs of images, processed in the 
identical manner as described in Experiment 2a. Images were paired in one of 
the following two conditions: (1) same, in which the second image was the 
same as the first, or (2) different, in which the second image was different 
from the first (see Figure 4.1a). 
4.2.1.4 Procedure 
As in Experiment 2a, each image of a pair was presented one after the 
other, separated by a short blank interval. Image 1 was presented for 9, 10, or 
11 eye fixations before the scene transitioned to a blank screen (~20.85 cd/m2) 
of duration 16 ms. This was followed by a transition to image 2, which was 
presented for another 9, 10, or 11 eye fixations, and another blank screen 
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(~20.85 cd/m2) of duration 300 ms (see Figure 4.1b). Participants were briefed 
to encode the images in preparation for a memory test at the end of each trial. 
For the forced-choice memory test, they had to respond whether an object 
belonged to either image 1, image 2, or neither. Each trial was preceded by 
drift correction. The purpose of the memory test was to keep participants 
actively engaged during scene viewing.  
Trials were presented in four alternating blocks (either same-different-
same-different, or different-same-different-same, randomized for two groups 
of participants). Before each block of trials, participants were explicitly told 
whether the images in a pair were going to be same, or different. There were 
10 practice and 100 experimental trials. Eye movement data was recorded 
from the start of the trial to the end of the blank period following the second 
image. The experimental session lasted about 1 hour. 
4.2.2 Results  
4.2.2.1 Preprocessing 
We analyzed only trials in which the scene change occurred during a 
fixation. Trials in which eyeblinks occurred around the transition (16.60%), 
trials in which the transition did not occur during a fixation (7.87%) were 
excluded. Further, trials were also excluded if the fixation during the 
transition, or the subsequent fixation, was outside the image (1.87%), or if 
their durations were too long (>1000 ms; 1.0%), or too short (<50 ms; 1.73%). 
Following Experiment 2a, we also excluded trials in which initial saccades 
were guided by information from the pre-transition scene (17.40%), leaving 
57.60% of trials for the subsequent analyses.  
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4.2.2.2 Centering Behavior 
We examined whether eye movement behavior changed in Experiment 
2b when participants were explicitly informed about the scene condition of 
each block of trials in advance. Deviation angles of both experiments, i.e., the 
angle the first saccade makes with another saccade moving to the image center 
(see Appendix A) are plotted in Figure 4.8. Baseline values were averaged 
over the last five saccades prior to the scene transition. Statistical analyses 
were conducted to examine (i) whether deviation angle still decreased 
following the scene change, and (ii) whether the magnitude of centering was 
still the same as in Experiment 2a. 
First, we conducted a 2(Scene condition: same, different) x 2(Saccade 
number: baseline, 1) repeated measures ANOVA on the deviation values of 
Experiment 2. Our results showed a significant effect of interaction (F(1,14) = 
51.90,  p < .001, ηp2 = .79). Deviation values of the first saccade decreased 
significantly from baseline in both the same and different conditions (paired t-
test values are reported in Table 4.6). Our results imply that the luminance 
transient presented between the pair of scenes still increased the centering 
response, despite advance knowledge about the scenes. Further, in the same 
condition, if centering could be suppressed by advance knowledge of the 
scenes, deviation in the initial saccade should not decrease from baseline, and 
we expected a significant 2(Experiment: 1, 2) x 2(Saccade number: baseline, 
1) interaction. However, our results showed that interaction was not 
significant (F(1,27) = 1.08, p = .31, ηp2 = .04). Thus, there was no evidence 
that centering was suppressed by advance knowledge of the scenes. Even in 
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the same condition, in which scene information remained the same, centering 
was still significant. 
Second, to compare whether the magnitude of centering was different 
in Experiments 1 and 2, we conducted a 2(Experiment: 1, 2) x 2(Scene 
condition: same, different) on deviation for the baseline and the first saccade. 
If the magnitude of centering has changed, we expected the interactions to be 
significant. Our results showed that interactions were not significant (baseline 
saccade: F(1,27) = 3.76, p = .063, ηp2 = .12; saccade number 1: F(1,27) = 2.46, 
p = .13, ηp2 = .08). Thus, there was no evidence that the magnitude of 
centering changed after providing participants with advance knowledge of the 
scene condition.   
Taken together, our results imply that advanced knowledge that the 
identical scene is going to be repeated after the transition did not suppress 
centering. This implies that the increase in the centering response in the same 
condition was due to the low-level luminance change, and not due to a bias in 



















number M  SD  t p d 
Same Baseline 69.52 5.08 2.74 .016* 0.87 
 1 60.78 13.34       
Different Baseline 70.31 4.35 13.18 <.0001* 4.96 
 1 27.14 11.51       Note. * = Significant p-values after accounting for pairwise comparisons. 
 
4.2.3 Discussion 
In Experiment 2a, we observed that when a low-level, global 
luminance transient, lasting 16 ms, was presented during scene viewing in the 
same condition, there was an increase in viewers’ eye movements towards the 
scene center. While this suggests that the change in eye movements was due to 
































were biased to expect a scene change because there was one in the majority of 
the trials.  
Our results in the current experiment showed that the increase in the 
centering response in the same condition was indeed due to the low-level 
luminance transient, and not due to viewers’ bias. When viewers were 
provided advanced knowledge about the scenes, thus eliminating bias, an 
increase in the centering response was still observed.   
4.3 General discussion 
When a scene changes abruptly, such as those frequently encountered 
in movies, we tend to focus on the visual changes triggered by the sudden 
entry of the new scene and ignore the low-level luminance transients. These 
two sources of change are probably correlated. The larger the scene change, 
the greater the luminance change. In the current chapter, we conducted two 
experiments to dissociate the effects of the global transient and changes in the 
scene on the initial centering response. Pairs of scenes were presented in three 
scene conditions: same condition, in which the second image was the same as 
the first; mirror condition, in which the second image was a left-right reversal 
of the first image; and different condition, in which the second image was a 
different scene from the first. Between each pair of scenes, a very brief, blank 
mask was presented (16 ms), which produced the same luminance transient in 
between the two scenes across the three conditions. If the luminance transient 
produced by the blank plays no role, centering should not increase over the 
baseline for the same condition. Further, if centering was determined by 
luminance transients alone, the centering effect for the three conditions should 
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be the same. Our results suggest that the initial centering response is triggered 
by both the global luminance change and visual changes in scene information. 
4.3.1 Low-level changes in global luminance 
Studies that have previously reported on the initial centering response 
have typically presented large changes in scenes (e.g., Bindemann, 2010; 
Carmi, 2007; Dorr et al., 2010; Mital et al., 2011; Tatler, 2007). The 
interpretation is that the centering response is driven by scene changes. But, 
the large visual changes presented in those studies are also confounded with 
global transients produced during scene changes. Indeed, our results show that 
the centering response is triggered by low-level luminance changes that 
accompany scene changes. We observed a significant increase in the centering 
response, indicated by a decrease in deviation angle, in the same condition, in 
which there was no change in scene information. This centering effect 
persisted even when participants knew in advance that scene information 
would not be changed. These findings suggest that the initial centering 
response is partially a low-level reflex triggered in response to a low-level, 
global transient. One plausible account could be that a low-level luminance 
transient signals the arrival of new scene information, thus triggering an 
impulse to shift the eyes to the scene center. Such an association between an 
overall low-level luminance transient and new scene information could have 
been acquired from frequent exposure to visual media, in which luminance 
transients and changes in scene information tend to co-occur.  
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4.3.2 Higher-level scene information 
Yet, the finding that the centering response varies with visual changes 
in the scene points to the role of higher-level scene information. If the 
centering response is entirely caused by luminance changes, it should have 
been triggered in the same way in all scene conditions, since the same global 
transient was present in each scene condition. Our results suggest that the 
centering response is not merely a reflex triggered by luminance transients 
generated whenever an abrupt scene change occurs.  
 Mixture modeling of the underlying saccade populations shows that a 
decrease in deviation angle reflect an increase in the precision with which 
saccades were re-oriented in the direction of the center. This suggests that the 
extent to which the eyes shifted to the center could be driven by the amount of 
visual change in the scene. One plausible account for this finding could be that 
the centering response is related to a need to re-evaluate the new scene. For 
example, when the visual change is large, such as in the different viewing 
condition, there may be a greater need to re-evaluate the new scene, and the 
optimal location to restart scene exploration is in the center (Tatler, 2007). 
Such saccadic behavior would result in smaller deviation angles. On the other 
hand, when the visual change is small, the need to re-evaluate the scene from 
the center may be lower, leading to larger deviation angles. According to this 
account, in the limit where there is no visual change, there should be no need 
shift the eyes to the center and saccades could continue with their original 
trajectories had there been no scene transition. Yet, we observed a small, but 
significant shift to the center in the same condition. We contend that this could 
be an artifact of the blank screen presented during the scene change in the 
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current experiment. One plausible account could be that the interaction of the 
two processes – the low-level reflex and the high-level scene processing, 
resulted in the significant shift of the eyes to the center in the same condition.  
Taken together, our findings imply that the initial centering response is 
driven by low-level changes in the overall global luminance of the scene and 
higher-level visual information, such as changes in objects and scene layout. 
Scene semantics do not seem to have an effect on the centering response. In 
the next chapter, we further address the relationship between changes in the 
scene and the centering response. We will examine how the magnitude of 
scene change modulates the centering response, and how it affects viewers’ 
explicit awareness of whether the scene has changed. 
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5 Magnitude of scene change and viewers’ 
awareness of change 
According to the film editor, Walter Murch, in a typical scene cut 
where the scene change is large, the viewer would be compelled to re-evaluate 
the scene context. However, when the scene change is small, the novel scene 
may not be different enough to compel viewers to re-evaluate the scene 
context, yet it may be different enough to indicate something has changed. 
But, as the small change could not be explained by factors that would usually 
produce scene changes, such as motion or a change in scene context, the scene 
change could produce “mental jarring” and could be perceived to be more 
abrupt (Murch 2001, p. 6). Murch’s claims, which have never been 
empirically tested, give rise to at least two questions regarding the processing 
of scenes: (i) How does the magnitude of scene change influence the re-
evaluation of the novel scene? (ii) How does the re-evaluation of the novel 
scene relate to viewers’ conscious awareness of the scene change? In 
Experiments 3a and 3b, we first examined how the centering response varied 
with the magnitude of scene change. Then, in Experiment 3c, we also 
examined how the centering response is related to viewers’ awareness of 
whether the scene has changed. Extant accounts of the initial centering 
response have linked the shift of the eyes to the re-examination of the novel 
scene (e.g., Parkhurst, Law, & Niebur, 2002; Tatler, 2007; Tseng, Cameron, 
Munoz, & Itti, 2009). Accordingly, we measured the centering response as an 
indicator of scene re-evaluation. 
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5.1 Experiments 3a and 3b 
Our results from the experiments in Chapter 2 suggested that the 
centering response varied with the overall visual change in the scene. 
Specifically, as the level of visual change increased, the centering response 
also increased. In the current study, we conducted a parametric investigation 
of this issue. Specifically, we asked, is the centering response a function of the 
magnitude of scene change? How much does the post-transition scene have to 
change before there was a perceptible difference in the centering response?  
In Experiment 3a, the post-transition scene differed from the pre-
transition scene by 0%, 10%, 50%, and 100%. A large change in the centering 
response was observed in the interval between 10% and 50%, so in 
Experiment 3b, the post-transition scene differed from the pre-transition by 
0%, 30%, 40%, and 100%. Since the two experiments are similar, we reported 
them together in the following sections.  
5.1.1 Method 
5.1.1.1 Participants 
Experiment 3a. Seventeen undergraduates (five males) were recruited 
from the National University of Singapore, with a mean and SD age of 24 ± 
2.71.  Participants all had normal or corrected-to-normal vision. All 
participants provided signed informed consent and were paid for their 
participation.  
Experiment 3b. Fifteen undergraduates (six males) were recruited 
from the National University of Singapore, with a mean and SD age of 23 ± 
3.38.  Participants all had normal or corrected-to-normal vision. All 
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participants provided signed informed consent and were paid for their 
participation.  
5.1.1.2 Apparatus and Environment 
Experiments 3a and 3b were carried out under the same conditions. 
The experiments were carried out in a dark, windowless room. The positions 
of the dominant eye were recorded at a sampling rate of 2,000 Hz on an 
EyeLink 1000 system from SR Research Ltd. Saccades were identified if they 
exhibited deviations in eye positions greater than 0.1 degree of visual angle, 
minimum velocities of 30 degree/s, and minimum acceleration of 8,000 
degree/s2. Head movements were minimized during the experiment using chin 
and forehead rests. A nine-point calibration and validation procedure was 
carried out before the images were presented at the beginning of the 
experiment, and after breaks (following every 50th trial) during the 
experiment.  
Stimuli were presented on a 22-inch LCD monitor (Samsung 
SyncMaster 2233) with an NVIDIA Quadro FX 3450/4000 SD graphics card, 
at a viewing distance of 57 cm. The screen subtended 34.7 (horizontal) x 27.5  
(vertical) degrees of visual angle, and all stimuli were displayed at full screen 
resolution (800 x 600 pixels). The refresh rate of the display monitor was set 
to 120 Hz.  
5.1.1.3 Stimuli  
Images of natural scenes were downloaded from various online image 
databases (e.g. Flickr and Google Images). A total of 200 images were 
downloaded and used for both Experiments 3a and 3b. Each image measured 
1600 (horizontal) x 600 (vertical) pixels. The images were converted to 
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grayscale and adjusted for contrast maximization. The mean luminance of 
each image was adjusted to a target value of 128 (~20.85 cd/m2), and the 
luminance range was scaled by a factor such the output levels do not exceed 
the 0 - 255 range. From each image, smaller images, each measuring 800 x 
600 pixels, were cropped (see Figure 5.1a). Image pairs were formed such that 
the images within a pair differed by 0%, 10%, 50%, and 100% (0, 80, 400, and 
800 pixels respectively) for Experiment 3a (see Figure 5.1b), and 0%, 30%, 
40%, and 100% (0, 240, 320, and 800 pixels respectively) for Experiment 3b.  
As the second image was a horizontally-displaced version of the first, 
it was possible that participants may perceive apparent motion during the 
transition. To eliminate motion transients, a mask was created for each trial 
from patches (size: 8 x 15 pixels) randomly selected from either image within 
a pair. 
5.1.1.4 Procedure  
Participants viewed pairs of images, one after the other. Within each 
pair, the order of images was randomly selected. The procedure for each trial 
is illustrated in Figure 5.1c. The first image was presented for 7, 8, or 9 eye 
fixations, followed by a mask (duration: 16 ms), and the second image for 
another 7, 8, or 9 fixations. The transition to the mask occurred at a random 
latency between 50 to 150 ms after the start of a fixation. Participants were 
briefed to encode the images in preparation for a memory test. After every 10 
trials, participants were presented an image and asked whether it has been 
shown before. The purpose of the memory test was to keep participants 
actively engaged during scene viewing. Each trial was preceded by drift 
correction. For each experiment, there were 200 experimental trials (50 of 
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each condition). Participants also completed 10 practice trials from images not 
used in the experiment. Eye movement data was recorded from the start to the 




















Figure 5.1: (a) Examples of smaller images cropped from a larger image. (b) 
Pairs of images from various scene difference conditions (Experiment 3a 
showed here). Either image within a pair could be presented first during the 
experiment. When the left image is presented first, the part of the image to the 
right of the dotted, white line indicates ‘new’ visual information. (c) Procedure 











































Trials in which eyeblinks occurred near the time of the transition 
(13.40% for Experiment 3a; 8.65% for Experiment 3b), and trials in which the 
transition did not occur during a fixation (6.18% for Experiment 3a; 5.44% for 
Experiment 3b) were excluded. Further, trials were also excluded if the 
fixation during the transition, or the subsequent fixation, was outside the 
image (0.24% for Experiment 3a; 0.21% for Experiment 3b), or if their 
durations were too long (> 1000 ms; 1.91% for Experiment 3a; 0.68% for 
Experiment 3b), or too short (< 50 ms; 1.65% for Experiment 3a; 1.53% for 
Experiment 3b). Following chapter 4, we also excluded trials in which initial 
saccades were guided by information from the pre-transition scene (12.44% 
for Experiment 3a; 12.15% for Experiment 3b). This was done by excluding 
trials in which saccade onset times following the transition was less than the 
dip (~100 ms) in the distribution of saccade onset times. This leaves 68.18% 
of the total number of trials in Experiment 3a, and 62.47% of trials in 
Experiment 3b for the following analyses.  
5.1.2.2 Centering behavior   
Centering in the first saccade following the transition was measured 
with deviation angle, i.e., the angle the first saccade makes with another 
saccade moving to the image center (see Appendix A). Deviation values were 
plotted as a function of saccade number in Figure 5.2a (Experiment 3a), and 
Figure 5.2b (Experiment 3b). Deviation values of the first, post-transition 
saccades from both experiments were also plotted together on the same graph 
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in Figure 5.2c. To do so, the deviation data was first normalized: for each 
experiment, the mean deviation values from the 0%, and 100% scene 
difference conditions were mapped to a scale of 0, and 1 respectively, and all 
other deviation values were normalized to this scale. Normalized values from 
the two experiments were then plotted on this common scale. Statistical 
analyses were conducted separately for Experiments 3a and 3b on the non-
normalized values of deviation. In the previous chapter, we observed that the 
global transient and changes in the scene contributed to the initial centering 
response. As we are interested in how increases in the magnitude of scene 
change influenced centering behavior here, the baseline was defined to be the 















Figure 5.2: Deviation angles relative to the scene transition for (a) Experiment 
3a and (b) Experiment 3b. (c) Normalized deviation values of the first, post-
transition saccades. Deviation angle of the first, post-transition saccade from 
Experiments 3a and 3b normalized and plotted on a common scale. A curve 
was fitted to the normalized deviation means (R2adjusted = .93). Error bars show 
±1 SEM.  
 
Experiment 3a. Deviation angle of the first, post-transition saccades 
were entered in a one-way, repeated-measures ANOVA, with scene difference 
(0%, 10%, 50%, 100%) as the independent variable. The results showed that 
deviation angle decreased monotonically with the magnitude of scene change. 
The effect of scene difference on deviation was significant (F(3,48) = 35.60, p 
< .0001, ηp2 = .69).  
Experiment 3b. Deviation values were also entered in a one-way, 
repeated-measures ANOVA with scene difference (0%, 30%, 40%, 100%) as 



































































the independent variable and deviation as the dependent variable. We 
observed a general decrease in deviation angle with the magnitude of scene 
change (F(3,42) = 25.40, p < .0001, ηp2 = .64). However, the relationship was 
not monotonic: deviation increased from 30% to 40%, but the difference was 
not significant (p = .06).  
Taken together, our results showed that centering increased with the 
magnitude of scene change. Additional pairwise comparisons of deviation 
values are also reported in Table 5.1 (Experiment 3a) and Table 5.2 
(Experiment 3b). The results also showed that the amount of scene change 
required to increase centering significantly from the case where there was no 
change in scene (i.e., 0% scene difference) was between 10 – 30% scene 
difference. Beyond changes of 50%, centering did not seem to increase 
further.   
 
Table 5.1 
Experiment 3a: Comparisons of deviation angle (degrees).  
Scene difference (%) M SD t p d 
0 58.87 9.84 2.52 .022 0.77 
10 51.61 9.00       
0 58.87 9.84 7.05 <.0001* 2.59 
50 35.55 8.05       
0 58.87 9.84 8.72 <.0001* 2.22 
100 35.23 11.39       
10 51.61 9.00 6.62 <.0001* 1.88 
50 35.55 8.05    
10 51.61 9.00 6.41 <.0001* 1.60 
100 35.23 11.39    
50 35.55 8.05 0.11 .91 0.03 
100 35.23 11.39       






Experiment 3b: Comparisons of deviation angle (degrees).  
Scene difference (%) M SD t p d 
0 53.56 8.92 5.65 <.0001* 2.06 
30 36.90 7.15    0 53.56 8.92 4.31 <.001* 1.62 
40 40.87 6.57    0 53.56 8.92 7.08 <.0001* 2.59 
100 33.34 6.51    30 36.90 7.15 2.00 .06 0.58 
40 40.87 6.57    30 36.90 7.15 1.83 .09 0.52 
100 33.34 6.51    40 40.87 6.57 4.03 .001* 1.15 




In Experiments 3a and 3b, we examined how the centering response 
varies with the magnitude of scene change. Our results showed that as the 
magnitude of the scene change increased, the centering response also 
increased, suggesting that the centering response is influenced by the 
magnitude of scene change. A scene change of 10 – 30% was required for a 
reliable increase in the centering response. Beyond ~50%, further increases in 
scene change did not reliably increase the centering response anymore. 
One interpretation of our results could be that large scene changes 
(>30%) obliged viewers to re-evaluate the novel scene, but not small scene 
changes (<10%). Extant accounts of the centering response have linked the 
shift of the eyes to the re-examination of the novel scene (e.g., Parkhurst, Law, 
& Niebur, 2002; Tatler, 2007; Tseng, Cameron, Munoz, & Itti, 2009). When 
the amount of new information is large, the visual system may need to re-
evaluate the scene, leading to a greater increase in the centering response. 
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Conversely, a small scene change may not necessitate a re-evaluation of the 
scene; saccade plan execution may continue from where it left off before the 
scene change, and there may not be any obvious increase in the re-orientation 
of eye movements to the center. These findings support Murch’s claims that 
when the scene change is large, the viewer would be compelled to re-evaluate 
the scene context, but not when the change is small (Murch, 2001, p. 6).  
One implication of our results is that in the very short time before the 
eyes moved, a scene that is changed by ~10 - 30% could be sufficiently 
differentiated from one with 0% change. Further, once half of the scene is 
changed, the full centering response would be triggered. 
5.2 Experiment 3c 
In Experiments 3a and 3b, our results implied that viewers re-evaluated 
the novel scene after a scene change if the change was large, but not if the 
change was small. Experiment 3c investigated how the centering response 
relates to viewers’ conscious awareness of a scene change. Extant accounts of 
the initial centering response imply that viewers shifted their eyes to the center 
to examine the novel scene when a scene change is detected (e.g., Parkhurst, 
Law, & Niebur, 2002; Tatler, 2007; Tseng, Cameron, Munoz, & Itti, 2009). 
Conversely, there should be no need to re-examine the scene should a scene 
change not be detected. But Murch has claimed that there could be a 
dissociation between the awareness of a scene change and the re-evaluation of 
the novel scene when the scene change is small, which may contribute to 
discomfiture during viewing (Murch, 2001). We asked whether viewers were 
aware of small scene changes even though they did not re-evaluate the scene.  
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In the current experiment, we compared the centering response after a 
scene change to viewers’ awareness of the scene change at different 
magnitudes of change. Like Experiments 3a and 3b, we measured the 
centering response as an indicator of scene re-evaluation.     
5.2.1 Method 
5.2.1.1 Participants 
Students from the National University of Singapore (N = 24, nine 
males) were recruited for the study. They had a mean and SD age of 21.33 ± 
1.97 and all had normal or corrected-to-normal vision. Participants provided 
signed informed consent and were paid for their participation. 
5.2.1.2 Apparatus and Environment 
The experiment was conducted under the same conditions as 
Experiments 3a and 3b.  
5.2.1.3 Stimuli 
A total of 300 images, each measuring 1600 (horizontal) x 600 
(vertical) pixels, were downloaded from various online image databases (e.g. 
Flickr and Google Images). Images were processed in the same way as 
Experiments 3a and 3b: they were converted to grayscale and adjusted for 
contrast maximization. The mean luminance of each image was adjusted to a 
target value of 128 (~20.85 cd/m2), and the luminance range was scaled by a 
factor such the output levels do not exceed the 0 - 255 range. From each 
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image, smaller images, each measuring 800 x 600 pixels, were cropped. Pairs 
were formed with scene differences of 0, 1, 10, and 30%17.  
To eliminate motion transients when the first image transitions to the 
second, a mask was created for each trial from patches (size: 8 x 15 pixels) 
randomly selected from either image within a pair. 
5.2.1.4 Procedure  
Participants viewed pairs of images, with each image of a pair 
presented one after the other. We presented two types of trials: short and long 
trials. In both types of trials, the first image was presented for 7, 8, or 9 eye 
fixations before it abruptly transitioned to a mask. The transition occurred 
during a fixation at a random latency between 50 to 150 ms after the start of 
the fixation. The mask was presented for 16 ms, followed by the second 
image. In short trials, the second image was removed during the first saccade 
after the scene change to determine participants’ awareness of the change at 
the time of the centering response. But, to ensure that participants would not 
anticipate these trials and modify their eye movements, short trials were 
presented only one-third of the time. In the remaining two-thirds of the trials 
(long trials), the second image was presented for 7, 8, or 9 fixations (see 
Figure 5.3). At the end of each trial, participants were asked two questions. 
First, were asked whether a test object appeared in either of the images. 
Second, they were asked whether the two images presented were the same, or 
                                                
 
17 We experimented with various levels of scene differences in several pilot 
tests. Our results found that with the current task, the increase in the centering 
response was reliable when the scene change was 10%, but not when the scene 
change was 1%. Reasons for the difference from Experiments 3a and 3b are 
discussed later.  
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different. The purpose of the first question (object memory task) was to 
encourage participants to examine both scenes. Each trial was preceded by 
drift correction.  
There were a total of 300 experimental trials. In half of the trials, 
participants were presented trials with a scene difference of 0%, and in the 
remaining trials, participants were presented image pairs with scene 
differences of 1, 10, or 30%, randomly selected. Image pairs from the same 
scene were not repeated for the same participant. Participants also completed 
20 practice trials from images not used in the experiment. Eye movement data 
was recorded from the start to the end of each trial. The entire session lasted 











Figure 5.3: Procedure of one trial. Two-thirds of the trials in the experiment 




For our analyses, trials were only included in the analyses if the 
transition from image 1 to the mask, and the transition from the mask to image 
2, occurred during the same fixation. Trials in which either transition occurred 
during a blink or a saccade were excluded (8.82%). Further, eyeblinks around 
the time of either transition were also excluded (4.17%). We also excluded 
trials if the fixation during the transitions, or the subsequent fixation, was 
outside the image (0.46%), or if their durations were too long (>1000 ms; 
0.68%), or too short <50 ms; 1.62%). Following the previous chapters, we 
further excluded trials in which initial saccades were guided by information 
from the pre-transition scene (18.81%). Such trials were identified by saccade 
onset times less than the dip (~100 ms) in its distribution. This leaves 65.22% 
of the total number of trials for the subsequent analyses. Of these trials, 
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5.2.2.2 Centering behavior 
In Experiments 3a and 3b, there was a reliable increase in the centering 
response when the scene change was large, but not when the change was 
small. In this experiment, we expected to observe similar results.  
We do not expect the centering response in the first saccades to be 
different between the short and the long trials, since image 2 was removed 
after the first saccade has started and the acquisition of visual information 
would have been suppressed during the saccade (Matin, 1974). Moreover, 
statistical analyses did not find any significant differences between the two 
types of trials (t(23) = 0.65, p = .52, d = 0.09, M(SD)short = 43.01(8.82), 
M(SD)long = 43.78(7.87)). Hence, both long and short trials were combined for 
the subsequent analyses. In order to compare the centering response in the 
different condition to the same condition at the various scene difference levels, 
trials in the same condition were notionally labeled 1, 10, or 30% randomly, as 
the scene difference was 0% in half of the trials (same condition), and 1, 10, or 
30% in the other half (different condition).  This forms a 2(Scene condition: 
same vs. different) x 3(Scene difference: 1, 10, 30%) design for our 
subsequent analyses. As in Experiments 3a and 3b, the centering response was 
measured with deviation angle, i.e., the angle the first saccade makes with 
another saccade moving to the image center (see Appendix A).  
A plot of deviation angle at the various scene difference conditions is 
shown in Figure 5.4a. Deviation values were entered in a 2(Scene condition) x 
3(Scene difference) repeated-measures ANOVA. The results showed a 
significant interaction effect (F(2,46) = 8.21, p <. 001, ηp2 = .26). Deviation in 
the different condition was significantly smaller than in the same condition at 
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of 10 and 30% difference, but not when the scene differed by 1%. Our results 
imply that scene changes larger than 1 - 10% were required for the centering 
response to be reliable. Details of the t-test comparisons are shown in Table 
5.3. These values differ slightly from Experiments 3a and 3b, which found that 
scene changes larger than 10-30% centering were required for the centering 
response to be reliable. Reasons for this difference are presented in the 
General discussion section. 
5.2.2.3 Scene change detection 
To examine viewers’ awareness of scene change, we analyzed their 
response to the question whether the two scenes were the same, or different. 
Of interest were the scores in the short trials, which would provide an 
indication of viewers’ awareness of the scene change at the time of the 
centering response. A secondary question was also when viewers became 
aware of the change. If information about the scene change was already 
available before the initial centering response, we expected no difference 
between short and long trials. However, if that information was only available 
after the centering response, we expected to observe a difference between 
short and long trials.  
To measure detection rates, we computed A’, the non-parametric 
measure of the area under the receiver operating characteristic (ROC) curve 
(Wickens, 2001; pp.11). A’ values are plotted in Figure 5.4b. A 2(Trial type: 
short, long) x 2(Scene difference: 1, 10, 30%) repeated-measures ANOVA 
revealed that the interaction was not significant (F(2,44) = 1.31, p = .28, ηp2 = 
.06), suggesting that viewers’ awareness of a scene change was already 
determined when the first saccades were executed. Additionally, values of A’ 
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at all scene difference conditions were found to be significantly higher than 
chance, suggesting that viewers were aware of the scene change even when 
scene difference was small. Details of the t-test comparisons are shown in 
Table 5.4.  
Taken together, our results show that (i) that when the scene change is 
small, viewers were aware of the change even though there was no reliable 
increase in their centering response, and (ii) their awareness of the scene 








Figure 5.4: (a) Plot of deviation as a function of scene difference. Short and 
long trials were combined. (b) A’ values. Error bars show ±1 SEM. * indicates 












































condition M SD t p d 
1 same 48.84 14.04 1.41 .17 0.43 
 different 44.85 11.76    10 same 47.99 10.45 4.15 <.001* 0.88 
 different 37.89 12.34    
30 same 49.61 9.77 8.42 <.0001* 2.09 












M SD t p 
d 
Short 1 0.69 0.17 5.40 <.0001* 1.59 
 10 0.86 0.12 14.78 <.0001* 4.36 
 30 0.92 0.07 30.17 <.0001* 8.90 
Long 1 0.73 0.16 6.52 <.0001* 1.92 
 10 0.93 0.05 41.11 <.0001* 12.12 
 30 0.93 0.07 29.86 <.0001* 8.81 
Note. * indicates significant difference after accounting for pairwise 
comparisons. 
 
5.2.3 Discussion  
In this experiment, we examined how the centering response after a 
scene change relates to viewers’ awareness of the change. We found that 
viewers were aware of the scene change when the scene change was small 
(1%), but this awareness was not accompanied by a corresponding increase in 
the centering response.  The centering response increased significantly only at 
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scene differences of 10 and 30%). As the centering response has been linked 
to the re-examination of a novel scene following a scene change (e.g., 
Parkhurst, Law, & Niebur, 2002; Tatler, 2007; Tseng, Cameron, Munoz, & 
Itti, 2009), our findings imply that viewers re-evaluated the novel scene when 
the magnitude of scene change increased beyond a certain threshold, and that 
threshold could be met by a 10% horizontal displacement in the scene. When 
the scene change was small, viewers did not seem to re-evaluate the novel 
scene, even as they were aware of the change. Our findings support Murch’s 
claim that small scene changes may not compel the viewer to re-evaluate the 
scene, but they may still indicate to the viewer that something has changed 
(Murch, 2001, p. 6). Interestingly, our study further suggests that the 
awareness of a scene change developed prior to the execution of the first 
saccades, consistent with the rapid extraction of scene information (e.g., 
Schyns & Oliva, 1994).  
In the current study, to eliminate motion transients as Image 1 was 
changed to Image 2, we presented a patch mask during the scene transition. 
However, we could not rule out the possibility that motion signals were still 
perceptible and viewers could have relied on them in their responses to the 
scene change detection task. In Experiment 3d, we conducted a control study 
by not presenting a mask during the scene change. Consequently, low-level 
motion signals during the abrupt transition would be clearly perceptible. We 
hypothesized that had participants simply been relying on low-level motion 
transient signals in Experiment 3c, their behavioral performance should not 
differ from the control condition of Experiment 3d. A difference in the 
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performance of the two experiments would imply that participants relied on 
scene information other than the low-level motion signals.   
5.3 Experiment 3d 
5.3.1 Method 
5.3.1.1 Participants 
Students from the National University of Singapore (N = 14, six 
males) were recruited for the study. They had a mean and SD age of 21.64 ± 
2.50 and all had normal or corrected-to-normal vision. Participants provided 
signed informed consent and were paid for their participation. 
5.3.1.2 Apparatus and Environment 
The experiment was conducted under the same conditions as 
Experiments 3c.  
5.3.1.3 Stimuli 
The same set of images from Experiment 3c was used.  
5.3.1.4 Procedure  
The procedure was similar to Experiment 3c, with the exception that 
the patch mask was not presented. The first image was presented for 7, 8, or 9 
eye fixations, before it abruptly transitioned to the second image during a 





For our analyses, trials were only included in the analyses if the 
transition from image 1 to the mask, and the transition from the mask to image 
2, occurred during the same fixation. Trials in which either transition occurred 
during a blink or a saccade were excluded (1.0%). Further, eyeblinks around 
the time of either transition were also excluded (5.35%). We also excluded 
trials if the fixation during the transitions, or the subsequent fixation, was 
outside the image (0.40%), or if their durations were too long (>1000 ms; 
0.40%), or too short <50 ms; 0.58%). Following the previous chapters, we 
further excluded trials in which initial saccades were guided by information 
from the pre-transition scene (29.63%). Such trials were identified by saccade 
onset times less than the dip (~100 ms) in its distribution. This leaves 59.90% 
of the total number of trials for the subsequent analyses. Of these trials, 21.5% 
were short trials, and the remaining were long trials.  
5.3.2.2 Scene change detection 
To investigate whether participants relied on information beyond low-
level motion transients in the scene change detection task in Experiment 3c, 
we compared viewers’ responses in Experiments 3c and 3d. Of interest were 
the responses in the 1% scene difference condition, as at such low levels of 
scene change18, it is more likely that viewers would have to rely on low-level 
signals. The A’ scores from both experiments are plotted in Figure 5.5. A’ 
scores from the 1% Scene difference condition were entered into a 
                                                
 
18 Scene shifted horizontally by 8 pixels.  
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2(Experiment: 3c, 3d) x 2(Trial type: short, long) mixed-design ANOVA. Our 
results found a significant difference between the scores of Experiments 3c 
and 3d (F(1,37) = 11.73, p = .002, ηp2 = .24); interaction was not significant 
(F(1,37) = 0.059, p = .81, ηp2 = .002). A’ scores were higher in Experiment 3d 
than in Experiment 3c for both long and short trials (Long trials; t(37) = 3.21, 
p = .003, d = 1.09, M(SD)Experiment 3c = 0.73(0.17), M(SD) Experiment 3d  = 
0.88(0.10); Short trials; t(37) = 2.58, p = .014, d = 0.84, M(SD)Experiment 3c = 
0.69 (0.17), M(SD) Experiment 3d  = 0.82(0.16)). Our results suggest that in the 
scene change detection task of Experiment 3c, viewers relied on information 









Figure 5.5: A’ values. Error bars show ±1 SEM.  
 
5.3.3 Discussion  
In Experiments 3c and 3d, we found that scene changes as small as a 
1% horizontal displacement of the scene could be detected better than chance. 
Further, the detection of such scene changes in Experiment 3c was not simply 
based on the detection of low-level motion transients. Had participants simply 
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Experiment 3c would be no different from the control condition in Experiment 
3d. However, performance in the task was found to be poorer in Experiment 
3c, suggesting that participants were not entirely relying on motion signals in 
that study. Our results point to the higher-level processing of scene 
information, and, as scene change detection was found to be reliable even 
when the novel scene was removed during the first saccades, our study 
suggests that higher-level processing of scene information could be completed 
rapidly.   
Studies on change detection have found that viewers tend to miss large 
changes in the scene when transient signals during the change are masked 
(O’Regan, Deubel, Clark, & Rensink, 2000; Rensink, 2002; Rensink, 
O’Regan, & Clark, 1997). While this may seem inconsistent with our current 
findings, which showed that small shifts in the scene could be detected 
reliably, we contend that our paradigm is very different from those used in the 
classic change detection studies. In those studies, the change was limited to a 
part of the scene, e.g., an object changed color, was added to, or was deleted 
from the scene, while the rest of the scene stayed the same across the change 
(Rensink et al., 1997). However, in the current study, the entire scene was 
displaced, resulting in a change to every pixel in entire scene. The magnitude 
of change in our paradigm is arguably larger than that in the classic change 
detection tasks.  
5.4 General discussion  
In the current study, we examined two questions regarding to scene 
processing: (i) How does the magnitude of scene change influence the re-
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evaluation of a novel scene after a scene change? (ii) How does the re-
evaluation of the novel scene relate to viewers’ conscious awareness of a 
scene change?  
We take the centering response as a proxy measure of scene 
evaluation. Extant accounts of the centering response has suggested that the 
eyes shift to the center to process novel information there (Tatler, 2007; Tseng 
et al., 2009), as part of a viewing strategy (Parkhurst et al., 2002; Tseng et al., 
2009), or because the center provides a good starting point for further scene 
exploration (Tatler, 2007). Taken together, these accounts suggest that the 
centering response is driven by a necessity to examine the novel scene after a 
scene change.  
 Our results showed that the centering response increased significantly 
when the scene change was large, but not when the change was small. When 
the scene change was small (~1%), viewers were able to detect the change 
significantly better than chance, but their centering response was no different 
from baseline. The amount of scene change required for centering to become 
perceptible is between 10 – 30%. Thereafter, centering increased with larger 
scene changes up till ~50% of scene change. Beyond this amount of change, 
the centering response did not increase further. 
Our results have implications for the rapid perception of scenes 
following a scene change. First, the behavioral results suggest that by the time 
the first saccades were executed, sufficient information was available to the 
viewer such that scene changes as small as a 1% horizontal shift could be 
discerned. An underlying implication is that a comparison was made between 
scene information from the novel scene and the previous scene. Such a 
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comparison could have been supported by local visual information available at 
fixation, as well as global information such as the spatial layout. Foveal 
information could be extracted within 45-74 ms from fixation onset (e.g., van 
Diepen et al., 1995), while perceptual information such as the structure and 
layout of the scene and semantic information such as the meaning of the scene 
could be available within 100 - 150 ms after scene presentation (Biederman et 
al., 1982, 1974; Intraub, 1981; Potter, 1975, 1976; Schyns & Oliva, 1994). 
Given that the execution of the first saccade occurs ~275 ms following the 
scene transition, it is likely that both local and global visual information were 
already available to support further scene processing.  
Second, eye movement analyses showed that the initial centering 
response increased with the magnitude of scene change. A plausible account 
of this result could be that when the scene change is large, the new 
information needs to be re-evaluated, causing the eyes to shift to the center to 
re-examine the scene (Parkhurst et al., 2002; Tatler, 2007; Tseng et al., 2009). 
But, if the scene change is slight, there may not be a need to shift the eyes to 
the center to re-evaluate the scene. Our results suggest that scene changes 
larger than 10 - 30% of the scene is required to compel viewers to re-evaluate 
the novel scene.  
The scene change must be between 10 – 30% for the centering 
response to be greater than baseline. But, in Experiment 3c, we observed that 
the centering response was already greater than baseline when the scene 
changed by 1 – 10%. One explanation of this could be that observers’ 
strategies were different. When change detection was an explicit task, 
observers may have paid more attention to the scene change, resulting in a 
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lower threshold for centering. Previous studies have shown that attention 
could enhance the perception of visual information (Carrasco, 2011; Carrasco 
& Yeshurun, 2009). Hence, when participants were asked to look for a scene 
change in Experiment 3c, a smaller amount of scene difference may be 
sufficient to signal a change and prompt viewers to re-evaluate the scene.  
Our findings may provide a plausible account of why film cuts are 
perceived to be more abrupt when the two scenes are very similar (Bordwell & 
Thompson, 2001; Dick, 2005; Murch, 2001). According to Murch, when the 
scene change is small, viewers may have an awareness that the scene has 
changed. But the small change may not necessitate a centering response to re-
evaluate the scene. As the small scene changes could not be explained by the 
usual circumstances that would give rise to changes on the screen, such as 
motion or a change in scene context, they produce “mental jarring” (Murch 
2001, p. 6).  
The 30 degree rule in the Continuity editing (CE) guidelines 
recommends that this is the minimum angle two cameras framing the shots 
before and after a film cut should subtend. Although the 30 degree value 
serves as a rule of thumb, we compared it to the amount of scene change in 
our experiments. In our experimental setup, a change of ~10 to 30% of the 
scene corresponds to a shift of ~4 to 12 degrees of visual angle. The difference 
in angles proposed by the CE guidelines and our study could arise from two 
reasons: (i) different angular measurements. In the CE guidelines, the 
proposed 30 degree angle was measured from the target in the camera shots, 
but in our study, angle was measured from the viewer. (ii) movies vs. static 
scenes. The presence of other forms of motion transients within a film shot 
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could have made a film cut less noticeable. In our study, as static scenes were 
presented, a smaller amount of scene difference could be sufficient to signal a 
scene change.  
In summary, our findings point to the rapid processing of the novel 
scene after a scene change. Following an abrupt scene change, the novel scene 
would be re-evaluated if the scene change is larger than 10 – 30% and a 
centering response would be made to facilitate the re-evaluation. If the change 
is small (<10%), there would be no centering, but viewers were still aware that 
the scene has changed. Information about whether there was a scene change 
seemed to have been acquired before the initial saccades.  
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6 Overall Discussion 
Eye movements reflect the underlying processing of the visual 
stimulus. Following a scene change, there is a general shift of eye movements 
to the scene’s center. This centering response, which is related to the re-
evaluation of the novel scene, has implications on how rapidly we perceive the 
novel scene after a scene change. The three experiments reported in this thesis 
examined how abrupt scene changes influence the centering response. A 
summary of our findings is provided below, followed by a discussion of our 
results. 
6.1 Summary 
In Experiment 1 (Chapter 3), we asked whether a scene change 
invariably influences initial saccades that follow. Our results suggest that this 
was not necessarily so. Saccade plans are believed to develop in two stages, 
separate by a temporal boundary (point of no return; PONR). Beyond the 
PONR, novel information could no longer influence the upcoming saccade. 
Our results imply that initial saccades would be under the influence of the 
novel scene after a scene change only if the change occurred before the point 
of no return (PONR) of the underlying saccade plan. If the scene change 
occurred after the PONR, initial saccades would be under the influence of the 
previous scene.  
A scene change not only brings about visual changes; it also introduces 
changes in the overall luminance of the scene. In Experiment 2 (Chapter 4), 
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we asked how changes in scene information, and changes to the overall 
luminance of a scene influence the initial centering response. We found that 
the centering response was influenced by both visual changes in the scene, as 
well as an overall change in luminance. Our results provide implications on 
the rapid processing of the novel scene prior to the execution of the initial 
saccades.  
In Experiment 3 (Chapter 5), we examined how the magnitude of 
scene change influences the initial centering response, and how it relates to 
viewers’ awareness of a change. We found that a change of 10 – 30% was 
required to increase centering. Further, the centering response was increased 
with greater scene changes, until a scene difference of 50%. Beyond this level, 
centering did not increase further. Our results further showed that although 
large scene changes compelled viewers to re-evaluate the novel scene after a 
scene change, small scene changes do not. Despite this, viewers were still 
aware of the difference in scenes when the scene change is small.  
6.2 Rapid scene processing 
Previous studies have found that information regarding the context of a 
novel scene could be extracted very rapidly (Castelhano & Henderson, 2007; 
Fei-Fei et al., 2007; Oliva, 2005; Potter, 1975, 1976; Schyns & Oliva, 1994), 
to the extent that initial saccades following scene presentation could be 
influenced by novel scene information (Bindemann, 2010; Mital et al., 2011; 
Tatler, 2007). For example, there is evidence that initial saccades were 
directed towards scene regions where a search target is more likely to be found 
(e.g., Neider & Zelinsky, 2006). However, our experiments in Chapter 3 found 
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that initial saccades were not necessarily under the influence of the novel 
scene. In fact, this depended on when the novel scene was presented relative to 
the point of no return (PONR) of an underlying saccade plan for the previous 
scene. If the novel scene was presented before the PONR, initial saccades that 
follow would be under the influence of the novel scene, but, if the novel scene 
was presented after the PONR, initial saccades would be under the influence 
of the previous scene.  
Further, our experiments in Chapters 4 and 5 showed that differences 
in scene changes influenced the re-orienting of initial saccades towards the 
scene’s center, implicating the processing of higher-level scene information 
prior to the execution of initial saccades (~275 ms). Moreover, scene changes 
as small as a 1% horizontal displacement of the scene could be reliably 
detected by the time initial saccades were executed. Such rapid processing of 
the novel scene is consistent with extant studies showing that perceptual 
information such as scene layout is already available within 30 ms following 
scene presentation (e.g., Schyns & Oliva, 1994), and semantic information 
such as the scene category and object identities are available ~100 – 150 ms 
after scene presentation (Biederman et al., 1974; Intraub, 1981; Potter, 1975, 
1976). Further, our results also imply that the previous scene was held in 
memory long enough for the novel scene to be processed, and a quick 
comparison between the novel scene and the previous scene was carried out, 
which influenced where initial saccades were re-oriented. 
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6.3 Implications on film 
Our findings provide implications on the control of viewers’ attention 
when watching a film, which is one of the goals of filmmaking (Cutting, 
Brunick, et al., 2011). Studies have shown that following an abrupt scene 
change, attention is re-oriented to the center, presumably to start scene 
exploration (Dorr et al., 2010; Mital et al., 2011; Parkhurst et al., 2002; Tatler, 
2007; Tseng et al., 2009). The results in Experiment 1 showed that a 
proportion of initial saccades following an abrupt scene change were under 
influence of the previous scene, and attention was re-oriented to the center 
only in the second saccades. Given that the average shot length in movies has 
been decreasing (Bordwell, 2002; Cutting, Brunick, et al., 2011; Salt, 1992, 
2006), our findings provide a reference for the minimum shot duration. 
Static scenes differ from films in that they do not contain temporal 
change, motion, sound, or narrative, which are typically present in films. 
Further, memory encoding during film-watching is largely implicit. This raises 
the question of whether findings from static scene studies, such as those 
presented in the current thesis, could be extended to dynamic scene viewing, 
e.g., when watching films. We contend that our findings here could also be 
extended to film watching. Differences between viewing static and dynamic 
scenes lie largely during the viewing period (e.g., Dorr et al., 2010), but the 
centering behavior that we are concerned with in the current thesis occurs 
within a very short interval following a scene change. Further, centering 
behavior in the initial saccades has been observed for both viewing static (e.g., 
Bindemann, 2010; Tatler, 2007), and dynamic scene stimuli (e.g., Mital et al., 
2011; Tseng et al., 2009), which supports our account.  
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Yet, there are also certain limitations to the extent our findings could 
be applied to watching films. For example, the magnitude of scene change that 
leads to centering in the initial saccades could be different when viewing static 
vs. dynamic scenes. When presenting static scenes in the current thesis, the 
magnitude of scene change required to compel viewers to re-evaluate the 
context of a new scene is ~10-30%. For actual movies, we contend that this 
value may be higher, given the presence of other information such as motion 
transients, sound and narrative, which also requires attentional processing. The 
continuity editing guidelines have recommended a value of at least a 30 
degree change in camera perspective, though how this relates to the magnitude 
of scene change remains to be investigated. 
In the current thesis, participants were tested for their memory of the 
scenes after viewing, which is unlikely to happen during natural scene 
viewing, such as when watching movies. Despite this difference, we contend 
that the behavior of the first saccades observed in the current studies would be 
similar. The initial centering response has been observed in variety of tasks 
including the free viewing of images (Bindemann, 2010; Dorr et al., 2010), 
movie-watching (e.g., Dorr et al., 2010; Mital et al., 2011; Tseng et al., 2009), 
and visual search (e.g., Tatler, 2007), suggesting that it is a fairly robust 
response. Besides, our results also suggest that the centering response is 
partially reflexive, and it is strongly influenced by stimulus-related factors, 
such as visual information change and global luminance change. Further, we 
also found that top-down, explicit instruction did not suppress the centering 
response. But, while the observer’s task may not suppress the centering 
response, it may interact with scene changes to influence the centering 
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response. As an example, the magnitude of scene change beyond which the 
centering response increased was found to be lower when the task required 
participants to pay attention to a scene change.  
6.4 Conclusions 
Abrupt scene changes, which are frequently encountered when 
watching films, present large visual disruptions to viewing. How quickly the 
novel scene could be processed will influence subsequent viewing. In this 
thesis, we examined several conditions under which viewing was affected. We 
found that when the scene change was presented, as well as how much of the 
scene was changed, affected how subsequent saccades are re-oriented. Our 
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Figure A.1: Definition of deviation. The centering behavior of saccades was 
quantified by computing the absolute angular difference between two vectors: 
one vector from fixation n-1 to n, and another vector from fixation n-1 to the 
center of the image. A deviation of 0 ̊ would represent a saccade towards the 
center of the image, and 180 ̊ would represent a saccade away from the center. 
Initial saccades after the scene change are represented by n = 1.  
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