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Abstract Understanding closed loop behavioral systems is
a non-trivial problem, especially when they change during
learning. Descriptions of closed loop systems in terms of
information theory date back to the 1950s, however, there
have been only a few attempts which take into account learn-
ing, mostly measuring information of inputs. In this study we
analyze a specific type of closed loop system by looking at
the input as well as the output space. For this, we investigate
simulated agents that perform differential Hebbian learning
(STDP). In the first part we show that analytical solutions
can be found for the temporal development of such systems
for relatively simple cases. In the second part of this study
we try to answer the following question: How can we pre-
dict which system from a given class would be the best for a
particular scenario? This question is addressed using energy,
input/output ratio and entropy measures and investigating
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their development during learning. This way we can show
that within well-specified scenarios there are indeed agents
which are optimal with respect to their structure and adaptive
properties.
Keywords Adaptive systems · Sensorimotor loop ·
Learning and plasticity · Entropy · Input/output ratio ·
Energy · Optimal agents
1 Introduction
Behaving systems form a closed loop with their environment
where sensor inputs influence motor output, which, in turn,
will create different sensations. Simple systems of this kind
are reflex-based agents which react in a stereotyped way to
sensory stimulation, either by a retraction or an attraction
reflex (Braitenberg Vehicles, Braitenberg, 1986). If the envi-
ronment is not too complex, one can describe (linear) sys-
tems of this kind also in the closed loop case by methods
from systems theory. For this, the transfer functions of agent
and environment need to be known and the characteristics of
the control-loop also needs to be taken into account.
The situation becomes much more complicated as soon as
one allows the controller to adapt, for example by learning.
Now the transfer function of the agent changes over time
and thereby its interaction with the world, which not only
influences its behavior but also the learning, resulting in an
ongoing change of the behavior. It is exceedingly difficult to
describe such non-stationary situations.
Two very general questions arise here. (1) To what degree
is it possible to describe the temporal development of such
adaptive systems using only knowledge about their ini-
tial configuration, their learning mechanism and knowledge
about the structure of the world? and (2) Given a certain
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complexity of the world can we predict which system from a
given class would be the best (in some well defined sense)?
Clearly these questions are too general to be answered
without constraining “system” and “world” much more. But
even when doing so, the problem remains intricate due to the
non-stationary closed loop configuration.
In this study, we will focus on systems that perform differ-
ential hebbian learning (Hebb 1949; Sutton and Barto 1981;
Kosco 1986; Klopf 1988), related to spike-timing dependent
plasticity (Markram et al. 1997; Saudargiene et al. 2004,
2005), for the learning of temporal sequences of paired sen-
sor events. Temporal sequences of sensor events are common
for animals and humans and exist as soon as the same event
is registered first by a “far-sensor” (e.g., eye, ear, nose) and
later by a “near-sensor” (e.g., touch-sensor, taste-bud). Our
systems are initially built as reflex loops and the learning goal
is to avoid this reflex. A simple example, also used here, is
a robot that learns to avoid obstacles. Such a machine can
start—like a Braitenberg Vehicle—with a touch-triggered
(signal x0, Fig. 1a) retraction reflex and learn to use a far-
sensor (i.e., infrared signal x1) to turn earlier and stop running
into obstructions thereby avoiding the reflex (Porr and
Wörgötter 2003a). Fig. 1a shows the general control diagram
for such systems, discussed in several previous articles (Porr
and Wörgötter 2003a,b, 2006; Kulvicius et al. 2007). Inputs
arise from the system’s own behavior and can be understood
as disturbance-events D that enter the inner loop via the trans-
fer function P0 of the world and become a sensor event at
sensor x0. This sensor is the near-sensor and triggers the
reflex motor action z. The far-sensor x1 has received the
same disturbance already earlier (via transfer function P1)
leading to a stimulation sequence: first x1 then x0 (Fig. 1b).
This is depicted by the delay variable τ between inner and
outer loop. During learning the influence of x1 onto output
z will grow via weight ω1 leading to an earlier motor action
and, thus, to the avoidance of the reflex.
Previous studies (Porr and Wörgötter 2003a,b, 2006;
Kulvicius et al. 2007) have derived stability conditions for
environments where the transfer functions were constant.
However, while the agent interacts with its environment these
transfer functions change. For example, the question arises
whether the delay τ between the predicting event x1 and
the reflex trigger x0 would change while learning to avoid
obstacles. Thinking of an obstacle-avoiding robot, intuitively
one would expect τ to get longer as the growing influence
of x1 should lead to a later and later triggering (by x0) of
the reflex until it is finally fully eliminated. This is shown in
Fig. 1b trajectory (1) versus trajectory (2), where the robot
beetle depicted uses two sets of antennas (short and long)
for near (x0) and far (x1) sensing, respectively. The intui-
tion of a growing τ is alluring, but just shows how even in
the simplest cases our understanding of such adaptive sys-
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Fig. 1 a Schematic diagram of the closed-loop learning system with
inputs x0 and x1, connection weights ω0 and ω1 and neuronal output z.
P0 and P1 denote the reflexive and the predictive pathway, respectively.
D defines the disturbance, where τ is the time difference between inputs
x0 and x1 as shown in c. b Robot setup with short antennas (reflex-
ive inputs, x0) and long antennas (predictive inputs, x1). The diagram
shows a situation with an increase of the time difference between far-
and near-sensor events during learning process (τ2 > τ1), depicted by
the respective distance between the little (solid) triggering lines x0,1
from trajectory (dashed) to wall. c Schematic diagram of the input cor-
relation learning rule and the signal structure (ICO, Porr and Wörgötter
2006; Kulvicius et al. 2007)
to our naive intuition, such systems are better described by
a τ which first grows and then shrinks again back to essen-
tially its starting value. A deeper look into the development of
these systems allows understanding why this happens and we
can even derive an analytical approximation for the weight
development in these cases.
In the second part of the study we define energy,
input/output ratio and entropy measures for these systems and
measure them in environments of different complexity. Using
these measures we will first show that learning equalizes the
energy uptake across agents and worlds. Strong differences
which initially exist are being leveled out during learning.
However, when judging learning speed and complexity of
the resulting behavior one finds a trade-off and some agents
will be better than others in the different worlds tested.
The analysis of closed-loop systems is a well established
field in the engineering sciences, which also investigates
“adaptive controllers”. Very little, however, is known about
adaptive controllers which interact with their environment by
shaping non-stationary dynamics through their own learning
(see Sect. 4). It had been shown that Shanon’s Information
Theory (Shannon 1948) can be applied for perception-action
loops (Ashby 1956; Tishby et al. 1999; Touchette and Lloyd
2000). Few other studies exist that try to analyze closed loop
systems from an agent-perspective asking about the informa-
tion processing properties of such system in the context of
what would be beneficial for the agent itself (Klyubin et al.
2007, 2008; Lungarella et al. 2005; Lungarella and Sporns
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2006; Prokopenko et al. 2006). Even fewer attempts exist that
consider learning (Lungarella and Sporns 2006; Porr et al.
2006). This study is, to our knowledge, one of the few which
tries to address these issues in closed-loop learning systems.
While our scenarios have strong constrains, the newly intro-
duced information measures can be applied to a wide range
of adaptive predictive controllers independent on the system
setup.
The article is organized in the following way. First off all
we will describe the environment and the adaptive control-
ler of our system and define several system measures. Then
we will present results from single experiments to demon-
strate the basic behavior of the system and provide an ana-
lytical solution of its temporal development. Afterwards we
will show results for the different system measures showing
a statistical analysis for different agents and different envi-
ronments. Finally we will discuss the question of “optimal
robots” and will conclude our study with Sect. 4 relating our
work to other approaches.
2 Methods
Note, all spatial measures in the following are given in arbi-
trary “size units” (short “units”), time is measured in “steps”.
2.1 Agent
The structure of the simulated agent used for these simula-
tions is shown in Fig. 1b. It is a Braitenberg Vehicle of diam-
eter 40 units with two lateral wheels. It operates in a square
arena of 400 × 400 units or a circular arena with diameter
of 400 units, which can be empty (“simple world”) or con-
tain different numbers of obstacles (“complex worlds”). By
default, the agent drives straight forward (dashed arrow) with
speed ν = 1 units per time step. It has two sensor-pairs, near-
sensors and far-sensors, at the front; each sensor resembling a
beetle’s antenna, albeit here with ideal spring-like properties.
Short near-sensors elicit the reflex signal x0 and long far-
sensors the predictive signal x1. Triggering of a sensor will
happen as soon as the agent gets close enough to an obstacle.
Then the sensor signal x will be elicited according to:
x(t) = βx(t − 1) + (1 − β)λt

, (1)
where λt is the part of the antenna bent by an obstacle
at time point t and  is the length of the antenna. The
constant β = 0.6 defines the decay rate of the first order
low pass implemented by the feedback x(t − 1). We use
a fixed reflex antenna length of 0 = 10 units and dif-
ferent antenna lengths for the predictive sensor of 1 =
40, 50, 60, 70, 80, 100, 120, 150, 200. In the following we
will use the antenna ratio 1
0
to specify different robots.
To compute the agents’s output z we use a linear summa-
tion neuron with an added-on winner-takes-all mechanism in
order to prevent the robot from getting stuck in the corner or
from oscillatory movements in case sensors on the left and
right side are triggered at the same time. If sensors are trig-
gered at the same time but one sensor is triggered more than
the other (xR0,1 = xL0,1) then z will follow strongest of the



















where xL ,R0,1 are sensory inputs from the left and right side
obtained by Eq. 1 above.
In case xR0,1 = xL0,1 we use a bias for the right side and
calculate output by z = ω0xR0 + ω1xR1 .
Note that winner-takes-all mechanism does not keep
inputs from canceling out but creates lateral inhibition which
means that, for instance, if the input on the right side is trig-
gered stronger than that on the left side then the input from
the left side will be ignored (inhibited) and the robot will
turn to the left side until at some point sensors on the right
and the left side will be triggered equally. If sensors are trig-
gered equally then we use a bias for the right side (input from
the left side is ignored) and as a consequence the robot will
continue turning to the left until the obstacle is completely
avoided. Thus, the winner-takes-all mechanism (lateral inhi-
bition) together with built in bias helps preventing the robot
from getting stuck in corners or from oscillatory movements.
Signal z is then directly used to change the robot’s driving
angle α. For the remainder of this study it is important to
remember that z directly corresponds to the change of the




where gα is the steering gain. Positive output (z > 0) leads to
a positive change of the turning angle dα/dt , thus the robot
would steer to the left, whereas negative output (z < 0)
leads to a negative change of the turning angle dα/dt and
corresponds to a rightward steering. From this the change of
the robot position can be calculated for each time step and
as a result of this setup the agent will avoid obstacles when
moving through its arena.
We keep the weight w0 fixed (w0 = 1) and let only w1
develop where initially we set w1 = 0.
2.2 Learning rule
For learning we use the ICO (input correlation) rule (Porr
and Wörgötter 2006), because of its intrinsic stability, given
by (Fig. 1c):
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dω1
dt
= μx1 dx0dt (4)
Note, that the typical low pass filtering of the input signals
for ICO learning (Porr and Wörgötter 2006) is performed by
the environment itself and by Eq. 1.
2.3 Closed-loop system
The general structure of the closed loop has been presented
in Fig. 1a and was discussed in the introduction so that only
a few explanations need to be added here.
In general we denote the transfer function of the agent by
H and those of the environment by P . In Fig. 1a we have
added the time variable t to all those components of which
the temporal development is of interest in the context of this
study: x0,x1, z, τ and ω1. The other synaptic weight ω0 is
kept constant at 1.0.
2.4 Experimental procedure
We tested nine simulated robots with different antenna ratio
1/0 = [4, 5, 6, 7, 8, 10, 12, 15, 20] in four environments
of different complexity. We used a circular environment with
a diameter of 400 units where complexity was defined by
the number of obstacles (3, 7, 14, or 21). We used square
shaped obstacles of size 20 × 20 units that were placed at
random positions in a circular manner at the perimeter of
three imaginary circles with radii of 50, 120, and 190 points.
This way we avoid deadlock situations and assure a free
path along the whole circular arena. Several examples of the
simplest and the most complex environments are shown in
Fig. 2.
Two different types of experiments are being made. (1)
Normal learning experiments where the robots actually learn
while driving and (2) steady state experiments (called weight
freezing), where we keep ω1 for some time at a preset value
for measuring the currently queried parameter(s) in a steady
state situation. Then ω1 will be increased and parameter(s)
will be measured again and so on until we are reaching the
final weight ω f1 at which the reflex is not triggered any-
more.
We used the following procedure for this. We set the
weight ω1 to specific values (0,	ω1, 2	ω1, . . . ω f1 , where
	ω1 = 10−3) and, for each ω1, let the robot run for
N = 20000 time steps without learning.
Such a procedure is motivated by the fact that the actual
runtime is irrelevant (as explained above). Thus, by setting
weights we can probe the robot’s behavior for a longer period
in a steady state situation in order to get more data for the
analysis.
2.5 System measures
In the following we will present different measures used to
evaluate temporal development and success of learning, and
to find the optimal robot for a specific environment.
2.5.1 Temporal development
To analyze the temporal development we measure how the
temporal difference τ between inputs x1 and x0 changes
on average during learning. As events in these systems are
very noisy we need to adopt a method by which the time-
difference between two subsequent x1,x0 events is reliably
measured. For this we use the weight freezing procedure and
keep ω1 = const for N time steps. We use a threshold with
value θ = 0.02 only for the x0 signal to determine the time tk
when the signal x0 reaches the threshold (x0 > θ). Finally,
we place a window cw = 300 steps around these tk values
(cw ≤ tk < N − cw, N = 20,000) and calculate the cross-
correlation between x1 and x0 only inside this time window,
with a window size related to STDP windows as reported in





x1(tk) · x0(tk + T ), (5)
We determine the peak location of the cross-correlation as:
τk = argmax{Ck(t)}. (6)
Finally, we calculate the mean value of the obtained differ-
ent time differences τk for the whole frozen time section






where M is the number of found threshold crossings. After
increasing ω1, this procedure is repeated until ω f1 .
2.5.2 Energy
We measure how much energy the robot uses for a given
task during the learning process. In physics the total kinetic
energy of an extended object is defined as the sum of the
translational kinetic energy of the center of mass and the
rotational kinetic energy about the center of mass:




where m is the mass (translational inertia), I is the moment of
inertia (rotational inertia), ν and ω are the velocity and angu-
lar velocity, respectively. As we use a constant basic speed
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ν and all our robots have the same size we can simplify the








We note that the change of the turning angle dαdt = gαz(t) is
directly to be understood as the angular velocity w.
2.5.3 Input/output ratio
We define the input/output ratio Hz which measures the rela-
tion between reflexive and predictive contribution to the final
output, and shows how this relation changes during the learn-
ing process. At the beginning of learning only the reflex-
ive output will be elicited which would lead to zero value.
With learning ratio should grow and reach a maximum when
reflexive and predictive parts contribute to the output evenly.
After that ratio should go down back to zero since the reflex
is being avoided and at the end of learning only predictive
reactions will be elicited.
We define the absolute value of the neuronal output for
the x0 pathway:





and for the x1 pathway:





where N is the length of the sequence (here N = 20000 time
steps). The total absolute value of neuronal output can be
defined as:


















Note that this measure would be similar to an entropy mea-
sure if one would use the probabilities that an output z is
generated by the reflex x0 or predictor x1 instead of the inte-
grals |z0/1|.
2.5.4 Path entropy
The following measure quantifies the complexity of the
agent’s trajectory during the learning process. The function z
determines the state of the orientation of both wheels (parti-
cles) relative to each other as the relative speed of one parti-
cle against the other determines the turn angle and hence the
orientation of the robot. If the robot only makes sharp turns
then we would find for z ideally only two values: zero for “no
turn” and one other (high) value for “sharp turn”. In defin-
ing the path entropy Hp in an information theoretical way
by number of states taken divided by number of all possible
states this would yield a very low entropy as only two states
out of many possible turns are taken. On the other hand the
path entropy would reach its maximum value if all possible
steering reactions will be elicited with equal probability.
Thus, in order to calculate the path entropy we need to
get probabilities p(zi ) of the output function z for each value
zi . To do that, first we calculate a cumulative distribution




f (zi ), (14)
where z = 0,	z, . . . 1 (we used 	z = 2 × 10−3). Here
f (zi ) = 1 if zi ≤ z, and f (zi ) = 0 otherwise. From the
cumulative distribution function we calculate a probability
distribution function to be able to calculate the probability of









2.5.5 Speed of learning
To evaluate the speed of learning in our study we assess
weight development and not time, noting that elapsed time is
irrelevant. For instance, if the robot drives around a long time
without touching obstacles (no learning events) this would
not influence the weight. Learning is driven by events (x1 and
x0 pairs) which is directly reflected by the weight growth and
this we relate to the speed of learning. Hence we can deter-
mine the speed of learning of a specific agent by measuring
at which weight the agent reaches the maximum input/output
ratio value, where reflex and predictor contribute equally to
the output. Thus, we define the learning speed S as being
inversely proportional to this weight:
S = (argmax{Hz(ω1)})−1 , (17)
with ω1 = 0,	ω1, . . . , ω f1 , where ω f1 denotes the final
weight at which the reflex x0 is not triggered anymore.
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Note in a given environment one finds that learning events
can occur more or less often depending on the sensitivity of
the reflex. In this case—to compare architectures at the reflex
level—one would indeed want to measure time as such. We
are, however, in the current study not concerned with this.
2.5.6 Optimality
In order to find an optimal robot for a specific environment we
used an averaged optimality measure O which is a product
of the speed of learning S and the final path entropy Hp(ω f1 ):
O = S · Hp(ω f1 ). (18)
Note that we normalized values of S and Hp(ω f1 ) between
zero and one before calculating the product in Eq. 18. This
measure is based on the heuristic assumption that an “opti-
mal robot” should be one which requires least learning time
and still “makes the most of it” in the sense of producing
the most complex paths. Therefore, we used the quotient
of these two measures to define “optimal”. In general opti-
mality measures used to quantify behavior in engineered or
self-organizing systems as well as in animals-observation are
always in the eyes of beholder where combination of differ-
ent features can be taken into account to describe what is
deemed to be “optimal behavior” and this depends also on
the specific task.
3 Results
3.1 Basic behavior of the system
The basic behavior of the obstacle avoidance agent is pre-
sented in Fig. 2 where we show simulation results for a cir-
cular environment with 3 and 21 obstacles. In panels a and
b, we show weight development and corresponding driving
trajectories (see insets) for the case where the robot was actu-
ally learning (no weight freezing here). The resulting weight
curves for both cases are similar and we observe relatively
rapid weight growth at the beginning of the learning and then
slow saturation till the reflex is avoided and weights finally
stabilize. Corresponding trajectories are color-coded where
the blue color corresponds to reflex-driven behavior and the
red color corresponds to predictor-driven behavior. Values
for the color-coding were calculated by a contrast measure
given in Appendix A.1. From the driving trajectories we can
see that at the beginning the robots make sharp turns because
of the initially built in strong reflex reaction whereby, as a
consequence, the robot explores more or less the whole envi-
ronment. With learning the predictor takes over which at the
end leads to wall following behavior since learned steering
actions are much weaker but are elicited earlier compared to
the initially strong and late reflex reactions. Note that for the
robots to learn wall-following behavior is not a desired nav-
igational strategy. The learning goal of the robots is to learn
avoiding obstacles without triggering the reflex (x0, reflex
avoidance learning). Since the robots do not have any addi-
tional “motivation” or “drive” function implemented, their
behavior will be equilibrated (and, thus, not change anymore)
as soon as they navigate in the environment without trigger-
ing the reflex. To avoid reflexes they learn reacting to early
stimuli (x1) but with much weaker steering reactions com-
pared to the initial reflex (x0) which as a consequence turns
into wall following behavior. By reacting earlier the robots
can use much less energy compared to late reflex reactions.
The strategy of “reflex-avoidance” learning is known from
neurons in the Cerebellum (Wolpert et al. 1998; Hofstötter
et al. 2002).
Simulation results for the case where we used the weight
freezing procedure are shown in Fig. 2c. This way we can, for
different weights, show longer trajectories to better assess the
robots’ behavior. Here we plot selected trajectories for two
different environments (3 and 21 obstacles) and for two dif-
ferent robots (antenna ratio 6 and 15). Trajectories for each
case are presented in rows where the first trajectory corre-
sponds to the reflexive driving behavior (ω1 = 0), the second
and the third trajectory correspond to a mixture of reflexive
and predictive behavior, and the last trajectory corresponds
to the predictive driving trajectory when the reflex is finally
fully avoided (ω1 = ω f1 ). Here we obtained similar driving
behavior as in the examples presented above. In general we
observed that late, strong, and abrupt reflex reactions turn
into early, weak and smooth predictive reactions whereby, as
a consequence, a bouncing driving behavior turns into a wall
following behavior.
3.2 Characterizing the temporal development
Figure 3 shows the results from one obstacle avoidance exper-
iment in our standard empty square arena. Panels a and
b show the development of the reflex (x0) and predictor
(x1) signals over time (top panels), where the bottom pan-
els show magnifications for the beginning and the end of the
learning. As expected, x0 shrinks substantially during learn-
ing, because the reflex signal is better and better avoided.
It would finally fully vanish as theory predicts, leading to
the stabilization of weights (Porr and Wörgötter 2006), only
here—to be able to show how small x0 signals look like—we
have stopped the learning process before this final equilib-
rium had been reached (see Fig. 2a for a completed pro-
cess).
The predictor signal in panel b also gets smaller which is
due to the fact that at the beginning of learning the predictive
antennas are bent all the way until the reflex antennas finally
also hit the wall whereas after learning the reflex is avoided
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Fig. 2 Driving trajectories from single simulations in a circular envi-
ronment with obstacles. a, b Weight development and corresponding
driving trajectories obtained from individual simulations in an envi-
ronment with 3 (a) and 21 obstacles (b). Trajectories are color-coded
where a zero value corresponds to reflex-driven behavior and one cor-
responds to predictor-driven behavior. The following parameters were
used: antenna ratio 1/0 = 6, steering gain gα = 50, learning rate
was μ = 5 × 10−3 for the case a, and μ = 10−3 for the case b.
c Driving trajectories obtained from individual simulations when using
the weight freezing procedure in an environment with 3 (first and third
row) and 21 obstacles (second and fourth row). For the two cases shown
in the first two rows we used a robot with antennae ratio 1/0 = 6
whereas for the third and fourth case antenna ratio 1/0 = 15 was
used. The same steering gain gα = 50 was used for all four cases. In
the first column we show driving trajectories which correspond to the
reflexive driving behavior (ω1 = 0), the second and the third column
correspond to a mixture of reflexive and predictive behavior (approxi-
mately 1/3 and 2/3 of the learning process, respectively), and in the last
column we show trajectories which correspond to the predictive driving
behavior when the reflex is finally fully avoided (ω1 = ω f1 )
and the predictive antennas are not so strongly bent anymore.
Panel c finally shows the development of the output signal z,
which shrinks in amplitude but gets wider over time.
Of special interest is the development of τ during the learn-
ing process. Therefore, we carried out a simulation where
we analyzed how the time difference τ depends on the syn-
aptic weight ω1 and the angle at which the robot hits the
obstacle. For that we simulated our agent in a square and
a circular environment without obstacles where we let the
robot drive into a wall with different preset starting angles
as shown in Fig. 4 (see insets). We varied the starting angle
from 30 to 90◦ in the square arena and from 40 to 90◦ in
the circular arena. Smaller angles were not possible here. In
addition we also varied the weight ω1 by setting it to a spe-
cific value (0,	ω1, . . . , where 	ω1 = 10−3). Results for
both environments are shown in Fig. 4 where we plot the
time difference τ between inputs x1 and x0 against the syn-
aptic weight ω1. Here each curve shows time differences for
one specific preset angle at which the agent drives towards
the wall. The obtained results are very similar for both cases
where we can see that the time difference increases for all
given angles with increasing weights. We can also see that
the increase for large angles is less pronounced than that for
small angles. In general we observe that curves for small
angles are shorter than those for larger angles, which is due
to the fact that a less strong weight may suffice to avoid a wall
when approaching under a small angle, but will not under a
large angle. In a real learning situation this would lead to the
fact that at the beginning all angles lead to learning, whereas
at the end only large ones will. If we assume that there is
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Fig. 3 Results from a simulation in a square arena without obstacles.
a, b Inputs x0 and x1, respectively. c Neuronal output z. Bottom panels
show signal shapes at the beginning and at the end of the learning. The
following parameters were used: antenna ratio 1/0 = 5, steering
gain gα = 50, learning rate μ = 0.06
no prior bias for any approach-angle (hence all angles will
occur with equal probability without any learning), then this
predicts that as soon as learning takes place an agent will
on average experience τ values which follow (roughly) the
average curve (grey) inside the “brushes” shown in Fig. 4.
To test this prediction, we analyzed the development of τ
statistically by simulating nine different robots in four dif-
ferent environments. For the statistical evaluation we carried
out 100 experiments for each specific case (in total 36 cases).
All experiments were carried out by using the weight freez-
ing procedure. Statistics are presented in Fig. 4c–f where we
plot averaged results for all 100 experiments for each case. As
discussed above we can see an increase of τ at the beginning
and then a decay later on. We can also observe that in general
we get larger τ values if we increase the antenna ratio which
is obvious because longer antennas produce larger time dif-
ferences between x1 and x0 events. In addition we observe
that the time differences at the beginning of the development
are smaller for simpler environments and are larger for more
complex environments. The reason for this is that in a sim-
ple environment we get only those experiences where the
robot drives into an obstacle placed close to the wall with
a sharp angle or into the opposite wall when it is repelled
from the obstacle (for trajectories see Fig. 2c cases 3/6 and
3/15), which leads to small, uniform values of τ in pan-
els c and d. In more complex environments the variety of
experiences is much larger due to the more complex paths
taken by the robot (see Fig. 2c cases 21/6 and 21/15) and
this leads to the larger and more dispersed τ values in panels
e and f.
3.3 Analytical closed-loop calculation of the temporal
development
3.3.1 Definitions
The analysis of the different signals and their changes makes
it now possible to provide an analytical approximation for the
temporal weight development. To do so we need to simplify
the observed signal structure that we received throughout our
experiments in a heuristic way. For the analytics, the reflex-
ive signal x0 consists of a linear rising and falling phase with
identical slopes (see Fig. 5a). In contrast, for convenience,
the shape of the predictive input x1 is described by a concave
quadratic function (see Fig. 5b). The definition of both, with
their maximum being at t = 0, is as follows:
x0(t) = A0
σ0
(t + σ0)(t + σ0)(−t)
+ A0
σ0







(σ1 + t)(σ1 − t) (20)
with  being the Heaviside step function. The parameters
A0/1 stand for the amplitude and σ0/1 for the width of the
simplified signal shapes x0/1.
We will see that this simple definition will lead to a very
good approximation of the system’s behavior.
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Fig. 4 Time difference τ between far- and near-sensory inputs x1 and
x0 for a simualted wall avoidance task in a square (a) and a circular
arena (b). τ is plotted against the weight ω1 where each curve repre-
sents a certain angle with which the robot sets off to drive towards the
wall of the specific arena as shown in the insets. Grey curve represents
the average. The following parameters were used for all cases: antenna
ratio 1/0 = 5, steering gain gα = 50, weight change 	ω1 = 10−3.
c–f Statistics for time difference τ between inputs x0 and x1 obtained
from a simulated obstacle avoidance task in a circular environment of
different complexity with 3, 7, 14, and 21 obstacles (see insets for exam-
ples). Colored curves in each panel show the averaged results plotted
against the weight ω1 obtained from 100 experiments where different
color represents results for the different robots defined by the antenna
ratio 1/0. The following parameters were used for all cases: steering





























squared error x 103 squared error x 103
simulated x 10-3
Fig. 5 a–d Structural simplifications of the input signals used for ana-
lytical calculations. a Reflex signal. b Predictive signal. c The relation
between both signals including the temporal difference τ . d The devel-
opment of τ -values over experience k. e, f Comparison of simulated and
analytical results of weight development when using constant τ (e) and
variable τ (f). In f we also show the development of τ (scaled by a factor
of 10−3) obtained from the simulation whereas the shape of τ used for
analytical calculation is shown in (d) and corresponding parameters are
given in Table 1. Additionally, we show the squared error scaled by a
factor of 103
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Table 1 Parameters extracted from an experiment
Parameters a0 A1 σ0 σ1 ω f τb μ1 τp kb kp μ2
Values 0.6 0.85 43.75 5.75 0.0223 4 0.073 12 13 9 0.0523
The first part states the parameters and their values needed for both, constant-τ and variable-τ , approximations, whereas the second and the third
part give particular parameters used for the respective, constant-τ and variable-τ , cases. We additionally indicate the learning rate by μ1 and μ2,
relating them to the equation used to fit the data
3.3.2 Weight change per learning experience
As the weight change per time step is defined by the ICO-
learning rule, the weight change per experience k is the inte-






μx1(t)x˙0(t − τ) dt (21)
where k is defined as experience and x˙ = dxdt . Next we
include the heuristic equations for x0(t) and x1(t) describing
the observed temporal development of the signal shapes (i.e.,














































In order to avoid unnecessary complex case distinctions
we used following constraints on τ : |τ | < σ1−σ0 given from
the hindsight of the actual τ development we will encounter.
When looking at the data one finds that it is reasonable
to keep most variables, especially A1, σ0 and σ1 and some
others (see Table 1), constant. Clearly the amplitude of the
reflex A0 should shrink as this leads to weight stabilization.
The parametrization of A0, thus, writes as A0 = a0(1− ωω f ),
were we use the final weight value ω f as a control parameter
for the shrinking of reflex amplitude A0.
After including the parametrization of A0 into Eq. 22 we
get:








Now the question arises whether a constant or a changing
τ would be required for a good system description.
Analytical calculation of the weight development with con-
stant τ : For a constant τ = τb the solution of the first-
order differential equation Eq. 23 using the initial condition
ω(0) = 0 is





ω f σ 21
k
])
= ω f (1 − exp [−μλk]) with (24)
λ = 2a0 A1σ0τb
ω f σ 21
(25)
Analytical calculation of the temporal development including
the temporal dependence of τ on k: Different from above,
here we start with Eq. 22 and add the parameterizations of




τb + (τp − τb) kkp if 0 ≤ k ≤ kp
τp − τp−τbkp−kb kp +
τp−τb
kp−kb k if kp < k ≤ kb
τb
k
k f if k > kb
(26)
describing a linear increase in the beginning of learning
which results in a τ -value of τp at experience kp . It is followed
by a linear decrease to the original τ -value of τb at experience
kb where it is kept fixed to the end (see Fig. 5d). This gives
us three second-order differential equations, which we solve
independently. Equations are structurally similar to Eq. 23
and their solutions are shown in Appendix A.2.
Results: We can now extract the necessary parameters from
the robot experiments and test to what degree the different
situations (constant vs. variable τ ) describe the system cor-
rectly. Parameters are given in Table 1.
In Fig. 5e and f, we show the real weight change of the
conducted experiment and the analytical solution for constant
and variable τ . From the experimental data it can be seen that
the weight ω1 grows at two different rates. First, faster till
experience k = 10 and then slower afterwards, which has
been explained in Sects. 3.1 and 3.2, and was due to an ini-
tial increase in τ and then a decrease in τ to initial values.
Consequently, the constant-τ solution (E) only captures the
overall weight development, however, cannot reproduce the
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Fig. 6 Statistics for different measures obtained from a simulated
obstacle avoidance task in a circular environment of different com-
plexity with 3, 7, 14, and 21 obstacles (from left to right). a–d output
energy Ez , e–h input/output ratio Hz , i–l path entropy Hp . Colored
curves in each panel show averaged results plotted against weight ω1
for a specific measure obtained from 100 experiments where differ-
ent colors represent results for a specific robot defined by the antenna
ratio 1/0 (see l). The following parameters were used for all cases:
steering gain gα = 50, weight change 	ω1 = 10−3
change in weight growth around experience k = 10. The
fit for variable τ is substantially better (F) and the different
weight growths are much better reproduced. The remaining
error arises from the required simplifications used to arrive
at the analytical solution.
3.4 System measures
We analyzed the development of the system measures dur-
ing learning by testing nine different robots in four different
environments. For statistical evaluation we carried out 100
experiments for each specific case (in total 36 cases). All
experiments were performed by using the weight freezing
procedure. Statistics are presented in Fig. 6 where we plot
averaged results for all 100 experiments for each measure.
Results for the energy development are shown in panels
a–d. We can see that energy is gradually decreasing as sharp
reflexive steering reactions turn into smooth predictive reac-
tions and less energy is needed for shallow turns compared
to sharp turns. We also observe that the energy consumption
at the end of the development is similar across all robots and
all environments.
Development of the input/output ratio is presented in pan-
els e–h. As expected, we observe that at the beginning of the
development the ratio equals zero since only the reflex con-
tributes to the neuronal output and then increases as the syn-
aptic weight of the predictive input grows. The ratio reaches
a maximum when reflex and predictor contribute equally to
the output. Thereafter the ratio decreases back to zero since
with development we get less and less reflexive reactions and
at the end of the development only predictive reactions are
elicited. Different robots reach their maximum ratio at differ-
ent weights. Similarly, a different steepness of the decay after
the maximum is found. Results suggest that in given envi-
ronments, robots with longer antennas are quicker learners
compared to robots with shorter antennas. We can conclude
that the input/output ratio measure can be used to evaluate the
success and speed of learning of a specific agent in a given
environment.
Results for the path entropy are presented in panels i–l
where in most cases we see a rapid decay at the beginning
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Fig. 7 Results from a
simulated obstacle avoidance
task. a Average reflex energy
plotted against environment
complexity defined by the
number of obstacles. b final
weight, c final energy, and
d final path entropy plotted
against the antenna ratio
1/0. The error-bars represent
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of the development followed by a small increase and a slow
decay at the end. This tells us that the reflexive behavior at the
very beginning of the development produces relatively com-
plex paths whereas, when the predictor takes over, the driv-
ing trajectories become simpler, which leads to a decrease in
path entropy. Usually there exists a transition phase during
the development where the robot changes its driving trajec-
tory in order to avoid obstacles producing more complex
paths for some time and this is seen as a small increase in
the path entropy curve. After that the path entropy slowly
decreases since predictive reactions produce rather stereo-
typical and simple circular paths (see also Fig. 2c). We can
also observe that robots with shorter antennas produce more
complex paths compared to robots with longer antennas.
Summarized results for all robots and all environments are
presented in Fig. 7. In panel a, we compare energy consump-
tion of the reflexive behavior (ω1 = 0) where we see that
energy consumption increases significantly with increase of
environmental complexity. This suggests that by measuring
reflex energy we can judge complexity of the environment,
and that learning is not necessary for such an evaluation.
In panel b, we compare the final weights (ω f1 ). Results
demonstrate that there is no statistically significant differ-
ence between different environments except for the robots
with short antennas (antenna ratio 4–8). Results for the final
energy (Ez(ω f1 )) are compared in panel c. As expected,
robots consume less energy in simple environments and
more energy in more complex environments, although those
differences are mush less pronounced compared to the pure
reflex energy (panel a). We can also observe that robots with
very long antennas are energetically slightly worse on aver-
age than robots with shorter antennas. In panel d, we compare
the final path entropies (Hp(ω f1 )). Here we obtained similar
results to those of the final energy where we see that robots
produce more complex paths as the environmental complex-
ity increases. Results also demonstrate that in general robots
with shorter antennas produce more complex paths compared
to robots with long antennas.
3.5 On optimal robots
In the following we are concerned whether there exists
an optimal robot for a given environment. We compare
the robots’ performance with respect to different measures
(Fig. 8). In panel a, we compare side by side energy consump-
tion after learning, i.e., when the reflex x0 is not triggered
anymore. Here we can see that the minimal energy consump-
tion shifts from robots with shorter antennas to robots with
longer antennas as the environment’s complexity increases,
but differences (except for the shortest antennas) are small.
As we can see in panel b the most complex paths are produced
by shortest antennas (1/0 = 4) in all four environments.
Concerning the speed of learning (for the speed measure see
Eq. 17) we observe that robots with long antennas learn much
quicker than robots with shorter antennas (panel c). Also
the drop in performance, when getting into more complex
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Fig. 8 Comparison of different
robots in specific environments
of different complexity obtained
from a simulated obstacle
avoidance task. Antenna ratios
are given by the gray shading
(see a). a energy, b path entropy,
c learning speed, and
d optimality. Average results are
shown in each panel obtained
from 100 experiments. In d error
bars represent confidence
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environments, is less for long antennas as compared to short
ones (see lines in panel c). We remind the reader that speed
of learning is given by the equilibrium point (peak of the
input/output ratio, see Fig 6) where the reflex signal x0 and
the predictor signal x1 contribute on average equally to the
output.
In general one should think that “a good robot” would be
one that produces, after learning, complex paths and learns
those quickly. As we can see, however, there is a trade-off
between these two constraints, the speed of learning and the
path complexity for a given environment. As a consequence,
by using the normalized product of these two quantities (see
Eq. 18), panel d shows that there is an optimal robot existing
for any given environment. For instance, the optimal robot
for the simplest environment is the robot with antenna ratio
five whereas in the most complex environment the robot with
antenna ratio eight is the best. Based on the obtained results
we can conclude that different robots adapt differently to a
specific environment due to their different physical proper-
ties. Note, we did not consider using also the final energy
for defining “optimality” because it does not alter the gen-
eral picture. For most robots the final energy does not vary
much (panel a) and, where its high (short antennas, com-
plex worlds) and, thus, not optimal, including it in the mea-
sure would only emphasize the effect that robots with short
antennas are best in simple worlds and vice versa (as stated
above).
4 Discussion
In this study we have started to address the difficult question
how to quantify continuous learning processes in behaving
systems that change by differential hebbian plasticity. The
central problem lies here in the closed loop situation, which
leads—even in very simple linear cases—to an intricate inter-
play between behavior and plasticity.
In the first part of this study we have concentrated on
the inputs and we could show how τ develops over time for
different robots and in different worlds. The peaked char-
acteristics of the development of τ during learning (Fig. 4)
is a nice example of the mutual interaction between behav-
ior and plasticity. Touching a wall with a shallow angle just
does not occur anymore after some learning and the system
finds itself in the domain of large approach angles where τ
shrinks again, contrary to our naive first intuition, which had
argued for a continuous growth of τ . This also leads to a
biphasic weight development and it was possible to use the
measured τ -characteristics, together with some assumptions
on the amplitude change of x0 and x1, to quite accurately
calculate such a weight development in an analytical way.
In the second part of this article, we have started to quan-
tify the behavior of our little beetles by considering their
output z. We have defined measures for energy, input/output
ratio and entropy focusing on the question whether there is
an optimal robot for a given environment.
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4.1 The system identification problem in adaptive
closed-loop systems
Several methods are known from the literature to address the
model identification issue in a broader context. For example
one can use a [Non-linear] Auto-Regressive Moving Average
approach with or without exogeneous inputs ([N]ARMA[X],
Box et al. (1994)) to arrive at a general model of behaving
robot systems (Iglesias et al. 2008; Kyriacou et al. 2008), but
these models contain many parameters for fitting and param-
eters do not have any direct physical meaning. Our attempts
stop short of a complete model identification approach, which
does not seem to be required for our system. Instead, here
we could use a rather limited model with quite a reductionist
set of equations (see Sect. 3.3), which was to some degree
unexpected given the complexity of the closed loop behavior
of our robots (Fig. 2).
We observed that signal shapes and timings change in a
difficult way influencing the learning. As a consequence, it is
not easy to find an appropriate description and the right mea-
sures for capturing such non-stationary situations. Fig. 1a
shows the structure of our closed loops system and this dia-
gram has been used in earlier studies for convergence ana-
lyzes (Porr and Wörgötter 2003a,b, 2006; Kulvicius et al.
2007). From this diagram it becomes clear that τ, z as well
as x0,1 are the relevant variables in our system. While learn-
ing is defined by the relation between inputs x0,1 and, hence,
τ ; behavior is defined by output z.
Interestingly one finds in the first place that learning acts
“equalizing”. Robots with different initial (reflex) energy
(Fig. 7a) become very similar after learning (Fig 7b, note
the different scales in panel a and b). This finding can
be understood from some older studies on closed-loop
differential hebbian (ISO, ICO) learning. Fig. 1a shows
that these systems will learn avoiding the reflex and that
learning will stop once this goal has “just” been reached
leading to an asymptotic equilibrium situation (Porr and
Wörgötter 2003b). Furthermore, the systems investigated
here are linear, hence all of them will in the end essen-
tially require the same total effort for performing the avoid-
ance reaction. These two facts explain why their energy
is very similar in the end. The fact that robots are differ-
ent, however, does surface when looking at the paths they
choose after learning. Robots with long predictive anten-
nas can never make sharp turns anymore and their paths
are dominated by performing the same shallow turns again
and again leading to little path variability and hence to
a small final path entropy (Fig. 7d). On the other hand,
these same long-antenna robots learn their task much faster
than their short-antenna fellows: for the former, the equi-
librium point between reflex and predictor (peak in the
input/output ratio) is reached faster than for the latter
(Fig. 6e–h).
This leads to a trade-off and by using the normalized prod-
uct of learning speed times path entropy we found that for
different environments different robots are optimal (Fig. 8d).
Clearly, this type of optimality is to some degree just in the
eyes of the beholder and one might choose to weigh the two
aspects (learning speed and path complexity) differently by
which other robots would be valued more than those cur-
rently called “optimal”. Nonetheless, also with a different
weighing one will observe that some robots would be better
than others in the different worlds.
4.2 Information flow in adaptive closed-loop systems
In general the second part of the study relates to work focus-
ing on information flow in closed-loop systems. There have
been a few contributions to this topic. Tishby et al. (1999)
introduced an Information-Bottleneck (IB) framework that
finds concise representations for a system’s input that are as
relevant as possible for its output, i.e., concise description
that preserves the relevant essence of the data. The relevant
information in one signal with respect to the other is defined
as the mutual information that the signal provides about the
other. Although, the Information-Bottleneck framework was
successfully applied in various applications, like data clus-
tering (Slonim and Tishby 2000; Slonim et al. 2001), feature
selection (Slonim and Tishby 2001), POMDPs (Poupart and
Boutilier 2002), it conceptually differs from our study, since
we are interested in the dynamics of sensory-motor systems
during the learning process.
In the study of Klyubin et al. (2004, 2005, 2007, 2008) the
authors used a Bayesian network to model perception-action
loops. In their approach a perception-action loop is inter-
preted in terms of a communication channel-like model. They
show that maximization of information flow can evolve into
a meaningful sensorimotor structure (Klyubin et al. 2004,
2007). In Klyubin et al. (2005, 2008) the authors present
a universal agent-centric measure, called “empowerment”,
which is defined as the information-theoretic capacity of an
agent’s actuation channel (the maximum mutual information
for the channel over all possible distributions of the trans-
mitted signal). The empowerment is zero when the agent
has no control over its sensory input, and it is higher when
the agent can control what it is sensing. In these studies it
could be demonstrated that maximization of empowerment
can be used for control tasks (such as pole balancing) as
well as for an evolution of the sensorimotor system or even
to construct contexts which can assign semantic “meaning”
to the robot’s actions (Klyubin et al. 2005, 2008). Similar
to the work of Klyubin et al. (2004, 2005, 2007, 2008) in
the study of Prokopenko et al. (2006) the authors used two
measures called generalized correlation entropy and gener-
alized excess entropy to alter the locomotion of a simulated
modular robotic system (snake-like robot) by an evolution
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process. The mentioned studies differ from our approach,
since in these works information measures had been used to
drive a sensorimotor adaptation on a relatively large time
scales (simulating evolution by using genetic algorithms)
whereas in our approach we use information measures to
investigate the behavior of closed-loop system during on-line
learning on relatively short time scales.
Lungarella et al. (2005) have shown that coordinated
and coupled sensorimotor activity decreases the entropy and
increases the mutual information within specific regions of
the sensory space. In contrast to our study they analyzed
information flow only on the sensory inputs whereas we
consider inputs as well as outputs (input/output ratio, path
entropy, energy). Also, different from our attempt, these
authors analyzed the system in a reflex-based closed-loop
scenario where no learning had been applied. Ay et al. (2008)
and Der et al. (2008) used a predictive information measure
(PI, mutual information between past and future sensor val-
ues) to evaluate behavioral complexity of agents and to use
PI as an objective function for the agents’ adaptation, how-
ever, similar to Lungarella et al. (2005), only looking at the
input space.
An earlier study of Lungarella and Sporns (2006) has dem-
onstrated that learning can affect information flow (transfer
entropy) of the sensorimotor network of a behaving agent.
In this study transfer entropy was used to analyze the causal
structure of the loop, i.e., causal effects of sensory inputs on
motor states and vice versa, whereas in our study we use
system measures to analyze the system dynamics during
learning with respect to the speed of learning and behavioral
performance of an agent. Also differently from our approach
Lungarella and Sporns (2006) used incremental reward based
learning, which belongs to a different class of learning
algorithms.
Our approach more closely relates to the study of Porr
et al. (2006). They define the information value (called pre-
dictive information) only by the weights of the ISO learn-
ing rule (Porr and Wörgötter 2003b), where, different from
our approach (see Eq. 13), sensory inputs and outputs are
not included in this measure. In Porr et al. (2006) weights
reflect the predictive power of their corresponding inputs:
the larger the weights the higher the predictive informa-
tion. Essentially this measure shows which inputs are more
predictive in relation to the signal at x0, whereas in our
approach the measures of input/output ratio, path entropy
and energy reflect the general behavior of the system, for
example the contribution of reflex and predictor to the sys-
tem’s output.
Our measures, similar to those in Porr et al. (2006),
are developed within the framework of predictive correla-
tion based learning (specifically using the ICO-rule here).
Nevertheless, these measures can be also used for other
learning rules as long as the reflex and the predictive
inputs can be identified. The previously discussed empow-
erment measure (Klyubin et al. 2005, 2008) is indepen-
dent of the specific learning rule and can treat the system
as a black box. As mentioned before empowerment is
defined as channel capacity, which is the maximum mutual
information over all possible distributions of the transmit-
ted signal. This quantity is difficult to calculate and may
require using a “detachable” world model that allows exact
repetitions of certain behaviors in a particular situation
(Klyubin et al. 2008). This means that it is not straightfor-
ward to use empowerment for analyzing on-line behavioral
systems.
Here we used input/output ratio in order to see how the
influence of predictor and reflex on the system output changes
over time. This measure could be also used to investigate
the dynamics of systems with many different inputs (also
without defining predictive and reflexive inputs and inde-
pendent on system setup) in order to analyze the contribu-
tion of different inputs to the performance during learning.
For this, one would need to calculate input/output ratio of
each sensory input independently. Note that the output-sig-
nal based measures used by us, for example our path entropy
measure, can also be applied independently of the learn-
ing rule and the actual behavioral pattern. They could, thus,
be used also in other systems, quantifying their (possibly
entirely different) behavior and its variability. The proposed
system measures could be also used for an analysis of the
system dynamics with multiple subtasks, i.e., obstacle avoid-
ance (negative tropism) and food retrieval (positive tropism),
or multiple agent systems, for investigation of cooperative
behavior.
In summary, in the current study we have analyzed
closed loop behavioral systems which change by differential
Hebbian learning. We were surprised to find that even these
very simple systems are already too complex to fully deduct
the system’s behavior from the initial setup of system and
world. Only together with some information on the general
structure of the development of their descriptive parame-
ters, analytical solutions can be still found for their tem-
poral development. By using energy, input/output ratio and
entropy measures and investigating their development during
learning we have shown that within well-specified scenarios
there are indeed agents which are optimal with respect to
their structure and adaptive properties. As a consequence,
this study may help leading to better understanding of
the complex dynamics of learning&behaving systems. The
fact that with learning optimal agents will exist (probably
under any measure of optimality!) may make it necessary
to reconsider evolutionary approaches as cited above
(Klyubin et al. 2007, 2008; Prokopenko et al. 2006) in light of
a different fitness function, which also takes the learning into
account (Baldwin Effect, Baldwin 1896; Hinton and Nowlan
1987).
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Appendix
A.1 Contrast measure









R(k) = Z1(k) − Z0(k)
Z1(k) + Z0(k) ,
(27)
where k = 0 . . . N − wr , N = 105 is the length of the input
sequence, and cw = 5 × 103 is the size of the sliding time
window. Note that we normalized values of R between zero
and one.
A.2 Analytical calculation of the temporal development
including the temporal dependence of τ on k
From Eqs. 22 and 26 we derive three second-order differen-
tial equations, which we solve independently:
if 0 ≤ k ≤ kp
ω′(k) = μ2a0 A1σ0
σ 21
(








if kp < k ≤ kb
ω′(k) = μ2a0 A1σ0
σ 21
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τp − τp − τbkp − kb kp +
τp − τb








if k > kb











The solution of these differential equations are as follows:
if k ≤ kp









if kp < k ≤ kb
ω(k) = ω f − ω f exp
[
−μλ˜(k










if k > kb








where λ˜ = λ/τ (see Eq. 25).
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