ABSTRACT Trajectory mining is an interesting data mining problem. Traditionally, it is either assumed that the time-ordered location data recorded as trajectories are either deterministic or that the uncertainty, e.g., due to equipment or technological limitations, is removed by incorporating some pre-processing routines. Thus, the trajectories are processed as deterministic paths of mobile object location data. However, it is important to understand that the transformation from uncertain to deterministic trajectory data may result in the loss of information about the level of confidence in the recorded events. Probabilistic databases offer ways to model uncertainties using possible world semantics. In this paper, we consider uncertain sensor data and transform this to probabilistic trajectory data using pre-processing routines. Next, we model this data as tuple level uncertain data and propose dynamic programming-based algorithms to mine interesting trajectories. A comprehensive empirical study is performed to evaluate the effectiveness of the approach. The results show that the trajectories could be modeled and worked as probabilistic data and that the results could be computed efficiently using dynamic programming.
I. INTRODUCTION
Trajectory mining is an interesting data mining problem that has been studied in the context of smart cities and the Internet of Things (IoT) [3] , [6] . Smart cities and the IoT are indeed the way to the future as trillions of IoT devices, ranging from coffee machines to mobile objects which may or may not be inter-connected, generate enormous amounts of data which need to be modelled and processed effectively to improve daily life [5] . For example, to optimize the commuting time to work, many sources of information including the intended route, calendar, city traffic, weather, etc. need to come together to determine a route which would be the most convenient and therefore, smart data collection, preparation and fast algorithms are needed which can work with the incoming data and propose solutions in real time.
One of the key issues in future smart cities is the incorporation of intelligence into the cities using mobile intelligence [19] . The primary source of mobile intelligence is the mobility data collected through the Internet of Things. The data is obtained from a variety of sources, e.g. moving individuals or devices, which are constantly providing location data, along with a time stamp, to some central repository. Once such data is processed, interesting information could be revealed [4] , for instance, which areas in the city are witnessing an increase in activity [6] , [9] , the location of any traffic anomalies [7] , which person or group of people are moving [8] , what the popular stay points are [5] , etc.
A trajectory is a time-ordered record of a moving object obtained at pre-defined discrete time intervals. However, the 'exact' location of a moving object during these intervals could be uncertain. A lot of research has focussed on trajectory uncertainties with an aim to enhance the utility of trajectories. Probabilistic databases offer ways to model uncertainties using possible world semantics [1] . The uncertainties in the trajectories could be at the event level, which is the uncertainty associated with the location of the object, or at the trajectory level, which is the uncertainty associated with the path recorded as compared to the path taken, or others [11] . An interesting solution in this regard is to record the individual mobile object readings and then create complex events using probabilistic event extraction [3] . Many such systems have been proposed which work with trajectory uncertainty, however Khoussainova et al. [3] , proposed creating the events along with confidence values, and this is one of the motivations for the current study.
The possible world semantics [2] have been used to model uncertainties. The possible worlds are essentially the all possible combinations of the worlds where an event may or may not be present. However, the idea of using possible world semantics is inherently difficult due to the explosion in the number of possible worlds. Techniques such as dynamic programming [12] have been proposed in the literature which, although giving results which are the same as the possible worlds approach, are significantly fast. Further, many approximation schemes have been proposed in the literature that give comparable approximate solutions [10] . It should also be noted that in the literature, many simplifying assumptions are made to compute the solution using possible worlds. Such assumptions do not depict real-world situations and thus provide results which may not be very useful. Likewise, relatively complex models tend to be computationally intractable and have been shown to be #-P Complete or NP-Complete [11] .
There is a need to develop solutions which model and extract the events in the uncertain trajectory data along with the confidence values and then compute the results based on the confidence values and this is the focus of this work.
In this work, we develop a framework that works by collecting the trajectory data obtained from the sensors. The data is stored and processed in a way that helps in identifying events such as key activity areas, evolving activity, etc. thus helping to attain better insight into the work habits of the population.
We work on the data obtained from the sensors attached to the office cards. The first step is to pre-process the data and model this as uncertain trajectory data. This is rather challenging considering the types of uncertainties involved, e.g. at the attribute level, i.e. source which generates information, at the tuple level, i.e. the location of the object, or at the trajectory level. Next, the processing that could be performed on the data, which in turn affects the quality of results that could be obtained from the data. Another important aspect is the choice of interestingness measures that is used to compute the results. Many such measures have been proposed in the literature; however, whilst the measures which are simple can be computed in a reasonable time, more detailed measures have been shown to be extremely computing extensive or even computationally intractable [11] . Thus, having a reasonably complex model that can capture the underlying uncertainties in the data as well as a measure which captures the essence of the information in the data is a challenging task which still needs to be investigated at large.
Once the probabilistic models have been developed, a processing framework is required which can be used to answer questions such as, which are the most frequent paths taken by the people in a locality? Or, which are the active regions in a locality over time? etc. The above questions and similar need to be answered in real time and, therefore, efficient mechanisms need to be developed which can work with uncertain trajectory data to yield the live state of the current happenings in a smart environment. This is extremely challenging as, when the live trajectories are being processed, they should be dealt with as a data stream and while many useful traditional data mining algorithms work under the assumption that the data are stored and could be re-accessed if desired, it becomes extremely challenging to produce similar kinds of results on-the-fly.
Our Contributions. We now give our contributions. The rest of this paper is organized as follows. In Section II, we discuss trajectory data extraction and mining. We present the probabilistic trajectory mining framework in Section III. An extensive experimental study is presented in Section IV and some related works are discussed in Section V. Section VI concludes this work.
II. TRAJECTORY DATA EXTRACTION AND MINING
In this section, we first discuss trajectory generation from the sensor data and then the trajectory mining. A sample trajectory data collection environment is presented in Fig. 1 .
A. TRAJECTORY DATA
A trajectory is a collection of location data points ordered by a time stamp. A data point is a triple of the form (eid, sid, e) where eid is the time stamp, sid is the source identifier, and e is the event. The length of a trajectory t is the number of data points it contains, |t|. For example, t = a 1 , a 2 , a 3 , is a trajectory of three data points ordered in time. A trajectory s = a 1 a 2 · · · a n is called a sub-trajectory of a trajectory,
In other words, we say that the trajectory t contains s. Given the location readings obtained from the sensors, a trajectory is obtained by combining in order all the location points recorded for a single object. The trajectory database contains the trajectories for all the sources. The support of a trajectory t is the number of source trajectories that contain the trajectory t.
The trajectory mining problem is defined as follows. Given a trajectory database D, find all interesting trajectories, i.e. trajectories whose support is at least a user-specified support threshold θ.
Trajectory mining is a multi-stage process which primarily involves pre-processing and pattern mining. We first discuss trajectory data pre-processing.
1) DATA CLEANING
Trajectory data is obtained from a variety of sources, e.g. sensors or other mobile devices, and is not entirely correct mainly due to equipment and technological limitations. The errors in trajectory data could be, e.g. (a) a location reading falling out of the motion track (or path) (b) or a moving object recorded at more than one distinct locations, simultaneously. In all such situations, data has to be cleansed. For example, the value of the location attribute is fixed using techniques such as mean/median filters, etc.
2) DATA COMPRESSION
Trajectory data is recorded at pre-defined discrete time intervals, e.g. a reading every few seconds by each sensor, and most of the points reported are usually repetitive and carry no significant information. However, keeping all the recorded data results in a notable increase in the computational complexity of the problem. It is a common practice to pre-process the data and reduce the number of exact locations recorded, i.e. attain some speed-up at the cost of losing some information which may not be worth the computation effort needed to process the information. Data compression could be offline or on the go and is performed using techniques such as computing the distance metric or similar.
3) TRAJECTORY CREATION
The final step is the trajectory creation which typically involves creating a trajectory of time-ordered location data points for each source. Once, the trajectories are created, data mining or other tasks could be performed. Another, important aspect is trajectory data management, however in this work we only focus on trajectory mining.
B. TRAJECTORY MINING
Once the trajectories have been created, trajectory patterns are discovered which could be one of the following.
1) TOGETHERNESS PATTERNS
These patterns are aimed at answering questions such as which objects move together. This could help in identifying an emerging activity in a locality or similar. The local administration can use such information in better managing the city's resources, e.g. traffic signals.
2) COMMON PATH PATTERNS
These patterns are the most frequent paths taken by the moving objects. The techniques used for finding such patterns include sequence mining, association mining, etc. These patterns generally help in predicting the next probable location of a moving object.
3) GROUP PATTERNS
Similar trajectories are grouped together to find groups of people who move similarly at the same points in time. This is not a trivial task as a feature vector has to be generated which is used to compute the distance between two trajectories. These group patterns show the group mobility trends and could be very useful when dealing with law and order situations, for instance.
4) CYCLIC PATTERNS
Moving objects usually have a similar mobility behaviour over time, i.e. the same activity is performed in cycles, going to work for example. If such personal information is known, it could be used to improve the commuting experience of the individuals, e.g. by warning them of slow moving traffic and then suggesting an alternate route, etc.
C. UNCERTAINTY IN TRAJECTORIES
Uncertainty in trajectories is a major concern in many situations as the trajectory data recorded is only a sample of the actual movement. Further, the exact location of a moving object at a specific point in time may not be known. A lot of research has focused on working with trajectory uncertainties. An interesting aspect is to record the object locations along with the confidence values, i.e. along with the location, also record the confidence in an object being at that location. This is a novel idea as in literature the uncertainties associated to the object's location are removed using some threshold based methods and the final trajectory has only deterministic time-ordered data points.
This work is focused on working with the uncertainty when dealing with trajectories. In the next section, we discuss the generation of probabilistic events from trajectory data and then present the probabilistic trajectory mining techniques to extract 'interesting' trajectories from the uncertain trajectory data.
III. TRAJECTORY MINING USING UNCERTAIN EVENTS
We first discuss uncertain event extraction from the recorded sensor data. The data recorded by the sensors is simple location data and the accuracy of such data is usually low. Thus, the events extracted from such data are uncertain, as issue which is discussed below.
A. UNCERTAIN EVENTS
The most primitive type of events are presence events. A presence event is of the form (eid, sid, e, prob). For example, a sample reading looks like (t 1 , s 2 , l 3 , 0.7) which means that at time t 1 , a source s 2 was spotted at location l 3 with probability 0.7. The reason for having the probability is as follows. For example, a source s 1 enters a room which has three (03) antennae installed to detect an object in the room. If two of the three antennae report the presence of the source in the room, there is only a 66.6% chance that the source was in the room at that time. It is also interesting that each antenna records the detection of an object with certainty, i.e. the reading from a single sensor looks like (t 1 , s 2 , l 3 , 1.0) which means that the source s 2 was sighted at location l 3 at time t 1 with probability 1.0. This makes sense as an antenna only reports an event which is detected and there is no uncertainty VOLUME 6, 2018 in this simple event. However, it is the readings from the neighbouring antennae which contribute to the belief in the presence of a source at a specific location. The system takes the readings from multiple antennae and only then decides the confidence in a presence event.
In a subsequent formulation, suppose a source s 1 also enters the room and one out of the three antennae detect s 1 . What is the probability of the event that both s 1 and s 2 are in the room, together? An event of this form could be that the sources s 1 and s 2 are at location l 3 with probability 0.18.
However, the detection of the sources s 1 and s 2 at location l 3 may not be sufficient to establish that both s 1 and s 2 are at location l 3 . There is other information which should also be considered whilst creating such events, e.g. the ownership of the location l 3 . If one of the two sources, is the owner of this location, it is probable that the two are together, for example for a meeting. However, if neither of the two owns the location, the detection of these two at the same place with low confidence, i.e. probability 0.18, could be an error. Therefore, the detection and other information are also needed to establish such complex events and for establishing the truth value of a true occurrence.
Further, the sensors are not entirely accurate due to technological limitations, and for example, if a sensor has an error rate of 20% and there are a total of three (03) sensors at a point, then a presence event has a low accuracy.
B. UNCERTAIN DATA MODEL
From the previous section, we know that the uncertain events generated by the sensors are of the form (eid, sid, e, prob) which corresponds to tuple-level uncertainty, i.e. a tuple has an existential probability of occurrence. A sample probabilistic trajectory database is shown in Table 1 . We now define the possible world semantics for an uncertain trajectory database D . 
1) POSSIBLE WORLDS SEMANTICS
The possible world semantics are as follows. Given an uncertain trajectory database D , for each event e in a trajectory there are two kinds of worlds: one in which the event is present and the other where it is not. For each source trajectory t i , the set of possible worlds is obtained by taking all possible combinations in which an event is present in the world or otherwise. The complete set of possible worlds is obtained by taking all such combinations. The probability of an event occurring is the cumulative probability of occurrence of the worlds where this event is present. As in the literature, we assume that the events across possible worlds occur independently of each other. An example of possible world computation is shown in Tables 2-4 for the sample database  of Table 1 transformed to a trajectory database in Table 2 . 
2) INTERESTINGNESS MEASURE
Using the possible world semantics, an event that occurs in a significant number of worlds with high probability is considered an interesting event. The interestingness measure, the expected support of an event, is defined in terms of the expectation of the event occurring in all the possible worlds, i.e. for a trajectory t,
For example, the expected support of a trajectory {u,v} in the sample database of Table 1 is computed by taking the sum of the probabilities of all the possible worlds which contain {u,v}, i.e. worlds D 12 − D 16 , as shown in Table 4 .
3) UNCERTAIN PATTERN MINING
The uncertain pattern mining problem is defined as follows. Given a trajectory database, find all frequent patterns whose expected support is at least a user-defined support threshold θ .
Note that the number of possible worlds is exponential in nature and computing the expected support using possible worlds becomes computationally intractable. We now present a dynamic programming approach to compute the expected support of a trajectory.
C. EXPECTED SUPPORT COMPUTATION
Given a trajectory and a source trajectory, we create a dynamic programming matrix M , (q+1)×(p+1), where q is the number of elements in the trajectory and p is the number of elements in the source trajectory, and initialize all elements in the top row equal to 1 and all elements in the first column (except the top entry) equal to 0. Next, we compute the other values row-by-row by using the following relation:
An example of this computation is shown in Table 5 . The right bottom cell in the table gives the expected support of the trajectory {u,v}. The uncertain trajectory mining algorithm is similar to the uncertain apriori algorithm [12] and we give a few details here. An outline of the algorithm is given in Algorithm 1. 
1) FREQUENT SIMPLE EVENTS
A scan of the trajectory database D extracts all simple events in the database D which have support at least equal to the threshold. The expected support of all the events is computed. Once the database has been scanned, all the frequent simple events have been found and these form the candidates for the next phase, i.e. frequent pair computation.
2) FREQUENT PAIRS
Once the frequent simple events have been computed, all possible pairs of events are generated which are then tested for being frequent. Note that only the frequent simple events are used to generate candidate frequent pairs. This is due to the apriori property which is anti-monotonic and states that for any pair event to be frequent, both the simple events in the pair have to be frequent. For example, for {u, v} to be frequent, both {u} and {v} need to be frequent. Only then should the support computation test be performed.
3) FREQUENT TRAJECTORIES
The frequent pairs discovered during the previous phase are used to generate candidate trajectories by appending the frequent simple events to the frequent pairs. The idea is that a candidate trajectory can be extended by appending a simple event to a frequent trajectory which has already been discovered. This step continues until no more candidate trajectories can be created or all the frequent trajectories have been discovered.
An outline of the process discussed in Section III is shown in Fig. 2 . As shown in the figure, it is a two-stage process. In the first stage, the trajectories are extracted which are then mined to extract frequent trajectories in the second stage. VOLUME 6, 2018 FIGURE 2. An overview of trajectory mining using uncertain sensor data. Layer 1 deals with the probabilistic event generation whilst trajectory mining is performed at layer 2.
IV. EMPIRICAL EVALUATION
We now discuss empirical evaluation and a brief account of the results. We first give the dataset, then the data preparation, after which we discuss the mining results.
A. DATASET
We used twenty participants in this study who were monitored using RFID sensors attached to their office cards. The antennae were placed on two floors, i.e. in the corridors, towards the café, and inside the offices. The location data were recorded every three seconds and the participants were told to take their usual tea break at 10:30 and their lunch break at 12:30. The participants were monitored for four consecutive hours, i.e. from 9:00 to 1:00 in the afternoon. A total of 96,000 readings were reported to the system.
B. DATA PREPARATION
The data processing and cleaning step detected a total of 594 presence events, i.e. there were only 594 events where there was a change in location. We used 20 participants for the study however, in the experiments, we have duplicated the participants to increase the number to 50, i.e. 10 randomly selected participants out of 20 have been replicated to form 30 and replicating every participant forms 40, and so on. The idea was to test the scalability of the proposed approach by duplicating the available data. The precision and recall values were tested using the provided data and we aimed for maximum recall at the cost of some precision. Further, in the case of recall, data cleaning significantly improved the recall and we set the probability threshold to 0.05 which gave around 90% recall and with more than 60% precision. The extraction process was performed as in [3] and the results reported are similar as shown in Fig. 3 .
C. TRAJECTORY MINING
In the next step, the trajectories were input to the mining algorithm which reported the frequent trajectories. The running time recorded in seconds and the number of interesting trajectories reported are given in Fig. 4 . The support threshold was varied from 10% to 40%, the trajectory length changed every hour and increased to 8, 14, 17, 27 during hours 1 -4, and the interesting trajectories were reported every hour.
We now discuss the results.
1) SUPPORT THRESHOLD
The support threshold was changed from 10% to 40% and the number of sources were changed from 10 to 50. As can be seen in Fig. 4 , at a higher support threshold, e.g. 30% or 40%, only a few candidate trajectories pass the threshold and therefore the algorithm runs quickly. However, when the support threshold is low, for example at 10%, many trajectories pass the support threshold and therefore it takes significantly longer to complete the run. The running times regards to number of sources scale well and doubling the number of sources takes slightly more than double the time, a fact that is understandable due to increased I/O costs.
2) TRAJECTORY LENGTH
As a general observation, a linear increase in the trajectory length has a significant impact on the running time and the number of frequent trajectories reported. For example, during hour 1, considering 40 sources and a support value of 10%, it takes 800+ seconds to complete the run. However, after hour 4, and for the same number of sources and the same support threshold, the running time has increased beyond 15,000 seconds. This is a concern as it may become even more difficult to compute the results beyond four hours or alternatively, interesting trajectories for the full day may not be possible to be computed using the current settings. This is understandable as probabilistic trajectory mining uses the dynamic programming routine for expected support calculation and with an increase in the length of the trajectories, the dynamic programming tables become large and take significantly longer to compute. Remark: The dynamic programming computation is expensive, and we are required to make approximations to compute the frequent trajectories when working with daylong activities or beyond. The trajectory data could also be considered to further decrease the trajectory length. One idea may be to work with slightly compressed trajectories and then to generate the full paths from the interesting trajectories using map matching or similar techniques. Furthermore, as each trajectory can be processed independently, distributed computing models, e.g. Hadoop, could be used in the future to exploit parallelism by working with the trajectories independently.
V. RELATED WORK
The identification of positioning information regarding people, cars, and other devices is very useful for supporting many of life's daily activities. There are various technologies available to identify location such as Global Positioning Systems (GPS), Radio Frequency Identification (RFID), location estimation of 802.11, GSM beacons, smart phone sensors, infrared or ultrasonic systems [13] . The development of these technologies has made it very easy to produce largescale trajectory data which trace moving objects. Moving objects produce continuous traces in a geographical space from which samples of location points visited by the moving object are taken. A spatial trajectory is an example of trajectory data which include spatial information along with location information. The sampling rate and duration of a trajectory can be chosen depending on the application.
In the past decade, many techniques have been developed for trajectory data mining. However, there are several challenges posed by the processing of trajectory data. Typically, the volume of rapidly accumulated trajectory data is large, which makes storage of the data a non-trivial task. Moreover, the definition of a similarity metric for comparing trajectories, which is a basic requirement for trajectory mining, is very important as trajectories may be generated with different sampling strategies considering varying sampling rates. In addition to this, processing queries on large volumes of trajectory data is complicated because of the time and space complexities [14] , [15] . Typically, pre-processing is performed on the data which involves cleaning, segmentation, completion, calibration, and sampling.
Multiple sensors may detect an object but a deterministic location may not exist. Therefore, cleaning is undertaken which discards the impossible trajectories by considering several constraints such as speed and unreachability constraints [16] . A trajectory may be divided into segments, i.e. sub-trajectories, which correspond to the underlying structures in the data like a path with multiple road segments [17] . The segmentation allows us to efficiently store sample points of moving objects aligned by time intervals. Low sampling rates may be used for trajectory collection which allow only partial observations of the actual routes because of storage and transmission considerations. Such trajectories are known as uncertain trajectories. Some approaches have already been developed to complete uncertain trajectories and support data mining tasks [20] - [24] . Heterogeneous trajectories represent discrete approximations of the original routes and have various strategies and rates of sampling. The heterogeneity may negatively affect the similarity measurement of a trajectory. Therefore, the use of techniques for transformation of heterogeneous trajectories to ones with unified sampling strategies are required [25] , [26] . Various sampling techniques are available for reducing a large trajectory database by selecting only those trajectories which accurately represent the original trajectory. A key point is that the sample should capture the hidden mobility pattern from the original trajectory [17] , [18] , [27] , [28] .
VI. CONCLUSION
In this study, we proposed a framework for probabilistic trajectory extraction and mining from uncertain trajectory data. This is the first study on the subject and many interesting directions need to be explored, e.g. going beyond the number of sources and hours considered in this study. We would also be interested in identifying and developing alternative approaches with the use of which we can make the approach more scalable, e.g. a trajectory compression scheme could be developed to further decrease the length of the trajectories. Further, an approximation scheme could be developed to avoid the dynamic programming processing at the cost of some accuracy. The inherent independence of the trajectories could be used to adapt the proposed algorithm to a distributed computing environment, e.g. Map-Reduce. This work has focused on mining uncertain trajectories. An insight into the discovered trajectories and assessment of the usefulness of the trajectories could also be subjects for interesting future work. We have used expected support as the interestingness measure. Other interestingness measures proposed in the literature, e.g. probabilistic frequentness, could also be investigated and a comparison made with the expected support in terms of time and the discovered trajectories. Professor with the Department of Embedded Systems Engineering, Incheon National University, Incheon, South Korea. His research interests fall under the umbrella of image processing, particularly image compression, motion estimation, demosaicking, and image enhancement and also computational intelligence such as fuzzy and rough sets theories. VOLUME 6, 2018 
