When studying subgroups of Out(F n ), one often replaces a given subgroup H with one of its finite index subgroups H 0 so that virtual properties of H become actual properties of H 0 . In many cases, the finite index subgroup is H 0 = H ∩ IA n (Z/3). For which properties is this a good choice? Our main theorem states that being abelian is such a property. Namely, every virtually abelian subgroup of IA n (Z/3) is abelian.
Introduction
It is common, when studying elements of Out(F n ), to replace the given element by an iterate in order to improve its invariance properties. For example, each θ ∈ Out(F n ) has an iterate φ = θ k satisfying the following properties.
Proposition 1.3. Suppose that K < IA n (Z/3) is an abelian UPG subgroup. Then the normalizer of K in IA n (Z/3) equals the centralizer of K in IA n (Z/3).
All PG elements of IA n (Z/3) are UPG [BFH00, Corollary 5.7.6] and, in fact, rotationless (Lemma 3.12). Therefore Proposition 1.3 may be equivalently restated using PG in place of UPG. The proof of Proposition 1.3 appears in Section 4.
Continuing with the theme of studying IA n (Z/3), we pose the following question, the answer to which is yes if φ and ψ are rotationless by an easy application of [FH11, Theorem 5 .3].
Question 1.4. Are roots unique in the group IA n (Z/3)? That is, if φ, ψ ∈ IA n (Z/3) and φ k = ψ k for some k ≥ 1, is φ = ψ?
Section 3 contains background material including subsections on UPG elements and UPG subgroups.
Reduction to Proposition 1.3
Each ψ ∈ Out(F n ) has an associated finite set L(ψ) of attracting laminations, each of which is invariant under some iterate of ψ [BFH00, Section 3.1]. For a subgroup H < Out(F n ), we let L(H) = ∪ ψ∈H L(H). If L(ψ) = ∅, then we say that ψ has polynomial growth and write ψ ∈ P G(F n ) or simply ψ ∈ P G. If in addition, the image of ψ in GL(n, Z) is unipotent then we write ψ ∈ UP G(F n ) or simply θ ∈ UP G [BFH00], [BFH05] . Proof of Theorem 1.1 assuming Proposition 1.3: Let H < IA n (Z/3) be virtually abelian. We first follow the proof of [BFH00, Theorem 7.0.1] to show that that there is an exact sequence 1 → K → H → Z k → 1 for some k and some abelian subgroup K < UP G. By [HM17a, Lemma 4 .7], L(H) is a finite collection {Λ 1 , . . . , Λ k } of H-invariant laminations. For each 1 ≤ i ≤ k, let PF Λ i : Stab(Λ i ) → Z be the expansion factor homomorphism for Λ i as defined in [BFH00, Section 3.3]. Let PF = ⊕ k i=1 PF Λ i : H → Z k be the direct sum of the restrictions to H of the PF Λ i 's. If θ is an element of the kernel K of PF then L(θ) ∩ L(H) = ∅ by [BFH00, Corollary 3.3.1]. Thus L(θ) = ∅ and K is PG. Applying our assumption that H < IA n (Z/3), we have that K is UPG by [BFH00, Corollary 5.7.6]. It then follows that K is solvable [BFH05, Corollary 1.3]. Since K is virtually abelian, it is finitely generated by [?] (see also [BFH04] ). We can therefore apply [BFH04, Corollary 3 .11] to conclude that K is abelian. Proposition 1.3 implies that K is in the center of H. In particular [ψ 1 , ψ 2 ] (which is an element of K) commutes with ψ 1 and ψ 2 for all ψ 1 , ψ 2 ∈ H. For all p ≥ 1 and all ψ 1 , ψ 2 ∈ H we have [ 
Background

Basics
Much of the material in this subsection is standard and is included to establish notation and for convenient reference. Marked graphs The free group F n of rank n is identified with π 1 (R n ) where R n is the graph with one vertex and n edges. A marked n-graph is a connected finite graph G of rank n that has no valence one vertices and is equipped with a homotopy equivalence R n → G called a marking of G. The marking provides an identification of F n with π 1 (G) that is well defined up to inner automorphism. A homotopy equivalence f : G → G determines an outer automoprphism of π 1 (G) and hence an element φ ∈ Out(F n ) that we say is represented by f : G → G.
Edges of G are assumed to be oriented withĒ = E −1 denoting the edge E with its orientation reversed. All of the f : G → G that we consider will take vertices to vertices and restrict to an immersion on each edge. A direction d at a vertex v ∈ G is the germ of an oriented edge E with initial vertex v. Define the action of f on directions by d → d ′ where d ′ is the direction determined by the first edge in f (E). We denote the universal cover of G byG and the set of ends ofG by ∂G. For each a ∈ F n , the inner automorphism i a : F n → F n is defined by i a (g) = aga −1 ; the conjugacy class of a is denoted by [a] . 
where Fix − ( Θ) ⊂ ∂F n is a finite union of Fix(Θ)-orbits of repellers and
Remark 3.6. In the special case that Fix(Θ) = a and Fix( Θ) = ∂ Fix(Θ) = {a ± }, it may happen that a + or a − has an attracting neighborhood for the action of Θ. This happens for example if Θ = i a . In all other cases, Fix + ( Θ) is exactly the set of isolated attractors and Fix − ( Θ) is exactly the set of isolated repellers.
Notation 3.7. The F n -orbit of an element of Fix + ( Θ) is called an eigenray for θ. The F n -orbit of an element of Fix − ( Θ) is an eigenray for θ −1 .
Definition 3.8. An automorphism Θ representing a UPG θ ∈ Out(F n ) is principal [FH11, Definition 3.1] if either Fix N (Θ) contains at least three points or if Fix N (Θ) is a two point set that is not {a ± } for some a ∈ F n on ∂F n . The set of principal Φ representing θ is denoted by P (θ). An element φ ∈ Out(F n ) is rotationless [FH11, Definition 3.13] if: (i) Φ → Φ k defines a bijection between P (φ) and P (φ k ) for all k ≥ 1; and (ii) Fix N (Φ) = Fix N (Φ k ) for all Φ ∈ P (φ) and all k ≥ 1. If f : G → G represents θ andf :G →G corresponds to Θ ∈ P (θ) as in Fact 3.3 then we say thatf is principal. An element x of the set Per(f ) of f -periodic points is principal [FH11, Definition 3.18] unless it is contained in a component C of Per(f ) that is topologically a circle and each point in C has exactly two periodic directions. If each principal vertex and periodic direction at a principal vertex has period one then we say that f : G → G is rotationless.
Paths An edge path σ in a marked graph G is a concatenation of edges σ = . . . E i E i+1 . . . of G where the terminal endpoint of E i equals the initial endpoint of E i+1 for all i. If there is no backtracking, i.e. if E i+1 = E −1 i for all i, then we say that σ is a path. If a path σ ⊂ G is a bi-infinite concatenation then we say that σ is a line in G. (All of the lines in this paper are oriented.) If a path σ ⊂ G is a singly infinite concatenation then we say that σ is ray. We also allow the trivial path which is just a single vertex. Concatenation σ = σ 1 σ 2 of edge paths σ 1 and σ 2 is defined if σ 1 has a terminal vertex, σ 2 has an initial vertex and if these vertices are equal. The concatenation of paths need not be path.
Paths and edge paths inG are defined similarly. Edge paths in G lift to edge paths inG with paths lifting to paths. A line in G lifts to a line inG with well defined distinct ideal endpoints in ∂G. Conversely, every ordered pair of distinct points in ∂G is the ideal endpoint pair for a unique line inG. A ray in G lifts to a ray inG with one endpoint at a vertex and the other an ideal endpoint in ∂G.
Suppose that f : G → G is a homotopy equivalence andf :G →G is a lift. For any finite pathσ ⊂G with endpointsx,ỹ, we definef # (σ) to be the unique path with endpointsf (x),f (ỹ). We definef # (σ) for rays and lines similarly usingf if one or both endpoint is ideal. This descends to a well defined action σ → f # (σ) of f on the set of paths in G.
A circuit in G is a cyclic concatenation of edges without backtracking and so can be viewed as an immersion of a circle. A circuit in G lifts to a line inG and we can extend the definition of f # to include circuits. A closed path σ determines a circuit if the initial edges of σ andσ are distinct. If a circuit σ represents the conjugacy class [a] of a ∈ F n and if f :
. . is a decomposition into subpaths for all k ≥ 1, When the decomposition into σ i 's is a splitting we write σ = . . .
An abstract line is the F n -orbit of an ordered pair of distinct points in ∂F n . If G is any marked graph then the identification of ∂G with ∂F n (Fact 3.3) defines a bijection between abstract lines and F n -orbits of lines inG and so also a bijection between abstract lines and lines in G. An abstract ray is an F n -orbit of a point in ∂F n . There is a bijection between abstract rays and equivalence classes of rays in G, where two rays in G are equivalent if they have a common infinite subray.
Free factor systems [BFH00, Section 2.6] If A 1 , . . . , A k are non-trivial free factors and A 1 * . . . * A k is a free factor of F n then the set of conjugacy classes {[A 1 ], . . . , [A k ]} is a free factor system. We write
For every inclusion H ⊂ G of a subgraph in a marked graph, there is an associated free factor system
. . , C k } is the set of non-contractible components of G; see [BFH00, Example 2.6.1] for details. We say that H ⊂ G realizes F (H). Every free factor system is realized by some H ⊂ G and every nested sequence
One may assume without loss that the H i 's are core subgraphs, meaning that all vertices have valence at least two. If F ⊏ F ′ can be realized by core subgraphs 
UPG elements
In this section we review some facts about individual UPG elements of Out(F n ).
A CT f : G → G is a particularly nice kind of topological representative of θ ∈ Out(F n ). The complete definition of a CT is given on [FH11, page 47]. Since we will only use CT representatives in the special case when θ is UPG, the definition can be simplified considerably. Fact 3.11 and the proof of Lemma 3.12 give a pretty complete picture of CTs in this context.
We delay the proof that every UPG element is rotationless, and hence represented by a CT f : G → G [FH11, Theorem 4.28], until we have listed some properties enjoyed by such CTs.
A CT f : G → G is equipped with a filtration
The subgraphs H r = G r \ G r−1 are called the strata. A path has height r if it is contained in G r and crosses at least one edge in H r . The set of fixed points for f and the set of periodic points for f are denoted by Fix(f ) and Per(f ) respectively. The set of vertices of G is V . Recall that V is invariant under each f : G → G that we consider. .
the union of V with the set of fixed edges. (3) A direction based at a vertex is fixed if and only if it is periodic if and only if it is not the terminal direction of a non-fixed edge. (4) Each vertex is principal. (5) A liftf :G →G is principal if and only if
Proof. The strata of f : G → G are classified into three types: EG, NEG, and zero strata. From [BFH00, Lemma 3.1.9] and our assumption that L(θ) = ∅, it follows that f : G → G has no EG strata. The (Zero Strata) property of a CT therefore implies that f : G → G has no zero strata. Thus, every stratum of f : G → G is NEG. Item (1) therefore follows from [FH11, Lemma 4.21]. Items (2) and (3) follow from (1). A vertex that is incident to a fixed edge or is the terminal endpoint of a non-fixed edge is principal by the (Periodic Edges) and (Vertices) properties of a CT respectively. All other vertices are the initial endpoints of at least two non-fixed edges and so are principal by Definition 3.8. This proves (4). Item (5) follows from (4) and [FH11, Remark 4.8, Corollaries 3.17 and 3.27].
A finite path σ ⊂ G is a Nielsen path if f # (σ) = σ and is an indivisible Nielsen path if there is no non-trivial decomposition of σ into Nielsen subpaths. Note that by Lemma 3.11(2), we would have the same set of indivisible Nielsen paths if we allowed paths to have endpoints that are not vertices.
In order to apply CT theory to UPG elements we must prove that they are rotationless. We will do this indirectly by using a result from [BFH00] to find a pretty good relative train track map, namely one that satisfies various of the conclusions of Fact 3.11, and then we will quote [FH11, Proposition 3.29].
Lemma 3.12. Each θ ∈ UP G is rotationless.
Proof. By [BFH00, Proposition 5.7.5], θ is represented by a relative train track map f : G → G and filtration
is obtained from G r(j) in one of the following ways.
(a) Adding a single fixed edge that is either a loop or has both endpoints in G r(j) ; r(j + 1) = r(j) + 1.
(b) Adding a single non-fixed edge satisfying Fact 3.11(1) with both endpoints in G r(j) ; r(j + 1) = r(j) + 1.
(c) Adding two non-fixed edges satisfying Fact 3.11(1) with a common initial vertex not in G r(j) and both terminal endpoints in G r(j) ; r(j + 1) = r(j) + 2.
It is obvious from (a) -(c) that Fact 3.11(1) is satisfied. This implies items (2) and (3) of Fact 3.11, which in turn prove that f : G → G is rotationless (Definition 3.8). We assume for the rest of this subsection that
• θ ∈ UP G and that f : G → G is a CT representing θ, hence f satisfies the conclusion of Lemma 3.11.
If a root-free a ∈ F n is fixed by m ≥ 2 elements of P(θ) then its unoriented conjugacy class [a] u is called an axis or twistor for θ with multiplicity m − 1. An edge E in a stratum H i is linear if there is a Nielsen path u ⊂ G i−1 such that f (E) = Eu. Recall from Fact 3.3 that each non-trivial a ∈ F n corresponds to a covering translation T a :G →G with axis A a . Proof. We may assume that ρ is indivisible. Let r be the height of ρ and s the height of E. The r < s case is vacuous and the r = s case follows from the (NEG Nielsen Paths) property for a CT. If r > s then the (NEG Nielsen Paths) property implies that σ = E ′ w ′ pĒ ′ for some p = 0, where E ′ is a linear edge of height r and its twist path w ′ has height less than r. Each occurence of E in σ is contained in w ′ p and we are done by induction.
Notation 3.15. Letting E be a non-fixed edge of height r with f (E) = Eu for some closed path u of height < r [Fact 3.11(1)], its iterates split as f
. In this case, the nested sequence E ⊂ f (E) ⊂ f 2 (E) ⊂ . . . converges to a ray R E that we say is determined by E. If E is a linear edge with twist path w then R E = Ew ±∞ . If E is non-linear then the set of terminal endpoints of lifts of R E toG is an F n -orbit in ∂F n that we denote [∂R E ]. The following lemma is not known for elements of Out(F n ) that are not UPG.
Lemma 3.20. Θ ∈ P(θ) ⇐⇒ Θ −1 ∈ P(θ −1 ).
Proof. By symmetry, it suffices to assume that Θ ∈ P(θ) and prove that Θ −1 ∈ P(θ −1 ). If the rank of Fix(Θ) is at least two then this follows from the Definition 3.8 and the fact that Fix(Θ) = Fix(Θ −1 ). We may therefore assume that Fix(Θ) has rank one or zero. We show below that there is an injective map Fix + ( Θ) → Fix + ( Θ −1 ). Assuming this for now, we complete the proof as follows. The cardinality of Fix + ( Θ −1 ) is at least one in the rank one case and at least two in the rank zero case. It follows that Fix N ( Θ −1 ) contains at least three points unless Fix(Θ −1 ) has rank zero and Fix + ( Θ −1 ) contains exactly two points. In this case, Fact 3.4 implies that Fix + ( Θ −1 ) = {a ± } for any non-trivial a ∈ F n so Θ −1 ∈ P(θ −1 ) in this case as well. It remains to show that there is an injective map Fix + ( Θ) → Fix + ( Θ −1 ). The liftf :G →G corresponding to Θ satisifiesf = Θ. For each P ∈ Fix + (f ) there is (Fact 3.16) a non-fixed non-linear edge E, a liftẼ of E and a lift R E of R E (Notation 3.15) with initial edgeẼ, such that R E converges to P and intersects Fix(f ) only in its initial endpointṽ [FH11, Lemma 3.36]. Let r be the height of E. By Lemma 3.11(1) there is a component C of G r−1 that contains the terminal endpoint of E and hence contains all of R E but its first edge. Let Γ ⊂G be the component of the full pre-image C that contains the terminal endpoint of the initial edgeẼ of R E . Then Γ isf -invariant and ∂Γ contains P . The (NEG Nielsen Paths) property of a CT implies thatf Γ is fixed point free. [FH11, Lemma 3.16] therefore implies that P is the only element of Fix + (f ) contained in ∂Γ. Since Fix + (f ) iŝ i a -invariant for each a ∈ Fix(Θ), it follows that ∂ Fix(Θ) ∩ ∂Γ = ∅.
Let F be the free factor that represents the unique element of F (C) and satisfies ∂F = ∂Γ. The automorphism Ψ := Θ −1 F represents the restriction ψ = θ −1 F , which is UPG by Fact 3.19. By Fact 3.18 there exists at least one point Q ∈ Fix N (Ψ).
To see that P → Q is injective, suppose that P ′ = P is a point in Fix + ( Θ) and that C ′ , Γ ′ , F ′ and Q ′ are defined as above with P replaced by P ′ . Since C and C ′ are components of filtration elements of G, either they are disjoint or one is contained in the other. It follows [HM17b, Fact 1.2] that either ∂F and ∂F ′ are disjoint or one is contained in the other. The latter is ruled out by the fact that P = Fix + (Θ) ∩ ∂F and P ′ = Fix + (Θ) ∩ ∂F ′ . Thus ∂F and ∂F ′ are disjoint and Q = Q ′ .
Definition 3.21. Every pathσ ⊂G with endpoints, if any, at vertices has a highest edge splittingσ = . . .σ −1 ·σ 0 ·σ 1 . . . defined as follows. If r is the height of σ and E r is not fixed then this splitting is defined by taking the splitting vertices ( i.e. the endpoints of the terms) to be exactly those vertices that are either the initial endpoint of an edge inσ that projects to E r or the terminal endpoint of an edge that projects toĒ r . If E r is fixed then both endpoints of an edge that projects to E r orĒ r are splitting vertices. The projected splitting σ = . . . σ −1 · σ 0 · σ 1 . . . is the highest edge splitting of σ. (2) For any liftf ,f
. is the highest edge splitting off # (σ).
Proof. Item (1) is contained in the statement and proof of [BFH00, Lemma 4.1.4].
For (2), let Vσ and Vf # (σ) be the highest edge splitting vertices ofσ andf # (σ) respectively. Assuming at first that E r is not fixed, each termσ j in the highest edge splitting ofσ have the formẼ rγẼ −1 r ,Ẽ rγ ,γẼ −1 r ,γ,Ẽ r orẼ −1 r for some non-trivial pathγ that projects into G r−1 . Since f (E r ) = E r u r for some path u r ⊂ G r−1 , thef # -image of each of these types is another path of the same type. It follows that Vf # (σ) ⊂f (Vσ). It also follows that ifσ j ends withẼ [respectively begins withẼ r ]. This implies that f (Vσ) ⊂ Vf # (σ) . This completes the proof in the case that E r is not fixed. The remaining case is similar and is left to the reader.
Lemma 3.23. Suppose thatf is a lift of f : G → G, thatμ is anf # -invariant line that is disjoint from Fix(f ) and that an endpoint ofμ is fixed by a covering translation T . Thenμ is the axis
Proof. Letμ = . . . ·μ −1 ·μ 0 ·μ · . . . be the highest edge splitting of µ. Fact 3.22 implies that there exists p ∈ Z such that (f ) # (μ i ) =μ i+p for allμ i . From the assumption that Fix(f ) ∩μ = ∅, it follows that p = 0 and so the splitting is bi-infinite. The highest edge splitting A T = . . . ·α −1 ·α 0 ·α 1 · . . . of A T is also bi-infinite. Sinceμ and A T have a common ray, they must have the same height. After re-indexing theα j 's, we may assume thatα j =μ j for all sufficiently large j. It follows that (f ) # (α j ) =α j+p for allα j and hence that for all j there exists k > 0 such that (f )
Since µ j and α j are paths in G with the same endpoints, it follows thatα j =μ j for all j andσ = A T .
Abelian UPG subgroups
We assume throughout this section that K is an abelian UPG subgroup of Out(F n ). Lemma 3.12 implies that each element of K is rotationless and so K is a rotationless abelian UPG subgroup.
The main definitions in [FH09] make use of
In the UPG case, Lemma 3.20 implies that
We have simplified the definitions in this subsection accordingly.
Remark 3.24. As noted in [HM17a, Section 6.1.2], the definition of P ± (θ) was misstated in [FH11] as P ± (θ) := P(θ) ∪ P(θ −1 ).
Definition 3.25. [FH09, Definition 3.9] A set X ⊂ ∂F n with at least three points is a principal set for K if for each φ ∈ K there exists Φ ∈ P(φ) such that X ⊂ Fix( Φ). For each such X, the assignment φ → Φ defines a lift s X of K into Aut(F n ) called the principal lift determined by X.
If X is a principal set and X ′ ⊂ X contains at least three points then X ′ is a principal set and s X ′ = s X . For any principal set X ′ , the maximal (with respect to inclusion) principal set containing X ′ is given by
Automorphisms that differ by conjugation by an inner automorphism are said to be isogredient. If X is a maximal principal set and c ∈ F n then i c (X) is also a maximal principal set and s ic(X) (φ) = i c s X (φ)i −1 c for each ψ ∈ K. Thus F n -orbits of maximal principal sets correspond to isogredience classes of principal lifts.
The following definition generalizes to the setting of UPG abelian subgroups the concepts that were defined just preceding Fact 3.13. and that Ψ ∈ Aut(F n ) represents ψ. Then
(3) Θ → ΨΘΨ −1 defines a bijection between P(θ) and P(φ) that preserves isogredience classes.
Proof. Choose Ψ ∈ Aut(F n ) representing ψ. The following are easy consequences of Fact 3.34:
• If ω : K → Z is the comparison homomorphism determined by X 1 and X 2 then the comparison homomorphism ω ψ : K ψ → Z determined by Ψ(X 1 ) and Ψ(X 2 ) satisfies ω ψ (θ ψ ) = ω(θ).
The lemma now follows from the definition of genericity. Proof. Fact 3.19 implies that K F is an abelian UPG subgroup. Each maximal principal set for K F extends uniquely to a maximal principal set for K. It follows that each coordinate homomorphism ω K for K F is the restriction of a coordinate homomorphism ω for K. Thus each ω K (θ K) = ω(θ) = 0 proving that θ K is generic.
Proof of Proposition 1.3
Assuming that K < IA n (Z/3) is an abelian UPG subgroup and that ψ ∈ IA n (Z/3) normalizes K, our goal is to show that ψ commutes with each θ ∈ K. By Facts 3.12 and 3.33, K is rotationless and has a basis of of generic elements. We may therefore assume that θ is generic. Letting φ = θ ψ = ψθψ −1 ∈ K, our goal is to show that φ = θ.
Suppose that [a] u ∈ A(K) (see Definition 3.26) and that Ψ is a representative of ψ. Lemma 3.35 implies that [Ψ(a)] u ∈ A(K ψ ) = A(K) and hence that ψ permutes the elements of A(K). It follows that ψ fixes each element of A(K) by [HM17c, Theorem 4.1]. We can therefore choose Ψ a representing ψ that fixes a. Lemma 3.35 implies that if X i is an a-linear principal set for K then Ψ a (X i ) is an a-linear principal set for K ψ = K. Thus ( * ) For each a ∈ F n with [a] u ∈ A(K) there exists Ψ a ∈ Aut(F n ) representing ψ such that Ψ a (a) = a. Letting {X 0 , . . . , X m−1 } be the a-linear principal sets, the automorphism Ψ a induces a permutation π a of {0, . . . , m − 1} such that Ψ a (X i ) = X πa(i) . Corollary 3.32 implies that [a] u is twistor for θ with multiplicity m − 1.
The main work of the proof is to show that each π a is the identity. Assuming this fact for the moment, we complete the proof of the proposition.
Fix [a] u ∈ A(K) and let {X 0 , . . . , X m−1 }, Ψ a and π a be as in ( * ). Let Θ i = s X i (θ) ∈ P(θ) (see Definition 3.25) and
with the middle equality following from Fact 3.30 and the genericity of θ. Thus s X i (φ) = Φ i . If X i and X j are distinct a-linear principal sets then
This proves that ω(θ) = ω(φ) where ω is the comparison homomorphism determined by X i and X j . Since a, i and j are arbitrary, Fact 3.28 completes the proof of Proposition 1.3.
Fixing a as in ( * ), it remains to prove that π a is the identity. define a free factor system of F that we denote by F ′ . Since F j−1 ⊏ F j is invariant by both K and ψ and is maximal with respect to these properties, it follows that ′′ carries each axis and eigenray for all η F ∈ K F . It follows from Fact 3.34 and the definitions that ψ maps the axes and eigenrays of η F ∈ K F to the axes and eigenrays of η ψ F F ∈ K F and so the set X of axes and eigenrays that occur for some element of K F is ψ F -invariant. For the same reason, X is K-invariant. By Fact 3.10, F supp (X ∪ F ′ ) is invariant by both K and ψ. Moreover, F supp (X ∪ F ′ ) contains F ′ by construction and is properly contained in
Having fixed a as in ( * ), the notations of ( * ) remain in force for the rest of the paper, as do Notations 4.2 and 4.4 below. Recall also that θ is a generic element of K, that ψ normalizes K and that φ = θ ψ . 
; moreover, for each j and each component C of G r(j) , f |C is a CT representing θ [π 1 (C)]. For each 1 ≤ j ≤ J, define the j th -stratum of the subfiltration to be the subgraph S j = G r(j) \ G r(j−1) . Choose h : G → G representing ψ such that each G r(j) is h-invariant.
Remark 4.7. If σ ∈ Σ i decomposes as σ = βw −∞ then there is a liftσ with terminal endpoint a − and initial endpoint, say P = a + , in X i . The lineσ ′ that has initial endpoint P and terminal endpoint a + projects to σ ′ ∈ Σ i that decomposes as
Lemma 4.8. If π a (k) = i then:
Proof. Recall that h : G → G represents ψ and that each G r(j) is h-invariant. Let h :G →G be the lift corresponding to Ψ a . In particular,ĥ =Ψ a fixes both a − and a
Since π a has finite order it follows that j(π l a (k)) is independent of l and in particular that
Since π a has finite order, F supp (Σ k ) is preserved by an iterate of ψ and so [HM17c, Lemma 4.2] is also preserved by ψ.
Our strategy for proving that π a is the identity is to assume that this is not the case, and to produce a closed path δ ⊂ G representing a homology class in H 1 (G; Z/3) that is not fixed by φ. Typically δ will occur as a subpath of some nonperiodic line τ in some Σ i having the form τ = w ∞ δw ∞ . Homology information of such paths δ will be extracted from the algebraic crossing number of each line in each Σ i with certain edges E p . The information about lines in the sets Σ i that we need for these purposes is contained in the following lemma. Proof. Non-triviality of the decomposition follows from Lemma 3.23. It is a splitting because each of its terms is fixed byf i # . For the same reason, each finiteσ l is a Nielsen path. Ifσ l is neither a single edge nor an indivisible Nielsen path then it would contain a fixed point in its interior; the (Vertices) property of a CT would then imply thatσ l contains a fixed vertex in its interior which is not the case. This proves (1). Ifσ s is finite but not a fixed edge then σ s = E q w * qĒ q for some linear edge E q ⊂ G r(j(i)) with twist path w q by (1) and the (NEG Nielsen path) property of a CT. Corollary 4.3 implies that w q ⊂ G r(j(i−1)) and so does not cross any edge in S j(i) . Thus E q = E p and the main statement of (2) is satisfied. The moreover part of (2) follows from the following observations: the turn (E p , σ s+1 ) is legal;σ s+1 ·σ s+2 · · · andẼ pw
For (3) we assume that i = 0. Lemma 3.13 implies that Fix(f i ) ∩ A a = ∅ so there is a last fixed point inσ and a last term, sayσ b . Sinceσ b is anf i# -invariant ray, Fact 3.22 implies that each term in the highest edge splitting ofσ b isf i # -invariant. If this splitting is non-trivial, the terminal endpoint of its first term would be fixed in contradiction to the fact that the interior ofσ b is disjoint from Fix(f i ). The highest edge splitting ofσ b is therefore trivial which means thatσ b =Ẽ qρ whereẼ q is a nonfixed edge with fixed initial direction and ρ has height strictly less than that of E q . Let R Eq be the ray determined by E q (Notation 3.15). The lift R Eq that begins with E q terminates at some Q ∈ ∂ Fix(Θ i ) ∪ Fix + (Θ i ) ⊂ X i (see Fact 3.5) and intersects Fix(f i ) only in its initial endpoint by (NEG Nielsen Paths). If Q is not equal to the terminal endpoint P ofσ then the lineL connecting Q to P is disjoint from Fix(f i ) and so equals A a by Lemma 3.23. In this case, Q is either a + or a − . The same is true if Q = P because P is either a + or a − . If E q is non-linear than Q ∈ Fix + (f i ) by Facts 3.16 and 3.5 therefore imply that E q is linear. It follows thatR Eq \Ẽ q is contained in the axis of a covering translation that shares a terminal ray with A a and so equals A a . SinceR Eq \Ẽ q projects to w ±∞ q , [w q ] u = [w] u and so w q = w and the terminal endpoint ofẼ q is in A a . Combining this with Fact 3.13 and the fact that the initial endpoint ofẼ q is fixed, we see that that E q = E i . This completes the proof of (3).
If i = 0 then A a ∩ Fix(f i ) is non-empty by Lemma 3.13 and is invariant under the covering translation T a associated to a becausef i fixes a + and a − . It follows that a + and a − are in the closure of A a ∩ Fix(f i ). This proves (4). The proof of (5) is similar to that of (3). Assuming that the splitting has a first termσ 0 crossing E t orĒ t ⊂ S j(i) , letR =σ −1 0 and let P be its terminal endpoint. As in the proof of (3), the highest edge splitting ofR must be trivial soR =Ẽ qρ wherẽ E q is a non-fixed edge with fixed initial direction and ρ has height strictly less than that of E q . Let R Eq be the ray determined by E q , let R Eq be the lift that begins with Ẽ q and let Q ∈ X i be the terminal endpoint of R Eq . If P = Q thenR = R Eq and R Eq \Ẽ q ⊂ G r(j(i)−1) by Corollary 4.3. In this case, E q = E t so σ −1 0 = R E t and (5) is satisfied. Suppose then that P = Q. The lineL connecting Q to P is disjoint from Fix(f i ). Its highest edge splitting must be bi-infinite for otherwise the endpoints of its first or last term would be fixed. It follows that the height ofρ equals the height of R Eq \Ẽ q and so is at most r(j(i) − 1) by Corollary 4.3. It then follows that E q = E t and R Et = E t w ±∞ . There is a conjugate a ′ of a such that A a ′ shares an endpoint with R Eq . Lemma 3.23 implies thatL = A a ′ . We conclude thatσ −1 0 begins withẼ q =Ẽ t and is otherwise contained in A a ′ . This completes the proof of (5). Proof. Let σ = · . . . · σ −1 · σ 0 · σ 1 · . . . be the splitting given by Lemma 4.9. The corollary follows from
• c i (σ s ) = 0 for each finite σ s .
• There is a last terminal term and its contribution to c i (σ) is 1.
• If there is a first term then its contribution to c i (σ) is 0 or −1.
each of which is an immediate consequence of Lemma 4.9.
Verification that π a (as defined in ( * )) is the identity: To prove that π a is the identity, it suffices to show that π a (l) = l for all l > 0; the l = 0 case then follows from the fact that π a is a permutation. Suppose to the contrary that l > 0 and that π a (k) = l for some k = l. We claim that Σ k contains a line τ that begins with w ∞ , ends with w ∞ and satisfies c l (τ ) = −1. If each line in Σ k is contained in G \ E l then the same is true for the realization in G of each line in F (Σ k ) in contradiction to the fact (Lemma 4.9-(3))
