Nonparametric regression is a standard statistical tool with increased importance in the Big Data era. Boundary points pose additional difficulties but local polynomial regression can be used to alleviate them. Local linear regression, for example, is easy to implement and performs quite well both at interior as well as boundary points. Estimating the conditional distribution function and/or the quantile function at a given regressor point is immediate via standard kernel methods but problems ensue if local linear methods are to be used. In particular, the distribution function estimator is not guaranteed to be monotone increasing, and the quantile curves can "cross". In the paper at hand, a simple method of correcting the local linear distribution estimator for monotonicity is proposed, and its good performance is demonstrated via simulations and real data examples.
Introduction
Nonparametric regression via kernel smoothing is a standard statistical tool with increased importance in the Big Data era; see e.g. (Wand & Jones, 1994) , (Yu & Jones, 1998) , (Yu, Lu, & Stander, 2003) , (Koenker, 2005) or (Schucany, 2004 ) for reviews. The fundamental nonparametric regression problem is estimating the regression function µ(x) = E(Y |X = x) from data (Y 1 , x 1 ), . . . , (Y n , x n ) under the sole assumption that the function µ(·) belongs to some smoothness class, e.g., that it possesses a certain number of continuous derivatives. Here, Y i is the real-valued response associated with the regressor X taking a value of x i . Either by design or via the conditioning, the regressor values x 1 , . . . , x n are treated as nonrandom. For simplicity of exposition, we will assume that the regressor X is univariate but extension to the multivariate case is straightforward.
A common approach to nonparametric regression starts with assuming that the data were generated by an additive model such as
where the errors i are assumed to be independent, identically distributed (i.i.d.) with mean zero and variance one, and σ(·) is another unknown function. Nevertheless, standard kernel smoothing methods are applicable in a Model-Free context as well, i.e., without assuming an equation such as (1). An important example is the Nadaraya-Watson kernel estimator defined aŝ
where b > 0 is the bandwidth, K(x) is a nonnegative kernel function satisfying K(x)dx = 1, andK
Estimatorμ(x) enjoys favorable properties such as consistency and asymptotic normality under standard regularity conditions in a Model-Free context, e.g. assuming the pairs (Y 1 , X 1 ), . . . , (Y n , X n ) are i.i.d. (Li & Racine, 2007) . The rationale behind the Nadaraya-Watson estimator (2) is approximating the unknown function µ(x) by a constant over a window of "width" b; this is made clearer if a rectangular function is chosen as the kernel K, e.g. letting K(x) = 1{|x| < 1/2} where 1 A is the indicator of set A, in which caseμ(x) is just the average of the Y 's whose x value fell in the window. Going from a local constant to a local linear approximation for µ(x), i.e., a first-order Taylor expansion, motivates the local linear estimator
where
If the design points x j are (approximately) uniformly distributed over an interval [a 1 , a 2 ], thenμ LL (x) is typically indistinguishable from the Nadaraya-Watson estimatorμ(x) when x is in the 'interior', i.e., when x ∈ [a 1 + b/2, a 2 − b/2]. The local linear estimatorμ LL (x) offers an advantage when the design points x j are non-uniformly distributed, e.g., when there are gaps in the design points, and/or when x is a boundary point, i.e., when x = a 1 or x = a 2 (plus or minus b/2); see (Fan & Gijbels, 1996) for details.
Instead of focusing on the conditional moment µ(x) = E(Y |X = x), one may consider estimating the conditional distribution F x (y) = P (Y ≤ y|X = x) at some fixed point y. Note that F x (y) = E(W |X = x) where W = 1{Y ≤ y}. Hence, estimating F x (y) can be easily done via local constant or local linear estimation of the conditional mean from the new dataset (W 1 , x 1 ) . . . , (W n , x n ) where W i = 1{Y i ≤ y}. To elaborate, the local constant and the local linear estimators of F x (y) are respectively given bŷ Viewed as a function of y,F x (y) is a well-defined distribution function; however, being a local constant estimator, it often has poor performance at boundary points. As already discussed,F LL x (y) has better performance at boundary points. Unfortunately,F LL x (y) is neither guaranteed to be in [0, 1] nor is it guaranteed to be nondecreasing as a function of y; this is due to some of the weights w j potentially being negative.
The problem with non-monotonicity ofF LL x (y) and the associated quantile curves potentially "crossing" is well-known; see (Hall, Wolff, & Yao, 1999) for the former issue, and (Yu & Jones, 1998) for the latter, as well as the reviews on quantile regression by (Yu et al., 2003) and (Koenker, 2005) . In the next section, a simple method of correcting the local linear distribution estimator for monotonicity is proposed; its good performance is demonstrated via simulations and real data examples in Section 3. It should be noted here that while the paper at hand focuses on the monotonicity correction for local linear estimators of the conditional distribution, the monotonicity correction idea can equally be be applied to other distribution estimators constructed via different nonparametric methods, e.g. wavelets.
2 Local Linear Estimation of smooth conditional distributions
Some issues with current methods
The good performance of local constant and local linear estimators (5) hinges on F x (·) being smooth, e.g. continuous, as a function of x. In all that follows, we will further assume that F x (y) is also continuous in y for all x. Since the estimators (5) are discontinuous (step functions) in y, it is customary to smooth them, i.e., definē
where Λ(y) is some smooth distribution function which is strictly increasing with density λ(y) > 0, i.e., Λ(y) = y −∞ λ(s)ds. Here again the local linear weights w j are given by eq. (4), and h 0 > 0 is a secondary bandwidth whose choice is not as important as the choice of b; see Section 2.5 for some concrete suggestions on picking b and h 0 in practice.
Under standard conditions, both estimators appearing in eq. (6) are asymptotically consistent, and preferable to the respective estimators appearing in eq. (5), i.e., replacing
) is advantageous; see Ch. 6 of (Li & Racine, 2007) . Furthermore, as discussed in the Introduction, we expect thatF LL x (y) would be a better estimator than F x (y) when x is a boundary point and/or the design is not uniform, whileF LL x (y) andF x (y) would be practically equivalent when x is an interior point and the design is (approximately) uniform. Hence, all in all,F LL x (y) would be preferable toF x (y) as an estimator of F x (y) for any fixed y. The problem again is thatF LL x (y) is not guaranteed to be a proper distribution viewed as a function of y by analogy toF LL x (y). There have been several proposals in the literature to address this issue. An interesting one is the adjusted Nadaraya-Watson estimator of (Hall et al., 1999) that is a linear function of the Y 's with weights being selected by an appropriate optimization procedure. The adjusted Nadaraya-Watson estimator is much like a local linear estimator in that it has reduced bias (by an order of magnitude) compared to the regular Nadaraya-Watson local constant estimator. Unfortunately, the adjusted Nadaraya-Watson estimator does not work well when x is a boundary point as the required optimization procedure typically does not admit a solution.
Noting that the problems withF LL x (y) andF LL x (y) arise due to potentially negative weights w j computed by eq. (4), Hansen proposed a straightforward adjustment to the local linear estimator that maintains its favorable asymptotic properties (Hansen, 2004) . The local linear versions ofF x (y) andF x (y) adjusted via Hansen's proposal are given as follows:
Essentially, Hansen's proposal replaces negative weights by zeros, and then renormalizes the nonzero weights. The problem here is that if x is on the boundary, negative weights are crucially needed in order to ensure an extrapolation takes place with minimal bias; this is further elaborated upon in the following subsection.
Extrapolation vs. interpolation
In order to illustrate the need for negative weights consider the simple case of n = 2, i.e., two data points (Y 1 , x 1 ) and (Y 2 , x 2 ). The question is to predict a future response Y 3 associated with a regressor value of x 3 ; assuming finite second moments, the L 2 -optimal predictor of Y 3 is µ(x 3 ) where µ(x) = E(Y |X = x) as before. If x 3 is an interior point as depicted in Figure 1 , the problem is one of interpolation. If x 3 is a boundary point, and in particular if x 3 is outside the convex hull of the design points as in Figure 2 , the problem is one of extrapolation. Letμ LL (x) denote the local linear estimator of µ(x) as before. With n = 2,μ LL (x) reduces to just finding the line that passes through the two data points (Y 1 , x 1 ) and (Y 2 , x 2 ). In other words,μ LL (x) reduces to a convex combination of Y 1 and Y 2 , i.e.,μ
where x 1 < x < x 2 for interior points and x 1 < x 2 < x for boundary points. Note that ω x ∈ [0, 1] if x is an interior point, whereas ω x ∈ [0, 1] if x is outside the convex hull of the design points. Hence, negative weights are a sine qua non for effective linear extrapolation.
For example, assume we are in the setup of Figure 2 where x 1 < x 2 < x 3 . In this case, ω x 3 is negative. Hansen's proposal (Hansen, 2004) would replace ω x 3 by zero and renormalize the coefficients, leading toμ LLH (x 3 ) = Y 2 ; it is apparent that this does not give the desired linear extrapolation effect.
To generalize the above setup, suppose that now n is an arbitrary even number, and Y i represents the average of n/2 responses associated with regressor value x i for i = 1 or 2. Thus, we have a bona fide n-dimensional scatterplot that is supported on two design points. Interestingly, the formula forμ LL (x) is exactly as given above, and so is the argument requiring negative weights for linear extrapolation. Of course, we cannot expect a general scatterplot to be supported on just two design points. Nonetheless, in a nonparametric situation one performs a linear regression locally, i.e., using a local subset of the data. Typically, there is a scarcity of design points near the boundary, and the general situation is qualitatively similar to the case of two design points.
Monotone Local Linear Distribution Estimation
The estimatorF LL x (y) from eq. (5) is discontinuous as a function of y therefore we will focus our attention onF LL x (y) described in eq. (6) from here on. It seems that with this double-smoothed estimatorF LL x (y) we can "have our cake and eat it too", i.e., modify it towards monotonicity while retaining (some of) the negative weights that are helpful in the extrapolation problem as discussed in the last subsection. We are thus led to define a new estimator denoted byF LLM x (y) which is a monotone version ofF LL x (y); we will refer tō F LLM 
Define a function
3. Define a second function G 2 with the property that G 2 (y+ ) = max (G 1 (y + ), G 1 (y)) for all y and all > 0.
The above algorithm could be approximately implemented in practice by selecting a small enough > 0, dividing the range of the y variable using a grid of size , and running step 3 of Algorithm 1 sequentially. To elaborate, one would compute G 2 at grid point j + 1 from the values of G 1 at previous, i.e., smaller, grid points.
A different-albeit equivalent-way of constructing the estimatorF LLM x (y) is by first constructing its associated density function denoted byf LLM x (y) which will be called the Monotone Local Linear Density Estimator. The alternative algorithm goes as follows.
Algorithm 2.
1. Recall that the derivative ofF LL x (y) with respect to y is given bȳ
where λ(y) is the derivative of Λ(y).
Define a nonnegative version off
3. To make the above a proper density function, renormalize it to area one, i.e., let
To implement the above one would again need to divide the range of the y variable using a grid of size in order to construct the maximum function in step 2 of Algorithm 2. The same grid can by used to provide Riemann-sum approximations to the two integrals appearing in steps 3 and 4. All in all, the implementation of Algorithm 1 is a bit easier, and will be employed in the sequel.
Standard Error of the Monotone Local Linear Estimator
Under standard conditions, the local linear estimator √ nbF LL x (y) is asymptotically normal with a variance V 2
x,y that depends on the design; for details, see Ch. 6 of (Li & Racine, 2007) . In addition, the bias of
x (y) will be consistent for F x (y), and approximate 95% confidence intervals for F x (y) can be constructed asF LL x (y) ± 1.96
Vx,y nb . The consistency ofF LL x (·) towards F x (·) implies that the monotonicity corrections described in the previous subsection will be asymptotically negligible. To see why, fix a point x of interest, and assume that F x (y) is absolutely continuous with density f x (y) that is strictly positive over its support. The consistency off LL x (y) to a positive target implies that f LL x (y) will eventually become (and stay) positive as n increases. Hence, the monotonicity correction eventually vanishes, andF LLM x (y) is asymptotically equivalent toF LL x (y). Regardless, it is not advisable to use the aforementioned asymptotic distribution and variance ofF LL x (y) to approximate those ofF LLM x (y) for practical work since, in finite samples,F LLM x (y) andF LL x (y) can be quite different. Our recommendation is to use some form of bootstrap in order to approximate the distribution and/or standard error ofF LLM x (y) directly. In particular, the Model-Free bootstrap (Politis, 2015) in its many forms is immediately applicable in the present context. For instance, the "Limit Model-Free" (LMF) bootstrap would go as follows:
3. For the points x and y of interest, construct the pseudo-statisticF LLM * x (y) which is computed by applying estimatorF LLM
4. Repeat steps 1-3 a large number (say B) times. Plot the B pseudo-replicatesF LLM * x (y) in a histogram that will serve as an approximation of the distribution ofF LLM x (y). In addition, the sample variance of the B pseudo-replicatesF LLM * x (y) is the bootstrap estimator of the variance ofF LLM x (y).
Our focus is on point estimation of F x (y) so we will not elaborate further on the construction of interval estimates.
Bandwidth Choice
There are two bandwidths, b and h 0 , required to construct estimatorF LLM x (y) and its relativesF x (y) andF LLH x (y). We will now focus on choice of the bandwidth b which is the most crucial of the two, and is often picked via leave-one-out cross-validation.
In the paper at hand we are mostly concerned with estimation and prediction at boundary points. Since often boundary problems present their own peculiarities, we are strongly recommending carrying out the cross-validation procedure 'locally', i.e., over a neighborhood of the point of interest. One needs, however, to ensure that there are enough points nearby to perform the leave-one-out experiment. Hence, our concrete recommendation goes as follows.
• Choose a positive integer m which can be fixed number or it can be a small fraction of the sample size at hand.
• Then, identify m among the regression points (Y 1 , x 1 ), . . . , (Y n , x n ) with the property that their respective x i 's are the m closest neighbors of the point x under consideration.
• Denote this set of m points by (
) where the function g(·)
gives the index numbers of the selected points.
•
which is the L 2 -optimal predictor of Y g(k) using leave-one-out data. In other words,Ŷ g(k) is the mean, i.e., center of location, of one of the aforementioned distribution estimators based on the delete-one dataset, i.e. pretending that Y g(k) is unavailable.
• Thus, for a range of values of bandwidth b, we can calculate the following:
• Finally, the optimal bandwidth is given by the value of b that minimizes Err over the range of bandwidths considered.
Coming back to the problem of selecting h 0 , define h = b/n and recall that in an analogous regression problem the optimal rates h 0 ∼ n −2/5 and h ∼ n −1/5 were suggested in connection with the nonnegative kernel K; see (Li & Racine, 2007) . As in (Politis, 2013) , this leads to the practical recommendation of letting h 0 = h 2 . We will adopt the same ruleof-thumb here as well, namely let h 0 = b 2 /n 2 where b has been chosen previously via local cross-validation. Note that the initial choice of h 0 (before performing the cross-validation to determine the optimal bandwidth b) can be set by a plug-in rule as available in standard statistical software such as R.
Numerical work: simulations and real data
The performance of the three distribution estimatorsF x (y),F LLH x (y) orF LLM x (y) described above are empirically compared using both simulated and real-life datasets according to the following metrics.
1. Divergence between the local distributionF x (·) estimated by all three methods and the corresponding local (empirical) distribution calculated from the actual data; this is determined using the mean value of the Kolmogorov-Smirnov (KS) test statistic. The measurement is performed on simulated datasets where multiple realizations of data at both boundary and internal points are available. Therefore the empirical distribution at any point can be calculated and compared versus the estimated values. Our notation is KS-LC, KS-LLH and KS-LLM for the distribution estimators
2. Comparison of estimated quantiles of F x (·) at specified points using all three methods versus the corresponding empirical values calculated using simulated datasets.
3. Point prediction performance as indicated by bias and Mean Squared Error (MSE) on simulated and real-life datasets using all three methods. The MSE values of point prediction are denoted as MSE-LC, MSE-LLH and MSE-LLM for the distribution estimatorsF x (y),F LLH x (y) orF LLM x (y) respectively; the corresponding bias values are denoted Bias-LC, Bias-LLH and Bias-LLM. For comparison purposes the point-prediction performance is also measured using the local linear conditional moment estimator as given by equations 3 and 4. In this case bias and MSE are indicated as Bias-LL and MSE-LL respectively.
On simulated datasets the performance metrics for all three distribution estimators are calculated both at boundary and internal points to illustrate how performance varies betweenF x (y),F LLH N (0, 1) . Sample size n was set to 1001. A total of 500 such realizations were generated for this study.
Results for the mean-value of the Kolmogorov-Smirnov test statistic between the LC, LLH and LLM estimated distributions and empirical distribution calculated using available values of the simulated data are given in Tables 1, 2 Point prediction performance values are provided for the same cases in Tables 5, 6 , 7 and 8.
Estimates of the α-quantile at specific values of α are calculated using all three distribution estimators and compared with corresponding quantiles calculated from the available data. Plots for selected quantile values (α = 0.1 and α = 0.9) are shown in Figures 3, 4 , 5 and 6 for both 1 and 2-sided cases (τ = 0.3). Note that the 'true' quantile lines showed in the plots are values calculated from the available data at n = 1001 and n = 200 over 500 realizations for the case of boundary and internal points respectively. The bandwidths used for estimating the quantiles for LC, LLH and LLM are based on bandwidth values where the best performance for these estimators was obtained using the Kolmogorov-Smirnov test (refer Tables 3 and 4 ).
Note that the point n = 1001 is excluded from the data used for LC, LLH and LLM estimation at the boundary point. Similarly the point n = 200 is excluded for the case of estimation at the internal point.
From results on these iid regression datasets it can be seen that for boundary value estimation the estimator based onF LLM x (y) has superior performance as compared to both F x (y) andF LLH x (y). The improvement is seen over a wide range of selected bandwidths using both the mean values of the Kolmogorov-Smirnov test statistic (Tables 1 and 3) and mean-square error of point prediction (Tables 5 and 7) . Moreover the overall best performance over the selected bandwidth range from 10, . . . , 140 is obtained using the Monotone Local Linear EstimatorF LLM x (y). In addition it can be seen from the plots of the estimated quantiles at α = 0.1 and α = 0.9 in the boundary case that the center of the estimated (Figures 3 and 4) . For the case of estimation at internal points no appreciable differences in performance are noticeable between the 3 estimators using both the mean values of the KolmogorovSmirnov test statistic (Tables 2 and 4 ) and also using mean-square error of point prediction (Tables 6 and 8 ). Similar trends are noticeable in the quantile plots where the estimated quantiles using LC, LLH and LLM nearly overlap for the internal case (Figures 5 and 6 ).
It can also be seen from Tables 5, 6, 7 and 8 that across the range of bandwidths considered there is negligible loss in best point prediction performance of LLM versus that of LL. 2 χ 2 2 − 1. Sample size n was set to 1001. A total of 500 such realizations were generated for this study.
Results for the mean-value of the Kolmogorov-Smirnov test statistic between the LC, LLH and LLM estimated distributions and empirical distribution calculated using available values of the simulated data are given in Tables 9, 10, 11 and 12 for boundary point n = 1001 and internal point n = 200 for values of τ = 0.1 and 0.3 over a range of bandwidths: 10, 20, . . . , 140.
Point prediction performance values are provided for the same cases in Tables 13, 14 , 15 and 16.
From results on these heteroskedastic regression datasets it can be seen that for boundary value estimation the estimator based onF LLM x (y) has superior performance as compared to bothF x (y) andF LLH x (y). The improvement is seen over a wide range of selected bandwidths using both the mean values of the Kolmogorov-Smirnov test statistic (Tables 9 and  11 ) and mean-square error of point prediction (Tables 13 and 15 ). Moreover the overall best performance over the selected bandwidth range from 10, . . . , 140 is obtained using the Monotone Local Linear EstimatorF LLM x (y). For the case of estimation at internal points no appreciable differences in performance are noticeable between the 3 estimators using both the mean values of the Kolmogorov-Smirnov test statistic (Tables 10 and 12 ) and also using mean-square error of point prediction (Tables  14 and 16 ).
It can also be seen from Tables 13, 14, 15 and 16 that-across the range of bandwidths considered-there is negligible loss in best point prediction performance of LLM versus that of LL. This finding is unexpected since it has been widely believed that the LL method gives optimal point estimators and/or predictors. It appears that the monotonicity correction does not hurt the resulting point estimators/predictors which is encouraging. 
Real-life example: Wage dataset
The Wage dataset from the ISLR package (James, Witten, Hastie, & Tibshirani, 2013 ) was selected as a real-life example to demonstrate the differences in estimated local densities estimated using the LC, LLH and LLM methods. The full dataset has 3000 points and has been constructed from the Current Population Survey (CPS) data for year 2011. Point Prediction is used as the criterion for demonstrating performance differences between the three distribution estimators. This dataset is an example of regression data distributed non-uniformly and hence the local linear estimator (LL) based on equations 3 and 4 is expected to give the best performance in such cases. However our study involves using pointprediction using the three distribution estimatorsF x (y),F LLH x (y) orF LLM x (y). Among these 3 estimators LLM gives the best point prediction performance and we show that using this estimator causes negligible loss in performance compared to using LL.
From the plot of the dataset in Figure 7 with superimposed smoother (obtained using loess fitting from the R package lattice) it can be noted that the regression function is sloping upwards at the left boundary whereas it flattens out at the right boundary. Hence, at the right boundary, local constant methods suffice and should be practically equivalent to local linear methods. The left boundary is more interesting, and this is where our numerical work will focus. To carry this out, we created a second version of the data where logwage is tabulated versus decreasing age and performed point prediction over the last 231 values of this backward dataset, i.e., the first 231 values of the original. Since this is a regression dataset with non-uniformly distributed design points we determine bandwidths for LC, LLH and LLM using the 2-sided predictive cross-validation procedure outlined in Section 2.5. We predict the value of logwage at i and compare it with the known value at that point where i = 2770, . . . , 3000 to determine the MSE of point prediction. Plots of the conditional density function estimated using the three model-free methods LC, LLH and LLM at a selected point are shown in Figure 8 along with that of LL as reference.
Point prediction results for all three methods over data points 2770, . . . , 3000 (logwage versus decreasing age) are given in Table 17 . It can be seen from this table that LLM has the best point prediction performance and this closely matches that of LL. As in the case of simulated data, this is an unexpected and encouraging result indicating that the LLM distribution may be an all-around favorable estimator both in terms of its quantiles as well as its center of location used for point estimation and prediction purposes. 
Conclusions
Improved estimation of conditional distributions at boundary points is possible via local linear smoothing and other methods that, however, do not guarantee that the resulting estimator is a proper distribution function. In the paper at hand we propose a simple monotonicity correction procedure that is immediately applicable, easy to implement, and performs well with simulated and real data.
To elaborate, it has been shown using boundary points on simulated datasets that the LLM distribution estimator outperforms that of LLH and LC as seen by the values of the Kolmogorov-Smirnov test statistic, accuracy of estimated quantiles, and also by its performance in point prediction-the latter finding being entirely unexpected. In contrast, for internal points on these datasets there seem to be no significant differences between the 3 estimators using these performance metrics.
In addition, among all three methods over a wide range of selected bandwidths the overall best performance is obtained using Monotone Local Linear Estimation. As can be seen from the point prediction tables, the predictor based onF LLM x (y) has lower bias compared toF x (y) andF LLH x (y); this is consistent with the discussion in Section 2, i.e. thatF LLM x (y) has improved performance because of reduced bias in extrapolation for the boundary case. No such differences in bias are noticed for the case of internal points.
As in the case of simulated data, in the real data example as well the point prediction performance of LLM closely matches in performance to that of LL which implies that the LLM distribution estimator can be used for all practical applications, including point prediction.
