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Abstract
In this paper, we will develop an iterative procedure to determine the detailed asymptotic
behaviour of solutions of a certain class of nonlinear vector differential equations which approach
a nonlinear sink as time tends to infinity. This procedure is indifferent to resonance in the
eigenvalues. Moreover, we will address the writing of one component of a solution in terms of
the other in the case of a planar system. Examples will be given, notably the Michaelis-Menten
mechanism of enzyme kinetics.
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1 Introduction
1.1 The Problem
Suppose we are presented with a vector ordinary differential equation with time as the independent
variable. Suppose also that the origin is an asymptotically stable equilibrium point, that is, all
solutions starting sufficiently close to the origin will approach the origin as time tends to infinity.
It is very desirable to obtain the asymptotic behaviour of solutions as time tends to infinity with
sufficient detail when starting close to the origin. In this paper, we will develop an iterative
procedure, which is indifferent to resonance in the eigenvalues, to construct asymptotic expansions
of solutions with any desired accuracy. This detailed asymptotic behaviour, for example, will
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enable us to construct phase portraits with more detail than the linearization since the iterative
procedure yields higher-order (nonlinear) approximations. Moreover, the detailed behaviour will
have implications for concavity results, parameter estimation and reduction methods in chemical
kinetics, and it will show the limitations of using traditional power series.
Let n ∈ N be the dimension and consider the constant matrix A ∈ Rn×n and the vector field
b : Rn → Rn. In this paper, we will be considering the general initial value problem
x˙ = Ax+ b(x) , x(0) = x0, (1)
where t is time and ˙= d/dt, when A and b satisfy certain properties. Note that (1) is equivalent
to the integral equation
x(t) = etAx0 +
∫ t
0
e(t−s)Ab(x(s)) ds. (2)
The matrix A is assumed to be Hurwitz with eigenvalues {λi}
n
i=1 having respective real parts
{µi}
n
i=1 satisfying the ordering
µn ≤ µn−1 ≤ · · · ≤ µ1 < 0. (3)
For the vector field b, we assume there are constants δ, k1, k2 > 0 such that b ∈ C
1(Bδ,R
n) with
‖b(x)‖ ≤ k1 ‖x‖
α and ‖Db(x)‖ ≤ k2 ‖x‖
β for all x ∈ Bδ (4)
for some α > 1 and β > 0, where
‖x‖ :=
√√√√ n∑
i=1
x2i for x ∈ R
n, Bδ := {x ∈ R
n : ‖x‖ < δ } , and Db(x) :=
(
∂bi(x)
∂xj
)n
i,j=1
are, respectively, the Euclidean norm (chosen arbitrarily), the open ball of radius δ centred at the
origin, and the Jacobian matrix.
Remark 1. The matrix A, the vector field b, the constants {λi}
n
i=1 and {µi}
n
i=1, and the constants
α and β retain their meaning throughout the paper. However, the constants δ, k1, and k2 do not.
We will be dealing with many combinations of estimates which are introduced by saying something
like “there are some constants δ, k > 0 such that...” and, typically, we take δ > 0 small enough so
that multiple estimates apply.
We will denote by φt(x0) the flow of (1). Where necessary, we will write φ(t,x0) with compo-
nents {φi(t,x0)}
n
i=1. Furthermore, define the important ratio
κ :=
µn
µ1
.
Observe that, by virtue of (3), κ ≥ 1. We will need to consider two distinct cases.
Definition 2. If 1 ≤ κ < α, the eigenvalues of the matrixA are closely-spaced relative to the vector
field b. If κ ≥ α, the eigenvalues of A are widely-spaced relative to b.
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The goal of this paper is to find the detailed asymptotic behaviour of the flow φt(x0) as t→∞.
The techniques we will develop are indifferent to resonance in the eigenvalues of A. However, it is
important to be clear what resonance is and when it occurs. There is resonance in the eigenvalues
if there exist {mi}
n
i=1 ⊂ N0 and j ∈ {1, . . . , n} with
∑n
i=1mi ≥ 2 and λj =
∑n
i=1miλi. The order
of the resonance is
∑n
i=1mi. It is easy to verify that resonance can only occur if κ ≥ 2.
In the remainder of this section, we provide some background information and establish impor-
tant estimates. In §2, we focus on the case where the eigenvalues are closely-spaced relative to the
nonlinear part. To approximate the solution φt(x0), we will construct iterates
{
χ(m)(t,y0)
}∞
m=1
.
The difference (in norm) of the first iterate χ(1)(t,y0) and the flow φt(x0) is, for any σ > 0,
O
(
eα(µ1+σ)t ‖x0‖
α
)
as t→∞ and ‖x0‖ → 0. Moreover, each iteration increases the closeness by
a factor which is O
(
eβ(µ1+σ)t ‖x0‖
β
)
. In §3, we focus on the special case where n = 2, A is di-
agonalizable, and the eigenvalues are widely-spaced relative to the nonlinear part. We construct
iterates, similar to the closely-spaced case, to approximate the flow. We also develop a result on the
expression of the second component φ2(t,x0) of the flow in terms of the first component φ1(t,x0)
when there is resonance and a quadratic nonlinearity. The general n-dimensional case is presented
as well. In §4, we apply our results to the Michaelis-Menten mechanism of an enzyme-substrate
reaction to generalize a result in the authors’ [6]. Finally, in §5, we state some open questions.
1.2 Background
The two main contributions of Poincare´ relevant to this paper are normal forms, which originated
in his Ph.D. thesis, and a result often referred to simply as Poincare´’s Theorem, which he proved
in 1879. These are contained in the first volume (of eleven) of the Oeuvres of Poincare´ [22].
Normal-form theory involves the substitution of an analytic, near-identity transformation to
simplify the nonlinear part of an ordinary differential equation. Resonance in the eigenvalues of A
limits how simple the nonlinear part can be made. See, for example, [4, 8, 21, 24].
Consider the two systems x˙ = Ax+ b(x) and y˙ = Ay, where b is analytic in a neighbourhood
of the origin and satisfies ‖b(x)‖ = O
(
‖x‖2
)
as ‖x‖ → 0. If A has non-resonant eigenvalues and
the convex hull of the eigenvalues does not contain zero, then Poincare´’s Theorem says that there
is a near-identity, invertible transformation h with both h and h−1 analytic at the origin such
that h(φt(x0)) = e
tAh(x0). That is, the flows of the two systems are analytically conjugate in a
neighbourhood of the origin. This helps greatly in determining qualitative properties of solutions
of more complicated systems. Furthermore, if we write h−1(y) = y+ r(y), then the relationship
φt(x0) = e
tAh(x0) + r
(
etAh(x0)
)
can be used to extract asymptotic expansions.
The Hartman-Grobman Theorem is a conjugacy result similar to Poincare´’s Theorem. See,
for example, [4, 7, 11, 12, 13, 14]. See also [3] which addresses the issue of just how small the
neighbourhoods of the origin must be. Conjugacy results such as the Hartman-Grobman Theorem
(and its variations) and Poincare´’s Theorem are distinguished by the specifics of the system: The
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smoothness of b, the smoothness of h, whether or not the eigenvalues of A are resonant, and
whether or not the origin is a hyperbolic fixed point.
The standard methods have well-known limitations. Many results have to exclude resonance and
those that do not are often limited in their practicality. Leading-order behaviour of solutions can
be difficult to obtain and more detailed behaviour can be more difficult still. Finally, the standard
methods often give little or no detail on the relationship between components of solutions.
In this paper, we will frequently encounter a certain class of functions defined by improper
integrals. Let δ > 0 be a constant and define the set
Ωδ := { (t,x) : t ≥ 0, x ∈ R
n, ‖x‖ < δ } .
Let f ∈ C (Ωδ,R
n) and suppose there are k, ρ > 0 such that ‖f(t,x)‖ ≤ k e−ρt for every (t,x) ∈ Ωδ.
Then, g(t,x) :=
∫∞
t
f(s,x) ds, defined for (t,x) ∈ Ωδ, satisfies ‖g(t,x)‖ ≤ k/ρ for all (t,x) ∈ Ωδ. It
follows from theWeierstrassM -Test that the integral converges uniformly on Ωδ and g ∈ C (Ωδ,R
n).
See, for example, Theorems 14-19 and 14-22 of [1] and §6.5 of [19].
1.3 Important Exponential Estimates
Claim 3. For Λ := diag (λ1, . . . , λn),
∥∥etΛ∥∥ = eµ1t and ∥∥e−tΛ∥∥ = e−µnt = e−κµ1t for every t ≥ 0.
Proof: The proof is straight-forward and omitted. 
Lemma 4. Consider the matrix A. For every σ > 0, there exist k1, k2 > 0 such that∥∥etA∥∥ ≤ k1 e(µ1+σ)t and ∥∥e−tA∥∥ ≤ k2 e(−µn+σ)t = k2 e(−κµ1+σ)t for all t ≥ 0. (5)
Moreover, if A is diagonalizable, then we may take σ = 0 in (5).
Proof: The proofs of the estimates when σ > 0 are standard. Assume A is diagonalizable. That
is, there is an invertible matrix P such that A = PΛP−1, where Λ := diag (λ1, . . . , λn). Thus,
etA = PetΛP−1. The estimates when σ = 0 then follow from Claim 3. 
Theorem 5. Consider the flow φt(x0) for (1). For any σ ∈ (0,−µ1), there exist δ, k > 0 such that
‖φt(x0)‖ ≤ k e
(µ1+σ)t ‖x0‖ for all (t,x0) ∈ Ωδ. (6)
Proof: We will assume that ‖x0‖ > 0 for if this were not the case the result would be trivial. This
proof is more or less standard but we are careful to include the initial condition in the estimate
which is not standard. See, for example, pages 314 and 315 of [9]. In [9], they used Gronwall’s
Inequality at a key step (they had a slight difference in assumptions) but we will instead use a
modification. Such modifications are examples of Bihari’s Inequality. See, for example, [2].
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It follows from the integral equation (2) and the estimates (4) and (5) that
‖φt(x0)‖ ≤ k1e
(µ1+σ)t ‖x0‖+ k2
∫ t
0
e(µ1+σ)(t−s) ‖φs(x0)‖
α ds (7)
for some δ1, k1, k2 > 0, provided ‖φt(x0)‖ < δ1 for all t ≥ 0. Later, we will show this condition is
satisfied for ‖x0‖ sufficiently small. Manipulate (7) to obtain u(t) ≤ v(t), where
u(t) := e−(µ1+σ)t ‖φt(x0)‖ > 0 and v(t) := k1 ‖x0‖+ k2
∫ t
0
e(α−1)(µ1+σ)su(s)α ds > 0.
Now, v˙(t) = k2 e
(α−1)(µ1+σ)tu(t)α > 0. Since u(t) ≤ v(t) and v(t) > 0, we have
v˙(s)
v(s)α
≤ k2 e
(α−1)(µ1+σ)s, v(0) = k1 ‖x0‖ for s ≥ 0. (8)
If we integrate (8) with respect to s from 0 to t and recall that α > 1 and µ1 + σ < 0, we obtain
1
1− α
[
1
v(t)α−1
−
1
kα−11 ‖x0‖
α−1
]
≤
[
k2
(α− 1) (µ1 + σ)
] [
e(α−1)(µ1+σ)t − 1
]
≤ −
k2
(α− 1) (µ1 + σ)
.
Rearranging,
1
v(t)α−1
≥
1
‖x0‖
α−1
(
1
kα−11
+
k2 ‖x0‖
α−1
µ1 + σ
)
. (9)
Now, we want the expression in the brackets to be strictly positive, which yields the condition
‖x0‖ <
1
k1
(
−
µ1 + σ
k2
) 1
α−1
.
Take
δ :=
ρ
k1
(
−
µ1 + σ
k2
) 1
α−1
and k :=
(
1
kα−11
+
k2δ
α−1
µ1 + σ
) 1
1−α
= k1
(
1− ρα−1
) 1
1−α > 0,
where ρ ∈ (0, 1) is arbitrary, and assume ‖x0‖ < δ. Note k is independent of ‖x0‖. From (9),
1
v(t)α−1
≥
1
‖x0‖
α−1 kα−1
.
Rearranging and recalling that u(t) ≤ v(t), we have u(t) ≤ k ‖x0‖. By definition of u(t), we have
‖φt(x0)‖ ≤ k e
(µ1+σ)t ‖x0‖ for all t ≥ 0.
All that remains is to show that the condition ‖φt(x0)‖ < δ1 for all t ≥ 0 is satisfied for a partic-
ular choice of ρ. Using our expressions for k and δ, we see that we can choose ρ ∈ (0, 1) sufficiently
close to zero to ensure kδ < δ1. Hence, if (t,x0) ∈ Ωδ then ‖φt(x0)‖ ≤ k e
(µ1+σ)t ‖x0‖ < kδ < δ1. 
Remark 6. A glance at the proof of the previous theorem shows that σ is only necessary in the
basic decay rate of φt(x0) if σ is necessary in the decay rate of e
tA. Indeed, if A is diagonalizable
then we can take σ = 0 in (6).
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2 Closely-Spaced Eigenvalues
Consider once again the system (1). In this section, we will assume that the eigenvalues {λi}
n
i=1
of A are closely-spaced relative to the nonlinear part b(x). That is, in addition to (3) and (4)
holding, we are assuming
κ < α. (10)
Remark 7. Throughout this section, if A is diagonalizable we can take σ = 0.
Remark 8. Consider the scalar case n = 1 with x˙ = ax+ b(x), where a < 0, so that A = (a) and
κ = 1 < α. Trivially, the results of this section apply and we can take σ = 0 for all estimates.
2.1 The Transformation
Claim 9. For any σ > 0 there are δ, k > 0 such that∥∥e−tAb(φt(x0))∥∥ ≤ k e[(α−κ)µ1+σ]t ‖x0‖α for all (t,x0) ∈ Ωδ. (11)
Proof: It follows from (4), (5), and (6). 
Recall the integral equation (2). When ‖x0‖ is sufficiently small, (10) and (11) allow us to write
φt(x0) = e
tA
[
x0 +
∫ ∞
0
e−sAb(φs(x0)) ds
]
−
∫ ∞
t
e(t−s)Ab(φs(x0)) ds. (12)
See, for example, the proof of Theorem 4.1 (Stable Manifold Theorem) of Chapter 13 of [9] which
involves the trick of “flipping an integral” in an integral equation. Now, there is a δ > 0 (the one
in (11) will work) such that we can define the function
ψ(x0) := x0 +
∫ ∞
0
e−sAb(φs(x0)) ds, x0 ∈ Bδ. (13)
Using (12), we have thus proven the following.
Claim 10. There is a δ > 0 such that
φt(x0) = e
tAψ(x0)−
∫ ∞
t
e(t−s)Ab(φs(x0)) ds for all (t,x0) ∈ Ωδ. (14)
Claim 11. There are δ, k > 0 such that ψ ∈ C (Bδ,R
n) and
‖ψ(x0)− x0‖ ≤ k ‖x0‖
α for all x0 ∈ Bδ. (15)
Moreover, ψ is a near-identity transformation.
Proof: It follows from (11), (13), the continuity of the integrand, and the fact that α > 1. 
Remark 12. The near-identity transformation ψ has many interesting properties which we will
cover in a later paper. For example, ψ(x0) is the optimal (as t→∞) initial condition for the
linearized system y˙ = Ay. Moreover, ψ satisfies the conjugacy condition ψ(φt(x0)) = e
tAψ(x0)
and, under modest assumptions, is as smooth as the nonlinear part b.
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2.2 Iterates
2.2.1 Definition
Taking inspiration from the integral equation (14), we will construct iterates
{
χ(m)(t,y0)
}∞
m=1
to
approximate the flow φt(x0). Assuming ‖y0‖ is sufficiently small, take as the first iterate
χ(1)(t,y0) := e
tAy0 (16a)
and define the remainder recursively via
χ(m+1)(t,y0) := e
tAy0 −
∫ ∞
t
e(t−s)Ab
(
χ(m)(s,y0)
)
ds (m ∈ N) . (16b)
To connect the iterates with the flow, we take y0 := ψ(x0), where ‖x0‖ is sufficiently small. With
this choice of y0, the first iterate is the best linear approximation (as t→∞) of φt(x0).
Remark 13. The computation of the iterates
{
χ(m)(t,y0)
}∞
m=1
does not require us to know y0,
which can be treated as a parameter, in terms of the initial condition x0. The resulting iterates,
in conjunction with Theorem 15 below, tell us the form of the asymptotic expansion for the actual
solution φt(x0). However, it is possible to obtain an approximation of any desired order—sometimes
even the exact expression—for y0 in terms of x0. See §2.3.3.
2.2.2 Existence, Decay Rate, and Closeness to the Flow of the Iterates
Proposition 14. Consider the transformation defined by (13) and the iterates defined by (16).
Let σ > 0 be small enough so that (α+ 1) σ < (κ− α)µ1. Then, there is a δ > 0 (independent of
m) such that if ‖x0‖ < δ then χ
(m)(t,ψ(x0)) exists for each m ∈ N. Moreover, there is a k > 0
(independent of m) such that∥∥∥χ(m)(t,ψ(x0))∥∥∥ ≤ k e(µ1+σ)t ‖x0‖ for all (t,x0) ∈ Ωδ, m ∈ N. (17)
Proof: Let y0 := ψ(x0). We need to be careful to find δ, k > 0 which work for each m.
⋄ Let δ1, ℓ1 > 0 be such that ‖b(x)‖ ≤ ℓ1 ‖x‖
α for all x ∈ Bδ1 . See Equation (4).
⋄ Let δ2 > 0 be such that ‖φt(x0)‖ < δ1 for all (t,x0) ∈ Ωδ2 . See Equation (6). It follows that
if ‖x0‖ < δ2 then y0 exists.
⋄ Let ℓ3 > 0 be such that ‖y0‖ ≤ ℓ3 ‖x0‖ for all x0 ∈ Bδ2 . See Equation (15).
⋄ Let ℓ4 > 0 be such that
∥∥etA∥∥ ≤ ℓ4 e(µ1+σ)t for all t ≥ 0. See Equation (5).
⋄ Let ℓ5 > 0 be such that
∥∥e−tA∥∥ ≤ ℓ5 e(−κµ1+σ)t for all t ≥ 0. See Equation (5).
There is no harm in taking δ1 small enough so that
0 < δ1 <
[
(κ−α)µ1−(α+1) σ
ℓ1ℓ5
] 1
α−1
.
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Note that the restriction on σ implies
µ1 < µ1 + σ < 0 and (κ− α)µ1 − (α+ 1) σ > 0. (18)
Take
k := ℓ3ℓ4
[
1−
ℓ1ℓ5δ
α−1
1
(κ−α)µ1−(α+1) σ
]−1
> ℓ3ℓ4 and δ ∈
(
0,min
{
δ1
k
, δ2
})
.
The upper bound imposed on δ1 ensures k is defined and greater than ℓ3ℓ4. Observe
ℓ3ℓ4 +
[
ℓ1ℓ5kδ
α−1
1
(κ−α)µ1−(α+1) σ
]
= k. (19)
The proof of the result will be by induction on m. Assume that (t,x0) ∈ Ωδ.
Consider first the base case m = 1. Since y0 exists, so does χ
(1)(t,y0) = e
tAy0. Furthermore,∥∥∥χ(1)(t,y0)∥∥∥ ≤ ℓ4 e(µ1+σ)t ‖y0‖ ≤ ℓ3ℓ4 e(µ1+σ)t ‖x0‖ ≤ k e(µ1+σ)t ‖x0‖ .
Thus, the result is true for m = 1.
Now, assume the result is true for m ∈ N. That is, χ(m)(t,y0) exists for x0 ∈ Bδ and satisfies∥∥χ(m)(t,y0)∥∥ ≤ k e(µ1+σ)t ‖x0‖. Since ‖x0‖ < δ, we see ∥∥χ(m)(t,y0)∥∥ < δ1 and thus χ(m+1)(t,y0)
exists. Using (16b), the induction hypothesis, and the estimates given at the beginning of the proof,∥∥∥χ(m+1)(t,y0)∥∥∥ ≤ ℓ3ℓ4 e(µ1+σ)t ‖x0‖+ ℓ1ℓ5kαe(κµ1−σ)t [∫ ∞
t
e[(α−κ)µ1+(α+1)σ]s ds
]
‖x0‖
α
=
{
ℓ3ℓ4 +
[
ℓ1ℓ5k
α
(κ−α) µ1−(α+1) σ
]
e(α−1)(µ1+σ)t ‖x0‖
α−1
}
e(µ1+σ)t ‖x0‖ .
Since 0 < e(α−1)(µ1+σ)t ≤ 1 and ‖x0‖ < δ < δ1/k, we have∥∥∥χ(m+1)(t,y0)∥∥∥ ≤ {ℓ3ℓ4 + [ ℓ1ℓ5kδα−11(κ−α)µ1−(α+1) σ
]}
e(µ1+σ)t ‖x0‖ .
Using (19),
∥∥χ(m+1)(t,y0)∥∥ ≤ k e(µ1+σ)t ‖x0‖. Hence, the result is true for m+ 1. By induction,
the result is true for each m ∈ N. 
Theorem 15. Consider the transformation defined by (13) and the iterates defined by (16).
Let σ > 0 be small enough so that (α+ 1) σ < (κ− α)µ1. Then, there are constants δ > 0 and
{km}
∞
m=1 ⊂ R+ such that, for all (t,x0) ∈ Ωδ and m ∈ N,∥∥∥φt(x0)− χ(m)(t,ψ(x0))∥∥∥ ≤ kme[α+(m−1)β][µ1+σ]t ‖x0‖α+(m−1)β . (20)
Proof: Let y0 := ψ(x0). We need to be careful to find δ > 0 which works for each m ∈ N.
⋄ Let δ1, ℓ1 > 0 be such that ‖b(x)‖ ≤ ℓ1 ‖x‖
α for all x ∈ Bδ1 . See Equation (4).
⋄ Let δ2, ℓ2 > 0 be such that ‖Db(x)‖ ≤ ℓ2 ‖x‖
β for all x ∈ Bδ2 . See Equation (4).
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⋄ Let δ3, ℓ3 > 0 be such that ‖φt(x0)‖ ≤ ℓ3 e
(µ1+σ)t ‖x0‖ for all (t,x0) ∈ Ωδ3 . See Equation (6).
⋄ Let δ4, ℓ4 > 0 be such that
∥∥χ(m)(t,y0)∥∥ ≤ ℓ4 e(µ1+σ)t ‖x0‖ for all (t,x0) ∈ Ωδ4 and m ∈ N.
See Equation (17).
⋄ Let ℓ5 > 0 be such that
∥∥e−tA∥∥ ≤ ℓ5 e(−κµ1+σ)t for all t ≥ 0. See Equation (5).
⋄ If ‖x0‖ < min {δ3, δ4}, then any point on the line segment connecting φt(x0) and χ
(m)(t,y0)
is bounded in norm by (ℓ3 + ℓ4) e
(µ1+σ)t ‖x0‖ for all t ≥ 0.
The proof of the theorem will be by induction on m. Take
δ := min
{
δ1
ℓ3
,
δ1
ℓ4
,
δ2
ℓ3 + ℓ4
, δ3, δ4
}
.
Hence assume (t,x0) ∈ Ωδ so all necessary estimates apply.
Consider first the base case, m = 1. Using (14) and (16a) along with the estimates at the
beginning of the proof,∥∥∥φt(x0)− χ(1)(t,y0)∥∥∥ ≤ ∫ ∞
t
∥∥∥e(t−s)A∥∥∥ ‖b(φs(x0))‖ ds ≤ [ ℓ1ℓα3 ℓ5
(κ−α) µ1−(α+1) σ
]
︸ ︷︷ ︸
k1
eα(µ1+σ)t ‖x0‖
α .
Using (18), which is valid in this proof as well, k1 > 0. Thus, the theorem is true for m = 1.
Now, assume the theorem is true for fixed m ∈ N. First, for any s ≥ 0 consider the expression∥∥∥b(φs(x0))− b(χ(m)(s,y0))∥∥∥ ≤ ℓ2 (ℓ3 + ℓ4)β eβ(µ1+σ)s ∥∥∥φs(x0)− χ(m)(s,y0)∥∥∥ ‖x0‖β ,
where we applied the Mean Value Theorem and estimates given at the beginning of the proof. By
the induction hypothesis, we know∥∥∥b(φs(x0))− b(χ(m)(s,y0))∥∥∥ ≤ ℓ2 (ℓ3 + ℓ4)β eβ(µ1+σ)s {kme[α+(m−1)β][µ1+σ]s ‖x0‖α+(m−1)β} ‖x0‖β
= kmℓ2 (ℓ3 + ℓ4)
β
e(α+mβ)(µ1+σ)s ‖x0‖
α+mβ .
It follows from the integral equation (14) for φt(x0) and the definition (16b) for χ
(m+1)(s,y0) that∥∥∥φt(x0)− χ(m+1)(t,y0)∥∥∥ ≤ ∫ ∞
t
∥∥∥e(t−s)A∥∥∥ ∥∥∥b(φs(x0))− b(χ(m)(s,y0))∥∥∥ ds
≤ kmℓ2 (ℓ3 + ℓ4)
β ℓ5
{∫ ∞
t
e(κµ1−σ)(t−s)e(α+mβ)(µ1+σ)s ds
}
‖x0‖
α+mβ
=
[
kmℓ2 (ℓ3 + ℓ4)
β ℓ5
(κ− α)µ1 − (α+ 1) σ −mβ (µ1 + σ)
]
︸ ︷︷ ︸
km+1
e(α+mβ)(µ1+σ)t ‖x0‖
α+mβ .
Using (18), km+1 > 0. Thus, the theorem is true for m+ 1 and, by induction, for all m ∈ N. 
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Remark 16. Consider the constants {km}
∞
m=1 ⊂ R+ from Theorem 15 and its proof. It is apparent
from their construction there is some constant r > 0, independent ofm, such that km+1 ≤ (r/m) km
for all m ∈ N and hence km+1 ≤ (r
m/m!) k1 for all m ∈ N. Consequently, km → 0 as m→∞.
Corollary 17. Consider the transformation defined by (13) and the iterates defined by (16). There
exists δ > 0 such that lim
m→∞
χ(m)(t,ψ(x0)) = φt(x0) uniformly in Ωδ.
Proof: It follows from Theorem 15 and Remark 16. 
2.3 Approximations
2.3.1 Truncating the Iterates
Theorem 15 guarantees that χ(m)(t,y0) correctly approximates φt(x0) up to a certain order when
y0 = ψ(x0). However, χ
(m)(t,y0) may contain higher-order terms. Fortunately, as is evident from
the proof of the theorem, we can discard the terms of χ(m)(t,y0) which are not guaranteed to be
correct by the theorem. If we use this simplified iterate in the calculation of χ(m+1)(t,y0) we will
not sacrifice accuracy. This potentially can simplify the calculation of iterates greatly.
2.3.2 Truncating the Nonlinear Part
The integration in the recursive definition (16b) of the iterates may be difficult if not impossible.
However, it is possible to replace b(x) with a Taylor polynomial of an appropriate order and not
sacrifice accuracy. Assume that b ∈ C∞(Bδ,R
n), where δ > 0 is small. By Taylor’s Theorem, we can
write b(x) ∼
∑∞
i=ℓ bi(x) as ‖x‖ → 0 for some index ℓ ∈ {2, 3, . . .}, where each bi(x) has components
which are homogeneous polynomials of degree i. Note that we can take α = ℓ and β = ℓ− 1. Define
b(m)(x) :=
∑m
i=ℓ bi(x) for each m ∈ {ℓ, ℓ+ 1, . . .}, which is the Taylor polynomial of b(x) of order
m. Assuming ‖x0‖ is sufficiently small and y0 = ψ(x0), we can define χ
(m+1)(t,y0) in exactly
the same way as before except with b(x) replaced by b([m+1][ℓ−1])(x). The resulting closeness of
χ(m)(t,y0) to φt(x0) is no different than that stated in Theorem 15.
2.3.3 Approximating the Transformation
Consider the pivotal transformation ψ, defined in (13). The iterates (16) can be computed in terms
of y0 without knowing ψ(x0) explicitly. Moreover, the iterates give the form of the asymptotic
expansion for φt(x0) with error estimates courtesy of Theorem 15. However, we can approximate
ψ(x0) if necessary with an iterative method. In a later paper, we present an alternative method
for finding or approximating ψ(x0).
We will construct a sequence of approximations
{
ψ(m)(x0)
}∞
m=1
for ψ(x0). Assuming ‖x0‖ is
sufficiently small, Equations (13) and (15) along with Theorem 15 suggest we take
ψ(1)(x0) := x0 and ψ
(m+1)(x0) := x0 +
∫ ∞
0
e−sAb
(
χ(m)
(
s,ψ(m)(x0)
))
ds (m ∈ N) . (21)
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We can state how close ψ(m)(x0) is to ψ(x0). Claim 18, required to prove Proposition 19, can be
combined with Theorem 15 and Proposition 19 to state how close χ(m)
(
t,ψ(m)(x0)
)
is to φt(x0).
Claim 18. Consider the transformation defined by (13) and the iterates defined by (16). For any
sufficiently small σ > 0, there exist δ, k > 0 such that, for all x0,y0 ∈ Bδ, t ≥ 0, and m ∈ N,∥∥∥χ(m)(t,ψ(x0))− χ(m)(t,y0)∥∥∥ ≤ k e(µ1+σ)t ‖ψ(x0)− y0‖ .
Proof: The result follows intuitively from (16) and the proof is omitted in the interest of space. 
Proposition 19. Consider the transformation defined by (13) and the approximations defined by
(21). There are constants δ > 0 and {km}
∞
m=1 ⊂ R+ such that∥∥∥ψ(x0)−ψ(m)(x0)∥∥∥ ≤ km ‖x0‖α+(m−1)β for all x0 ∈ Bδ
and lim
m→∞
ψ(m)(x0) = ψ(x0) uniformly in Bδ.
Proof: The proof is omitted in the interest of space. It involves induction, the Triangle Inequality,
the Mean Value Theorem, Theorem 15, and Claim 18. 
2.4 Examples
2.4.1 Star Node with Quadratic Nonlinearity
Take
A :=
(
a 0
0 a
)
and b(x) :=
(
b111x
2
1 + b112x1x2 + b122x
2
2
b211x
2
1 + b212x1x2 + b222x
2
2
)
,
where a < 0 and {bijk}
2
i,j,k=1 ⊂ R are constants. Assume that at least one bijk is non-zero and
consider the system x˙ = Ax+ b(x). The origin, as we see, is a star node. Now, etA = eatI,
µ1 = a = µ2, and κ = 1. Also, we can take α = 2 and β = 1. Thus, κ < α and the eigenvalues are
closely-spaced relative to the nonlinear part.
Define y0 := ψ(x0) and x(t) := φt(x0), where ‖x0‖ is sufficiently small. The first iterate,
which gives us the linearization, is χ(1)(t,y0) = e
aty0. Theorem 15 tells us x1(t) ∼ e
aty01 and
x2(t) ∼ e
aty02 as t→∞. Provided y01 6= 0, x2(t) ∼ (y02/y01) x1(t) as t→∞. The Hartman-
Grobman Theorem yields basically the same conclusion. We will use the second iterate to obtain a
more detailed relationship between x1(t) and x2(t). Using (16b) and the fact b
(
eaty0
)
= e2atb(y0),
χ(2)(t,y0) = e
aty0 + e
2atξ, where ξ :=
(
1
a
)
b(y0) . (22)
⋄ Case 1: y01 = y02 = 0. If y0 = 0, χ
(m)(t,y0) = 0 for each m ∈ N. By Corollary 17, x(t) ≡ 0.
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⋄ Case 2: y01 6= 0. It follows from (22) and Theorem 15 that, as t→∞,
x1(t) = e
aty01 + e
2atξ1 +O
(
e3at
)
and x2(t) = e
aty02 + e
2atξ2 +O
(
e3at
)
. (23)
Using (23), x1 = O
(
eat
)
as t→∞ and eat = O(x1) as x1 → 0. Now, the first equation of (23)
can be written, as t→∞,
eat =
(
x1
y01
)[
1−
(
ξ1
y01
)
eat +O
(
e2at
)]
=
(
1
y01
)
x1 −
(
ξ1
y201
)
eatx1 +O
(
e3at
)
,
where we used the fact
[
1 + u+O
(
u2
)]−1
= 1− u+O
(
u2
)
as u→ 0. Back-substituting eat,
eat =
(
1
y01
)
x1 −
(
ξ1
y301
)
x21 +O
(
e3at
)
=
(
1
y01
)
x1 −
(
ξ1
y301
)
x21 +O
(
x31
)
as t→∞ for the former and x1 → 0 for the latter. From the second equation of (23),
x2 =
(
y02
y01
)
x1 +
(
ξ2
y201
−
y02ξ1
y301
)
x21 +O
(
x31
)
as x1 → 0. (24)
⋄ Case 3: y02 6= 0. Similar to the case above, we get
x1 =
(
y01
y02
)
x2 +
(
ξ1
y202
−
y01ξ2
y302
)
x22 +O
(
x32
)
as x2 → 0.
For a more concrete example, consider the system(
x˙1
x˙2
)
=
(
−1 0
0 −1
)(
x1
x2
)
+
(
x21 + 8x1x2 + x
2
2
8x21 + x1x2 + 8x
2
2
)
. (25)
Using (24), provided y01 6= 0,
x2 =
(
y02
y01
)
x1 +
[(
y02
y01
)3
− 8
]
x21 +O
(
x31
)
as x1 → 0. (26)
We can use the sign of (y02/y01)
3 − 8 in (26) to deduce concavity. A phase portrait for (25) is
sketched in Figure 1.
2.4.2 Example of Finding the Transformation
Let
A :=
(
−1 0
0 −2
)
and b(x) :=
(
0
x31
)
and consider the system x˙ = Ax+ b(x). We will use the approximations (21) to find ψ(x0). Here,
ψ(1)(x0) = x0 and ψ
(m+1)(x0) =
 x01
x02 +
∫∞
0 e
2s
[
χ
(m)
1
(
s,ψ(m)(x0)
)]3
ds
 for m ∈ N.
An easy inductive argument and Proposition 19 establish
χ
(m)
1 (t,y0) = e
−ty01, ψ
(m+1)(x0) =
(
x01
x02 + x
3
01
)
, and ψ(x0) =
(
x01
x02 + x
3
01
)
.
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(a) x2
x1
y2 = 2y1
(b) y02
y01
−
−
−
y02 = 2y01
−
+
+
Figure 1: (a) The phase portrait near the origin for the example system (39). (b) The sign of
02
01
8 in different regions of the 01 02-plane. This tells us the sign of the coefficient in front
of the term in the expression for
Observe that ) and (0) = 0 for all . Observe also that, for any α > 1 and
β > 0, ) and as 0. We might say that ) is asymptotic to
zero beyond all orders.
It follows from Theorem 17 that the the actual solution ) is asymptotic to at as →∞
and 0 beyond all orders when ). Finally, it follows from (29) that is asymptotic
to as 0 beyond all orders.
2.4 The Function
The function has many interesting properties which we will detail in a later paper. For example,
) is the optimal (as →∞) initial condition for the linearized initial value problem
Ay (0) =
Moreover, satisfies the conjugacy condition
)) =
This condition, incidently, can be used to construct iterates (to approximate solutions of ( )) which
are themselves flows.
22
Figure 1: (a) The phase portrait near the origin for the example system (25). (b) The sign of (y02/y01)
3
− 8
in different regions of the y01y02-plane, using (15) and (26), specifies concavity.
2.5 Transforming Widely-Spaced to Closely-Spaced Eigenvalues
This section deals with the case where the eigenvalues are closely-spaced relative to the nonlinear
part of the differential equation. That is, κ < α. Momentarily, we will deal with the case where
the eigenvalues are widely-spaced relative to the nonlinear part. That is, κ ≥ α. However, the
techniques for widely-spaced eigenvalues are decidedly more tedious. Fortunately, in practice it is
sometimes possible to transform a system with widely-spaced eigenvalues to a system with closely-
spaced eigenvalues. The transformation need not be polynomial or even analytic.
The reduction of widely-spaced eigenvalues to closely-spaced eigenvalues is related to the theory
of normal forms. Assume the nonlinear vector field b is analytic (or sufficiently smooth) at the
origin and the eigenvalues of the matrix A are widely-spaced relative to b.
Suppose that there is no resonance in the eigenvalues of A. For a given m ∈ N with m > κ, by
the Normal Form Theorem there exists a sequence of near-identity, analytic transformations such
that the differential equation x˙ = Ax+ b(x) is converted to a new differential equation of the form
y˙ = Ay+ c(y) where ‖c(y)‖ = O(‖y‖m) as ‖y‖ → 0. The new system, of course, has eigenvalues
which are closely-spaced relative to the nonlinear part.
Suppose now that there is resonance in the eigenvalues of A, say with lowest order m ∈ N. The
best we can do is find a sequence of near-identity, analytic transformations to convert x˙ = Ax+ b(x)
to y˙ = Ay+ c(y) where ‖c(y)‖ = O(‖y‖m) as ‖y‖ → 0. If m > κ, then the eigenvalues of the new
system will be closely-spaced relative to the nonlinear part.
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3 Widely-Spaced Eigenvalues
3.1 Introduction
For simplicity, we will restrict our attention to a special case which is most applicable to us. The
general case is outlined in §3.5. Consider the initial value problem
x˙ = Ax+ b(x) , x(0) = x0, where A :=
(
a 0
0 κa
)
and b(x) =
(
b1(x)
b2(x)
)
(27)
with a < 0 and κ ≥ 1. The matrix A and vector field b satisfy the same assumptions as before (see
(3) and (4)). Additionally, we assume
κ ≥ α. (28)
That is, the eigenvalues are widely-spaced relative to the nonlinear part. Note that κa ≤ αa < a < 0.
Note also that (27) can be written, where x0 = (x01, x02)
T , as the integral equation
φ(t,x0) =
(
eatx01 +
∫ t
0 e
a(t−s)b1(φ(s,x0)) ds
eκatx02 +
∫ t
0 e
κa(t−s)b2(φ(s,x0)) ds
)
. (29)
We can specialize the basic estimates to the case at hand. First, we know from Claim 3 that∥∥etA∥∥ = eat and ∥∥e−tA∥∥ = e−κat for all t ≥ 0. (30)
Furthermore, since A is diagonal, we know from (6) that there are δ, k > 0 such that
‖φ(t,x0)‖ ≤ k e
at ‖x0‖ for all (t,x0) ∈ Ωδ. (31)
Claim 20. For any σ > 0, there are δ, k > 0 such that
|φ2(t,x0)| ≤ k e
(αa+σ)t ‖x0‖ for all (t,x0) ∈ Ωδ. (32)
Proof: Applying the estimates (4) and (31) to the second component of (29), there are δ, k1, k2 > 0
such that if (t,x0) ∈ Ωδ then
|φ2(t,x0)| ≤ k1 e
κat ‖x0‖+ k2 e
κat
{∫ t
0
e[σ−(κ−α)a]s ds
}
‖x0‖
α ,
where we inserted arbitrary σ > 0 to allow for the possibility that κ = α. Simplify to get (32). 
Remark 21. When κ > α, we can take σ = 0 in (32) and throughout this section except for §3.5.
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3.2 Iterates
3.2.1 First Component of the Transformation
In the previous section, where the eigenvalues were closely-spaced relative to the nonlinear part,
we were able to “flip the integral” in the general integral equation (2). However, we cannot do this
in this section. Why? The estimates (4), (30), and (31) tell us there are δ, k > 0 such that∥∥e−tAb(φ(t,x0))∥∥ ≤ k e(α−κ)at ‖x0‖α for all (t,x0) ∈ Ωδ.
The condition (28) prevents us from concluding that
∥∥e−tAb(φ(t,x0))∥∥ decays exponentially. This
in turn means that we cannot, in general, “flip the integral” in (2). Hence, we cannot find an
appropriate y0 and define the iterates as easily as with the case of closely-spaced eigenvalues.
Claim 22. There are δ, k > 0 such that∣∣e−atb1(φ(t,x0))∣∣ ≤ k e(α−1)at ‖x0‖α for all (t,x0) ∈ Ωδ. (33)
Proof: It follows from (4) and (31). 
Since α > 1, we see from (33) that we can “flip the integral” in the first component of (29).
Claim 23. There is a δ > 0 such that
φ(t,x0) =
(
eatψ1(x0)−
∫∞
t
ea(t−s)b1(φ(s,x0)) ds
eκatx02 +
∫ t
0 e
κa(t−s)b2(φ(s,x0)) ds
)
(34)
for all (t,x0) ∈ Ωδ, where
ψ1(x0) := x01 +
∫ ∞
0
e−asb1(φ(s,x0)) ds. (35)
Claim 24. There are δ, k > 0 such that
|ψ1(x0)− x01| ≤ k ‖x0‖
α for all x0 ∈ Bδ. (36)
Proof: It follows from (33) and (35). 
3.2.2 First Group of Iterates
The iterates, which will be denoted by
{
χ(m)(t,y0)
}∞
m=1
, must be split into two groups. Define
p :=
⌊
κ− α
β
⌋
+ 2,
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which is such that the pth, but not (p− 1)th, iterate will be close enough to φ(t,x0) so that we can
perform another “trick” in the second component of (34). It can be shown
p ∈ {2, 3, . . .} and α+ (p− 2) β ≤ κ < α+ (p− 1) β. (37)
If ‖y0‖ is sufficiently small, we take as the first iterate
χ(1)(t, y01) :=
(
eaty01
0
)
(38a)
and (if p > 2) define recursively
χ(m+1)(t, y01) :=
(
eaty01 −
∫∞
t
ea(t−s)b1
(
χ(m)(s, y01)
)
ds∫ t
0 e
κa(t−s)b2
(
χ(m)(s, y01)
)
ds
)
(1 ≤ m ≤ p− 2) . (38b)
To connect these iterates with the flow, choose y01 := ψ1(x0) with ‖x0‖ sufficiently small.
Remark 25. Since the first group of iterates does not depend on y02, we write χ
(m)(t, y01) instead of
χ(m)(t,y0). This is necessary since ψ2(x0) will be defined in terms of χ
(p−1)(t, ψ1(x0)). However, if
we need to refer to all the iterates at once we will use, for simplicity, the notation
{
χ(m)(t,y0)
}∞
m=1
.
3.2.3 Existence, Decay Rate, and Closeness to the Flow of the First Group
Proposition 26. Consider the transformation defined by (35) and the first group of iterates defined
by (38). Then, there is a δ > 0 (independent of m) such that if ‖x0‖ < δ then χ
(m)(t, y01) exists
for each m ∈ {1, . . . , p− 1}, where y01 := ψ1(x0). Moreover, there is a k > 0 (independent of m)
such that ∥∥∥χ(m)(t, y01)∥∥∥ ≤ k eat ‖x0‖ for all (t,x0) ∈ Ωδ, m ∈ {1, . . . , p − 1} . (39)
Proof: The proof is similar to that of Proposition 14 and omitted in the interest of space. 
Theorem 27. Consider the transformation defined by (35) and the first group of iterates defined
by (38). Let σ > 0 be sufficiently small. Then, there exist δ > 0 and {km}
p−1
m=1 ⊂ R+ such that∥∥∥φ(t,x0)− χ(m)(t, y01)∥∥∥ ≤ km e[α+(m−1)β][a+σ]t ‖x0‖ (40)
for all (t,x0) ∈ Ωδ and m ∈ {1, . . . , p− 1}, where y01 := ψ1(x0).
Proof: The proof is similar to that of Theorem 15 and omitted in the interest of space. 
Remark 28. Notice in (40) we have ‖x0‖ as opposed to ‖x0‖
α+(m−1)β which we had in (20). This
is the result of eκatx02 in (34) having no corresponding term in (38) with which to cancel. Note
that we cannot merely insert eκatx02 into the definition of the second component of the iterates
since we need the iterates to be defined independently of the initial condition x0.
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3.2.4 Second Component of the Transformation
Let y01 := ψ1(x0), where ‖x0‖ is sufficiently small. Consider the integral equation (34) for which the
first integral has been “flipped” but the second integral has not. We will manipulate the expression
for the second component of the flow so that we can “flip some integral” in some way. Write
φ2(t,x0) = e
κat
{
x02 +
∫ t
0
e−κas
[
b2(φ(s,x0))− b2
(
χ(p−1)(s, y01)
)]
ds
}
+ eκat
∫ t
0
e−κasb2
(
χ(p−1)(s, y01)
)
ds. (41)
Before we “flip the first integral” in (41), we need to check the decay rate of the integrand.
Claim 29. Let σ > 0 be sufficiently small. There are δ, k > 0 such that∣∣∣e−κat [b2(φ(t,x0))− b2(χ(p−1)(t, y01))]∣∣∣ ≤ k e[α+(p−1)β−κ][a+σ]t ‖x0‖β+1 (42)
for all (t,x0) ∈ Ωδ, where y01 := ψ1(x0).
Proof: It follows from (4), (31), (39), and (40) in conjunction with the Mean Value Theorem. 
Claim 30. There is a δ > 0 such that
φ2(t,x0) =
[
eκatψ2(x0) +
∫ t
0
eκa(t−s)b2
(
χ(p−1)(s, ψ1(x0))
)
ds
]
−
∫ ∞
t
eκa(t−s)
[
b2(φ(s,x0))− b2
(
χ(p−1)(s, ψ1(x0))
)]
ds (43)
for all (t,x0) ∈ Ωδ, where
ψ2(x0) := x02 +
∫ ∞
0
e−κas
[
b2(φ(s,x0))− b2
(
χ(p−1)(s, ψ1(x0))
)]
ds. (44)
Proof: It follows from (34), (37), (41), (42), and (44). 
Claim 31. There are δ, k > 0 such that
|ψ2(x0)− x02| ≤ k ‖x0‖
β+1 for all x0 ∈ Bδ. (45)
Proof: It follows from (42) and (44). 
Notice the definition of ψ2(x0) depends on ψ1(x0). See §3.5.2 for how to approximate
ψ(x0) =
(
x01 +
∫∞
0 e
−asb1(φ(s,x0)) ds
x02 +
∫∞
0 e
−κas
[
b2(φ(s,x0))− b2
(
χ(p−1)(s, ψ1(x0))
)]
ds
)
. (46)
Claim 32. There are δ, k > 0 such that
‖ψ(x0)− x0‖ ≤ k ‖x0‖
min{α,β+1}
for all x0 ∈ Bδ.
Furthermore, ψ is a near-identity transformation.
Proof: The conclusion follows from (36) and (45) along with the fact that α > 1 and β > 0. 
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3.2.5 Second Group of Iterates
We are now in a position to define the remainder of the iterates,
{
χ(m)(t,y0)
}∞
m=p
. Let ‖y0‖ be
sufficiently small. With inspiration from (34) and (43), we will define the pth iterate by
χ(p)(t,y0) :=
(
eaty01 −
∫∞
t
ea(t−s)b1
(
χ(p−1)(s, y01)
)
ds
eκaty02 +
∫ t
0 e
κa(t−s)b2
(
χ(p−1)(s, y01)
)
ds
)
(47a)
and define the subsequent iterates recursively by
χ(m+1)(t,y0) := χ
(p)(t,y0)−
∫ ∞
t
e(t−s)A
[
b
(
χ(m)(s,y0)
)
− b
(
χ(p−1)(s, y01)
)]
ds (m ≥ p) .
(47b)
To connect the iterates with the flow, we choose y0 := ψ(x0), where ψ is defined in (46) and ‖x0‖
is sufficiently small. Observe that we can combine (34), (43), and (47a) to obtain the following.
Claim 33. There is a δ > 0 such that, for all (t,x0) ∈ Ωδ,
φ(t,x0) = χ
(p)(t,ψ(x0))−
∫ ∞
t
e(t−s)A
[
b(φ(s,x0))− b
(
χ(p−1)(s, ψ1(x0))
)]
ds.
3.2.6 Existence, Decay Rate, and Closeness to the Flow of the Second Group
Proposition 34. Consider the transformation defined by (46) and the second group of iterates
defined by (47). Then, there is a δ > 0 (independent of m) such that if ‖x0‖ < δ then χ
(m)(t,ψ(x0))
exists for each m ≥ p. Moreover, there is a k > 0 (independent of m) such that∥∥∥χ(m)(t,ψ(x0))∥∥∥ ≤ k eat ‖x0‖ for all (t,x0) ∈ Ωδ, m ≥ p.
Proof: The proof is similar to that of Proposition 14 and omitted in the interest of space. 
Theorem 35. Consider the transformation defined by (46) and the second group of iterates defined
by (47). Let σ > 0 be sufficiently small. Then, there are constants δ > 0 and {km}
∞
m=p ⊂ R+ such
that, for all (t,x0) ∈ Ωδ and m ≥ p,∥∥∥φ(t,x0)− χ(m)(t,ψ(x0))∥∥∥ ≤ kme[α+(m−1)β][a+σ]t ‖x0‖(m+1−p)β+1 .
Proof: The proof is similar to that of Theorem 15 and omitted in the interest of space. 
Corollary 36. Consider the iterates defined by (38) and (47). There exists δ > 0 such that
lim
m→∞
χ(m)(t,ψ(x0)) = φ(t,x0) uniformly in Ωδ.
Proof: The proof is similar to that of Corollary 17. 
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3.3 Resonance, Quadratic Nonlinearity, and Relating Components
The special case which we focus on here is applicable to the Michaelis-Menten mechanism which
we will see later. Assume κ ∈ {2, 3, . . .}, that is, there is resonance in the eigenvalues. Define
b(x) :=
(
b111x
2
1 + b112x1x2 + b122x
2
2
b211x
2
1 + b212x1x2 + b222x
2
2
)
,
where {bijk}
2
i,j,k=1 ⊂ R are constants with at least one bijk being non-zero. Take α = 2, β = 1, and
p = κ. Hence, consider the initial value problem
x˙ = Ax+ b(x) , x(0) = x0. (48)
Let y0 := ψ(x0), where ‖x0‖ is sufficiently small, satisfy y01 > 0. (Since x1(t) = y01 e
at + o
(
eat
)
as
t→∞, we assume y01 > 0 since it corresponds to solutions with x1 > 0 approaching the equilib-
rium point in the slow direction. This is desirable since it corresponds to, for example, solutions
that arise in chemical kinetics.) Also, let x(t) be the solution to (48). Our goal is to obtain an
asymptotic expression for x2 in terms of x1 as x1 → 0
+ up to an order for which the initial condition
distinguishes solutions. This can be achieved without knowing y0 in terms of x0 explicitly.
⋄ Case 1: κ = 2: We will only need the first two iterates. Using (38a) and (47a),
χ(1)(t, y01) =
(
y01 e
at
0
)
and χ(2)(t,y0) =
(
y01 e
at +
[
b111y
2
01
a
]
e2at
y02 e
2at +
[
b211y
2
01
]
t e2at
)
.
Claim 37. The components x1(t) and x2(t) of the solution to (48) satisfy
x1(t) = (y01) e
at + o
(
eat
)
and x2(t) =
(
b211y
2
01
)
t e2at + (y02) e
2at + o
(
e2at
)
as t→∞. (49)
Proof: It follows from Theorem 35 and our expression for the second iterate. 
Claim 38. We can write eat, e2at, and t in terms of x1 when x1 → 0
+ as
eat =
(
1
y01
)
x1+o(x1) , e
2at =
(
1
y201
)
x21+o
(
x21
)
, and t =
(
1
a
)
ln(x1)−
ln(y01)
a
+o(1) . (50)
Proof: To obtain the first part, use the first expression of (49) and a method employed in
§2.4.1. The second part follows from the first. To obtain the third part, write the first part
as eat = [1/y01] [x1] [1 + o(1)] as x1 → 0
+. Taking the natural logarithm of both sides,
at = −ln(y01) + ln(x1) + ln(1 + o(1)) as x1 → 0
+.
Observing that ln(1 + u) = o(1) as u→ 0, we are left with what we were trying to show. 
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Proposition 39. Consider the initial value problem (48), where κ = 2, ‖x0‖ is sufficiently small,
y0 = ψ(x0), and ψ1(x0) > 0. If x(t) is the solution, then we can write x2 in terms of x1 as
x2 =
[
b211
a
]
x21 ln(x1) +
[
y02
y201
−
b211ln(y01)
a
]
x21 + o
(
x21
)
as x1 → 0
+.
Proof: Substitute the second and third of (50) into the second of (49) then simplify. 
⋄ Case 2: κ ∈ {3, 4, . . .}: Using (38),
χ(1)(t, y01) =
(
y01 e
at
0
)
and χ(2)(t, y01) =
 y01 eat + [ b111y201a ] e2at[
b211y
2
01
(2−κ)a
]
e2at −
[
b211y
2
01
(2−κ)a
]
eκat
 .
By Theorem 27,
x1(t) = y01 e
at +
(
b111y
2
01
a
)
e2at +O
(
e3at
)
and x2(t) =
[
b211y
2
01
(2− κ) a
]
e2at +O
(
e3at
)
as t→∞. By inspection, x2 = O
(
x21
)
as x1 → 0
+. To take this further, we need the following.
Claim 40. There exist constants {ξi}
κ
i=1 and {ρi}
κ−1
i=2 (which do not depend on the initial condition)
and a constant ̺ (which may depend on the initial condition) such that, as t→∞,
x1(t) =
κ∑
i=1
ξi
(
eaty01
)i
+O
(
e(κ+1)at
)
, with ξ1 = 1, (51a)
and x2(t) =
κ−1∑
i=2
ρi
(
eaty01
)i
+ ̺
(
eκat
)
+O
(
e(κ+1)at
)
, with ρ2 =
b211
(2− κ) a
. (51b)
Proof: It follows from Theorems 27 and 35, the definition (38) of the first κ− 1 iterates, and the
definition (47a) of the κth iterate. 
Proposition 41. Consider the initial value problem (48), where κ ∈ {3, 4, . . .}, ‖x0‖ is sufficiently
small, y0 = ψ(x0), and ψ1(x0) > 0. If x(t) is the solution, then for some constants {ci}
κ−1
i=2 (which
depend only on the differential equation) and C (which depends on the differential equation and the
initial condition) we can write x2 in terms of x1 as
x2 =
κ−1∑
i=2
ci x
i
1 + C x
κ
1 +O
(
xκ+11
)
as x1 → 0
+, with c2 =
b211
(2− κ) a
. (52)
Proof: Note that x1 = O
(
eat
)
as t→∞ and eat = O(x1) as x1 → 0
+, which follow from (51a).
Now, by inverting (51a) in a process we have done many times before, it follows that there are
constants {νi}
κ
i=1 which do not depend on the initial condition such that
eaty01 =
κ∑
i=1
νi x
i
1 +O
(
xκ+11
)
as x1 → 0
+, with ν1 = 1. (53)
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Substituting (53) in (51b), we are left with (52) for some constants {ci}
κ−1
i=2 (which do not depend
on the initial condition) and C (which may depend on the initial condition). 
3.4 Generalizing to a Diagonalizable Matrix
Suppose A and b are as before except A is only assumed to be diagonalizable with (fast and slow,
respectively) eigenvalues λ1 = a and λ2 = κa. Consider the initial value problem
x˙ = Ax+ b(x) , x(0) = x0. (54)
Now, there exists invertible matrix P such that Λ = P−1AP, where Λ := diag (a, κa). Define
r(u) := P−1b(Pu) and u0 := P
−1x0. The following is easy to verify.
Claim 42. If x(t) is a solution of (54), then u(t) := P−1x(t) is a solution of
u˙ = Λu+ r(u) , u(0) = u0. (55)
Moreover, there are δ, k1, k2 > 0 such that ‖r(u)‖ ≤ k1 ‖u‖
α and ‖Dr(u)‖ ≤ k2 ‖u‖
β for all u ∈ Bδ.
3.4.1 Associated Iterates
The iterates
{
χ(m)(t,ψ(u0))
}∞
m=1
, defined with respect to Λ and r, allow us to construct associated
iterates,
{
Pχ(m)
(
t,ψ
(
P−1x0
))}∞
m=1
, for the original system.
Theorem 43. Let x(t) be the solution of the initial value problem (54). Consider the iterates
given by (38) and (47) and the transformation given by (46), defined with respect to (55). For any
sufficiently small σ > 0, there exist δ > 0 and {km}
∞
m=1 ⊂ R+ such that, for all (t,x0) ∈ Ωδ and
m ∈ N, ∥∥∥x(t)−Pχ(m)(t,ψ(P−1x0))∥∥∥ ≤ kme[α+(m−1)β][a+σ]t ‖x0‖max{0,m+1−p}β+1 .
Proof: Let δ > 0 be sufficiently small so that if ‖x0‖ < δ then the appropriate estimates apply.
Hence, assume x0 ∈ Bδ. Let u(t) := P
−1x(t), which is the solution to (55). Observe that
‖u0‖ ≤
∥∥P−1∥∥ ‖x0‖ and ∥∥∥x(t)−Pχ(m)(t,ψ(u0))∥∥∥ ≤ ‖P‖∥∥∥u(t)− χ(m)(t,ψ(u0))∥∥∥ .
Applying Theorems 27 and 35 give the conclusion. 
3.4.2 Resonance, Quadratic Nonlinearity, and Relating Components
Consider the initial value problem (54) with the particular nonlinear part
b(x) :=
(
b111x
2
1 + b112x1x2 + b122x
2
2
b211x
2
1 + b212x1x2 + b222x
2
2
)
, (56)
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where {bijk}
2
i,j,k=1 ⊂ R are constants with at least one bijk being non-zero. The nonlinear part for
the diagonalized initial value problem (55) is of the form, where {rijk}
2
i,j,k=1 are constants,
r(u) =
(
r111u
2
1 + r112u1u2 + r122u
2
2
r211u
2
1 + r212u1u2 + r222u
2
2
)
.
We want to be able to write x2 as a function of x1 when x(t) approaches the origin in the slow
direction and there is resonance in the eigenvalues, that is, when κ ∈ {2, 3, . . .}. (The no-resonance
case κ 6∈ {2, 3, . . .} can be handled using iterates but also by using Poincare´’s Theorem. See, for
example, Theorem 19 of the authors’ [6].) Observe that the material of §3.3 applies to (55).
Since x(t) approaches the origin in the slow direction from the right, we can assume p11 > 0
and v01 > 0, where v0 := ψ(u0) with ψ being defined with respect to the diagonalized system (55).
To see why we can take p11 > 0, observe that we can take the first column of P to be the slow
eigenvector and we can take the slow eigenvector to have positive first component. Note the slope
of the slow eigenvector is p21/p11, so we expect x2 = (p21/p11) x1 + o(x1) as x1 → 0
+. To see why
we can take v01 > 0, observe
u1(t) = v01 e
at + o
(
eat
)
, u2(t) = o
(
eat
)
, and x1(t) = p11v01 e
at + o
(
eat
)
as t→∞, the last of which uses the relationship x1 = p11u1 + p12u2.
Theorem 44. Consider the initial value problems (54), with b(x) given by (56), and (55). Suppose
κ ∈ {2, 3, . . .}, p11 > 0, ‖x0‖ is sufficiently small, and v01 > 0 where v0 := ψ(u0) with ψ as in (46)
defined with respect to (55). Let x(t) be the solution to (54).
(a) If κ = 2, then we can write x2 in terms of x1 as
x2 =
[
p21
p11
]
x1+
[
r211 |P|
p311a
]
x21 ln(x1)+
[
|P|
p311
] [
v02
v201
−
r211ln(p11v01)
a
]
x21+ o
(
x21
)
as x1 → 0
+.
(57)
(b) If κ ∈ {3, 4, . . .}, then we can write x2 in terms of x1 as
x2 =
[
p21
p11
]
x1 +
κ−1∑
i=2
ci x
i
1 + C x
κ
1 +O
(
xκ+11
)
as x1 → 0
+ (58)
for some constants {ci}
κ−1
i=2 (which depend only on the differential equation) and C (which
depends on the differential equation and the initial condition).
Proof: As mentioned above, x(t) approaches the origin in the slow direction and is strictly positive
for sufficiently large t.
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(a) Assume we can write u2 as a function of u1, say u2 = f(u1). Then, x1 = p11u1 + p12f(u1) since
x = Pu. Assume further that we can solve this relation for u1 in terms of x1, say u1 = g(x1).
Thus, since x = Pu we have x2 = h(x1), where h(x1) := p21g(x1) + p22f(g(x1)). With this in
mind, the relation (57), after routine simplification, follows from Proposition 39 and techniques
already employed in this paper. Note that |P| ≡ p11p22 − p12p21 6= 0.
(b) The relation (58) follows from Claim 40, the fact x = Pu, and the method used in the proof
of Proposition 41.

Remark 45. Suppose that, in Theorem 44, the components of b(x) are polynomial (instead of
purely quadratic) with lowest order α ∈ {2, 3, . . .}. If κ = α, then the expression for x2 in terms of
x1 as x1 → 0
+ will contain ln(x1). If κ > α, then the expression for x2 will be a Taylor series in x1
with Cxκ1 being the lowest-order term which depends on the initial condition.
3.5 Generalizing to Higher Dimensions
3.5.1 Introduction
The techniques of this section can be generalized to the n-dimensional case where the eigenvalues
of A are widely-spaced relative to b(x). The derivations and proofs will be omitted since they
are tedious and reminiscent. Consider the general initial value problem (1) with n ≥ 2 and κ ≥ α.
Suppose that J ∈ Rn×n is the real Jordan canonical form of A which satisfies the same ordering (3)
for the eigenvalues {λi}
n
i=1. Then, there exists invertible matrix P ∈ R
n×n such that J = P−1AP.
We need to partition the Jordan blocks of J. Suppose the eigenvalues of J have ℓ ∈ {2, . . . , n}
distinct real parts {µ̂j}
ℓ
j=1, each with multiplicity nj so that
∑ℓ
j=1 nj = n, which are ordered
according to µ̂ℓ ≤ · · · ≤ µ̂1 < 0. Then, we can write J =
⊕ℓ
j=1 Jj where each Jj ∈ R
nj×nj is the
direct sum of all real Jordan blocks having associated eigenvalues with real part µ̂j . Note that
µ̂1 = µ1 and µ̂ℓ = µn. We will write all vectors x ∈ R
n in component form as x = (x1, . . . ,xℓ)
T
with xj ∈ R
nj for each j ∈ {1, . . . , ℓ}.
Hence, consider the initial value problem
u˙ = Ju+ r(u) , u(0) = u0, (59)
where u := P−1x, u0 := P
−1x0, and r(u) := P
−1b(Pu). Denote the flow of (59) by ϕ(t,u0) and
observe each component satisfies the integral equation
ϕj(t,u0) = e
tJju0j +
∫ t
0
e(t−s)Jjrj(ϕ(s,u0)) ds (j = 1, . . . , ℓ) .
Define
κj :=
µ̂j
µ̂1
(j = 1, . . . , ℓ) and j0 := min { j ∈ {1, . . . , ℓ} : κj ≥ α } ,
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Component j
Definition of χ
(m)
j (t,v0)
Index m
1 ≤ j < j0
etJjv0j
m = 1
1 ≤ j < j0
etJjv0j −
∫
∞
t
e(t−s)Jjrj
(
χ(m−1)(s,v0)
)
ds
m ≥ 2
j0 ≤ j ≤ ℓ
0
m = 1
j0 ≤ j ≤ ℓ
∫ t
0
e(t−s)Jjrj
(
χ(m−1)(s,v0)
)
ds
2 ≤ m < pj
j0 ≤ j ≤ ℓ
etJjv0j +
∫ t
0
e(t−s)Jjrj
(
χ(pj−1)(s,v0)
)
ds
m = pj
j0 ≤ j ≤ ℓ
χ
(pj)
j (t,v0)−
∫
∞
t
e(t−s)Jj
[
rj
(
χ(m−1)(s,v0)
)
− rj
(
χ(pj−1)(s,v0)
)]
ds
m > pj
Table 1: Definition of the iterates
{
χ(m)(t,v0)
}
∞
m=1
for the initial value problem (59).
and note 1 = κ1 < κ2 < · · · < κℓ = κ and j0 ∈ {2, . . . , ℓ}. Observe 1 ≤ j < j0 corresponds to blocks
which are closely-spaced relative to the nonlinear part. Define also
pj :=

1, if 1 ≤ j < j0⌊
κj − α
β
⌋
+ 2, if j0 ≤ j ≤ ℓ
(j = 1, . . . , ℓ) .
Observe 2 ≤ pj0 ≤ · · · ≤ pℓ and
α+ (pj − 2) β ≤ κj < α+ (pj − 1) β (j = j0, . . . , ℓ) .
Note that it can be easily shown, for any σ > 0, there exist δ > 0 and {kj}
ℓ
j=j0
⊂ R+ such that
‖ϕj(t,u0)‖ ≤ kj e
(αµ1+σ)t ‖u0‖ for all (t,u0) ∈ Ωδ and j ∈ {j0, . . . , ℓ}. This estimate is required to
establish the base case of Theorem 49 below.
3.5.2 Iterates and the Transformation
Assume that ‖v0‖ is sufficiently small so that we can define the iterates
{
χ(m)(t,v0)
}∞
m=1
. The
definition, given in Table 1, must be split into many cases.
Remark 46. For a particular j ∈ {j0, . . . , ℓ}, v0j only appears in the iterates
{
χ(m)(t,v0)
}∞
m=pj
.
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Component j
Definition of ψ
(m)
j (u0)
Index m
1 ≤ j ≤ ℓ
u0j
m = 1
1 ≤ j < j0
u0j +
∫
∞
0
e−sJjrj
(
χ(m+pℓ−2)
(
s,ψ(m−1)(u0)
))
ds
m ≥ 2
j0 ≤ j ≤ ℓ
u0j +
∫
∞
0
e−sJj
[
rj
(
χ(m+pℓ−2)
(
s,ψ(m−1)(u0)
))
− rj
(
χ(pj−1)
(
s,ψ(m−1)(u0)
))]
ds
m ≥ 2
Table 2: Definition of the approximations
{
ψ(m)(u0)
}
∞
m=1
to the transformation ψ(u0) for the initial value
problem (59).
To connect the iterates with the flow, where ‖u0‖ is sufficiently small, take v0 := ψ(u0), where
ψj(u0) :=
u0j +
∫∞
0 e
−sJjrj(ϕ(s,u0)) ds, if 1 ≤ j < j0
u0j +
∫∞
0 e
−sJj
[
rj(ϕ(s,u0))− rj
(
χ(pj−1)(s,ψ(u0))
)]
ds, if j0 ≤ j ≤ ℓ
. (60)
It can be easily shown that, for some constants δ, k > 0, the transformation ψ satisfies
‖ψ(u0)− u0‖ ≤ k ‖u0‖
min{α,β+1}
for all u0 ∈ Bδ.
Remark 47. The term χ(pj−1)(s,ψ(u0)) inside the integral in (60) for the case j0 ≤ j ≤ ℓ does
not depend on the components {ψi(u0)}
ℓ
i=j. Thus, the definition is explicit.
The iterates given in Table 1, which are expressed in terms of the unknown parameter v0,
are useful for obtaining the form of the asymptotic expansion for the flow ϕ(t,u0) as t→∞ when
v0 = ψ(u0). Fortunately, just like with closely-spaced eigenvalues, we can approximate ψ(u0). The
definition of the approximations
{
ψ(m)(u0)
}∞
m=1
is given in Table 2.
3.5.3 Results
Proposition 48. Consider the iterates defined in Table 1 with respect to the initial value problem
(59) and let σ > 0 be sufficiently small. Then, there is a δ > 0 (independent of m) such that if
‖u0‖ < δ then χ
(m)(t,ψ(u0)) exists for each m ∈ N, where ψ(u0) is as in (60). Moreover, there is
a k > 0 (independent of m) such that∥∥∥χ(m)(t,ψ(u0))∥∥∥ ≤ k e(µ1+σ)t ‖u0‖ for all (t,u0) ∈ Ωδ, m ∈ N. (61)
Theorem 49. Consider the iterates defined in Table 1 with respect to the initial value problem (59)
and let σ > 0 be sufficiently small. Then, there are constants δ > 0 and {km}
∞
m=1 ⊂ R+ such that∥∥∥φ(t,x0)−Pχ(m)(t,ψ(P−1x0))∥∥∥ ≤ km e[α+(m−1)β][µ1+σ]t ‖x0‖max{0,m+1−pℓ}β+1 (62)
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for all (t,x0) ∈ Ωδ and m ∈ N, where φ(t,x0) is the solution of the initial value problem (1) and
ψ(u0) is as in (60).
Remark 50. If A is diagonalizable and κj0 > α then we can take σ = 0 in (61) and (62).
Proposition 51. Consider the transformation defined by (60) and the approximations defined in
Table 2. There are constants δ > 0 and {km}
∞
m=1 ⊂ R+ such that∥∥∥ψ(u0)−ψ(m)(u0)∥∥∥ ≤ km ‖u0‖min{α,β+1}+(m−1)β for all u0 ∈ Bδ.
4 Application to the Michaelis-Menten Mechanism
The Michaelis-Menten mechanism of an enzyme reaction will be our main application. Particularly,
we will specify the asymptotics of the scalar reduction for small substrate concentration.
4.1 Introduction
The Michaelis-Menten mechanism, named after two researchers who worked on the model, is the
simplest chemical network modeling the formation of a product from a substrate with the aid of an
enzyme. See, for example, [10, 15, 17, 18, 20]. There are different and more complicated networks
involving, for example, multiple enzymes, inhibition, and cooperativity. However, even though the
Michaelis-Menten mechanism is relatively simple, there are many results on the mechanism and the
standard techniques of analyzing the reaction are easily adapted to the more complicated networks.
In the scheme of Henri, later explored by Michaelis and Menten, an enzyme E reacts with the
substrate S and reversibly forms an intermediate complex C, which decays into the product P and
original enzyme. With reaction-rate constants k−1, k1, and k2, this can be written symbolically as
S + E
k1
⇋
k−1
C
k2→ P + E.
Technically, the reaction from C to P + E is reversible, but the rate constant k−2 is usually negli-
gible and the reverse reaction is omitted. Henri’s original model allowed for the reverse reaction.
Moreover, in a cell or laboratory the product is harvested preventing the reverse reaction.
Let lower-case letters stand for concentrations and τ for time. The Law of Mass Action gives
ds
dτ
= k−1c− k1se,
de
dτ
= (k−1 + k2) c− k1se,
dc
dτ
= k1se− (k−1 + k2) c,
dp
dτ
= k2c. (63)
Here, the initial conditions are arbitrary. Traditionally, s(0) = s0, e(0) = e0, and c(0) = 0 = p(0).
Observe that, using (63), the concentrations s(τ), c(τ), and e(τ) do not depend on the value of
p(τ). Moreover, it follows from (63) that c(τ) and e(τ) satisfy the conservation law c(τ) + e(τ) = e0.
We can hence consider only the system of two ordinary differential equations
ds
dτ
= k−1c− k1s (e0 − c) ,
dc
dτ
= k1s (e0 − c)− (k−1 + k2) c. (64)
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This is frequently referred to as the planar reduction of the Michaelis-Menten mechanism. The
traditional initial conditions are s(0) = s0 and c(0) = 0. However, we will again allow the initial
conditions to be arbitrary. The planar reduction (64) can be reduced as well to the scalar reduction
dc
ds
=
k1s (e0 − c)− (k−1 + k2) c
k−1c− k1s (e0 − c)
. (65)
We will make one last transformation. Define
t := k1e0τ, x :=
k1s
k−1 + k2
, y :=
c
e0
, ε :=
k1e0
k−1 + k2
, and η :=
k2
k−1 + k2
,
which are all dimensionless, and note ε > 0 and 0 < η < 1. (We make no assumption on the size of
ε, which is traditionally assumed to be small.) Thus, t, x, and y are, respectively, a scaled time,
substrate concentration, and complex concentration. Observe x = s/Km and ε = e0/Km, where
Km := (k−1 + k2)/k1 is the Michaelis constant (the half-saturation concentration of the substrate).
It is easy to verify that the planar differential equation (64) assumes the dimensionless form
x˙ = −x+ (1− η + x) y, y˙ = ε−1 [x− (1 + x) y] , (66)
where ˙= d/dt. Moreover, we can also write the scalar differential equation (65) in the form
y′ =
x− (1 + x) y
ε [−x+ (1− η + x) y]
, where ′ :=
d
dx
. (67)
4.2 Behaviour at the Origin
The planar reduction (66), along with initial conditions x(0) = x0 and y(0) = y0, can be written
x˙ = Ax+ b(x) , x(0) = x0, where A :=
(
−1 1− η
ε−1 −ε−1
)
and b(x) := xy
(
1
−ε−1
)
. (68)
The matrix A has two distinct, real, negative eigenvalues given by
λ± :=
− (ε+ 1)±
√
(ε+ 1)2 − 4εη
2ε
.
Here, λ
+
is the slow eigenvalue and λ− is the fast eigenvalue. It can be shown that the eigenvalues
satisfy λ− < −1 < −η < λ+ < 0. Moreover, it can be shown that the nonlinear part b(x) satisfies
‖b(x)‖ ≤
(
1
2
√
1 + ε−2
)
‖x‖2 and ‖Db(x)‖ ≤
(√
1 + ε−2
)
‖x‖ .
Define
σ± :=
λ± + 1
1− η
and κ :=
λ−
λ
+
=
ε+ 1 +
√
(ε+ 1)2 − 4εη
ε+ 1−
√
(ε+ 1)2 − 4εη
.
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Here, σ
+
and σ− are, respectively, the slopes of the slow and fast eigenvectors of A. It can be
shown σ− < 0, 1 < σ+ < 1/(1− η), and κ > max
{
ε, ε−1
}
≥ 1.
We want to apply Theorem 44. Consider the matrices
P :=
(
1 1
σ
+
σ−
)
, P−1 =
1
σ
+
− σ−
(
−σ− 1
σ
+
−1
)
, and Λ := P−1AP =
(
λ
+
0
0 λ−
)
.
If we define u := P−1x, u0 := P
−1x0, and r(u) := P
−1b(Pu), then the initial value problem (68)
is transformed into an initial value problem of the form considered in §3.4.2. Note that
r(u) =
σ
+
u21 +
(
σ
+
+ σ−
)
u1u2 + σ−u
2
2
σ
+
− σ−
(
−σ− − ε
−1
σ
+
+ ε−1
)
and r211 =
σ
+
(
σ
+
+ ε−1
)
σ
+
− σ−
,
where r211 is the coefficient of the u
2
1 term in the second component of r(u).
The traditional approach of finding the behaviour of a scalar solution y(x) to (67) as x→ 0+
is to obtain a power series solution. Using the ansatz y(x) =
∑∞
n=0 σnx
n in (67) yields
σn =

0, if n = 0
σ
+
, if n = 1
−
∑n−1
k=2 [(n−k)σn−k+(1−η) (n−k+1)σn−k+1]σk+
[
(n−1)σ1+ε
−1
]
σn−1
ε−1+(1−η) (n+1)σ1−n
, if n ≥ 2
.
(69)
One problem with using the resulting series is that the denominator in the recursive expression for
σn in (69) is zero if and only if n = κ. The authors showed this in [6]. This issue is resolved in the
following theorem, which generalizes Lemma 22 of the same paper.
Theorem 52. Let x(t) be a solution to the initial value problem (68), where ‖x0‖ is sufficiently
small, which approaches the origin in the slow direction from the right. Let y(x) be the corresponding
scalar solution to (67) and consider the coefficients {σn}
∞
n=1 given in (69). Then, we can write
y(x) =

⌊κ⌋∑
n=1
σnx
n + C xκ + o(xκ), if κ 6∈ {2, 3, . . .}
σ
+
x+
[
σ
+
(
σ
+
+ ε−1
)
−λ
+
]
x2 ln(x) + C x2 + o
(
x2
)
, if κ = 2
κ−1∑
n=1
σnx
n + C xκ +O
(
xκ+1
)
, if κ ∈ {3, 4, . . .}
as x→ 0+,
where C is some constant (which depends on the differential equation and the initial condition).
Proof: The first part was addressed in Lemma 22 of the aforementioned paper. Note the coeffi-
cients of the integer powers of x must indeed be {σn}
⌊κ⌋
n=1 since they are generated uniquely by the
differential equation. The second and third parts are immediate consequences of Theorem 44. 
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The authors showed, in [6], that for any ε > 0 there is a unique attracting solution y =M(x)
(the slow manifold) to (67) which satisfies
H(x) <M(x) < α(x) for all x > 0, where H(x) :=
x
1 + x
and α(x) :=
x
σ−1
+
+ x
are, respectively, the horizontal isocline (the quasi-steady-state manifold) and the isocline for slope
σ
+
. Theorem 52 tells us the asymptotic behaviour of the slow manifold (and other solutions) at
the origin up to the term for which solutions are distinguished by initial conditions.
Planar solutions approach the slow manifold exponentially fast and then follow it as time pro-
ceeds. Hence, it is of value to study the dynamics on the slow manifold which is of lesser dimension
than the original system. Moreover, knowing the position of the slow manifold accurately allows,
for example, all rate constants to be determined independently from steady-state data [23].
Remark 53. We can use Theorem 52 to comment on the validity of two hyperbolic rate laws,
specifically the quasi-steady-state approximation H(x) and the α-approximation α(x). For any
physically-relevant initial condition x0 (that is, x0, y0 ≥ 0 and x0 6= 0) to the initial value problem
(68), as shown in [6], the solution x(t) satisfies x(t)→ 0 as t→∞ with the approach being in the
slow direction from the right. Since H(x) = x+O
(
x2
)
and α(x) = σ
+
x+O
(
x2
)
as x→ 0+ and
x(t) = O
(
eλ+ t
)
as t→∞, it follows from Theorem 52 that, in terms of the dimensional quantities
of the original planar reduction (64), if s0, c0 ≥ 0 and (s0, c0) 6= (0, 0) then
c(τ) =
e0s(τ)
Km + s(τ)
+O
(
e[k1e0λ+ ]τ
)
=
e0s(τ)
Km σ−1+ + s(τ)
+

O
(
e[k1e0λ− ]τ
)
, if 1 < κ < 2
O
(
τ e[2k1e0λ+ ]τ
)
, if κ = 2
O
(
e[2k1e0λ+ ]τ
)
, if κ > 2
as τ →∞. In all cases of the size of κ, the α-approximation is better than the quasi-steady-state
approximation. (In fact, there is no better hyperbolic rate law than the α-approximation.)
5 Open Questions
It would be useful to allow the origin to be degenerate, that is, replace µ1 < 0 in (3) with µ1 ≤ 0.
This change would not be trivial because, generally, the origin would not be asymptotically stable
(there may be hyperbolic sectors) and there would not be exponential decay for the flow. Moreover,
it would be an interesting exercise to specify the asymptotic expansion of solutions for a specific
system when the initial condition is on an invariant manifold. Finally, similar to Remark 53,
the rate of exponential-time decay for the error in the semi-infinite time interval version of the
Quasistatic-State Approximation Theorem in §8.3 of [16] should be determinable.
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