In this paper, we propose a distributed congestion-aware channel assignment (DCACA) algorithm for multi-channel wireless mesh networks (MC-WMNs). The frequency channels are assigned according to the congestion measures which indicate the congestion status at each link. Depending on the selected congestion measure (e.g., queueing delay, packet loss probability, and differential backlog), various design objectives can be achieved. Our proposed distributed algorithm is simple to implement as it only requires each node to perform a local search. Unlike most of the previous channel assignment schemes, our proposed algorithm assigns not only the non-overlapped (i.e., orthogonal) frequency channels, but also the partially-overlapped channels. In this regard, we introduce the channel overlapping and mutual interference matrices which model the frequency overlapping among different channels. Simulation results show that in the presence of elastic traffic (e.g., TCP Vegas or TCP Reno) sources, our proposed DCACA algorithm increases the aggregate throughput and also decreases the average packet round-trip compared with the previously proposed Load-Aware channel assignment algorithm. Furthermore, in a congested IEEE 802.11b network setting, compared with the use of three non-overlapped channels, the aggregate network throughput can further be increased by 25% and the average round-trip time can be reduced by more than one half when all the 11 partially-overlapped channels are used.
Introduction
Wireless mesh networks (WMNs) have recently received an increasing attention to provide ubiquitous and inexpensive last-mile Internet access. A WMN consists of a number of stationary wireless mesh routers, forming a wireless backbone. These routers serve as access points for various wireless mobile devices. Some of the routers also act as gateways to the Internet via high-speed wired links. Mobile devices first transfer data to their associated router, and the data is then transferred to the Internet via the intermediate routers in a multi-hop manner [1, 2] .
The aggregate capacity and the performance of WMNs can be increased by the use of multiple channels [3] . In this scenario, each wireless mesh router is equipped with multiple network interface cards (NICs). Each NIC operates on a distinct frequency channel in the IEEE 802.11a/b/g bands. Two neighboring routers can communicate with each other if each one has an NIC operating on the same frequency channel. Within the IEEE 802.11 frequency bands, the number of available channels is limited. For example, the IEEE 802.11b/g standards have 11 channels, of which three channels are non-overlapped. The number of operating channels in the IEEE 802.11a standard is 79, of which 12 channels are non-overlapped. These imply that some logical links may be assigned to the same channel. Interference will occur if these links are close to each other.
Interference among neighboring links can reduce their effective data rate and potentially cause network congestion. For applications which use TCP (transmission control protocol) in the transport-layer, if the links become congested, there will be a reduction of the aggregate throughput as well as their quality-of-service. Thus, efficient channel assignment is crucial to reduce interference among neighboring transmissions.
There exists a wide range of proposed channel assignment algorithms for multi-channel wireless mesh networks (MC-WMNs) in the literature. One approach is to formulate channel assignment problem as an optimization problem [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Das et al. [5] proposed an optimizationbased algorithm that maximizes the number of logical links that can be active simultaneously, subject to interference constraints. Chen et al. [6] devised a channel assignment strategy which assigns the channels in order to balance the traffic load between different channels. The algorithms in [5] [6] [7] [8] are static and assign the channels permanently. There also exist some dynamic algorithms which update the assigned channels either in a short-term basis (e.g., packet-by-packet [9] [10] [11] ) or a long-term basis (e.g., every several minutes or hours [12, 13, 15, 16, 14] ). Short-term channel updates require fast channel switching which can be a challenge in the existing commercial IEEE 802.11 interfaces with a switching latency in the order of 100 ms [19, 20] . Another challenge is the required fast coordination to ensure that the sending and receiving routers use the same channel. On the other hand, long-term interval channel updates do not require fast switching and coordination. They can also use the existing IEEE 802.11 commodities. Raniwala and Chiueh [15] proposed a long-term dynamic channel assignment algorithm called Load-Aware algorithm. By monitoring the amount of traffic being transmitted over each frequency channel, wireless mesh routers assign their NICs with those channels which have minimum usage within their neighborhood. In [12] , Alicherry et al. proposed an interference-free scheduler which aims in maximizing the bandwidth allocated to each router subject to the constraint that the allocated bandwidth is in proportion to its aggregate traffic demand. Kodialam and Nandagopal [13] also proposed an algorithm that maximizes the network throughput subject to the minimum rate requirements for each flow. It has been also recently shown in two independent works in [21, 22] that using partially-overlapped frequency channels can further improve network performance. Last but not least, the study of channel assignment when smart directed antennas are used is presented in [23] . Non-cooperative channel assignment is also studied in [24] .
In summary, most of the previous channel assignment algorithms mentioned above have one or more of the following performance bottlenecks: First, many of these algorithms are centralized. They require strong coordination and result in high computational complexity and significant signalling overhead. Second, they only take into account the orthogonal (i.e., non-overlapped) frequency channels, but not the partially overlapped channels. Thus, the frequency spectrum is not utilized efficiently. Third, some of these algorithms are static. They cannot adapt to the time-varying features of the networks such as the variable traffic demands. Fourth, most of the previous algorithms are based on various heuristic design. This may be due to the lack of accurate capacity models in terms of the channel assignment variables. Finally, none of the algorithms mentioned above take congestion information into account.
In this paper, we propose the distributed congestionaware channel assignment (DCACA) algorithm which overcomes the above performance bottlenecks in all five aspects. Our proposed algorithm is distributed and is executed by each wireless mesh router in an asynchronous manner. In this regard, each node only needs to perform a simple local search to adequately assign the frequency channels to a subset of logical links. Moreover, our proposed algorithm is able to assign not only the non-overlapped channels, but also all the available partially-overlapped channels with arbitrary overlapping portions. In this regard, we propose two key matrices, called channel overlapping matrix and mutual interference matrix, that are able to mathematically model the frequency overlapping among the channels. Our proposed algorithm is a longterm dynamic channel assignment algorithm. It assigns the frequency channels based on the most recent congestion information measured across the network. Unlike other distributed channel assignment algorithms which suggest selfish actions by each wireless mesh router, our proposed algorithm is based on cooperation among the routers. This is indeed necessary for achieving the optimal network performance in a distributed fashion. Finally, our algorithm is designed to solve a mathematically formulated congestion-aware channel assignment problem in the general form of maximizing a weighted summation of link capacities. Depending on the selected weighting parameters, solving our formulated problem results in achieving some well-known resource allocation design objectives for both fixed and elastic traffic patterns. In this regard, we derive a closed-form capacity model for each logical link in terms of our defined channel assignment variables as well as the channel overlapping and mutual interference matrices. Simulation results show that if TCP Vegas is used, then our proposed DCACA algorithm increases the aggregate throughput by 11.5% and decreases the average packet round-trip time by 35 .3% compared to the Load-Aware algorithm [15] . On the other hand, if TCP Reno is used, then DCACA algorithm increases the aggregate throughput by 9.8% and decreases the average packet round-trip time by 28.7% compared to the Load-Aware algorithm [15] . Furthermore, in a congested IEEE 802.11b wireless network setting, compared with the use of 3 non-overlapped frequency channels, the aggregate throughput can further be increased by 25% and the average round-trip time can be reduced by more than one half when all the 11 partially-overlapped channels are used.
The rest of this paper is organized as follows. The problem formulation is described in Section 2. Our proposed link capacity models are developed in Section 3. In Section 4, we propose the DCACA algorithm and provide the proof of its convergence. Performance assessments and comparison studies are presented in Section 5. Concluding remarks are given in Section 6. A list of the key notations that we used in this paper is shown in Table 1 .
Problem formulation
Consider an MC-WMN with N as the set of wireless nodes (i.e., wireless mesh routers) and L as the set of unidirectional logical links 1 . We define N ¼ jNj and L ¼ jLj as the cardinality of set N and L, respectively. For each node n 2 N, let L out n denote the set of all outgoing links from node n and L in n denote the set of all incoming links to node n. We define
the set of all available frequency channels and C ¼ jCj denote the cardinality of set C. For each node n 2 N, we also define I n as the set of its NICs. The cardinality of set I n is denoted by I n . We have I ¼ max n2N I n . The logical topology is assumed to be symmetric. That is, if l 2 L out n \ L in m is a logical link in the direction from node n to node m, then there exists another link k 2 L in n \ L out m in the direction from node m to node n. The logical topology is also assumed to be ripple-effect free [16, 15, 17] . Two sample ripple-effect free MC-WMN logical topologies are Hyacinth [15] and TiMesh [17] . They are shown in Fig. 1a and b, respectively. In a ripple-effect free logical topology, there exists an exclusive (i.e., not shared) NIC in at least one end of each logical link. This limits the channel dependency among the links. Hence, assigning a new channel to one link does not trigger a series of channel re-assignments across the network (see Fig. 3 in [15] ). Thus, distributed channel assignment is feasible. For each node n 2 N and any of its NICs i 2 I n , we define L n;i as the set of links that use NIC i in node n. Notice that
For each logical link l 2 L, we define a C Â 1 binary channel assignment vector x l . The ith entry of x l is equal to 1 if channel i is assigned to link l; otherwise, it is equal to 0. For example, if C ¼ 4 and the third channel is assigned to logical link l, then x l ¼ 0 0 1 0 ½ T . Since one frequency channel is assigned to each logical link, one of the entries of x l should be equal to 1 and the rest should be 0. This requires that:
where 1 denotes a C Â 1 vector with all entries equal to 1. From (1), it is clear that for any two arbitrary links l; k 2 L, if they operate over the same channel, then x
On the other hand, since all links which share the same NIC need to use the same frequency channel, for each wireless node n 2 N and any of its NICs i 2 I n , we have:
For the simplicity of exposition, we stack up the channel assignment vectors corresponding to all links and denote the obtained LC Â 1 vector by x. In this paper, we are interested in finding x to solve the following global congestionaware channel assignment (CACA) problem:
Here f0; 1g LC denotes the set of all LC Â 1 binary vectors and X denotes the set of all feasible channel assignment vectors. The notations c l ðxÞ and k l denote the capacity and a congestion measure of logical link l 2 L, respectively. The more the link l is congested, the higher the value of k l will be. By solving problem (CACA), the frequency channels are assigned to maximize a weighted summation of link capacities where the congestion measures act as weights. In this regard, the congested logical links are provided with more capacities. Various congestion measures can be considered. For example, following the steps in [22] , we can show that the network utility maximization (NUM) problem [25] [26] [27] [28] in the presence of elastic traffic sources can be reduced to solving problem (CACA) if k l denotes the congestion price on link l. In this case, the congestion prices depend on the transport-layer protocol is being used. For example, the congestion prices are queueing delay and packet loss probability for TCP Vegas [29] and TCP Reno [30] , respectively. On the other hand, we may choose k l to be the differential backlog corresponding to logical link l 2 L. That is, the difference between the queue backlogs in the transmitter and receiver nodes of logical link l. The differential backlog is an indication of relative congestion. In this case, solving problem (CACA) results in finding the optimal solution of the maximum weight matching (MWM) problem [31, 32] , which stabilizes the constrained queueing systems and leads to maximum aggregate network throughput. For the simplicity of exposition, we assume that time is divided into equallength slots T ¼ f0; 1; 2; . . .g. In practice, regardless of the selected congestion measures, we are interested in solving problem (CACA) periodically, e.g., every T G time slots. This is because the congestion measures are usually time-varying. Interval parameter T G can be in the order of several seconds, a couple of minutes, or a few hours depending on the selected congestion measures. Let T G & T denote the set of all time slots at which problem (CACA) needs to be solved. Any two consecutive members of set T G should be exactly T G time units away from each other. For example,
Link capacity as a function of channel assignment vector
In an MC-WMN, the capacity of a logical link is a function of several parameters including the transmission powers, node positions, and the assigned frequency channels. Since the nodes are stationary, their positions are known in advance. In this paper, we limit our study to the fixed transmission powers. Thus, the link capacity is only a function of the channel assignment vector x. The informationtheoretic capacity of the logical link l 2 L can be expressed as [33] :
where c l ðxÞ denotes the signal to interference and noise ratio (SINR) of link l; T S is the symbol period, and K is a constant which depends on the modulation scheme being used.
Next, we show that the value of c l ðxÞ can be determined in the presence of both non-overlapped and partially-overlapped frequency channels.
Assume that u and v are two available channels within the IEEE 802.11 frequency band (i.e., u; v 2 C). Let F u ðxÞ and F v ðxÞ denote the transfer functions of the band-pass filters for frequency channels u and v, respectively. The PSD functions can be obtained from the channels' frequency responses. Without loss of generality, we assume the use of raised cosine filters [33] . An important parameter to identify the frequency response of this filter is the rolloff factor d. Fig. 2 shows the response of the IEEE 802.11b channels with d equals to 1 and 0.25, respectively. We can see that the lower the roll-off factor, the smaller is the overlapping portion among the neighboring channels. To model the overlapping among different channels, we define a symmetric C Â C channel overlapping matrix W. The entry in the uth row and the vth column of W is denoted by scalar w uv and is defined as follows:
Let p l denote the transmission power of the transmitter node of link l. Also, let g lk denote the path loss from the transmitter node of link l to the receiver node of link k. Assuming that both links l; k are active, the interference power from link l on link k can be modeled as:
All-at-once scheduling
We first consider the all-at-once scheduling model. In this model, all the links can be active simultaneously and there is no carrier sensing mechanism in the MAC protocol. From (6),
where g l denotes the thermal noise power at the receiver node of link l. Replacing (7) in (4), we can obtain the capacity model in the all-at-once scheduling scenario as:
From (8), problem (CACA) becomes:
Notice that 1=T S is multiplied to all the terms in the summation. Thus, the value of the symbol period T S does not affect the solution of the channel assignment problem in (9) . On the other hand, in most practical cases, the multiplication factor K is large [34] . For example, in the IS-95 CDMA which is indeed a direct-sequence spread-spectrum system, the processing gain is 128 [34, Chapter 3.4.3, p. 91]. As a result, logð1 þ Kc l ðxÞÞ % logðKc l ðxÞÞ. This high SINR regime approximation is widely used in the networking literature (cf. [35] [36] [37] ).
In this case, the objective function in problem (9) can be written as:
Since the first term is independent of the channel assignment vector x, problem (9) reduces to: 
Exclusive scheduling
Most of the existing MAC protocols do not implement the all-at-once scheduling. Instead, they use various carrier sensing mechanisms. The wireless mesh routers compete to access the shared medium. In this case, only one logical link within a neighborhood can be active at a time. Next, we explain how we can take the effect of MAC layer channel access competition into account. In this regard, we first need to clarify the concept of mutual interference.
In an MC-WMN, where only the non-overlapped frequency channels are being used, two links l; k 2 L are defined mutually interfered with each other whenever they are assigned to the same channel (i.e., x T l x k ¼ 1) and the sender of one link is within the interference range of the receiver of the other link. In this case, links l and k cannot be active simultaneously. The interference range is defined as the region where a given receiver cannot decode the signal correctly if there is another transmission within that range. Given the modulation scheme, the interference range depends on the minimum required SINR, which is denoted by c min .
Now consider the case where the frequency channels are partially overlapped. If the interference power of the transmission on link k causes the SINR on link l to be lower than c min , then the transmitter of link k is within the interference range of the receiver node of link l. That is,
Without loss of generality, we model the path loss g kl using the Friis free space model [33] :
where e kl is the Euclidean distance between the transmitter node of link k and the receiver node of link l; j is the path loss exponent, and a is a constant which depends on the transmitter and the receiver antenna gains and signal wavelength. By substituting (13) into (12) and rearranging the terms, link k interferes with link l if
The importance of (14) is that we now have different interference ranges depending on the assigned channels to the neighboring links. The smaller the portion of the frequency overlapping, the shorter the interference range will be. Given that the bandwidth and the roll-off factor are the same in all raised cosine channel filters, the interference range only depends on the frequency channel separation ðju À vjÞ. This fact is illustrated in Fig. 3 where d ¼ 1. The outermost circle indicates the interference range of the receiver node d when ju À vj ¼ 0 (i.e., the same channel is assigned to links k and l). The next circle shows the interference range when ju À vj ¼ 1. The innermost circle corresponds to the interference range when ju À vj ¼ 3. When ju À vj > 3, there is no overlapping between frequency channels m and n for IEEE 802.11b (see Fig. 2a) . Thus, the corresponding interference ranges are equal to zero. Note that in this example, transmissions on link l interfere with the transmissions on link k only when either ju À vj ¼ 0 or ju À vj ¼ 1.
For any links l; k 2 L, we define a symmetric C Â C mutual interference matrix M lk . If either
then the entry in the uth row and the vth column of M lk is equal to 1; otherwise, it is equal to 0. If the transmission powers are fixed, the mutual interference matrices are constant for stationary MC-WMNs. For the scenario in Fig. 3 , the corresponding mutual interference matrices are tridiagonal with all diagonal, subdiagonal, and superdiagonal entries equal to one: 
Note that if the logical links l and k are far enough from each other, then all entries of M lk become zero. According to the definitions of the channel assignment vector and the mutual interference matrix, links l and k cannot be active simultaneously if x T l M lk x k ¼ 1. From this, we define the opponent set of link l as follows:
The cardinality of the set O l is denoted by O l . Since the mutual interference matrix M lk is symmetric, link k 2 O l ðxÞ, if and only if link l 2 O k ðxÞ. Let q l denote the persistent probability of logical link l 2 L. That is, at each time slot t 2 T, link l is active with probability q l . The persistent probabilities can be obtained directly from the MAC protocols which are being used (cf. [38, 39] ). Considering the IEEE 802.11 DCF, the persistent probabilities can be calculated according to the size of the contention windows [40, 41] . In general, regardless of the employed MAC protocol, each node n 2 N can measure the persistent probability q l for all of its outgoing links l 2 L out n . For notation simplicity, we stack up the persistent probabilities of all logical links and denote the obtained L Â 1 vector by q. According to the exclusive scheduling model, the transmissions on any logical link l 2 L is successful if no other link in the opponent set O l is active at the same time. This happens with probability [42] :
where denotes the Hadamard product 2 and 1 is a C Â C matrix with all entries equal to 1. The entry in the uth row and vth column of matrix ð1 À M kl Þ W is equal to w uv if logical links l and k are not mutually interfered over channels u and v; otherwise, it is equal to zero. From (4), (19) , and (21), we can obtain the average link capacities to be as follows:
As the minimum required SINR tends to zero (i.e., c min ! 0), for all links l 2 L, the opponent set O l becomes an empty set and q l ! 1. That is, all links can be always active simultaneously. We would also have M lk ¼ 0 for any l 2 L and each k 2 L n flg. In fact, the capacity model in (8) is a special case of the capacity model in (22) . Similar to (9), we can replace c l ðxÞ in problem (CACA) with (22) and obtain the complete formulation of our congestionaware channel assignment model. We also notice that for all links l; k 2 L, the matrices W; M lk , and ð1 À M kl Þ W are constant and independent of x. Thus, they can be obtained off-line and later be used in the corresponding algorithm implementations. Next, we propose a distributed algorithm to solve the congestion-aware channel assignment problem (CACA).
Distributed congestion-aware channel assignment (DCACA) algorithm
Since the optimization variables are binary, problem (CACA) is a combinatorial problem and is NP-hard [44] . It can be solved in a centralized manner. In this regard, the congestion measures for all links (i.e., k ¼ ðk l ; 8 l 2 LÞ) need to be gathered every T G time slots (see Section 2) in a pre-authorized node (e.g., one of the gateways). The pre-authorized node then solves problem (CACA) and announces the selected optimal channels to all other nodes. In that case, the pre-authorized node should solve a combinatorial problem with C L combinations. This may not be tractable when the network grows in size and the number of logical links increases.
In this section, we propose a distributed algorithm to obtain a near optimal solution of problem (CACA) with low complexity. In this regard, each node n 2 N is responsible for assigning the optimal channels only to a subset of links. Recall from Section 2 that we assume the logical topology to be ripple-effect free [16, 15, 17] . Two sample ripple-effect free MC-WMN logical topologies are Hyacinth [15] and TiMesh [17] , which are shown in Fig. 1a and b , respectively. In a ripple-effect free logical topology, there exists an exclusive (i.e., not shared) NIC in at least one end of each logical link. For each logical link l 2 L, if it shares an NIC on node n (i.e., if there exists i 2 I n such that l 2 L n;i and jL n;i j > 1), then we define s l ¼ n. If link l is between nodes n and m and it does not share an NIC on nodes n and m (i.e., if there exist i 2 I n and j 2 I m such that l 2 L n;i \ L m;j ; jL n;i j ¼ 1, and jL m;j j ¼ 1), then we arbitrarily choose either s l ¼ n or s l ¼ m. In our model, for each link l 2 L, wireless node s l is in charge of the channel assignment. Recall from Section 2 that each logical link uses an exclusive NIC in at least one end. Whenever node s l assigns a new channel to link l, no further channel assignment is required in any other node. Thus, the wireless nodes can independently assign the frequency channels of their corresponding logical links. For the sample MC-WMN topology in Fig. 1a , we have:
On the other hand, in Fig. 1b, s l 
For each node n 2 N, we define:
That is, x Àn denotes the vector of channel assignment variables corresponding to all logical links other than those links that wireless node n is responsible for their channel assignment. Given an arbitrary channel assignment vector x Àn , we also define: X n ðx Àn Þ ¼ fx : x 2 X; x Àn ¼x Àn g: ð24Þ 2 The Hadamard product of two C Â C matrices A and B is a C Â C matrix whose entry in the uth row and vth column is equal to the product of the entry in the uth row and vth column of A and the entry in the uth row and vth column of B [43] .
That is, X n ðx Àn Þ denotes the set of feasible channel assignment vectors for all logical links l 2 L such that s l ¼ n, assuming that fixed channels are assigned to the rest of the logical links according tox Àn . In our distributed algorithm, each wireless node n, which is responsible to assign the frequency channels to at least one logical link (i.e., 9 l 2 L such that s l ¼ n), solves the following local congestion-aware channel assignment problem: Our proposed distributed congestion-aware channel assignment (DCACA) algorithm is shown in Algorithm 1. For each node n 2 N, we define T L;n & T to denote the set of time slots at which problem (LOCAL-CACA) is solved in node n. Any two consecutive members of set T L;n are assumed to be T L time units different. The wireless nodes solve problem (LOCAL-CACA) asynchronously. That is, for all n; m 2 N, we have T L;n \ T L;m ¼ fg. In lines 2-5 of Algorithm 1, we initialize the algorithm parameters. In particular, we initially set the network to operate on the first channel in a single-channel scenario. This is required to make sure that all nodes can primarily communicate with each other to form the logical topology. The logical topology formation in line 5 can be performed similar to the steps explained in either [15] or [17] . Every T G time slots (see Section 2) and in lines 7 and 8, each node measures the congestion level at its outgoing links and broadcasts the results to the rest of the network. By running lines 12 to 18, each node independently solves problem (LOCAL-CACA) using exhaustive search. After assigning the optimal channels in line 20, node n informs the new channels to other nodes.
We are now ready to show the following result:
Theorem 1. If T L ( T G , Algorithm 1 converges to a local optimum of problem (CACA).
Proof. At any time slot t 2 T, we define:
That is, wðtÞ denotes the objective function of problem (CACA) at time t. We first notice that wðtÞ is always bounded. In particular, we have: 
n , then wðt þ 1Þ ¼ wðtÞ. On the other hand, if there exists a wireless node n 2 N such that t 2 T L;n , then xðt þ 1Þ is assigned as the optimal solution of problem (LO-CAL-CACA). Thus, xðt þ 1Þ is different from xðtÞ only if wðt þ 1Þ is greater than wðtÞ. Otherwise, xðt þ 1Þ ¼ xðtÞ and wðt þ 1Þ ¼ wðtÞ. Knowing that wðtÞ is bounded and non-decreasing, the convergence of Algorithm 1 is guaranteed as long as T G is large enough. Let x I 2 X denote a stationary point of Algorithm 1. Also let w I 2 ½0; 1=T S ðLk max Þ logð1 þ Kg max p max =g min Þ denote the value of the objective function of problem (CACA) at stationary point x I . We first assume that x I is not a local optimal solution of problem (CACA). Since the objective functions in problems (CACA) and (LOCAL-CACA) are the same, there should exist at least one wireless node n 2 N such that it can partially deviatex I to increase wðtÞ; however, this contradicts the fact that x I is a stationary point. Thus, x I and w I represent a local optimal solution and a local optimum of problem (CACA), respectively. h Algorithm 1 -Distributed congestion-aware channel assignment (DCACA): To be executed by each wireless mesh router n 2 N.
1: Allocate memory for
6: Form the logical topology using the topology formation algorithms proposed in [15] or [17] . 7: for all t 2 T do 8: if t 2 T G then 9:
n Þ according to the congestion measurements. 10:
Þ according to the persistent probability measurements.
11:
Inform k n and q n to all nodes m 2 N n fng.
12:
Set w H ¼ 0.
for all x 2 X n ðx Àn Þ do 16:
Set c l ðxÞ for all l 2 L according to (22) From Theorem 1, if problem (CACA) only has a unique local optimal solution, then Algorithm 1 will indeed converge to the best possible frequency channel assignment according to problem (CACA). In many other cases, although there are more than one local optimal solutions, they are equally good. For example, assume that C ¼ 2 and L ¼ 3. In this case, x ¼ ½ 1 0½ 1 0½ 0 1 ½ T and
x ¼ ½ 0 1½ 0 1½ 1 0 ½ T result in the same performance.
In fact, in both cases, the first and the second logical links operate over the same frequency channel while the third link operates on a different channel. We will further investigate the optimality of Algorithm 1 and its due effect on network performance in Section 5. We also notice that based on Algorithm 1, the wireless nodes are not selfish. In fact, they cooperate with each other. This is indeed necessary for achieving the optimal network performance in a distributed fashion. Assuming the case where each node n 2 N acts selfishly, it would solve the following selfish local problem: maximize x2XnðxÀnÞ X l2Ln k l c l ðxÞ; ðSELFISH-CACAÞ where only the links of node n (i.e., the links in set L n ) are taken into account. By solving problem (SELFISH-CACA), node n would not take into account the interference that its transmissions cause on the transmissions from other nodes. This selfish behavior has been seen in various proposed channel assignment strategies in the literature. For example, according to the Load-Aware channel assignment strategy in [15] , each node assigns its links with the frequency channels which are less used by its neighboring transmissions, i.e., the best available channels. However, in our proposed strategy, some nodes may reserve a channel for a highly congested logical link to help it to resolve its congestion problem. As we will show in Section 5, the cooperation in Algorithm 1 makes it noticeably superior compared to the Load-Aware algorithm.
Performance evaluation
In this section, we assess the performance of our proposed DCACA algorithm based on ns-2 simulations [45]. To support multiple NICs on each wireless node, the ns-2 patch from [46] is being used. We modified the patch so that it can also support the partially-overlapped frequency channels. In the simulation model, the size of the network field is 1000 m Â 1000 m. Unless we specify otherwise, the MC-WMN consists of 60 wireless mesh routers (i.e., N ¼ 60). Four of them serve as the gateways, and they are located at the four corners in the field.
Ten different topologies are generated. Topology numbers 1; 2; . . . ; 5 correspond to five different grid topologies, whereas topology numbers 6; 7; . . . ; 10 correspond to five different random topologies. For the grid topologies, the size of each grid is 8 Â 8. The distance between two adjacent grid points is 140 m. Nodes are placed in 60 (out of 64) grid points randomly. For the random topologies, nodes are randomly placed in the network field such that each node has at least one neighbor within its communication range. Once the physical topology has been created, the logical topology is formed based on the Hyacinth ripple-effect free WMN architecture [15] . We also set T G ¼ 60 s and T L;n ¼ 5 s for all n 2 N.
In our simulation model, the traffic sources are assumed to be TCP Vegas and TCP Reno. For the case when TCP Vegas sources are used, for each logical link l 2 L, the congestion measure k l is its queuing delay. On the other hand, for the case when TCP Reno sources are used, for each logical link l 2 L, the congestion measure k l is the link's packet loss rate (i.e., the probability of dropping a packet). We modified the IEEE 802.11 module in ns-2 so that the higher layer applications can access the vector of the queueing delays and packet loss rate k. For a given topology, in each simulation run, 30 wireless nodes are randomly selected as either the source (or destination) for TCP flows to (or from) the Internet (i.e., the corresponding gateway). The simulation time is 300 s. For each wireless node, the chosen gateway is the one which corresponds to the minimum hop path.
In our performance evaluation, we consider the following performance metrics: (1) Aggregate throughput: total number of correctly received TCP segments (in bits) at the destinations divided by the total simulation time. (2) Average round-trip time: average time delay between sending a TCP segment and receiving its acknowledgement. For TCP Vegas sources, we also consider the aggregate network utility as the criterion to evaluate the optimality of our proposed algorithm in terms of solving problem (CACA), where k l denotes the queueing delay for each link l 2 L. Notice that TCP Vegas sources have logarithmic utility functions as shown in [47] . For the case of TCP Reno, although this protocol has been reverse engineered (cf. [30] ), finding an accurate utility function is a difficult task. Therefore, we evaluate the optimality of DCACA algorithm only for the case when TCP Vegas sources are being simulated.
The parameters that we used in the simulations are shown in Table 2 . Note that most of them are the default ns-2 parameters. For the CSMA/CA (Carrier Sense Multiple Access) MAC protocol, the RTS/CTS (Request-To-Send/ Clear-To-Send) mechanism is enabled. We also considered the case where all the competing links in each neighborhood are assumed to have an equal chance to access the shared medium. That is, 
Comparison with Load-Aware algorithm
We first compare the performance between DCACA and Load-Aware [15] algorithms. Both algorithms are distributed and run on top of the Hyacinth ripple-effect free MC-WMN logical topologies. This leads to an accurate and fair comparison. We assume that there are two IEEE 802.11a NICs in each wireless mesh router (i.e., I ¼ I n ¼ 2 for all n 2 N). We first limit our study to the case where all available frequency channels are non-overlapping and only six channels are available (i.e., C ¼ 6). We will later consider the case where more channels and NICs are available and also the case where the frequency channels are not only orthogonal, but also partially-overlapped in Section 5.2 and 5.3, respectively. Fig. 4 shows the aggregate throughput and the average round-trip time for all ten different topologies when TCP Vegas sources are being used. Results from Fig. 4a show that on average, DCACA can increase the aggregate throughput by 191.8% compared to the single-channel case, and by 11.5% compared to the multi-channel case where the Load-Aware algorithm is used. Results from Fig. 4b also show that DCACA can reduce the average round-trip time by 234.1% compared to the single-channel case, and by 35.3% compared to the multi-channel case where the Load-Aware algorithm is used. The superiority of DCACA, especially on reducing the round-trip time, is evident. The better performance of DCACA Algorithm can be explained based on its features. Unlike the Load-Aware algorithm, where each node selfishly tries to only improve its own performance, DCACA algorithm leads to global cooperation among the nodes (see Section 4). On the other hand, our proposed algorithm uses an accurate link capacity model which takes into account various network parameters such as transmission power, wireless path loss, medium access control, and the frequency response of the channel band-pass filters.
Next, we simulate the case with presence of TCP Reno traffic. Results on the aggregate network throughput and the average round-trip time when TCP Reno sources are being used are shown in Fig. 5 . We can see that regardless of the choice of the TCP protocol, our proposed DCACA algorithm can manage to control congestion. Notice that by changing the TCP protocol, DCACA should change the choice of congestion price. In particular, for the case of TCP Reno traffic, DCACA should consider the packet loss rate as the congestion price on each link. Results from Fig. 5a show that on average, DCACA can increase the aggregate throughput by 177.2% compared to the single channel case, and by 9.8% compared to the multi-channel case where the Load-Aware algorithm is used. Results from Fig. 5b also show that DCACA can reduce the average round-trip time by 181.3% compared to the single-channel case, and by 28.7% compared to the multi-channel case where the Load-Aware algorithm is used.
From [29] , TCP Vegas aims to control the queueing delay along the routing path of each TCP session. In the next experiment, we vary the number of TCP flows and investi- gate the impact of number of flows on the round-trip time. Fig. 6a and b show the average round-trip time when the grid topology (with topology number 1) and the random topology (with topology number 6) are being simulated, respectively. Simulation results show that by using a single frequency channel, the network becomes highly congested when the number of TCP flows is greater than ten. On the other hand, by using two NICs and assigning six orthogonal frequency channels, the congestion is effectively avoided in all cases as long as our proposed DCACA is being used. Note that the DCACA algorithm assigns the appropriate channels in the neighborhood to increase the effective capacities on the congested links. It thus prevents any of the logical links to become severely congested avoiding large queuing delays.
Impact on available resources
There are two important resources in an MC-WMN: the NICs at each wireless mesh router, and the available frequency channels. To evaluate the impact of the network resources, we vary the number of NICs at each router from 2 to 4, and the number of non-overlapped channels from 1 to 12 (IEEE 802.11a frequency band). Fig. 7 shows the aggregate throughput and the average round-trip time for the first random topology when TCP Vegas sources are being used. The results for other random and grid topologies are similar and omitted for brevity. We see that the network performance significantly increases as more resources are being used. The improvements can be interpreted in terms of the capacity models in Section 3.
For example, increasing the number of NICs reduces the number of logical links that share a common interface. It removes some of the equality constraints in (2) which consequently expands the feasible set X. On the other hand, increasing the number of frequency channels allows us to assign different channels to near-by links and avoid mutual interference among them. Thus, we can have more links l; k 2 L with x T l x k ¼ 0.
Comparing the single-channel scenario with a multichannel case where C ¼ 12 and I ¼ I n ¼ 4 for all n 2 N, the DCACA algorithm can increase the aggregate throughput by a factor of 5.4 and decrease the average round-trip time by a factor of 5.6.
Next, we study the impact of resources when TCP Reno sources are being used. Fig. 8 shows the aggregate throughput and the average round-trip time in this case. Again, we can see that the network performance increases as more resources are being used. We can conclude that regardless of the choice of TCP protocol, our proposed DCA-CA algorithm can properly utilize the available network resources.
Performance gain by using partially-overlapped channels
There are 12 non-overlapped channels available in the IEEE 802.11a frequency band which can significantly increase the performance, as discussed in Sections 5.1 and 5.2. However, there are only 3 non-overlapped channels available in the IEEE 802.11b frequency band. A small number of non-overlapped frequency channels can limit the benefits of deploying an MC-WMN. The performance can be increased by using all the partially-overlapped channels. In this section, we evaluate the performance gain by using all 11 available channels in comparison with using only three orthogonal channels in the IEEE 802.11b frequency band. We consider the case where there are two NICs in each wireless mesh router. We use the raised cosine filter to model channel band-pass filters and set d ¼ 1 (see Fig. 2 ). The aggregate throughput and the average round-trip time when TCP Vegas source are used are shown in Fig. 9a and b, respectively. Note that because of the lower data rate in IEEE 802.11b compared to IEEE 802.11a standard, the round-trip times in Fig. 9b are higher than those in the previous figures. We see that using the partially-overlapped channels is beneficial as it increases the aggregate network throughput by 25% and decreases the average round-trip time by more than one half.
The achieved performance gain is due to an efficient usage of the frequency spectrum. Intuitively, DCACA assigns two non-overlapped channels to the near-by congested links, as long as the non-overlapped channels have not been assigned in the neighborhood. Otherwise, it assigns two available partially-overlapped channels that can cause the minimum interference.
Next, we study the performance gain of using partiallyoverlapped channels in presence of TCP Reno traffic. Results are shown in Fig. 10a . We can see that regardless of the choice of TCP protocol, using all available partiallyoverlapped channels can improve the performance compared to the case when only the orthogonal channels are being used. Note that because of the lower data rate in IEEE 802.11b compared to IEEE 802.11a standard, the roundtrip times in Fig. 9b are higher than those in the previous figures. We see that using the partially-overlapped channels can increase the aggregate network throughput by 27.6% and decreases the average round-trip time by 78.5%.
Optimality
Recall from Section 2 that solving problem (CACA) helps to solve other resource allocation problems such as network utility maximization and maximum weight matching. The former is an important design objective in the presence of elastic traffic sources. In this section, we evaluate the capability of DCACA in solving the network utility maximization problem across TCP Vegas sources. Unlike TCP Reno sources, the TCP Vegas sources are designed to maximize a specific utility function which is logarithmic [47] . We consider the aggregate network utility as the performance metric in this section. Assume that there exists a TCP Vegas source from node n 2 N to node d 2 N n fng. Let r sd denote its transmission rate. The utility of this TCP Vegas source is then defined as D sd logðr sd Þ, where D sd de- notes the fixed delay at the routing path from node s to node d [47] . The aggregate network utility is then defined as P s2N P d2Nnfsg D sd logðr sd Þ. To obtain the optimal utility for each topology, we simulate all the feasible channel assignments and select the maximum measured network utility. We consider five random and five grid topologies. Each topology includes 15 nodes (i.e., N ¼ 15) and has one gateway. Notice that there is no limitation on running DCACA for large-scale MC-WMNs as we showed in the previous experiments. However, to be able to obtain the exact optimal network utility, we need to examine all the channel assignment possibilities and there are C L combinations. This required us to limit the network size. Nevertheless, our study here provides a benchmark to evaluate the optimality of DCACA algorithm. In our simulation model, ten nodes are randomly selected as TCP sources. Each router is equipped with two IEEE 802.11a NICs. We use three orthogonal channels. The rest of the simulation settings are the same as before. Results from Fig. 11a show that our proposed DCACA algorithm can lead to 99.4% optimality on average. To have a better understanding on the effect of the optimality gaps on network performance, we have also shown the aggregate network throughput and the average round-trip time in Fig. 11b and c, respectively. On average, using Algorithm 1, the performance degradation on aggregate network throughput and average round-trip time are only 6.3% and 7.9%, respectively. Thus, our proposed distributed congestion-aware channel assignment algorithm can lead to a near optimal solution for the network utility maximization problem. On the other hand, as shown in Section 5.1, our proposed algorithm can significantly improve the network performance compared to the Load-Aware distributed channel assignment strategy. In particular, the performance further improves if we use not only the non-overlapped channels, but also the all available partially-overlapped channels.
Conclusions and future work
In this paper, we considered the problem of maximizing a weighted summation of all link capacities where for each link, the corresponding weighting parameter is the link's congestion measure. Various congestion measures can be considered such as queueing delay, packet loss rate, or differential backlog. We first obtained a comprehensive closed-form mathematical link capacity model in terms of our defined channel assignment variables. We also introduced the channel overlapping and mutual interference matrices to model the effect of partial frequency overlapping among the channels. Unlike most of the previous channel assignment algorithms, our proposed scheme assigns not only the orthogonal (i.e., non-overlapped) frequency channels, but also the partially-overlapped channels. We then proposed a distributed congestionaware channel assignment algorithm (DCACA) which works asynchronously among the wireless mesh routers and requires each node only to execute a simple local search procedure. To assess the performance of DCACA algorithm, we performed extensive ns-2 network simulations for both grid and random MC-WMN topologies. In the presence of TCP Vegas traffic sources and when the congestion measure of each link is selected to be the corresponding link's queueing delay, our proposed algorithm increases the aggregate throughput by 11.5% and decreases the average packet round-trip time by 35 .3% compared to the Load-Aware channel assignment algorithm [15] . In the presence of TCP Reno traffic sources and when the congestion measure of each link is selected to be the corresponding link's packet loss rate, our proposed algorithm increases the aggregate throughput by 9.8% and decreases the average packet round-trip time by 28 .7% compared to the Load-Aware channel assignment algorithm. In a congested IEEE 802.11b network setting, compared with the case where we only used the three non-overlapped channels, the aggregate network throughput can further be increased by 25% and the average round-trip time can be further reduced by more than one half when all the 11 partially-overlapped channels are used.
The current work can be extended in several directions. In particular, we can further consider the impact of using directed antenna to further reduce the interference. In this regard, we can use the interference models in [23] and reformulate the congestion-aware channel assignment problem in (CACA) accordingly. We shall also evaluate our proposed DCACA algorithm through test-bed study. In particular, it is important to assess the algorithm performance in presence of combination of both TCP and UDP traffic. Finally, the proposed joint congestion-aware channel assignment scheme can be further improved by adding power control. Notice that the interference can be reduced not only by assigning distinct channels to neighboring transmissions but also properly adjusting the transmission power of each node.
