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論 文 内 容 要 旨
第1章 緒論
世界で初めて商業的に成功 したスーパー コンピュータは1964年にコン トロール ・データ ・コーポ レーションにより
開発された数MFLOPSの演算性能と約1MByteの主メモ リを備えたCOC6600であると言われている.数値流体力学
(CFD)の研究は既に行なわれていたものの,このような大型計算機が群雄割拠する時代が到来したことでCFDの研究が
大幅に進んだことは間違い無い.当時は計算資源の制約か らまだ非常に小規模な計算環境であったにもかかわらず,非
圧縮性流れの乱流解析,伝熱のシミュ レーションをは じめとして,1967年のSpaldingによるk一εモデルの考案,さ らに
は1968年にスタンフォー ド大学で開かれた乱流境界層の計算法に関する国際会議など研究は盛んに行われ,現 在でも
用いられている乱流モデルが当時既に考案されていた.その後演算性能が100MFLOPSを超えるベク トル計算機である
■LIAcとcray-1がそれぞれ1975年と1976年にイ リノイ大学とクレイ ・リサーチ社によって製作され,coc6600から
約10年間で約IOO倍の性能向上が達成 された.これらによって以前では数日から数週間が必要であった解析 もわずか
数時間で実行できるようになり,ター ビン翼型や高揚力翼型の設計などの工学的な応用も行われるようになった.1980
年代にはマーケ ットに日本企業が参入 し,1982年にはHITACHJによるHITAC,1983年にはNECによるSX-1とSX-2
が開発され,演算速度もlGFLOPSを達成 し僅か20年で演算性能は1㎜ 倍に向上した.こ のとき既に2次元翼型周 り
や3次元翼周 りのポテンシャル方程式やEuler方程式による最適化の研究が行われていたが,計 算機の性能が向上する
にっれてより信頼性の高い結果を得るためにNaVier-Stgkes方程式のシミュレーションへ と研究者の興味は移っていっ
た そして1980年代CFDは大きく発展 し,現在の骨子を形成 したと言っても過言ではない.スーパー コンピュー タが
できて以来研究されてきた様々な仮定に基づいた流体シミュレー ションは,僅か20年程で実在流体の支配方程式であ
るNavier.StOkes方程式のシミュレー ションへと移っていったのである.
今日ではCFDは成熟 しつつあ り,新たな局面をむかえつつある.ス ーパーコンピュータの性能による制約はほぼ存
在せず,逆にその性能を十分に活用できる計算手法が必要になってきた.そ こで本研究では現在確立 された手法である
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糒 造格子法 と,近年のスーパー コンピュー タの発展によって注 目されつっある直交格子法を用い蠏 析手法を構乳
流体シ ミュレーションの重要な課題の一つである非定常流れのシミュレーションを行なってその性能や拡張性などを
様々な角度から議論することを目的として行 なわれた.
第2章 非構造格子法による流体シミュレーション
もともと非構造格子は有限要素法に広 く用い られていたが・その後非構造格子における有限体積法の利用と陰的時問
積分法が考案されてから大きく非構造格子法による流体シミュレーションが広まった 流れ場 の空間を四面体要素によ
って離散化す るデータの規則性を要求しない非構造格子は形状融通性に優れ,複雑な形状でも単一の格子で離散化する
ことができた・現在ではNavier-Stoke方程式をハイブ リッド格子によって計算する手法が考案され,ほ ぼ任意の3次元
形状に対 してシ ミュレーションが行えるようになっている.
また,近年無人航空機 や小型飛翔体の研究が世界中で盛んに行なわれているが,その際には しばしばノ亅型 飛翔生物で
ある鳥や昆虫の安定かつ機動性の高い羽ばたき飛行が着目される.Dickinson博士はショウジ ョウバエの羽ばたきを模
擬 したRobOfiyを用いて機動力の高さを生み出 している空気力学的特性を発見 したが,これ らは従来の航空機周りの特
性には見 られない羽ばたき翼特有のもので,剥離渦を応用 して揚力を増大させるという機構であった.このような研究
に関 して近年では実験的手法のみならず数値計算によるアプローチも見られる.そこで本章では現在応用流体シミュレ
ーションに広 く用い られている非構造格子法を重合格子法を用いて拡張 した非定常流体シミュ レーション手法を構築
し,そしてさらに遺伝的アルゴリズムによる最適化を応用 して効率良く飛行す るための最適な翼型形状 と羽ばたき動作
を議論 した.
第3章 直交格子に基づいた直交格子積み上げ法による流体シミュレーション
近年,流体シミュレーションは新たな局面を迎えつつある.等間隔直交格子法から始まった流体シミュレーションは,
その後構造格子を経て非構造格子へ と進歩 し,そして近年等間隔直交格子法が見直され始めている.一般に応用流体シ
ミュレーシ ョンを等間隔直交格子で行な うには乱流場を解像するために膨大な格子点が必要になるため今までは非現
実的であったが,今後 さらに巨大化 していく計算機資源 を用いればこの点は近い将来克服することができる.このよう
な考えに基づいて提案 されたのが直交格子積み上げYjlく(Building-cubeMethOd)である.この手法では等間隔直交格子の利
点を生か しつつ実用的な工学問題へ適用することを目指 してお り,計算格子は直交格子法のための単純なアルゴリズム
により高速に生成でき,物体近傍では高密度な等間隔直交格子により高解像度のシミュレーションを実現できる,また
等間隔直交格子法の弱点である格子点の増大を緩和するためにマルチブロック格子を採用す ることで,局所的に格子解
像度を上げる解適合格子細分化を採 りいれている.本章ではこの直交格子積み上げ法に基づいた非圧縮性流体解析 ソル
バーを構築 してその性能 と特徴に関 して議論する,図1に 示すのは,本章にて示 したAhmedbody周りの速度場の実験
との比較結果で,黒のひ し形が実験値,実線が本シミュレーションの結果であるが,良好な一致を示す ことを確認 した・
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図1.Ahmedbody周りの実験 との比較結果(主 流方向速度分布)
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第4章 直交格 子積み上げ法による大規模並列流体シミュレーション
現在数値シ ミュレーションの規模は増加の一途をたどっているが,この背景にはスーパーコンピュータの急速な性能
向上がある.世界最高速のスーパーコンピュータの性能は1993年に60GFLOPSだったが,15年後の2008年には約17
万倍の1P"OPSに到達した.現在のスーパーコンピュータの多 くは多数のプロセ ッサによる並列計算によって実行性
能を伸ばしてお り,単一のプロセ ッサの性能を向上させるよりも多 くのプロセ ッサでいかに効率の良い並列計算 を実現
するかに重 薫が置かれているといえる.こ のような背景から本章では直交格子積み上げ法に対 してOpenMPとMPIに
よる並列計算を行ない,そ の並列化効率を議論 した.
また2008年に東北大学サイバーサイエンスセンターに大規模計算機システムとして最新のベク トル並列型のスーパ
』コンピュータであるNECのSX-9が導入 された.これは単一プロセ ッサ としては世界最速の102GFLOPSを達成す る
プロセッサを16個配置 した1.8TFLOPSの理論演算性能 と,lTBとい う巨大な共有メモ リを各ノー ドに兼ね備えたスー
パー コンピュー タである.このNECSX-9を用いて直交格子積み上げ法による大規模並列流体シミュレーションを行な
い,本手法の性能 と実工学における大規模シ ミュ レーションへの適用性を検討 した,
得られた並列化性能の一部を図2に 示すが,1ノー ドによる並列計算の揚合にはOpenMPとMPIのどちらでも理想的
な速度向上率が得られた.また図3に フォー ミューラカー周 りにおける2億 セルを用いた大規模流体シ ミュレーション
の結果を示すが,定性的に良好な流れ場が確認できたことから,これより実工学問題における高密度 ・大規模シ ミュレ
丶ションの実用性を確認 した
.
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図3.2億セルによるシ ミュレーシ ョンの可視化図
第5章 結言
本研究では非構造格子と直交格子法を用いて非定常流体シミュレー ションの手法を構築 し,それらを応用した解析と,
またその性能や拡張性について議論した.
第2章 の非構造格子法を用いたシミュレーションでは羽ばたき翼に対して非定常空力最適化シミュレー ションを行
ない,羽ばたき翼周りの流体現象を深く追求するとともに非構造格子法の応用性の高さを示した.この結果より非構造
格子法は汎用的なシミュレーションに対するアプローチとして今後も用いられていくと同時に,空間高次精度が求めら
れていくであろうと結論付けている.
第3章の直交格子に基づいた直交格子積み上げ法を用いたシミュレー ションでは3次元物体に対する検証問題を行な
ってその妥当性と特性に関して議論した.近年注目され始めている直交格子法を直接的に用いた手法で応用流体シミュ
レーションを行なうという新規性に富む内容であったが,妥当な結果を確認するとともに今後の課題は乱流境界層をい
かに正確に解像するかであろうと述べている.
第4章の直交格子積み上げ法による大規模並列流体シミュレー ションでは,本手法の大規模計算と並列計算への適用
性の高さと性能について議論しており,その結果として本手法に潜在する拡張性の高さと並列化性能を示した.これに
より本手法がいかに次世代の流体シミュレー ション手法として適切かを述べ,今後はより高い並列化性能を発揮するた
めのアルゴリズムの開発が重要になるであろうことを述べている.
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論文審査結果の要旨
数値流体力学は,過 去50年 近 くにわたるアル ゴリズム研究の進展 とコンピュータの発達により,今
日では航空機開発等の解析 ・設計に欠 くことのできない工学ツール となってい る。 しか しなが ら,移動
物体周 りの非定常流れの計算は未だに困難 であ り,大規模な剥離を伴 う流れでは計算結果の信頼性がま
だ不十分である。一方,ス ーパー コンピュータは半導体素子の高密度化 と大規模並列化により更に性能
が向上 してお り,我が国ではペタフロ ップス級の演算能力を持つ高速計算機の開発プロジェク トも進ん
でいる。 しか しなが ら,現行の流体計算アルゴリズムは大規模な並列計算機 の能力を活かすよ うには必
ずしも作 られていない。今後 さらに発達が期待 され る計算機性能 を活かす次世代の流体計算アル ゴリズ
ムを構築することが,非定常流れに対 して効率よく高精度なシ ミュレーシ ョンを行 うために必要である。
本論文は,2種 類のアプローチを用いて大規模非定常流体シ ミュレーシ ョンの手法を開発 し,そ の精度
と演算性能を調べた研究成果 をまとめた ものであ り,全編5章 か らなる。
第1章は序論であ り,本研究の背景お よび 目的を述べている。
第2章では,移 動物体周 りの非定常流れに対する非構造格子法を用いた計算アル ゴリズムを開発 し,
羽ばたき翼型周 りの非定常流動現象のシミュレーシ ョンを行 っている。 さらに,本 研究で開発 した流体
解析コー ドと遺伝的アルゴリズムによる最適化を応用 して,羽 ばたき翼型 とその動きについての広範囲
な解の傾向を探索 し重要な知見を得てい る。これは羽ばたき飛行の原理を探るための重要な成果である。
第3章では,直 交格子法を用いた非圧縮流体解析手法を構築 し,その計算精度を検証 している。直交
格子の重要な長所である簡便なデータ構造,単 純なアル ゴリズムや高精度スキームの組み込み易 さな ど
を活かしっつ,物 体壁 に沿 う薄い乱流境界層 を十分に解像す るために,直 交格子キューブ積み上げ法
(Building-CubeMethod)による非圧縮性NavierStokes流体解析 コー ドを開発 し,その計算性能 と精度
を検証している。従来の非構造格子 に代 わる直交格子べ一スの計算コー ドによ り実工学問題への適用 を
目指した点で重要な成果である。
第4章では,第3章 で開発 した計算 コー ドをベク トル並列型の大型計算機SX・9で高効率に実行す る
手法について様々な検討 を行っている。ベク トル計算機 を活かすための高度 なベク トル化手法の適用,
並列計算のスケー ラビリティー を得 るためのプ ログラム改良等を進め,約2億 点の格子点を用いた大規
模計算により演算性能 を議論 している。ベ ク トル並列型計算機 にお ける大規模計算手法の開発は,今 後
のペタフロップス級計算機 を高度 に活かすために重要な成果である。
第5章は結論であり,本論文を総括 している。
以上要するに本論文は,これまでの数値流体力学の課題 を踏まえた上で次世代の高性能計算機 に適 し
たアルゴリズムを検討 し,非圧縮性流体の計算プログラムを構築 して大規模流体計算の革新を提案 して
いるものであ り,航 空宇宙工学お よび数値流体力学の発展 に寄与するところが少な くない。
よって,本 論文は博士(工学)の学位論文 として合格と認める。
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