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1 Introduction
In this paper we are interested in the symbolic implementation and numeri-
cal computation of asymptotic expansions for monic polynomials πn(x) that
are orthogonal with respect to a Jacobi-type weight function on the interval
[−1, 1]: ∫ 1
−1
πn(x)πk(x)w(x)dx = 0, k = 0, 1, . . . , n− 1,
with
w(x) = (1− x)α(1 + x)βh(x), α, β > −1, (1.1)
and where h(x) is a real analytic and strictly positive function on [−1, 1].
The work of Kuijlaars, McLaughlin, Van Assche and Vanlessen [21] pro-
vides complete asymptotic information of the large n behavior of πn(x),
together with associated quantities such as recurrence coefficients αn and
βn of the three term recurrence relation
πn+1(x) = (x− αn)πn(x)− βnπn−1(x), (1.2)
as well as leading term coefficients and Hankel determinants. These results
are obtained using the Riemann–Hilbert formulation for πn(x), see the semi-
nal paper of Fokas, Its and Kitaev, [7], and the steepest descent method due
to Deift and Zhou, [4, 5]. This procedure gives three types of asymptotic
expansions: outer asymptotics, valid for x ∈ C \ [−1, 1], inner asymptotics,
for x ∈ (−1, 1) but away from the endpoints, and boundary asymptotics, for
|x∓ 1| < δ, for some fixed δ > 0.
The purpose of this paper is to provide an automatic and efficient im-
plementation (symbolic and numerical) of the asymptotic expansions for
these Jacobi–type polynomials πn(x) presented in [21]. In this reference,
the leading order terms are given explicitly, and we detail the derivation
of higher-order terms. We will also deal with some specific and non–trivial
issues that arise when implementing the formulation of [21] in the complex
plane in a symbolic and numerical setting. All formulas are implemented in
Maple, Julia and Matlab and are available on the software webpage of
our research group: http://nines.cs.kuleuven.be/software/JACOBI.
From a computational point of view, the asymptotic expansions given
in [21] present two important advantages: they become increasingly accu-
rate as the degree n becomes large, and the computing time is essentially
independent of n. In this sense, they compare favourably to other meth-
ods to compute πn(x), such as the use of the recurrence relation (1.2). For
this reason, the idea of using asymptotic expansions for the computation of
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orthogonal polynomials has already been present in the literature for some
time, either using approximations coming from integral representations or
differential equations (see the work of Hale and Townsend [14, 15] and ref-
erences therein), or more recently from Riemann–Hilbert problems (see for
instance the work of Olver and Trogdon [27, 26, 28, 24, 32]. Additionally,
these expansions can also be used to construct Gaussian quadrature rules
with a high number of points, we refer the reader to [12, 3, 14, 29, 2].
Observe that when h(x) ≡ 1 we have the standard Jacobi polynomials,
whose strong asymptotic behavior is well known, see for instance the classical
monograph by Szego˝, [30, Chapter VIII] or the more recent one of Ismail
[17, Chapter 4]. Other extensions of this framework studied in the literature
include a weight with an algebraic singularity and a discontinuity inside the
interval of orthogonality:
w(x) = (1− x)α(1 + x)βh(x)|x0 − x|γΞc(x),
where α, β, γ > −1, x0 ∈ (−1, 1) and Ξc(x) is a step function, see [9, 8].
In this case a separate asymptotic analysis is needed in a neighborhood
of x = x0. It is also possible to consider Jacobi polynomials with non–
standard parameters α and β, see for instance [19, 20], but in this article we
will restrict ourselves to the classical case, with weight function (1.1).
2 Asymptotic expansions for Jacobi–type polyno-
mials
In this section we present large n asymptotic expansions for the orthogonal
polynomials and related quantities. We distinguish between several regions
in the complex plane, shown in Figure 1, since the polynomial πn exhibits
different asymptotic behaviour in C:
• a complex neighbourhood of the interval (−1, 1) excluding the end-
points, subsequently called the ‘lens’ (region I)
• two disks around the endpoints ±1, called the right and left disk (re-
gions III and IV)
• and the remainder of the complex plane, the ‘outer region’ (region II).
Remark 2.1. Mathematically, the regions are of arbitrary size and, de-
pending on how they are chosen, any given point z ∈ C can in principle
belong to almost any region. In terms of implementation, this choice can be
3
Im(z)
Re(z)
-1
+1
I
II
IIIIV
Figure 1: Regions of the complex plane in which the polynomials have differ-
ent asymptotic expansions: the lens (I), the outer region (II) and the right
and left disks (III and IV).
relevant as the expansion in one region may be more accurate than that in
another region for a given point. We return to this remark in the numerical
examples.
All our results are formulated in terms of a particular complex matrix-
valued function R(z) ∈ C2×2. In this section we first elaborate briefly on
the properties of the function R(z). Next, we introduce auxiliary functions
that are needed in the statements of the expansions. Finally, the asymptotic
expansions of the polynomials are stated region by region.
2.1 The function R(z) in the complex plane
The function R(z) is a 2× 2 matrix complex–valued function, that satisfies
the following properties:
1. R(z) is analytic (entrywise) in C\ΣR, where the contour ΣR is depicted
in Figure 2. This contour consists of the boundaries of the regions in
Figure 1. In each piece of ΣR minus the self intersection points, the
function R(z) admits boundary values R±(z), where the plus (minus)
sign corresponds to the left (right) side with the given orientation.
2. As n→∞, the function R(z) admits an asymptotic expansion of the
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Figure 2: The system of contours ΣR consists of the boundaries of the regions
in Figure 1. The contours are oriented as shown.
form
R(z) ∼ I +
∞∑
k=1
Rk(z)
nk
, n→∞ (2.1)
which is valid uniformly for z ∈ C \ (∂Uδ ∪ ∂U˜δ). Here, Uδ and U˜δ are
the right and left disks respectively.
3. The coefficients Rk(z) in the previous expansion are analytic functions
of z in C \ (∂Uδ ∪ ∂U˜δ).
4. Rk(z) = O(1/z) for z →∞.
It is crucial to note that the coefficients Rk(z) depend on z and are given
by different expressions inside and outside of the disks Uδ and U˜δ. We will
write Rrightk (z) and R
left
k (z) to refer to the coefficients for z in the interior of
Uδ and U˜δ respectively, and Rk(z) to indicate the coefficients for z outside
these two disks.
Because of the above properties, this matrix R(z) is close to the identity
as n → ∞, uniformly in z. Thus, for the leading order behaviour of the
expansions, one may simply substitute R(z) = I, the 2 × 2 identity ma-
trix. Higher order expansions are obtained automatically by determining
the coefficients Rk(z) in formula (2.1) for k ≥ 1 and then plugging in an
asymptotic expansion for R(z) that will be derived in §3 and §4. The first
four terms are given explicitly in §A.
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2.2 Auxiliary functions
In order to formulate the asymptotic expansions in the different regions
of the complex plane explained before, we need some auxiliary functions.
In this section we state their definitions. Additional comments about the
computation of these functions are given in §5.
The global behavior of πn(z), away from the interval [−1, 1] is governed
by the Szego˝ functionD(z) corresponding to the weight function w(z), which
is an analytic function for z ∈ C \ [−1, 1]. In our case, because of the form
of w(x), see (1.1), we can write
D(z) =
(z − 1)α/2(z + 1)β/2
ϕ(z)(α+β)/2
exp
(
(z2 − 1)1/2
4πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2
dζ
ζ − z
)
, (2.2)
where γ is a closed contour in the complex plane that encircles the interval
[−1, 1] once in the positive direction, see [21, §1.1].In this neighbourhood, h
needs to have a positive real part and we take the branch of the logarithm
that is real on [−1, 1].
We also use the function
ϕ(z) = z + (z2 − 1)1/2, (2.3)
which is a conformal map from C\[−1, 1] onto the complex plane outside the
unit circle. Note that we choose the branch cut of the square root on [−1, 1].
An alternative expression for ϕ(z) can be given in terms of the arccosine
function, using the standard definition with a cut on (−∞,−1]∪ [1,∞), see
[6, §4.23.24 and §4.23.25]:
ϕ(z) = exp(iθ(z) arccos(z)), θ(z) =
{
1, arg(z − 1) > 0,
−1, arg(z − 1) ≤ 0. (2.4)
The function θ(z) corresponds to sgn(Im z) in C \R, and on the real axis it
is equal to −sgn(z − 1). This function primarily serves a practical purpose,
namely to ease the implementation of the branch cuts of several functions
in this paper.
We can rewrite D(z) as follows:
D(z) = w(z)1/2 exp(−iθ(z)ψ(z)).
Here, the phase function ψ(z) captures the oscillatory behavior of the poly-
nomials πn(z) on the interval [−1, 1]. In the complex plane, it is given by
ψ(z) =
α+ β
2
arccos z − απ
2
+
(1− z2)1/2
4πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2
dζ
ζ − z , (2.5)
6
see [22, (3.9)]. The expansions in the next section are formulated in terms
of ψ(z), rather than in terms of the Szego˝ function D(z) itself. Note that
ψ(z) depends on the analytic function h(z) in the generalized Jacobi weight
function through the contour integral in (2.5).
Observe that this same contour integral,
m(z) =
1
2πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2
dζ
ζ − z ,
is an analytic function of the variable z in C \ γ, in particular at z = ±1.
Therefore, we can expand it in power series
m(z) =
∞∑
n=0
cn(z − 1)n, m(z) =
∞∑
n=0
dn(z + 1)
n, (2.6)
and apply Cauchy’s integral formula to obtain
cn =
1
2πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2
dζ
(ζ − 1)n+1 ,
dn =
1
2πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2
dζ
(ζ + 1)n+1
,
(2.7)
for n ≥ 0. These coefficients cn and dn were introduced in [21, Lemma
6.4,6.6] and are used to construct R(z), see §3.2. The convergence properties
of (2.6) depend naturally on the behavior of the function h in the complex
plane. We note the following symmetry relation: if h(−ζ) = h(ζ), then
dn = (−1)n+1cn.
Finally, we will need the limit of the Szego˝ function D(z):
D∞ = lim
z→∞
D(z) = 2−
α+β
2 exp
(
1
4πi
∮
γ
log h(ζ)
(ζ2 − 1)1/2dζ
)
. (2.8)
All contour integrals in this section can be computed either symbolically
using residue calculus or numerically using trapezoidal rules in the complex
plane, as explained in §5.2.
2.3 Asymptotics of monic orthogonal polynomials pin(z)
2.3.1 Monic polynomials in the lens I
Putting together the consecutive transformations in [21] for z ∈ I, we obtain
πn(z) ∼ 2
1/2−n√
w(z)(1− z2)1/4
(
1
0
)T
R(z)
(
D∞ cos (λn,1(z))
−i/D∞ cos (λn,2(z))
)
(2.9)
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with the following phase functions:
λn,1(z) = (n+ 1/2) arccos z + ψ(z)− π/4, (2.10)
λn,2(z) = (n− 1/2) arccos z + ψ(z)− π/4,
with ψ(z) given by (2.5), and D∞ as in (2.8)
In particular, this expansion shows that the orthogonal polynomial has
cosine-like behaviour in the interior of the interval (−1, 1), with a frequency
that depends on n. One can show that the expression is actually valid in all
of region I by analytic continuation of all underlying functions.
2.3.2 Monic polynomials in the outer region II
For z ∈ II, the asymptotic expansion is
πn(z) ∼ 2
−1/2−n√
w(z)(1− z2)1/4
(
1
0
)T
R(z)
(
D∞ exp (iθ(z)λn,1(z))
−i/D∞ exp (iθ(z)λn,2(z))
)
.
(2.11)
Note that this formulation differs from [21, §1.2, (9.2)]: it is numerically
more stable, since it avoids raising ϕ(z) to some power.
The polynomials behave in region II like a complex exponential. Note
that away from the interval (2.11) is exponentially close to (2.9) as n →
∞. One may think of the polynomials as being asymptotically a sum of
two complex exponentials. In region I the exponentials are of comparable
size and they combine into a cosine. In region II, one of the exponentials
dominates the other. Hence, the asymptotic expression simplifies.
2.3.3 Monic polynomials in the right disk III
A formula for x ∈ (1 − δ, 1] is given in [21, §10] and [22, (2.27)]. One can
extend this result to z ∈ III:
πn(z) =
√
πn arccos z
2n
√
w(z)(1− z2)1/4
(
1
0
)T
Rright(z)B(z), (2.12)
with
B(z) =
(
D∞ (cos (ζ1(z)) Jα(n arccos z) + sin (ζ1(z)) J
′
α(n arccos z))
−i
D∞
(cos (ζ2(z)) Jα(n arccos z) + sin (ζ2(z)) J
′
α(n arccos z))
)
,
and
ζ1,2(z) = ψ(z) +
απ
2
± 1
2
arccos z,
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where the + sign corresponds to ζ1(z) and the − sign to ζ2(z).
The polynomials behave like a Bessel function near the right endpoint
x = 1. This is typical asymptotic behaviour near a so-called ‘hard edge’, in
the language of random matrix theory. The order of the Bessel function α
corresponds to the order of the algebraic singularity of the weight function
through the factor (1− x)α. It is unaffected by the presence of the analytic
factor h(x).
2.3.4 Monic polynomials in the left disk IV
For z ∈ IV, which includes the left part of the interval, we obtain similarly
πn(z) =
√
πn arccos(−z)
(−2)n√w(z)(1− z2)1/4
(
1
0
)T
Rleft(z)B(z) (2.13)
with
B(z) =

D∞
(
sin(µ1(z))Jβ (n arccos(−z)) + cos(µ1(z))J ′β (n arccos(−z))
)
−i
D∞
(
sin(µ2(z))Jβ (n arccos(−z)) + cos(µ2(z))J ′β (n arccos(−z))
)

 ,
and
µ1,2(z) = ψ(z)− βπ
2
± 1
2
arccos z,
The polynomials behave like a Bessel function of order β near the left
endpoint x = −1. Note that, compared to (2.12), the roles of α and β are
interchanged and other symmetries can be identified. We found that it is
simpler to construct explicit formulas for the left disk, rather than to infer
them from the formulas of the right disk by invoking symmetry.
2.4 Asymptotics of leading order coefficients
The asymptotic expansion of the leading coefficients γn of the orthonormal
polynomials pn(x) = γnπn(x) is [21, §9.2]
γ2n ∼
22n
πD2∞

1 + 2iD2∞ ∞∑
k=1
U rightk,1 + U
left
k,1
(n+ 1)k
∣∣∣∣∣
2,1

 . (2.14)
The quantities U
right / left
k,1 are defined and extensively described in §3. They
are the constant 2× 2 matrices that multiply (z∓ 1)−1n−k in the expansion
for R(z), of which we use the lower left elements here. Explicit expressions
for these matrices up to k = 4 are given in Appendix A.
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Remark 2.2. We do not state asymptotic expansions for the orthonormal
polynomials. These can be obtained simply by multiplying the expansion for
the monic polynomial with that of the leading order coefficient γn. Common
factors can be cancelled to avoid roundoff or overflow and this is included in
the implementation.
2.5 Asymptotics of recurrence coefficients
In the three term recurrence relation (1.2), the recurrence coefficients have
the following large n asymptotic expansion [21, §9.3]
αn ∼ −
∞∑
k=1

 U rightk,1 + U leftk,1
(n+ 1)k
∣∣∣∣∣
1,1
+
U rightk,1 + U
left
k,1
nk
∣∣∣∣∣
2,2


and
βn ∼

 1
2iD2∞
+
∞∑
k=1
U rightk,1 + U
left
k,1
nk
∣∣∣∣∣
2,1



−D2∞
2i
+
∞∑
k=1
U rightk,1 + U
left
k,1
nk
∣∣∣∣∣
1,2

 .
The quantities U
right / left
k,1 in these expressions are the same as those appear-
ing in (2.14) above.
2.6 Remarks on asymptotic expansions
The asymptotic expansions are stated in [21] for points x ∈ R on the inter-
val. Proofs for the validity of their extension to points z ∈ C in a region
containing (part of) the interval, as they are stated in this paper, are omit-
ted for the sake of brevity. One has to carefully consider the branch cuts
involved, which are discussed in §5.
For general α and β, these asymptotic expansions correspond to a relative
error of size O(n−T ), where T is the number of terms. If α2 = 1/4 = β2, all
higher order terms are zero (R(z) = I) and (2.9), (2.12) and (2.13) coincide
[21, Rem. 1.14]. In that case, the leading order term of (2.9) gives already
exponential accuracy [21, Rem. 1.5,1.11] and the function h(x) is taken into
account only in the definition of ψ(x). If in addition h(x) = 1, then we
obtain the explicit form of the Chebyshev polynomials.
Finally, we note that the asymptotic expansions (2.9) – (2.13) also lend
themselves to a cosine transform in order to improve accuracy near the
endpoints (see, e.g., [3]). Accuracy may be lost in expressions involving
(1 − x2) when x is close to ±1, due to cancellation. One may substitute
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arccosx = θ, and then we have for example that (1− x2)−1/4 = (sin θ)−1/2,
which is numerically stable for θ close to 0. In our implementation, we have
also included series expansions around the endpoints. There, the particular
singularity (1−x2)−1/4, as well as the singularity that arises from w(z)−1/2,
are cancelled analytically with other terms.
3 Computation of higher order terms
3.1 Local jumps for the matrix R(z)
It follows from (2.1) that the matrix-valued function R(z) is close to the
identity matrix as n→∞. In fact, the leading order terms of the expansions
in §2 are obtained by simply substituting I in the previous expressions.
The jumps of the matrix R(z) across the contour ΣR, shown in Figure
2, tend to the identity matrix as n→∞, but we have two different types of
behaviour. The first type of jump is exponentially small in n,
R+(z) = R−(z)
(
I +O(e−2cn)) , c > 0,
and holds on the lips of the lens–shaped region, which is the boundary
between the regions I and II. On the other hand, on the boundary of the
disks around the endpoints we have
R(z) = Rright / left(z)
(
I +O
(
1
n
))
, (3.1)
uniformly for z ∈ ∂Uδ ∪ ∂U˜δ.
The main idea to obtain higher order terms in the asymptotic expansion
for πn(z) is to compute the higher order terms Rk(z) in (2.1). To this end,
we write the jump matrix for R(z) as a perturbation of the identity matrix,
I +∆(z), i.e. we write (3.1) as
R(z) = Rright / left(z)(I +∆right / left(z)). (3.2)
We then consider a full asymptotic expansion in powers of 1/n for ∆(z):
∆(z) ∼
∞∑
k=1
∆k(z)
nk
, n→∞,
uniformly for z ∈ ΣR. The terms ∆k(z) are identically 0 in ΣR\(∂Uδ∪∂U˜δ),
because the jump of the first type is exponentially close to the identity there.
On the boundary of the disks, the terms ∆k(z) can be written explicitly as
∆
right / left
k (z), as we detail next.
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3.2 The definition of ∆k
An explicit expression for ∆k(z) is known [21]:
∆rightk (z) =
(α, k − 1)
(2 logϕ(z))k
Dσ3∞M(z)F
right(z)σ3 (3.3)
×
(
(−1)k
k (α
2 + k2 − 14) −i
(
k − 12
)
(−1)k (k − 12) i 1k (α2 + k2 − 14)
)
F right(z)−σ3M(z)−1D−σ3∞ .
Here, we have used the notation (α,m) to denote, for m > 0,
(α,m) =
∏m
n=1(4α
2 − (2n− 1)2)
22mm!
. (3.4)
along with (α, 0) = 1. Also, D∞ is given by (2.8), and
M(z) =
1√
2(z2 − 1)1/4
(
ϕ(z)1/2 iϕ(z)−1/2
−iϕ(z)−1/2 ϕ(z)1/2
)
, (3.5)
=
1
2
(
γ(z) + γ(z)−1 −i(γ(z)− γ(z)−1)
i(γ(z)− γ(z)−1) γ(z) + γ(z)−1
)
,
with γ(z) =
(
z−1
z+1
)1/4
and ϕ(z) given by (2.3). The function F right(z) is
F right(z) = exp
(
iθ(z)
(
ψ(z) +
απi
2
))
. (3.6)
This function is analytic in Uδ \ (1− δ, 1], and it has an expansion there:
F right(z) = ϕ(z)(α+β)/2 exp
(
1
2
(z2 − 1)1/2
∞∑
n=0
cn(z − 1)n
)
, z ∈ Uδ, (3.7)
with coefficients cn defined in §2.2 by (2.7). In the implementation, see §4.2,
we use this formula combined with ϕ(z) in terms of the arccosine, see (2.4).
We have also used the standard notation for the third Pauli matrix σ3,
σ3 =
(
1 0
0 −1
)
, and f(z)σ3 =
(
f(z) 0
0 f(z)−1
)
,
for any function f(z) 6= 0.
There are analogous formulas for ∆leftk (z) for z near −1:
∆leftk (z) =
(β, k − 1)
(2 log[−ϕ(z)])k
Dσ3∞M(z)F
left(z)σ3 (3.8)
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×
(
(−1)k
k (β
2 + k2 − 14) i
(
k − 12
)
(−1)k+1 (k − 12) i 1k (β2 + k2 − 14)
)
F left(z)−σ3M(z)−1D−σ3∞ ,
(3.9)
with
F left(z) = exp
(
iθ(z)
(
ψ(z)− βπi
2
))
, (3.10)
which is an analytic function in U˜δ \ [−1,−1 + δ), with
F left(z) = (−ϕ(z))(α+β)/2 exp
(
1
2
(z2 − 1)1/2
∞∑
n=0
dn(z + 1)
n
)
, z ∈ U˜δ
(3.11)
and coefficients dn given by (2.7).
It is important to note that by (z2−1)1/2 we mean the analytic continu-
ation of the square root that behaves like z as z →∞ in any direction. We
comment further on the correct implementation of this expression in §5.1.
Remark 3.1. The special case with α2 = β2 = 1/4, mentioned before in
§2.6, follows from the form of the matrices in (3.3) and the fact that (α,m)
and (β,m) vanish for any m ≥ 1. This is easily seen from the definition
(3.4) of (α,m). It follows also that (α,m) vanishes whenever α is a half-
integer, once m surpasses a certain maximal value. This implies that in
these cases most coefficients ∆k vanish identically. This simplifies computa-
tions somewhat, but not greatly, since R(z) does not necessarily have a finite
number of terms nor poles. Such cases includes Gegenbauer polynomials or
the closely related spherical polynomials, for example, of the kind employed
in the spectral method presented in [25].
3.3 Recursive computation of Rk(z)
We recall expression (2.1) for convenience:
R(z) ∼ I +
∞∑
k=1
Rk(z)
nk
, n→∞, z ∈ C \ (Uδ ∪ U˜δ).
The function R(z) is analytic in the regions I, II, III and IV, but has jumps
across the contour ΣR. Recall that we write R
right / left
k (z) to refer to the co-
efficients in the interior of the right/left disks, and Rk(z) for the coefficients
outside of the disks.
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By expanding the jump relation (3.2) and collecting the terms with equal
order in n, we obtain a link between the terms Rk(z) in the expansion (2.1)
and the ∆k. For k ≥ 1, we have
Rk(z) = R
right / left
k (z) +
k∑
j=1
R
right / left
k−j (z)∆
right / left
j (z), z ∈ ∂Uδ ∪ ∂U˜δ,
(3.12)
with R
right / left
0 (z) = I, cf. [21, (8.12)].
This is an additive Riemann-Hilbert problem for the Rk(z). We are
looking for a solution to this problem recursively for each value of k, and
at each step of the recursion, the additive jump involves the solutions of
previous problems, i.e. R
right / left
j with j < k.
All quantities involved are meromorphic functions in z. It should be
noted that the functions ∆rightj (z) and Rj(z) may have poles at z = 1, but
Rrightj (z) may not, since the latter is analytic in the right disk. Thus, one
can solve the additive Riemann-Hilbert problem as follows:
• Expand the sum in (3.12) in a Laurent series around z = ±1.
• Define Rk(z) as the sum of all the terms containing strictly negative
powers of z ∓ 1. Since Rk(z) = O(1/z) as z → ∞, positive powers of
z ∓ 1 do not contribute to Rk(z).
• Define Rrightk (z) as the remainder after subtracting those poles.
This construction ensures that Rk is analytic outside the disk, R
right
k is
analytic inside and (3.12) holds, as required.
A useful piece of information is conveyed by [21, Lemma 8.2]: for any
k ≥ 1, the functions ∆right / leftk (z) have a pole at z = ±1 of order at most
⌊(k + 1)/2⌋ = ⌈k/2⌉. Thus, we may write
∆
right / left
k (z) =
∞∑
m=−⌈k/2⌉
V
right / left
k,m (z ∓ 1)m, (3.13)
with coefficients V
right / left
k,m that can be computed explicitly by expanding
(3.3) around z = ±1. It follows that the Laurent expansion of the sum in
(3.12) has a principal part of the same order, which we may write as
k∑
j=1
R
right / left
k−j (z)∆
right / left
j (z) =
⌈k/2⌉∑
m=1
U
right / left
k,m
(z ∓ 1)m +O(1), z → ±1.
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This expansion defines the U
right / left
k,m coefficients that appear in the asymp-
totic expansions of the orthogonal polynomials.
Remark 3.2. We have described the coefficients of Rk at a sightly greater
level of generality than in [21]. In the notation of [21], the first coefficients
are
A(1) = U right1,1 , B
(1) = U left1,1 , A
(2) = U right2,1 , B
(2) = U left2,1 ,
A(3) = U right3,1 , B
(3) = U left3,1 , C
(3) = U right3,2 , D
(3) = U left3,2 .
The construction outlined above yields
Rk(z) =
⌈k/2⌉∑
m=1
(
U rightk,m
(z − 1)m +
U leftk,m
(z + 1)m
)
, z ∈ C \ (Uδ ∪ U˜δ). (3.14)
At the same time, since R
right / left
k (z) is analytic in Uδ (respectively U˜δ), it
has a local power series expansion
R
right / left
k (z) =
∞∑
n=0
Q
right / left
k,n (z ∓ 1)n, (3.15)
with some coefficients Q
right / left
k,n that can be determined as well. The three
sets of coefficients are necessarily related. It follows from the additive jump
relation (3.12), by expanding around z = ±1 and comparing equal powers,
that they satisfy the identities:
U
right / left
k,m = V
right / left
k,−m +
k−1∑
j=1
⌈j/2⌉−m∑
l=0
Q
right / left
k−j,l V
right / left
j,−m−l (3.16)
Q
right / left
k,n =
1
n!

⌈k/2⌉∑
i=1
(−i− n+ 1)n(±2)−i−nU left / rightk,i

 (3.17)
− V right / leftk,n −
k−1∑
j=1
⌈j/2⌉+n∑
l=0
Q
right / left
k−j,l V
right / left
j,n−l ,
where +2 corresponds to Qrightk,n and −2 to Qleftk,n. Observe that the roles of
the right and left superscripts are sometimes interchanged. Also, in the last
expressions we have used the notation
(n)m = n(n+ 1) · · · (n+m− 1)
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to denote the Pochhammer symbol.
A possible approach to compute higher order terms is to implement
a symbolic computation of power series expansions around z = ±1, and
to combine (3.12), (3.13) and (3.15) in order to obtain the coefficients
U
right / left
k,m . However, this procedure turns out to be extremely inefficient
symbolically for high-order terms, because many lengthy expressions are
constructed and manipulated. Using the relationships (3.16) and (3.17) im-
proves this situation, but in the following section we explore an alternative
way to compute the matrices U
right / left
k,m directly and more efficiently.
4 Simplifications and explicit formulas
The crucial formula in §3 is the jump relation (3.12), from which Rk can be
determined recursively. In this section, we rewrite the jump relation as (4.1)
below, in such a way that the computation of higher order terms is signifi-
cantly accelerated. We also establish explicit formulas for the expansions of
all quantities involved, such that higher order terms can be computed fully
numerically, without having to resort to a symbolic computation package.
4.1 Simplifications
In the computations outlined in the previous section, some combinations of
∆k(z)’s simplify or cancel. This can be used to speed up the computation
of R
right / left
k (z) considerably. We start by writing the jump relation (3.12)
using the coefficients Rk−m(z) instead of R
right / left
k−m (z).
Proposition 4.1. The jump relation (3.12) can be written as follows:
R
right / left
k (z) = Rk(z)−
k∑
m=1
Rk−m(z)s
right / left
m (z) (4.1)
with R
right / left
0 (z) = I and with
sright / leftm (z) = ∆
right / left
m (z)−
m−1∑
j=1
s
right / left
j (z)∆
right / left
m−j (z). (4.2)
Proof. To prove the result, we proceed by induction for the case of the right
disk. The base case k = 1 is trivial and we assume that (4.1) holds until
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k − 1. Since k −m ≤ k − 1, we can substitute the right hand side of (4.1)
for Rrightk−m(z) in (3.12). This yields
Rk(z)−Rrightk (z) =
k∑
m=1
(
Rk−m(z)−
k−m∑
n=1
Rk−m−n(z)s
right
n (z)
)
∆rightm (z)
=
k∑
m=1
Rk−m(z)∆
right
m (z)−
k∑
m=1
k−m∑
n=1
Rk−m−n(z)s
right
n (z)∆
right
m (z).
The second sum can be rewritten using a change of variables ℓ = m+ n:
k∑
m=1
k−m∑
n=1
Rk−m−n(z)s
right
n (z)∆
right
m (z) =
=
k∑
ℓ=2
Rk−ℓ(z)
ℓ−1∑
n=1
srightn (z)∆
right
ℓ−n (z) =
k∑
ℓ=1
Rk−ℓ(z)
(
−srightℓ (z) + ∆rightℓ (z)
)
,
where it was possible to add the case ℓ = 1 because sright1 (z)−∆right1 (z) = 0.
This proves the result, and the left case is analogous.
At first sight, (4.1) is merely rewriting (3.12), but this formulation has
two essential advantages:
• The jump term in (4.1) is written in terms of Rk−m rather than Rrightk−m,
and the former has a simple and non-recursive expression (3.14).
• The definition of the coefficients sright / leftm can be greatly simplified to
a non-recursive expression too, involving just the ∆k’s.
More precisely, we have the following result:
Proposition 4.2. The terms s
right / left
m (z) defined by (4.2) satisfy
sright / leftm (z) = ∆
right / left
m (z)
for odd m and
srightm (z) = ∆
right
m (z)−
4α2 + 2m− 1
ln(ϕ(z))m
(α,m− 1)
2m+1m
I,
sleftm (z) = ∆
left
m (z)−
4β2 + 2m− 1
ln(−ϕ(z))m
(β,m− 1)
2m+1m
I
for even m, with (α,m) defined by (3.4).
This can be proven again by mathematical induction, see the proof in
Appendix B.
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4.2 Precomputing a series expansion for s
right / left
k (z)
The recursive procedure in §3.3 relied on series expansions. Symbolic ma-
nipulation of series, which might not be available or slow, can be avoided by
deriving explicit formulas for the expansion. In this section, we construct
the expansion for the functions s
right / left
k (z) in order to find the U
right / left
k,m .
In view of Proposition 4.2, this is equivalent to deriving the expansion of
the ∆k’s. In turn, this amounts to deriving expansions for all quantities ap-
pearing in their (lengthy) definition in §3.2 and combining these expansions
through convolutions to obtain the final result. This is conceptually straight-
forward, but laborious in practice. In this section, we supply rather many
technical details, as great care has to be taken with signs and branch cuts,
which can only be achieved with thorough understanding of the methodology
of [21].
We want to compute the coefficients Wk,m in
s
right / left
k (z) =
∞∑
m=−⌈k/2⌉
W
right / left
k,m (z ∓ 1)m, z → ±1. (4.3)
We proceed by detailing the expansion of the quantities appearing in
definition (3.3) and afterwards, one by one. We observe that one can write
(3.3) as
∆
right / left
k (z) =
(q, k − 1)
(2 log[±ϕ(z)])k
Dσ3∞Tk(z)D
−σ3
∞ , (4.4)
where q = α for the right disk and q = β for the left disk. Here, the ± signs
always correspond to the right/left endpoint. The function Tk(z) in (4.4)
can be given in terms of M(z), see (3.5), and F right / left(z), see (3.6) and
(3.10). Omitting superscripts for brevity, we have
Tk(z) =M(z)F (z)
σ3
(
(−1)ka b
(−1)k+1b a
)
F (z)−σ3M−1(z)
with
a =
1
k
(
q2 +
k
2
− 1
4
)
, b = ∓
(
k − 1
2
)
i.
Working out the multiplication of the matrices, we obtain
T oddk (z) =
1
(z2 − 1)1/2
[(−az ia
ia az
)
+ ib
(
cos(yα+β) −i cos(yα+β+1)
−i cos(yα+β−1) − cos(yα+β)
)]
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and
T evenk (z) =
(
a 0
0 a
)
+
b
(z2 − 1)1/2
( − sin(yα+β) i sin(yα+β+1)
i sin(yα+β−1) sin(yα+β)
)
.
Based on (3.7) and (3.11), the functions yγ = yγ(z) above are given by
yγ = −iγ log(±ϕ(z))− i(z2 − 1)1/2
∞∑
n=0
{
cn(z − 1)n
dn(z + 1)
n,
(4.5)
with γ = α+ β or γ = α+ β ± 1.
In order to compute the coefficientsWk,m in (4.3), we will expand all the
previous functions in power series around z = ±1. We will use the notation
v = z ∓ 1, with minus (plus) sign for the right (left) disk.
We start with the power log(±ϕ(z))−k in (4.4): from (2.3), we get
logϕ(z) = iθ(z) arccos(z), (4.6)
and log(−ϕ(z)) = logϕ(z) − θ(z)πi. Expanding the arccosine as z → ±1,
we obtain
log(±ϕ(z)) = (±2v)1/2
∞∑
n=0
fnv
n, fn =
(12)n
(∓2)nn!(1 + 2n) , (4.7)
using the standard Pochhammer symbol (12)n and the variable v explained
before. We note that the factor θ(z) in (4.6) is cancelled by the branches of
the logarithm and the square root. Continuing, we have the recursive result
(log(±ϕ(z)))−1 = (±2v)−1/2
∞∑
n=0
g1,nv
n, g1,n =
−1
f0
n−1∑
j=0
g1,jfn−j
with g1,0 = 1/f0 = 1, and, for k > 1,
(log(±ϕ(z)))−k = (±2v)−k/2
∞∑
n=0
gk,nv
n gk,n =
n∑
l=0
gk−1,lg1,n−l.
In order to expand cos(yγ) and sin(yγ), we note first that because of
(4.5) and (4.7), we have
yγ = −i(±2v)1/2
∞∑
n=0
ρ1,n,γv
n, ρ1,n,γ = γfn ±
n∑
j=0
(1
2
j
){
cn−j2
−j
dn−j(−2)−j
.
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Note that with the standard branch cuts for the powers, yγ is real on
the interval [−1, 1]. Then, for k > 1,
ykγ = (−i)k(±2v)k/2
∞∑
n=0
ρk,n,γv
n, ρk,n,γ =
n∑
l=0
ρk−1,l,γρ1,n−l,γ ,
and
cos yγ =
∞∑
n=0
Hoddn,γ v
n = 1 +
∞∑
n=1

 n∑
j=1
(±2)j ρ2j,n−j,γ
(2j)!

 vn,
sin yγ = −i(±2v)1/2
∞∑
n=0
Hevenn,γ v
n = (±2v)1/2
∞∑
n=0

 n∑
j=0
(±2)j ρ2j+1,n−j,γ
(2j + 1)!

 vn.
One more expansion is needed, as we have to divide by (z2−1)1/2. Since
(z2 − 1)−1/2 = (±2v)−1/2
∞∑
n=0
(−12
n
)
(±2)−nvn,
we obtain
cos(yγ)
(z2 − 1)1/2 = (±2v)
−1/2
∞∑
n=0

1 + n∑
j=1
(−12
j
)
(±2)−jHoddn−j,γ

 vn,
sin(yγ)
(z2 − 1)1/2 = −i
∞∑
n=0

 n∑
j=0
(−12
j
)
(±2)−jHevenn−j,γ

 vn.
Also, we observe that
z
(z2 − 1)1/2 = (±2v)
−1/2
∞∑
n=0
(2n+ 1)
(
n− 32
n
)
(∓2)−nvn
to complete the computation of T oddk (z) and T
even
k (z).
Finally, bearing in mind (4.4) and Proposition 4.2, we write the coeffi-
cients Wk,m as follows.
Proposition 4.3. The coefficients W
right / left
k,m in expansion (4.3) for the
functions s
right / left
k (z) are given explicitly by
W
right / left
k,m =
(q, k − 1)
(±2)3k/2
m+(k+1)/2∑
j=0
gk,jT
odd
k,m+(k+1)/2−j ,
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W
right / left
k,m =
(q, k − 1)
(±2)3k/2

−(4q2 + 2k − 1)gk,m+k/2
2k
I +
m+k/2∑
j=0
gk,jT
even
k,m+k/2−j

 ,
with a = α for the right disk and q = β for the left disk, and with expressions
for gk,j and T
odd/even
k,n given above.
Remark 4.4. One can compute the values V
right / left
k,m directly in a simi-
lary way, compare (3.13) and (4.3), using the correspondence between these
expressions given in Proposition 4.2.
Analogous formulas to (3.16)–(3.17) can be derived, relating the U
right / left
k,m ,
Q
right / left
k,m and W
right / left
k,m values. However, the coefficients W
right / left
k,m can
also be used to compute U
right / left
k,m directly, based on (4.1). This requires
fewerW
right / left
k,m values than (3.16)–(3.17) uses V
right / left
k,m values. That leads
us to the final formula:
U
right / left
k,m = W
right / left
k,−m +
k−1∑
j=1
⌈(k−j)/2⌉∑
l=max(m−⌈j/2⌉,1)
U
right / left
k−j,l W
right / left
j,l−m (4.8)
+
k−1∑
j=1
⌈j/2⌉−m∑
n=0

⌈(k−j)/2⌉∑
i=1
(1− i− n)n
(±2)i U
left / right
k−j,i

W right / leftj,−n−m
(±2)nn! .
5 Numerical issues and implementation
5.1 Square roots and other algebraic singularities
Several multivalued functions appear in the asymptotic expansions of §2,
whose implementation in the complex plane deserves some attention. Recall
first the mathematical expression for the ϕ function, first introduced in (2.3),
which is
ϕ(z) = z + (z2 − 1)1/2.
This function is understood to be analytic in C \ [−1, 1] and to behave
like z as z → ∞. This means that (z2 − 1)1/2 is the analytic continuation
of the square root
√
x2 − 1, positive for x > 1, to the complex plane minus
the interval [−1, 1]. Observe that the square root is negative when z < −1,
on the negative real axis.
This poses a problem in implementation, since the standard branch cut
of the square root function in (z2 − 1)1/2 results in an extra cut on the
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imaginary axis, because the argument of the square root is real and negative
there. This extra cut is avoided when implementing the expression
phi(z) = z+sqrt(z-1)*sqrt(z+1)
using the standard branch cuts.
Similar considerations apply to other multivalued functions such as
(1− z2)1/2, (1− z2)1/4 and (z2 − 1)1/4,
which are understood as analytic continuation of the corresponding functions
on the real axis.
Finally, the arccosine function appears repeatedly in §2, including in
expression (2.4) for ϕ(z), definition (2.5) of ψ(z), definition (2.10) of λ±(z),
and in the expansions for the polynomials. The standard arccosine function
has a branch cut on (−∞,−1] ∪ [1,∞). On the cut, the boundary values
are the following, see [6, 4.23.24-25]:
arccos(z)± =
{
∓i log((z2 − 1)1/2 + z), z ∈ [1,∞),
π ∓ i log((z2 − 1)1/2 − z), z ∈ (−∞,−1].
5.2 Computation of contour integrals
Several expressions in §2 involve contour integrals around the interval [−1, 1],
see (2.8), (2.5) or (2.7). The general form of these integrals is
1
2πi
∮
γ
F (ζ)dζ,
where γ encircles the interval [−1, 1] once in the positive direction and is
contained in the region where h(z) is analytic and has a positive real part,
see [21, §1.1].
If log h(ζ) appearing in F (ζ) is an entire function, or meromorphic with
known poles, these integrals can be computed explicitly using residue cal-
culus. For instance, if log h(ζ) is entire, we only need to pick up the residue
at infinity:
1
2πi
∫
γ
F (ζ)dζ = −F−1,
where F−1 comes from the Taylor–Laurent series expansion
−1
t2
F
(
1
t
)
=
∞∑
m=−∞
Fmt
m, t→ 0.
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An interesting example for which the coefficients cn and dn can be com-
puted in this way occurs for the weight function h(z) = exp(−cz2m), with
m ≥ 1, see §6.2.
If this approach is not possible due to lack of analyticity of F (ζ), these ex-
pressions can be evaluated with the trapezoidal rule along a suitably chosen
contour. This technique is exponentially accurate in the number of function
evaluations, since the integrands are analytic and periodic functions, see
[31]. We propose to integrate along Bernstein ellipses:
Eρ =
{
1
2ρe
iθ + 12ρ
−1e−iθ | θ ∈ [0, 2π]
}
, ρ ≥ 1
These are parameterized by a value ρ ≥ 1, with ρ = 1 corresponding to the
interval [−1, 1] itself and ρ > 1 to an ellipse with foci at ±1. The size of the
parameter ρ is limited by the analyticity of the integrand in the complex
neighbourhood of [−1, 1]. For (2.5), the countour also has to encircle the
point x at which we wish to evaluate ψ(x).
An explicit expression for the trapezoidal rule using M points is∮
Eρ
F (ζ)dζ =
∫ 2π
0
F
(
1
2ρe
iθ + 12ρ
−1e−iθ
)(
1
2 iρe
iθ − 12 iρ−1e−iθ
)
dθ
≈ 2πk
M
M−1∑
k=0
F
(
1
2ρe
iθk + 12ρ
−1e−iθk
)(
1
2 iρe
iθk − 12 iρ−1e−iθk
)
with equispaced points located at θk = 2πk/M . The minimal number of
points M to use is of course dependent on the integrand. Due to the expo-
nential convergence of trapezoidal rules for periodic integrands, the number
M can in general be taken to be fairly small, except in the vincinity of poles
of the integrand.
We note that care has to be taken in general to remain on the same
branch of the analytic continuation of log h(z). In other words, if we have
Im(log h(ζ)) /∈ (−π, π], evaluating h(z) first and then taking the principal
branch of the logarithm would not yield the correct answer. In that case,
one could take ρ closer to 1 and a higher M , or better, fill in the analytical
continuation of log h(z) into the trapezoidal rules.
5.3 On the analyticity and positivity of h(z)
Several contour integrals in §2 are given in terms of the logarithm of h, so
it is instructive to understand its possible behaviour in the complex plane.
23
Recall that the principal branch of the logarithmic function has a branch
cut along the negative real axis.
The function h satisfies several conditions stated in [21]:
1. h is a real-valued and positive function on [−1, 1],
2. h is analytic in a complex neighbourhood of [−1, 1],
3. furthermore, the real part of h is strictly positive in a complex neigh-
bourhood U of [−1, 1]. The contours in §2 are restricted to lie in U .
The first condition guarantees existence of the orthogonal polynomials for
all n. The second condition is required for the complex deformations in the
Riemann-Hilbert problem to be valid.
We elaborate on the third condition. First, if h vanishes at a point
on [−1, 1], then the asymptotic behaviour of the orthogonal polynomials
becomes substantially different. For examples of such behaviour, see e.g.
[9, 8]. Second, if the real part of h has positive and negative values in
a region, then there may be a branch cut of the principal branch of the
logarithm in that region. In particular, branch points arise at roots of h(z)
in the complex plane. Though branch cuts may be moved, and the contours
appearing in this paper may be deformed in order to avoid branch points
and other singularities of log h, the simplest implementation uses Bernstein
ellipses confined to the region where h(z) has positive real part.
It may appear to be problematic that h(z) appears in the asymptotic ex-
pansions of the polynomials in the complex plane when h(z) has singularities
there. Clearly, the polynomials do not have such singularities. However, one
may verify that singularities of h(z) cancel and the asymptotic expansions
are, in fact, analytic functions away from the interval.
6 Examples and numerical results
An important source of examples is given by the canonical modifications
or perturbations of the Jacobi weight function, via polynomial or rational
factors (Christoffel and Geronimus –with mass equal to 0– perturbations).
See [17, §2.7] for further references. Also, our results include the Toda
modification explained in [17, §2.8] and given by h(x) = e−xt, with t ∈
R. The resulting orthogonal polynomials appear in the literature as time–
dependent Jacobi polynomials, and they have been studied in connection
with integrable systems and Painleve´ transcendents, see for instance [1].
In this section, we illustrate the accuracy of the asymptotic expansions
with two different examples, that were chosen from literature.
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6.1 An exponential weight function
Consider the weight function
w(x) = h(x) = exp
(−cx2m) ,
with α = β = 0. This weight function appears in methods for avoiding the
Gibbs phenomenon of Fourier series [11].
The residue calculus from §5.2 yields explicit formulas for the coefficients
cn and dn, because log h(z) = −cz2m is an entire function. We have that
cn = dn = 0 for n > 2m− 1. An explicit formula for the other coefficients is
cn = −c
⌊(2m−n−1)/2⌋∑
j=0
(
j − 1/2
j
)(
2m− 1− 2j
2m− n− 1− 2j
)
.
By symmetry, we have that dn = (−1)n+1cn.
Also,
ψ(x) =
1
2
(
α(arccosx− π) + β arccosx
)
+
√
1− x2
2
2m−1∑
n=0
cn(x− 1)n,
and
D∞ = 2
−α/2−β/2 exp
(−c
2
(
m− 1/2
m
))
.
We illustrate the accuracy of the asymptotic expansion in the left disk.
Figure 3 shows the relative error at the point x = −0.97 as a function of
n, for c = 7 and m = 2. The ‘exact’ polynomials we compared with were
obtained using Matlab routines from the OPQ-library that accompanies the
book [10]. It is clear from the figure that the expansions improve with
increasing n, at a rate that depends on the number of terms. High accuracy
is achieved already at moderate values of n, for example 10−7 relative error
is seen at n = 32 using six or seven terms. However, for small n, expansions
with fewer terms are more accurate than expansions with more terms, as is to
be expected from the asymptotic nature of the expansions. The asymptotic
expansions of the coefficients γn, αn and βn, in the other regions and for
other values of x exhibit similar behaviour.
6.2 A Jacobi-type weight function with a branch point in
the complex plane
Next, we consider the weight function
w(x) =
1√
(1− x)(x+ 3) ,
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Figure 3: Relative error of the asymptotic expansion in the left boundary
region as a function of n, for the weight function w(x) = exp
(−7x4). The
expansion is evaluated at x = −0.97, with a varying number of terms. For
each number of terms i, a line is plotted with slope n−i that interpolates
the best relative error for large n.
which leads to α = −1/2 and β = 0. It appears in the approximation of
non-periodic functions on an interval using Fourier series on a larger interval
[16, §3].
In this case, log h(z) is not entire due to the singularity at x = −3. We
have used the trapezoidal rules explained in §5.2 in order to compute the
relevant contour integrals. We chose a Bernstein ellipse with ρ = 4, which
crosses the real axis at x = −2: that is halfway between the singularity
x = −1 of the integrand in ψ(z) and related quantities and the singularity
at −3. This choice reduces roundoff errors, and it suffices to use onlyM = 80
points in the trapezoidal rule.
Figure 4 shows that we still obtain the expected order of convergence of
the relative error. Some saturation appears for the highest number of terms
around 10−13, due to doing computations close to machine precision and
accumulating errors in the recurrence relation for the ‘exact’ polynomials.
Results are shown for the asymptotic expansion in the lens as well as in the
outer region, but with both expansions evaluated at the same point x =
0.2 + 0.5i. Such comparisons may lead to a decision as to which expansion
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Figure 4: Relative error of the asymptotic expansion in the lens (left) and
outside region (right) as a function of the degree n, for the weight function
w(x) = 1/
√
(1− x)(x+ 3). Both expansions are evaluated at the same
point x = 0.2 + 0.5i and for a varying number of terms.
to use in which part of the complex plane.
To conclude, we return here to Remark 2.1 about the sizes of the dif-
ferent regions of the complex plane. Since the sizes of the disks around the
endpoints and the size of the lens can be chose arbitrarily, different expan-
sions can be valid at any given point in the complex plane. We observed
experimentally that whenever different expansions are valid at a point, the
corresponding relative errors in the approximation of the polynomial differ
typically at most by a factor of about 2, for large n.
There are a few exceptions. First, the expansion in the outer region
is less accurate as we approach the interval [−1, 1] since it is ‘missing’ one
of the exponentials that combines into the cosine-like expression in (2.9).
This ‘missing exponential’ is exponentially small in the outer region, hence
it can be discarded there, but not inside the lens. The point x = 0.2 + 0.5i
is not on the interval, but close to it, and indeed in Figure 4 we only see
the expected (order of) accuracy for the expansion in the outside region
starting from n = 32 for the highest number of terms in Figure 4. The
exponentially small difference between (2.9) and (2.11) is only negligible
from there onwards.
Another exception to the factor 2 difference appears when evaluating
inside a disk of radius about 0.2 around the endpoints. There, the expansions
in the respective disks can be orders of magnitude more accurate than the
ones in the other regions. Indeed, the latter expansions blow up at the
27
endpoints. When evaluating very close to an endpoint, say at a distance
ǫ
1/3
m , where ǫm is the machine epsilon, one might need the series expansion
(3.15) of Rright / left(z) (which also avoids the explicit subtraction of poles
that happens in (4.1)), as well as a series expansion of the other factors
in (2.12) and (2.13). Without the use of series expansions, it is certainly
helpful to employ the cosine transform, as commented on before in §2.6.
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A Expressions for the first four higher order terms
We illustrate the recursive computation of Rk by giving the first few terms
explicitly for z outside the two disks. We have:
R(z) = I +
1
n
(
U right1,1
z − 1 +
U left1,1
z + 1
)
+
1
n2
(
U right2,1
z − 1 +
U left2,1
z + 1
)
+
1
n3
(
U right3,1
z − 1 +
U right3,2
(z − 1)2 +
U left3,1
z + 1
+
U left3,2
(z + 1)2
)
+
1
n4
(
U right4,1
z − 1 +
U right4,2
(z − 1)2 +
U left4,1
z + 1
+
U left4,2
(z + 1)2
)
+O
(
1
n5
)
,
with1
U right1,1 =
4α2 − 1
16
Dσ3∞
(−1 i
i 1
)
D−σ3∞ ,
U left1,1 =
4β2 − 1
16
Dσ3∞
(
1 i
i −1
)
D−σ3∞ ,
U right2,1 =
4α2 − 1
256
Dσ3∞
(
A2(α, β, c0) iB2(α, β, c0)
iC2(α, β, c0) D2(α, β, c0)
)
D−σ3∞ ,
1Note that the following expressions are slightly different from those given in [21, §8.2].
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U left2,1 =
4β2 − 1
256
Dσ3∞
(−A2(β, α,−d0) iB2(β, α,−d0)
iC2(β, α,−d0) −D2(β, α,−d0)
)
D−σ3∞ ,
and
A2(a, b, c) = + 8a+ 8b+ 8c− 4b2 + 1,
B2(a, b, c) =− 8a− 8b− 8c+ 4a2 + 4b2 − 10,
C2(a, b, c) =− 8a− 8b− 8c− 4a2 − 4b2 + 10,
D2(a, b, c) =− 8a− 8b− 8c− 4b2 + 1.
Next, we have
U right3,1 =
4α2 − 1
8192
Dσ3∞
(
A3(α, β, c0,−d0) i(q3 + r3)(α, β, c0,−d0)
i(q3 − r3)(α, β, c0,−d0) D3(α, β, c0,−d0)
)
D−σ3∞ ,
U left3,1 =
4β2 − 1
8192
Dσ3∞
( −A3(β, α,−d0, c0) i(q3 + r3)(β, α,−d0, c0)
i(q3 − r3)(β, α,−d0, c0) −D3(β, α,−d0, c0)
)
D−σ3∞ ,
with
A3(a, b, f, g) =16(4b
2 − 1)(f + g + 2a+ 2b)− 2(4b2 − 1)(2a2 + 2b2 − 1)
− 128[(a+ b)2 + f(f + 2a+ 2b)],
q3(a, b, f, g) =128(a+ b)
2 + 128f(f + 2a+ 2b)− 3883 a2 − 84b2 + 643 a4 + 16b4
+ 48a2b2 + 176,
r3(a, b, f, g) =− 128(a+ b)(a2 + b2) + 320(a+ b)− 64b2(f + g)− 128fa2
+ 304f + 16g,
D3(a, b, f, g) =16(4b
2 − 1)(f + g + 2a+ 2b) + 2(4b2 − 1)(2a2 − 2b2 + 1)
+ 128[(a+ b)2 + f(f + 2a+ 2b)],
and
U right3,2 =
(4α2 − 1)(4α2 − 9)(4α2 − 25)
12288
Dσ3∞
(−1 i
i 1
)
D−σ3∞ ,
U left3,2 =
(4β2 − 1)(4β2 − 9)(4β2 − 25)
12288
Dσ3∞
(−1 −i
−i 1
)
D−σ3∞ ,
U right4,1 =
4α2 − 1
65536
Dσ3∞
(
(v4 + w4)(α, β, c0, d0, c1) i(x4 + y4)(α, β, c0, d0, c1)
i(x4 − y4)(α, β, c0, d0, c1) (v4 − w4)(α, β, c0, d0, c1)
)
D−σ3∞ ,
U left4,1 =
4β2 − 1
65536
Dσ3∞
(−(v4 + w4)(β, α,−d0,−c0, d1) i(x4 + y4)(β, α,−d0,−c0, d1)
i(x4 − y4)(β, α,−d0,−c0, d1) −(v4 − w4)(β, α,−d0,−c0, d1)
)
D−σ3∞ ,
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and
v4(a, b, f0, g0, f1) =
1− 4b2
6
[
384(f20 + g
2
0 − f0g0 + 3ab(f0 + g0))
+16((a2 + b2)2 + a2b2) + 1196(a+ b)2 − 88ab− 219] ,
w4(a, b, f0, g0, f1) =− 4
[
(4b2 − 1)(8b2 + 4a2 − 11)g0 + (192a2 − 432)f1 − 768abf0
−f0(128f0(f0 + 3(a+ b)) + 16b2(b2 + 2a2 + 400) + 312a2 + 139)
−2(a+ b)(b2(24b2 + 24a2 + 46) + 58a2 + 128ab+ 3)] ,
x4(a, b, f0, g0, f1) =4
[
(4b2 − 1)(8b2 + 12a2 − 29)g0 + (192a2 − 432)f1 − 768abf0
−f0(128f0(f0 + 3(a+ b)) + 16b2(b2 + 6a2 + 16) + 8a2(8a2 − 7) + 643)
−4(a+ b)(b2(12b2 + 36a2 − 31) + a2(16a2 − 65) + 64ab+ 132)] ,
y4(a, b, f0, g0, f1) =
4
3
[
48(4b2 − 1)(g20 − f0g0 − 2g0(a+ b)) + b4(48a2 + 542)
+48f20 (4b
2 + 12a2 − 28) + 192(a+ b)(4b2 + 8a2 − 19)f0 + a4(56b2 + 422)
+ab(1152(a2 + b2) + 988ab− 2880) + 16a6 + 422a4 − 951a2 − 498 + 8b6] .
Finally,
U right4,2 =
(4α2 − 1)(4α2 − 9)(4α2 − 25)
2173
Dσ3∞
(
E4 iF4
iG4 H4
)
D−σ3∞ ,
E4 =− 4α2 − 8β2 + 48c0 + 48α+ 48β + 3,
F4 =+ 8α
2 + 8β2 − 48c0 − 48α− 48β − 52,
G4 =− 8α2 − 8β2 − 48c0 − 48α− 48β + 52,
H4 =− 4α2 − 8β2 − 48c0 − 48α− 48β + 3,
U left4,2 =
(4β2 − 1)(4β2 − 9)(4β2 − 25)
2173
Dσ3∞
(
I4 iJ4
iK4 L4
)
D−σ3∞ ,
I4 =− 8α2 − 4β2 − 48d0 + 48α+ 48β + 3,
J4 =− 8α2 − 8β2 − 48d0 + 48α+ 48β + 52,
K4 =+ 8α
2 + 8β2 − 48d0 + 48α+ 48β − 52,
L4 =− 8α2 − 4β2 + 48d0 − 48α− 48β + 3.
B Proof of Proposition 4.2
The basic idea for the proof is induction, and also the fact that the term
(sj(z)∆m−j(z) + sm−j(z)∆j(z))
right / left always simplifies to 0 when m is
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odd or something proportional to I when m is even.
Proof. For simplicity we present the case of srightm (z) and omit the super-
scripts. The proof proceeds by induction in m in formula (4.2). The case
m = 1 is clear from (4.2) because then there is an empty summation in
(4.2). We assume that the proposition holds for k = 1, . . . ,m− 1.
If m is even, we can rewrite the sum on the right hand side of (4.2) as
follows:
m−1∑
j=1
sj(z)∆m−j(z) = sm/2(z)∆m/2(z)+
m/2−1∑
j=1
[sj(z)∆m−j(z) + sm−j(z)∆j(z)] ,
and if m is odd,
m−1∑
j=1
sj(z)∆m−j(z) =
(m−1)/2∑
j=1
[sj(z)∆m−j(z) + sm−j(z)∆j(z)] .
We recall the formula (3.3), and for 1 ≤ k ≤ m− 1, we denote
Aαk =
(
(−1)k
k (α
2 + k2 − 14) −i
(
k − 12
)
(−1)k (k − 12) i 1k (α2 + k2 − 14)
)
,
and
Bαk =


Aαk , k odd,
Aαk −
4α2 + 2k − 1
2k
I, k even.
Then
sj(z)∆m−j(z)+sm−j(z)∆j(z) =
(α, j − 1)(α,m− j − 1)
(2 logϕ(z))m
×Dσ3∞M(z)F right(z)σ3Cαj,m−jF right(z)−σ3M(z)−1D−σ3∞ ,
where Cαj,m−j = B
α
j A
α
m−j +B
α
m−jA
α
j .
We observe that if m is odd then for j odd we have m− j even, and for
j even we have m− j odd. In both cases, a direct computation shows that
Cj,m−j = 0. Then sm(z) = ∆m(z), and the proposition is true in this case.
If m is even, then j and m − j are simultaneously odd or even. In this
case, the matrix Cαj,m−j reduces to a multiple of the identity matrix:
Cαj,m−j = λj,m−jI,
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where
λj,m−j = (−1)j−1 (4α
2 + 4j(m− j)− 1)(4α2 − (2j − 1)(2(m− j)− 1))
8j(m− j) .
Therefore,
sj(z)∆m−j(z) + sm−j(z)∆j(z) =
(α, j − 1)(α,m− j − 1)
(2 logϕ(z))m
λj,m−jI. (B.1)
Now, we need to sum this last expression over j. Using the symmetry
j ↔ m− j of the coefficients, we can write
sm/2(z)∆m/2(z) +
m/2−1∑
j=1
[sj(z)∆m−j(z) + sm−j(z)∆j(z)]
=
1
2
m−1∑
j=1
[sj(z)∆m−j(z) + sm−j(z)∆j(z)]
=
1
2 (2 logϕ(z))m
m−1∑
j=1
(α, j − 1)(α,m− j − 1)λj,m−jI, (B.2)
using (B.1). The sum (B.2) is of hypergeometric type, since we can write
the coefficients (α, k) as follows:
(α, k) = (−1)k
(
1
2 + α
)
k
(
1
2 − α
)
k
k!
, (B.3)
in terms of the standard Pochhammer symbol. Next, we may apply a known
algorithm due to Gosper and later extended by Zeilberger, see [13] and also
[18]. Let
aj = (α, j − 1)(α,m− j − 1)λj,m−j ,
then the algorithm seeks Sj , such that the sum telescopes as follows:
m−1∑
j=1
aj = Sm−1 − S0.
Under the hypothesis that Sj/Sj−1 is a rational function in j, the ratio
aj/aj−1 is also rational in j, and can be written as
aj
aj−1
=
pj
pj−1
qj
rj
,
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where in this case
pj = (4α
2 − 4j2 + 4jm− 1)(4α2 + 4j2 − 4jm+ 2m− 1),
qj = (−m+ j − 1)(2α+ 2j − 3)(2α− 2j + 3),
rj = (2α+ 2(m− j)− 1)(2α− 2(m− j) + 1)j.
Then Sj is constructed as follows:
Sj =
qj+1
pj
fjaj , (B.4)
where fj is a function of j to be determined. In this case, fj is a polynomial
of degree 2 in j that satisfies the linear recursion
pj = qj+1fj − rjfj−1.
From here we get
fj = −4α
2 − 4j2 + 4jm− 4j + 2m− 1
m
,
and using (B.4), we get Sj . Finally, a brief computation yields
Sm−1 − S0 = −4α
2 + 2m− 1
m!
(
1
2 + α
)
m−1
(
1
2 − α
)
m−1
=
4α2 + 2m− 1
m
(α,m− 1),
using (B.3) and the fact that m is even. This completes the proof for srightk .
This reasoning can be carried out analogously for the sleftk , by replacing
α by β, ln(ϕ(z)) by ln(−ϕ(z)) and taking into account the extra sign of the
off-diagonal elements in Aαk .
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