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Abstract: Particle approximations for certain nonlinear and nonlocal reaction-diffusion
equations are studied using a system of Brownian motions with killing. The system is
described by a collection of i.i.d. Brownian particles where each particle is killed indepen-
dently at a rate determined by the empirical sub-probability measure of the states of the
particles alive. A large deviation principle (LDP) for such sub-probability measure-valued
processes is established. Along the way a convenient variational representation, which is
of independent interest, for expectations of nonnegative functionals of Brownian motions
together with an i.i.d. sequence of random variables is established. Proof of the LDP relies
on this variational representation and weak convergence arguments.
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1. Introduction
The goal of this work is to study a large deviation principle (LDP) for an interacting particle
system associated with the nonlinear and nonlocal reaction-diffusion equation
∂u(t, x)
∂t
=
1
2
∆u(t, x)− 〈ζ, u〉u(t, x), (t, x) ∈ (0,∞) × Rd, lim
t↓0
u(t, ·) = δ0(·), (1.1)
where ∆ is the d-dimensional Laplacian operator, δ0 is the Dirac measure at 0 and ζ : R
d → R+
is a continuous function with sub-quadratic growth, namely
0 ≤ ζ(x) ≤ Cζ(1 + ‖x‖p) for all x ∈ Rd (1.2)
for some 0 ≤ p < 2 and Cζ ∈ (0,∞). Here 〈ζ, u〉 denotes the integral
∫
Rd
ζ(x)u(t, x)dx. Roughly
speaking the system is described by n independent Brownian particles where each particle is
killed independently at a rate determined by the empirical measure of current particle states.
More precisely, let {Xi}i≥1 be a sequence of i.i.d. exponential random variables with rate 1 and
let {Bi(t), t ≥ 0}i≥1 be independent d-dimensional standard Brownian motions independent
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of {Xi}i≥1. Define for t ≥ 0 the random sub-probability measure µn(t) as the solution to the
following equation
µn(t) =
1
n
n∑
i=1
δBi(t)1{Xi>∫ t0 〈ζ, µn(s)〉 ds}. (1.3)
Since a.s., we can enumerate {Xi}ni=1 in a strictly increasing order, the unique solution of (1.3)
can be written explicitly in a recursive manner. It can be checked (see Theorem 2.1) that
µn
.
= {µn(t)}t∈[0,T ] converges, in the Skorokhod path space D, in probability to µ where for
t > 0, µ(t) has density u(t, ·) given as the solution of (1.1). Such particle systems are motivated
by problems in biology, ecology, chemical kinetics, etc. For example, the simplest case where
ζ ≡ 1 corresponds to the case where the killing rate is proportional to the total number of
particles alive and models a setting in which particles compete for a common resource. More
general functions ζ are of interest as well and one interpretation of ζ(x) is the amount of
resource consumed by a particle in state x (see for instance [16] and Chapter 9 of [24]). Similar
particle systems arise in problems of mathematical finance as models for self exciting correlated
defaults [6].
In this work we are interested in a Large Deviation Principle for the stochastic process µn in
D. A LDP, in addition to giving precise estimates on exponential decay rates of probabilities of
deviations of the stochastic system from its law of large number limit, is useful for developing
accelerated Monte-Carlo methods for rare event simulation (see eg. [12, 11]). Large deviation
results for particle systems associated with nonlinear reaction-diffusion equations have been
studied in many works[17, 1, 20]. However, these settings are very different from ours. Specif-
ically, in these works the models are described through jump-Markov processes on a discrete
lattice with local interaction rules, the reaction operators in the PDE are local, and proof
ideas are quite different. The setting considered in the current work is closer to that of parti-
cle systems with a weak interaction. Large deviation results for weakly interacting diffusions
go back to the classical work of Dawson and Ga¨rtner [7] (see also Chapter 13 of [15]) who
studied uniformly nondegenerate diffusions that interact through a drift term that depends
on the empirical measure of the particle states. In a recent work [4], using certain variational
representations from [2] for exponential functionals of Brownian motions, a different proof of
the LDP in [7] was provided. The work in [4] in particular relaxed the assumption of uniform
nondegeneracy and allowed mean field interaction in both drift and diffusion coefficients. Un-
like [7], proofs in [4] do not involve any space-time discretization or exponential probability
estimates but rather rely on certain stochastic control representations and weak convergence
arguments. A similar approach is taken in the current work although the interaction here is of
a different form. The representation in [2] is not well suited for our setting, since our particle
system depends not only on the Brownian motions {Bi} but also on the i.i.d. sequence {Xi}. To
address this, we begin by establishing a new variational representation (Proposition 4.1) that
allows the functional to depend, in addition to the Brownian motions, on an extra collection
of i.i.d. random variables. This representation plays a central role in the proof of the LDP and
we believe that it is of independent interest and has potential applications for large deviation
analysis of other interacting particle models (see Remark 3.2 for one such application). The
starting point for the proof of the representation is the Boue´-Dupuis[2] variational formula
and the classical Donsker-Varadhan representation for exponential integrals. The key step in
the proof is the interchange of a certain ‘integration’ and ‘infimum’ operation (see discussion
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above Proposition 4.1) for which we need a careful measurable selection and construction of
suitable controls (see Section 9). Using the Laplace formulation of the LDP (see Chapter 1 of
[10]) the variational representation in Proposition 4.1 reduces the proof of the upper bound
in the LDP to proving tightness and characterization of limit points of certain controlled em-
pirical measures. The proof of the lower bound relies on construction of asymptotically near
optimal controlled stochastic processes with killing, together with a uniqueness argument for
limit point that crucially uses the form of the killing function (see Lemma 3.1).
Although not explored here, we expect that similar techniques will be useful for settings
where particle dynamics are given through general jump-diffusions and the killing function ζ is
state dependent, i.e. the integral on the right side of (1.3) is replaced with
∫ t
0 〈ζBi(s), µn(s)〉 ds
where ζ(x, y) = ζx(y) is a suitable R+ valued function on R
d × Rd. We note that µn can
be written as a measurable function of the empirical measure of an i.i.d. collection. More
precisely, denoting Γn
.
= 1n
∑n
i=1 δ(Bi,Xi), we can represent µ
n = h(Γn) for a measurable map
from P(C([0, T ] : Rd)×[0,∞)) to D([0, T ] :M(Rd)) (see notation in Section 2). Sanov’s theorem
gives a LDP for Γn, however the function h is not continuous due to which one cannot apply the
contraction principle to deduce a LDP for µn. Another approach that is common in the study
of large deviations for weakly interacting particle systems is to consider a convenient absolutely
continuous change of measure under which the large deviation analysis is more tractable and
then deduce the LDP for the original collection by obtaining suitable estimates on the Radon-
Nikodym derivative. In the current setting one way to implement such an approach would be
to first appeal to Sanov’s theorem for a LDP for Γ˜n
.
= 1n
∑n
i=1 δ(Bi,σ˜i), where σ˜i
.
= inf{t :
Xi ≤
∫ t
0 〈ζ, µ(s)〉 ds} for i = 1, . . . , n and µ as before is the law of large number limit of µn,
and then establish a LDP for Γ¯n
.
= 1n
∑n
i=1 δ(Bi,σ¯ni ), where σ¯
n
i
.
= inf{t : Xi ≤
∫ t
0 〈ζ, µn(s)〉 ds}
for i = 1, . . . , n, by estimating the Radon-Nikodym derivative dQ
n
dPn where Q
n and Pn are the
probability laws of Γ˜n and Γ¯n respectively. However obtaining the required estimates on dQ
n
dPn
for carrying out this approach does not appear to be straightforward.
Finally, we remark that both the LDP result and the law of large numbers result are
with respect to an “annealed measure” P (defined in Section 2) under which the random-
ness of {Xi}i∈N is averaged out. Although not pursued here, it is also of interest to consider a
“quenched” version of the LDP, in analogy to results for random walks in random environments
and for random polymer models; see for instance [5] and [13] respectively.
The paper is organized as follows. Section 2 introduces the basic model and notation. In
this section we also present a law of large numbers (Theorem 2.1) for µn. Section 3 gives the
main large deviations result of this work, namely Theorem 3.2. Rest of the work is devoted to
the proof of Theorem 3.2. We begin in Section 4 by presenting a variational representation for
functionals of independent Brownian motions and an i.i.d. sequence of random variables. Proof
of this representation is given in Section 9. Tightness of controls and related processes in this
representation is argued in Section 5. Using the representation and the tightness results from
Section 5, Section 6 proves the Laplace principle upper bound for the LDP in Theorem 3.2 while
Section 7 gives the proof of the lower bound. Compactness of sub-level sets of the candidate
rate function is established in Section 8. The large deviation principle for µn is immediate on
combining results of Sections 6, 7 and 8. Finally Appendix A provides the proof of Theorem
2.1.
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2. Model and notation
The following notation will be used. For a Polish space (S, d(·, ·)), denote the corresponding
Borel σ-field by B(S). For a signed measure ν on S and ν-integrable function f : S → Rd,
we will use 〈ν, f〉 and 〈f, ν〉 interchangeably for ∫ f dν. Let P(S) [resp. M(S)] be the space
of probability measures [resp. sub-probability measures] on S, equipped with the topology of
weak convergence. A convenient metric for this topology is the bounded-Lipschitz metric dBL,
which metrizes P(S) [resp. M(S)] as a Polish space, defined as
dBL(ν1, ν2)
.
= sup
‖f‖BL≤1
|〈ν1 − ν2, f〉|, ν1, ν2 ∈ P(S) [resp. M(S)].
Here ‖ · ‖BL is the bounded Lipschitz norm, i.e. for f : S→ R,
‖f‖BL .= max{‖f‖∞, ‖f‖L}, ‖f‖∞ .= sup
x∈S
|f(x)|, ‖f‖L .= sup
x 6=y
|f(x)− f(y)|
d(x, y)
.
For ν1, ν2 ∈ P(S), we write ν1 ≪ ν2 if ν1 is absolutely continuous with respect to ν2. Denote
by Mb(S) [resp. Cb(S)] the space of real bounded B(S)/B(R)-measurable functions [resp. real
bounded and continuous functions]. Let Ckb (R
d) be the space of functions on Rd, which have
continuous and bounded derivatives up to the k-th order.
Fix T < ∞. All stochastic processes will be considered over the time horizon [0, T ]. We
will use the notations {Xt} and {X(t)} interchangeably for stochastic processes. For a Polish
space S, denote by C([0, T ] : S) [resp. D([0, T ] : S)] the space of continuous functions [resp.
right continuous functions with left limits] from [0, T ] to S, endowed with the uniform [resp.
Skorokhod] topology. Probability law of an S-valued random variable X will be denoted as
L(X). We will use EP for expected value under some probability law P but when clear from
the context P will be suppressed from the notation. We say a collection {Xn} of S-valued
random variables is tight if {L(Xn)} are tight in P(S). Convergence of a sequence {Xn} of
S-valued random variables in distribution to X will be written as Xn ⇒ X.
We will usually denote by κ, κ1, κ2, . . . , the constants that appear in various estimates within
a proof. The value of these constants may change from one proof to another. Let C .= C([0, T ] :
R
d), S .= C × R+ and D .= D([0, T ] :M(Rd)). Denote by N0 the set of nonnegative integers.
Let {Bi}i∈N be a sequence of i.i.d. d-dimensional standard Brownian motions, and {Xi}i∈N
be a sequence of i.i.d. mean 1 exponential random variables independent of {Bi}i∈N, defined
on (Ω,F ,P ). Let Ft be the P -completion of the σ-field generated by {Bi(s),Xi, s ≤ t, i ∈ N}.
Fix a continuous function ζ : Rd → R+ satisfying (1.2). The main result of this work is a large
deviation principle (LDP) for µn
.
= {µn(t)}t∈[0,T ] in D, where µn(t) is defined in (1.3). We
begin with the following law of large numbers result.
Let θ
.
= L(X1) be the exponential distribution (with rate 1). Let µ0 .= L(B1) be the Wiener
measure on C, µ0,t .= L(B1(t)) be the marginal distribution of µ0 at time instant t, and
b(t)
.
= 〈ζ, µ0,t〉. Let a(t) be the unique solution of the ordinary differential equation (ODE)
a˙(t) = −a2(t)b(t), a(0) = 1, (2.1)
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namely a(t) = 1
1+
∫ t
0
b(s) ds
. Note that from (1.2) it follows that
ζ(x) ≤ C˜ζ(1 + ‖x‖2), x ∈ Rd (2.2)
for some C˜ζ ∈ (0,∞). In particular b(t) and a(t) are well-defined. Define µ : [0, T ]→M(Rd) as
µ(t)
.
= a(t)µ0,t. Clearly, µ ∈ C([0, T ] :M(Rd)) and for positive t, µ(t) is absolutely continuous
with respect to Lebesgue measure. Writing for t ∈ (0, T ], µt(dx) = u(t, x)dx, it is easily checked
that u(t, x) is the solution to (1.1). Furthermore we have the following law of large numbers
whose proof is provided in Appendix A.
Theorem 2.1. As n→∞, µn converges to µ in probability in D.
By a more careful analysis, for the proof of Theorem 2.1, the assumption that ζ has sub-
quadratic growth can be weakened to allow for quadratic growth. However in the proof of
the large deviation result that we present in the next section, the condition on sub-quadratic
growth of ζ is used in an important way (see proof of Lemma 5.5) and thus we make this
assumption throughout.
3. Large deviation principle
In this section we present our main large deviations result. We begin by introducing some
canonical spaces and processes that will be convenient in the analysis.
3.1. Canonical space and processes
Let RW be the space of finite Borel measures r on Rd × [0, T ] such that r(Rd × [0, t]) = t for
all t ∈ [0, T ] and ∫
Rd×[0,T ]
‖y‖ r(dy dt) <∞.
Such a measure can be disintegrated as r(dy dt) = rt(dy) dt, where t 7→ rt(·) is a measurable
map from [0, T ] to P(Rd). We equip RW with the topology of weak convergence plus conver-
gence of first moments. This topology can be metrized with the Wasserstein distance of order
1 and the space with this metric is Polish (cf. [21, Section 6.3]).
We now introduce the canonical space Ξ
.
= C × C × RW × R+ and canonical variables on
(Ξ,B(Ξ)): For ξ = (b˜, b, ρ, σ˜) ∈ Ξ,
b˜(ξ)
.
= b˜, b(ξ)
.
= b, ρ(ξ)
.
= ρ, σ˜(ξ)
.
= σ˜. (3.1)
Let {Gt}0≤t≤T be the canonical filtration on (Ξ,B(Ξ)), namely
Gt .= σ{b˜s, bs,ρ(A× [0, s]), s ≤ t, A ∈ B(Rd), σ˜}, t ∈ [0, T ].
For Θ ∈ P(Ξ), denote by Θ(i) the marginal of Θ on the i−th coordinate, i = 1, 2, 3, 4. For
example Θ(1)(A)
.
= Θ(A× C ×RW × R+) for all A ∈ B(C).
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3.2. Rate function and statement of the LDP
Let P∞ denote the collection of all Θ ∈ P(Ξ) such that Θ(4) ≪ θ and under Θ the following
hold:
(1) b is a d-dimensional standard Gt-Brownian motion.
(2)
∫
Rd×[0,T ] ‖y‖2 ρ(dy dt) <∞, a.s.
(3) b˜t = bt +
∫
Rd×[0,t] y ρ(dy ds), for all t ∈ [0, T ], a.s.
Remark 3.1. Note that the property Θ(4) ≪ θ above implies that for Θ ∈ P∞, Θ(4) is
absolutely continuous with respect to the Lebesgue measure on R+. This observation will be
used in the proof of Lemmas 3.1, 5.4 and 5.5.
For Θ ∈ P(Ξ) let
J (Θ) .= EΘ
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy dt)
]
+R(Θ(4)‖θ),
where R(γ‖θ) for γ ∈ P(Rd) is the relative entropy of γ with respect to θ defined as
R(γ‖θ) .=
{∫
Rd
(
log dγdθ
)
dγ, γ ≪ θ,
∞, otherwise.
Note that with Θ0 the probability law of (B1, B1, δ0(dy) ⊗ dt,X1), where B1 is a standard d-
dimensional Brownian motion and X1 is a mean one exponential random variable independent
of B1, J (Θ0) = 0.
For Θ ∈ P∞ consider the equation, whose unknown is ̟Θ : [0, T ]→M(Rd),
〈f, ̟Θ(t)〉 = EΘ
[
f(b˜t)1{σ˜>∫ t0 〈ζ,̟Θ(s)〉 ds}
]
, for all f ∈ Cb(Rd), t ∈ [0, T ]. (3.2)
Note that if a ̟Θ : [0, T ]→M(Rd) satisfies the above equation for all continuous and bounded
f then it also satisfies the equality for all bounded measurable f since given a bounded function
f : Rd → R we can find functions fn ∈ Cb(Rd) such that fn(x) → f(x) for a.e. x ∈ Rd and
{fn} is uniformly bounded. By monotone convergence theorem we then see that the above
equality holds for all non-negative measurable functions from Rd to R and finally the equality
also holds for all measurable f : Rd → R that satisfy EΘ|f(b˜t)| <∞.
The following lemma shows that if J (Θ) <∞ there is at most one solution to (3.2).
Lemma 3.1. Suppose Θ ∈ P∞ satisfies J (Θ) < ∞. Then there is at most one measurable
map ̟Θ : [0, T ]→M(Rd) that satisfies (3.2). Moreover such a solution must necessarily be in
C([0, T ] :M(Rd)).
Proof. Let ̟Θ : [0, T ]→M(Rd) be a measurable map that satisfies (3.2). Fix t ∈ [0, T ]. From
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(2.2) and properties of P∞,
EΘ
[
ζ(b˜t)1{σ˜>∫ t0 〈ζ,̟Θ(s)〉 ds}
]
≤ C˜ζEΘ(1 + ‖b˜t‖2)
≤ 2C˜ζ

1 +EΘ‖bt‖2 +EΘ
∥∥∥∥∥
∫
Rd×[0,t]
y ρ(dy ds)
∥∥∥∥∥
2


≤ κ(1 + J (Θ)) <∞. (3.3)
Thus from the comments below (3.2), 〈ζ, ̟Θ(t)〉 is finite and equals
EΘ
[
ζ(b˜t)1{σ˜>∫ t0 〈ζ,̟Θ(s)〉 ds}
]
for all t ∈ [0, T ]. Furthermore, it follows from Remark 3.1 that for each f ∈ Cb(Rd) and
t, s ∈ [0, T ], as t→ s,
f(b˜t)1{σ˜>∫ t0 〈ζ,̟Θ(u)〉 du} → f(b˜s)1{σ˜>
∫ s
0
〈ζ,̟Θ(u)〉 du}, a.s. Θ,
and hence 〈f, ̟Θ(t)〉 → 〈f, ̟Θ(s)〉. This implies that ̟Θ ∈ C([0, T ] :M(Rd)). Now it remains
to argue the uniqueness of ̟Θ. Let π1, π2 ∈ C([0, T ] : M(Rd)) be two solutions of (3.2).
Consider functions h(t)
.
= 〈ζ, π1(t)〉 − 〈ζ, π2(t)〉 and H(t) .=
∫ t
0 h(s) ds for t ∈ [0, T ]. We
will argue via contradiction that H(t) ≡ 0. This will show π1 = π2, proving the desired
uniqueness. Suppose M
.
= sup0≤t≤T |H(t)| > 0. Without loss of generality we assume that
M = sup0≤t≤T H(t). Since H is a continuous function, there exists some t ∈ [0, T ] such that
H(t) =M . Define t∗
.
= inf{t : H(t) =M}. Then H(t∗) =M . Since H(0) = 0, we have t∗ > 0.
Again by continuity of H, there exists t0 ∈ (0, t∗) such that for all t ∈ [t0, t∗], H(t) > 0, and
hence ∫ t
0
〈ζ, π1(s)〉 ds >
∫ t
0
〈ζ, π2(s)〉 ds, ∀ t ∈ [t0, t∗].
Recalling that ζ ≥ 0, we have for all t ∈ [t0, t∗],
h(t) = 〈ζ, π1(t)〉 − 〈ζ, π2(t)〉
= EΘ
[
ζ(b˜t)
(
1{σ˜>∫ t0 〈ζ, π1(s)〉 ds} − 1{σ˜>∫ t0 〈ζ, π2(s)〉 ds}
)]
≤ 0.
This implies that
M = H(t∗) = H(t0) +
∫ t∗
t0
h(s) ds ≤ H(t0),
which contradicts with the definition of t∗. Hence we must have H(t) ≡ 0 and this completes
the proof.
We now introduce the rate function associated with {µn}. Let P1∞ be the collection of all
Θ ∈ P∞ with J (Θ) < ∞ and such that there is a solution ̟Θ of (3.2) (which is necessarily
unique). Define function I : D → [0,∞] as
I(π)
.
= inf
{Θ∈P1
∞
: ̟Θ=π}
J (Θ), π ∈ D. (3.4)
As is usual, infimum over an empty set is taken to be ∞.
The following is the main result of this work.
/LDP for Brownian Motions with Killing 8
Theorem 3.2. The sequence {µn}n∈N satisfies a LDP in D with rate function I.
Remark 3.2. The representation in Proposition 4.1 that is key to the proof of Theorem 3.2
can be used to also cover a more general case where the Brownian motions Bi are replaced
with Zi(·) .= Yi +Bi(·) where {Yi} are i.i.d. and independent of {Bi,Xi}, and the distribution
m of Y1 satisfies suitable integrability conditions. In this case the law of large numbers limit
will solve the PDE (1.1) with initial condition m and in the rate function governing the LDP,
the term R(·‖θ) will be replaced with a term of the form R(·‖θ ⊗m).
It follows from the second statement of Lemma 3.1 that I(π) = ∞ for all π ∈ D\C([0, T ] :
M(Rd)). Hence the effective domain of the rate function is contained in C([0, T ] :M(Rd)). By
contraction principle (Remark (c) of Theorem 4.2.1 of [8]), one obtains from Theorem 3.2 the
LDP in M(Rd) for {µnt }n∈N for each t ∈ [0, T ].
Recalling the equivalence between a LDP and a Laplace principle (cf. [10, Chapter 1]), in
order to prove Theorem 3.2 it suffices to show that:
(1) I defined in (3.4) is a rate function.
(2) For every F ∈ Cb(D),
lim
n→∞
− 1
n
logE [exp (−nF (µn))] = inf
π∈D
{F (π) + I(π)}. (3.5)
Proof of item (1) is given in Section 8 while the proof of item (2) is carried out in two steps.
First in Section 6 we will prove the Laplace upper bound :
lim inf
n→∞
− 1
n
logE [exp (−nF (µn))] ≥ inf
π∈D
{F (π) + I(π)}. (3.6)
The proof of (3.5) is then completed in Section 7 by proving the complementary Laplace lower
bound :
lim sup
n→∞
− 1
n
logE [exp (−nF (µn))] ≤ inf
π∈D
{F (π) + I(π)}. (3.7)
4. A general variational representation formula
In order to prove Theorem 3.2 we need to study the asymptotics of
− 1
n
logE
[
exp
(− nF (µn))] , (4.1)
where F ∈ Cb(D). For this we will use certain variational representations. Note that F (µn)
can be written as Ψ(Bn,Xn), where Bn
.
= {Bi}ni=1 is an nd-dimensional Brownian motion,
Xn
.
= {Xi}ni=1 is an Rn+-valued random variable and Ψ is a suitable map. When Ψ is just a
function of the Brownian motion Bn, a variational representation for quantities as in (4.1) was
obtained in [2] (see also [3] where a more convenient form that allows for an arbitrary filtration
is given). In this section, we will present an extension of this result that gives a variational
representation for positive functionals of both Bn and Xn.
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Let (Ω,F , {Ft},P ) be a P -complete filtered probability space on which are given a d-
dimensional standard Ft-Brownian motion B and an F0-measurable random variable X, which
takes values in a Polish space S and has law ρ. Main result of this section is Proposition 4.1
which gives a variational representation for − logE [exp (−f(B,X))], where f ∈ Mb(C × S).
The proof is given in Section 9. We will apply this result in Sections 5 – 7 for the setting where
d is replaced by nd, S by Rn+, and ρ by θ
⊗n.
Note that since X is F0-measurable, B and X are independent. Consider the probability
space (Ω˜, F˜ , P˜ ), where Ω˜ = C, F˜ = B(C) and P˜ is the d-dimensional Wiener measure. Under P˜
the canonical coordinate process W˜
.
= {W˜t(ω˜) .= ω˜(t), 0 ≤ t ≤ T} is a standard d-dimensional
Brownian motion with respect to the filtration {F˜W˜t } .= {σ{W˜ (s) : s ≤ t}}. Let {F˜t} be the
augmented filtration, namely F˜t .= σ{F˜W˜t ∪ N˜} and N˜ is the collection of all P˜ -null sets. For
f ∈Mb(C × S), define
f˜(x)
.
= − log E˜
[
exp
(
−f(W˜ , x)
)]
, x ∈ S. (4.2)
It follows from the independence between B and X that
− logE [exp (−f(B,X))] = − logE
[
exp
(
−f˜(X)
)]
.
Applying classical results of Donsker–Varadhan (cf. [10] Proposition 1.4.2) to RHS, we have
the following representation formula from the above equality
− logE [exp (−f(B,X))] = inf
Π∈P(S)
[
R(Π‖ρ) +
∫
S
f˜(x)Π(dx)
]
. (4.3)
Consider the collection of processes
A˜ .= {ψ˜ : the process ψ˜ is F˜t-progressively measurable and E˜
∫ T
0
‖ψ˜(s)‖2 ds <∞}.
From Theorem 3.1 in [2] we now have the following variational formula
f˜(x) = inf
ψ˜∈A˜
E˜
[
1
2
∫ T
0
‖ψ˜(s)‖2 ds+ f
(
W˜ +
∫ ·
0
ψ˜(s) ds, x
)]
, (4.4)
which together with (4.3) gives
− logE [exp (−f(B,X))]
= inf
Π∈P(S)
{R(Π‖ρ)
+
∫
S
inf
ψ˜∈A˜
E˜
[
1
2
∫ T
0
‖ψ˜(s)‖2 ds+ f
(
W˜ +
∫ ·
0
ψ˜(s) ds, x
)]
Π(dx)
}
. (4.5)
The above representation is inconvenient to use in our large deviation proofs due to the infimum
under the integral on the right side. This is taken care of in the following proposition that
roughly says that the integral and the infimum can be interchanged and furthermore the
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minimal filtration F˜t can be replaced by a general filtration {Fˆt}. The fact that one can allow
for a general filtration will be crucial in the proof of the lower bound (see Section 7).
Let (Ω¯, F¯ , P¯ ) be a probability space on which are given a d-dimensional standard Brownian
motion W¯ and an S-valued random variable X¯, which is independent of W¯ , with law Π.
Let {Fˆt} be any filtration satisfying the usual conditions, such that W¯ is still a standard d-
dimensional Brownian motion with respect to {Fˆt} and X¯ is Fˆ0-measurable. One example of
such a filtration is {F¯t .= σ{F¯W¯ ,X¯t ∪ N¯}}, where N¯ is the collection of all P¯ -null sets and
F¯W¯ ,X¯t .= σ{X¯, W¯ (s) : s ≤ t}. Let ΥΠ .= (Ω¯, F¯ , {Fˆt}, P¯ ) and consider the following collection
of processes
A(ΥΠ) .= {ψˆ : the process ψˆ is Fˆt-progressively measurable
and E¯
∫ T
0
‖ψˆ(s)‖2 ds <∞}.
Proposition 4.1. Let f ∈Mb(C × S). Then
− logE [exp (−f(B,X))]
= inf
Π,ΥΠ
inf
ψˆ∈A(ΥΠ)
{
R(Π‖ρ) + E¯
[
1
2
∫ T
0
‖ψˆ(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆ(s) ds, X¯
)]}
, (4.6)
where the outer infimum is over all Π ∈ P(S) and all systems ΥΠ.
5. Variational representation and tightness properties
In this section we will apply Proposition 4.1 to establish a variational representation for
− 1
n
logE
[
exp
(− nF (µn))] ,
where F ∈ Cb(D).
Given Πn ∈ P(Rn+) such that R(Πn‖θ⊗n) <∞, let ΥΠn .= (Ω¯, F¯ , {Fˆt}0≤t≤T , P¯ ) be a filtered
probability space on which one is given an Rn+-valued Fˆ0-measurable random variable Sn .=
(Sni )
n
i=1 with law Π
n, and an nd-dimensional standard Fˆt-Brownian motion βn .= (βni )ni=1.
Denote by E¯ the expectation under P¯ . We can disintegrate Πn as
Πn(dx1, . . . , dxn) = Π
n
1 (dx1)Π
n
2 (x1, dx2) · · ·Πnn(x1, . . . , xn−1, dxn) .=
n∏
i=1
νni (x
n, dxi),
where xn
.
= (xi)
n
i=1 ∈ Rn+. Define random measures
νni
.
= νni (S
n, ·), i = 1, . . . , n. (5.1)
Let
An(ΥΠn) .= {ψn .= (ψni )ni=1 : the process ψni is Rd-valued
Fˆt-progressively measurable and E¯
n∑
i=1
∫ T
0
‖ψni (s)‖2 ds <∞}.
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For ψn ∈ An(ΥΠn), consider the following controlled processes
β˜
n .
= (β˜
n
i )
n
i=1, β˜
n
i (t)
.
= βni (t) +
∫ t
0
ψni (s) ds, i = 1, . . . , n, (5.2)
µ˜n(t) =
1
n
n∑
i=1
δ
β˜
n
i (t)
1{Sni >∫ t0 〈ζ, µ˜n(s)〉 ds}. (5.3)
Note that since R(Πn‖θ⊗n) < ∞, Πn is absolutely continuous with respect to the Lebesgue
measure on Rn+. Hence a.s. P¯ we can enumerate {Sni }ni=1 in a strictly increasing order, and
the unique solution of (5.3) can be written explicitly in a recursive manner. From Proposition
4.1 we have the following variational formula which will be the starting point of our proof to
Theorem 3.2.
Lemma 5.1. Let F ∈ Cb(D). Then
− 1
n
logE [exp (−nF (µn))]
= inf
Πn,ΥΠn
inf
ψn∈An(ΥΠn )
E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψni (s)‖2 ds
)
+ F (µ˜n)
]
, (5.4)
where the outside infimum is over all Πn ∈ P(Rn+) and all systems ΥΠn.
Proof. Note that
F (µn) = F

{ 1
n
n∑
i=1
δBi(t)1{Xi>∫ t0 〈ζ, µn(s)〉 ds}
}
t∈[0,T ]

 .= Ψ(Bn,Xn)
for some Ψ ∈Mb(Cn × Rn+), where Bn .= (Bi)ni=1 and Xn .= (Xi)ni=1. The function Ψ depends
also on n but that dependence is suppressed in the notation. With the same measurable function
Ψ, F (µ˜n) = Ψ(β˜
n
,Sn) a.s. Applying Proposition 4.1 with d, S, f , W¯ , X¯, C and ρ replaced by
nd, Rn+, nΨ, β
n, Sn, Cn and θ⊗n respectively, we have
− 1
n
logE [exp (−nF (µn))]
= inf
Πn,ΥΠn
inf
ψn∈An(ΥΠn )
{
1
n
R(Πn‖θ⊗n) + E¯
[
1
2n
n∑
i=1
∫ T
0
‖ψni (s)‖2 ds+ F (µ˜n)
]}
.
Using chain rule for relative entropies (cf. [10], Theorem C.3.1) it follows that
R(Πn‖θ⊗n) = E¯
[
n∑
i=1
R(νni ‖θ)
]
,
where (νni )
n
i=1 is defined in (5.1). The result follows on combining the above two displays.
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We now present some tightness results that will play a key role in our proofs. For each n ∈ N,
let Πn, ΥΠn (with the associated S
n) and ψn ∈ An(ΥΠn) be such that
sup
n∈N
E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψni (s)‖2 ds
)]
.
= C0 <∞. (5.5)
For i = 1, . . . , n, define RW -valued random variables ρni as
ρni (A× [0, t]) .=
∫ t
0
δA(ψ
n
i (s)) ds, A ∈ B(Rd), t ∈ [0, T ].
Recall the space Ξ from Section 3.1. Define a sequence {(Qn, νn)}n∈N of P(Ξ)×P(R+)-valued
random variables as
Qn(A)
.
=
1
n
n∑
i=1
δ(β˜ni ,βni ,ρni ,S
n
i )
(A), A ∈ B(Ξ) (5.6)
and
νn(A)
.
=
1
n
n∑
i=1
νni (A), A ∈ B(R+). (5.7)
We then have the following tightness result. In proving this result we will use some basic facts
about tightness functions. Recall (see [10, Section 5.3]) that a measurable map ψ from a Polish
space S to R is called a tightness function if it is bounded from below and has pre-compact
level sets (i.e. for some c ∈ R, ψ(x) ≥ c for all x ∈ S and the closure of {x ∈ S : ψ(x) ≤ m} is
compact for all m ∈ R). The following two facts about tightness functions will be used:
• If ψ is a tightness function on S and {γn} ⊂ P(S) is such that supn
∫
S
ψ(x)γn(dx) <∞,
then {γn} is tight.
• If ψ is a tightness function on S, then Ψ : P(S)→ R∪{∞} defined as Ψ(γ) .= ∫
S
ψ(x)γ(dx)
is a tightness function on P(S).
We will also appeal to the facts that a sequence {Γn} of P(S)-valued random variables is tight
if and only if γn
.
= EΓn is a tight sequence in P(S) (see [23, Chapter 1]); and for Polish spaces
Si, i = 1, 2, a sequence of probability measures on S1×S2 is tight if the corresponding sequences
of marginal distributions on Si, i = 1, 2, are tight.
Lemma 5.2. Suppose (5.5) holds. The sequence of random variables {(Qn, νn)}n≥1 is tight in
P(Ξ)× P(R+).
Proof. We first argue tightness of {Qn}. It suffices to show that the sequences {Qn(i)} are tight
for i = 1, 2, 3, 4. Since {βni } are standard Brownian motions, {Qn(2)} is clearly tight. Next we
consider Qn(3). Note that
g1(r)
.
=
∫
Rd×[0,T ]
‖y‖2 r(dy dt), r ∈ RW ,
is a tightness function on RW . This says that G1 : P(RW )→ [0,∞] defined as
G1(m)
.
=
∫
RW
g1(r)m(dr), m ∈ P(RW )
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is a tightness function on P(RW ). Next note that
E¯G1(Q
n
(3)) =
1
n
n∑
i=1
E¯g1(ρ
n
i ) =
1
n
n∑
i=1
E¯
∫
Rd×[0,T ]
‖y‖2 ρni (dy dt)
=
1
n
n∑
i=1
E¯
∫ T
0
‖ψni (s)‖2 ds ≤ 2C0.
This proves that {Qn(3)} is tight. We now argue tightness of {Qn(1)}. Define a sequence {Q˜n}n∈N
of P(C)-valued random variables as
Q˜n(A)
.
=
1
n
n∑
i=1
δuni (A), A ∈ B(C),
where
uni (t)
.
=
∫
Rd×[0,t]
y ρni (dy ds) =
∫ t
0
ψni (s) ds, t ∈ [0, T ].
We claim that {Q˜n}n∈N is a tight sequence. To see this, note that g2 : C → [0,∞] defined as
g2(x)
.
=
{ ∫ T
0 ‖x˙(s)‖2 ds+ ‖x(0)‖2, if x is absolutely continuous,
∞, otherwise,
is a tightness function on C, from which it follows that G2 : P(C)→ [0,∞], defined as
G2(m)
.
=
∫
C
g2(x)m(dx), m ∈ P(C),
is a tightness function on P(C). Also,
E¯(G2(Q˜
n)) =
1
n
n∑
i=1
E¯g2(u
n
i ) =
1
n
n∑
i=1
E¯
∫ T
0
‖ψni (s)‖2 ds ≤ 2C0.
This proves tightness of {Q˜n}n∈N. Define the sequence {Q¯n(2,3)}n∈N of P(C ×C)-valued random
variables as
Q¯n(2,3)(A)
.
=
1
n
n∑
i=1
δ(βni ,uni )(A), A ∈ B(C × C).
Then, from tightness of {Qn(2)} and {Q˜n} it follows that {Q¯n(2,3)} is tight. Next, noting that
the map g3 : C × C → C defined as g3(x, u) .= x+ u is continuous and that Qn(1) = Q¯n(2,3) ◦ g−13 ,
we get tightness of {Qn(1)}.
Finally, tightness of {Qn(4)} and {νn} can be proved using a standard argument as in the
proof of Sanov’s theorem (see e.g. [10, Theorem 2.2.1]). However we provide details for sake
of completeness. Note that G3(·) .= R(·‖θ) is a convex tightness function on P(R+) (cf. [10,
Lemma 1.4.3]), and that by (5.5) and Jensen’s inequality,
E¯G3(ν
n) = E¯R(νn‖θ) ≤ E¯
[
1
n
n∑
i=1
R(νni ‖θ)
]
≤ C0.
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So {νn} is tight, which implies that {E¯νn} is also tight. Next, since νni is the conditional
distribution used to select Sni , for any f ∈Mb(Rd),
E¯
∫
Rd
f(x)Qn(4)(dx) =
1
n
n∑
i=1
E¯f(Sni ) =
1
n
n∑
i=1
E¯
∫
Rd
f(x)νni (dx) = E¯
∫
Rd
f(x) νn(dx).
So E¯Qn(4) = E¯ν
n, from which we have the desired tightness of {Qn(4)}.
The following lemma gives a useful characterization of weak limit points of {(Qn, νn) : n ∈
N}. Recall the space P∞ introduced in Section 3.2.
Lemma 5.3. Suppose (5.5) holds and suppose (Qn, νn) converges along a subsequence, in
distribution, to (Q∗, ν∗) given on some probability space (Ω∗,F∗,P ∗). Then Q∗(4) = ν∗, Q∗ ∈
P∞, and J (Q∗) <∞, a.s. P ∗.
Proof. The first statement, namely Q∗(4) = ν
∗ a.s. P ∗, can be proved using a standard martin-
gale argument as in the proof of Sanov’s theorem (see e.g. [10, Theorem 2.2.1]). We omit the
details.
In order to check the second statement that Q∗ ∈ P∞ a.s. P ∗, we need to verify that, a.s.,
Q∗(4) ≪ θ and under Q∗, properties (1)–(3) of Section 3.2 are satisfied (with Θ replaced by Q∗).
Without loss of generality assume that (Qn, νn) converges weakly to (Q∗, ν∗) along the whole
sequence. Recall the canonical variables (b˜, b,ρ, σ˜) and the canonical filtration {Gt} introduced
in Section 3.1. We can find a countable collection {ηj}∞j=1 of continuous nonnegative functions
with compact support in Rd, such that, denoting
ρ
ηj
t (ξ)
.
=
∫
Rd×[0,t]
ηj(y) ρ(dy ds), t ∈ [0, T ], j ∈ N, ξ = (b˜, b, ρ, σ˜) ∈ Ξ
and defining the stochastic process
E(t) .= (b˜t, bt, (ρηjt )j∈N, σ˜), t ∈ [0, T ]
with sample paths in C∞ .= C([0, T ] : R∞), we have Gt = σ{E(· ∧ t)} for t ∈ [0, T ].
We first verify (1). It suffices to check that for all 0 ≤ s ≤ t ≤ T , g ∈ C2b(Rd) and f ∈ Cb(C∞),
E∗
∣∣∣∣EQ∗f(E(· ∧ s))
(
g(bt)− g(bs)− 1
2
∫ t
s
∆g(bu) du
)∣∣∣∣
2
= 0. (5.8)
Since Qn converges weakly to Q∗ the left side equals
lim
n→∞
E¯
∣∣∣∣EQnf(E(· ∧ s))
(
g(bt)− g(bs)− 1
2
∫ t
s
∆g(bu) du
)∣∣∣∣
2
= lim
n→∞
1
n2
E¯
∣∣∣∣∣
n∑
i=1
f(Eni (· ∧ s))
(
g(βni (t))− g(βni (s))−
1
2
∫ t
s
∆g(βni (u)) du
)∣∣∣∣∣
2
,
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where Eni is defined similarly to E by replacing (b˜, b,ρ, σ˜) with (β˜
n
i ,β
n
i ,ρ
n
i ,S
n
i ). Conditioning
on Fˆs and using the fact that βn is a standard Fˆt-Brownian motion, we see that cross product
terms do not contribute when the above squared sum is written as a double sum. So the above
limit is 0 which proves (5.8).
Consider now (2). It suffices to show that
E∗EQ
∗
∫
Rd×[0,T ]
‖y‖2 ρ(dy dt) <∞. (5.9)
Note that Qn ⇒ Q∗ as n→∞ and
E¯EQ
n
∫
Rd×[0,T ]
‖y‖2 ρ(dy dt) = 1
n
n∑
i=1
E¯
∫ T
0
‖ψni (t)‖2 dt ≤ 2C0.
Thus in order to prove (5.9), it suffices to show that the function
Q 7→ EQ
∫
Rd×[0,T ]
‖y‖2 ρ(dy dt) (5.10)
is a lower semi-continuous function from P(Ξ) to [0,∞]. This is immediate from Fatou’s lemma
on observing that the function
ξ = (b˜, b, ρ, σ˜) 7→
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
is a lower semi-continuous function from Ξ to [0,∞]. This proves (2).
Next we verify (3). It suffices to show that for each t ∈ [0, T ]
E∗EQ
∗
(∣∣∣∣∣b˜t − bt −
∫
Rd×[0,t]
y ρ(dy ds)
∣∣∣∣∣ ∧ 1
)
= 0. (5.11)
Note that for each t ∈ [0, T ], the function
ξ = (b˜, b, ρ, σ˜) 7→
∣∣∣∣∣b˜t − bt −
∫
Rd×[0,t]
y ρ(dy ds)
∣∣∣∣∣ ∧ 1 (5.12)
is a continuous and bounded function from Ξ to R+. Also, from (5.2),
E¯EQ
n
(∣∣∣∣∣b˜t − bt −
∫
Rd×[0,t]
y ρ(dy ds)
∣∣∣∣∣ ∧ 1
)
=
1
n
n∑
i=1
E¯
(∣∣∣∣β˜ni (t)− βni (t)−
∫ t
0
ψni (s) ds
∣∣∣∣ ∧ 1
)
= 0.
Combining the above two observations and recalling that Qn ⇒ Q∗ we have (5.11).
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Next we show that Q∗(4) ≪ θ a.s. By lower semi-continuity and convexity of the function
R(·‖θ), we have on using the first statement of the lemma that
E∗R(Q∗(4)‖θ) = E∗R(ν∗‖θ) ≤ lim infn→∞ E¯R(ν
n‖θ) ≤ lim inf
n→∞
E¯
[
1
n
n∑
i=1
R(νni ‖θ)
]
≤ C0. (5.13)
So R(Q∗(4)‖θ) <∞ and consequently Q∗(4) ≪ θ a.s. P ∗.
Finally, the third statement, namely J (Q∗) < ∞ a.s., follows immediately on combining
(5.9) and (5.13).
For the following two lemmas, define
‖β˜n‖2∗,n .= sup
0≤t≤T
n∑
i=1
‖β˜ni (t)‖2.
From Cauchy–Schwarz and Doob’s inequalities we have for all n ∈ N
1
n
E¯‖β˜n‖2∗,n ≤
2
n
E¯ sup
0≤t≤T
n∑
i=1
(
‖βni (t)‖2 +
∥∥∥∥
∫ t
0
ψni (s) ds
∥∥∥∥
2
)
≤ 8Td+ 2T
n
E¯
n∑
i=1
∫ T
0
‖ψni (s)‖2 ds
≤ 8Td+ 4TC0 .= C˜0, (5.14)
where the last line follows from (5.5). Using this moment bound we will now argue tightness
of {µ˜n}.
Lemma 5.4. Suppose (5.5) holds. The sequence of random variables {µ˜n}n≥1 is tight in D.
Proof. We first argue tightness of {µ˜n(t)} in M(Rd) for each t ∈ [0, T ]. Note that
G4(m)
.
=
∫
Rd
‖x‖2m(dx), m ∈ M(Rd)
is a tightness function on M(Rd). Also from (5.14) we have
E¯G4(µ˜
n(t)) = E¯
[
1
n
n∑
i=1
‖β˜ni (t)‖21{Sni >∫ t0 〈ζ, µ˜n(s)〉 ds}
]
≤ 1
n
E¯‖β˜n‖2∗,n ≤ C˜0.
Thus {µ˜n(t)} is tight in M(Rd) for each t ∈ [0, T ].
Next we consider fluctuations of µ˜n. Recall that µ˜n is defined on some system ΥΠn . For
δ ∈ [0, T ], let T δ,n be the collection of all [0, T − δ]-valued stopping times τ on ΥΠn . In order
to argue tightness of {µ˜n} in D, by Aldous-Kurtz tightness criterion (cf. [19, Theorem 2.7]), it
suffices to show that
lim sup
δ→0
lim sup
n→∞
sup
τ∈T δ,n
E¯dBL(µ˜
n(τ + δ), µ˜n(τ)) = 0. (5.15)
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Note that
dBL(µ˜
n(τ + δ), µ˜n(τ))
= sup
‖f‖BL≤1
|〈f, µ˜n(τ + δ)〉 − 〈f, µ˜n(τ)〉|
≤ sup
‖f‖BL≤1
1
n
n∑
i=1
∣∣∣∣f(β˜ni (τ + δ))1{Sni >∫ τ+δ0 〈ζ, µ˜n(s)〉 ds} − f(β˜ni (τ))1{Sni >∫ τ0 〈ζ, µ˜n(s)〉 ds}
∣∣∣∣
≤ sup
‖f‖BL≤1
1
n
n∑
i=1
∣∣∣f(β˜ni (τ + δ)) − f(β˜ni (τ))∣∣∣ 1{Sni >∫ τ+δ0 〈ζ, µ˜n(s)〉 ds}
+ sup
‖f‖BL≤1
1
n
n∑
i=1
∣∣∣∣f(β˜ni (τ))
(
1{
Sni >
∫ τ+δ
0
〈ζ, µ˜n(s)〉 ds
} − 1{Sni >∫ τ0 〈ζ, µ˜n(s)〉 ds}
)∣∣∣∣
.
= T n1 + T n2 .
It then suffices to show that for j = 1, 2,
lim sup
δ→0
lim sup
n→∞
sup
τ∈T δ,n
E¯T nj = 0. (5.16)
For T n1 , we have
T n1 ≤
1
n
n∑
i=1
∥∥∥β˜ni (τ + δ) − β˜ni (τ)∥∥∥
≤ 1
n
n∑
i=1
(
‖βni (τ + δ) − βni (τ)‖+
∫ τ+δ
τ
‖ψni (s)‖ ds
)
.
So by Cauchy–Schwarz inequality,
sup
τ∈T δ,n
E¯T n1
≤ sup
τ∈T δ,n
(
E¯
1
n
n∑
i=1
‖βni (τ + δ)− βni (τ)‖2
) 1
2
+
√
δ
(
E
1
n
n∑
i=1
∫ T
0
‖ψni (s)‖2 ds
) 1
2
≤
√
dδ +
√
2C0δ,
which implies that (5.16) holds for j = 1.
Now consider T n2 . Fix K ∈ (0,∞). Since ‖f‖∞ ≤ 1,
T n2 ≤
1
n
n∑
i=1
1{∫ τ
0
〈ζ, µ˜n(s)〉 ds<Sni ≤
∫ τ+δ
0
〈ζ, µ˜n(s)〉 ds
}
≤ 1{‖β˜n‖2
∗,n>nK}
+ 1{‖β˜n‖2
∗,n≤nK}
Qn(4)
((∫ τ
0
〈ζ, µ˜n(s)〉 ds,
∫ τ+δ
0
〈ζ, µ˜n(s)〉 ds
])
.
= T n2,1 + T n2,2.
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For T n2,1, from (5.14) it follows that
E¯T n2,1 ≤
E¯‖β˜n‖2∗,n
nK
≤ C˜0
K
. (5.17)
For T n2,2, note that on the set {‖β˜
n‖2∗,n ≤ nK}, we have from (2.2) that for t ∈ [0, T ],
〈ζ, µ˜n(t)〉 ≤ 1
n
n∑
i=1
ζ(β˜
n
i (t)) ≤
1
n
n∑
i=1
C˜ζ(1 + ‖β˜ni (t)‖2) ≤ C˜ζ +
C˜ζ‖β˜n‖2∗,n
n
≤ C˜ζ(1 +K), (5.18)
and hence ∣∣∣∣
∫ τ+δ
0
〈ζ, µ˜n(s)〉 ds −
∫ τ
0
〈ζ, µ˜n(s)〉 ds
∣∣∣∣ ≤ CKδ
with CK = C˜ζ(1 +K). From this it follows that
T n2,2 ≤ 1{‖β˜n‖2
∗,n≤nK}
max
j∈N0
Qn(4)([jCKδ, (j + 2)CKδ]).
Using this we have
sup
τ∈T δ,n
E¯T n2,2 ≤ E¯max
j∈N0
Qn(4)([j(CKδ, (j + 2)CKδ]). (5.19)
By Lemmas 5.2 and 5.3, we can assume without loss of generality that (Qn, νn) converges
weakly along the whole sequence to (Q∗, ν∗), given on some probability space (Ω∗,F∗,P ∗),
with Q∗ ∈ P∞ a.s. P ∗. Note that if {mn},m are probability measures on [0,∞) such that m is
absolutely continuous with respect to the Lebesgue measure, mn → m as n→∞, and δ, c > 0,
then
max
j∈N0
mn([jδ, jδ + c])→ max
j∈N0
m([jδ, jδ + c]). (5.20)
It then follows from (5.19), dominated convergence theorem, (5.20) and Remark 3.1 that
lim sup
n→∞
sup
τ∈T δ,n
E¯T n2 ≤ lim sup
n→∞
E¯max
j∈N0
Qn(4)([jCKδ, (j + 2)CKδ])
= E∗max
j∈N0
Q∗(4)([jCKδ, (j + 2)CKδ]).
Using (5.13), for every M > 1,
E∗max
j∈N0
Q∗(4)([jCKδ, (j + 2)CKδ]) ≤ 2MCKδ +
C0
logM
. (5.21)
This shows that the left side in the above equation converges to 0 as δ → 0 and M → ∞.
Combining this convergence with (5.17) and then sending K → ∞ implies that (5.16) also
holds for j = 2 which completes the proof of tightness of {µ˜n}.
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The following lemma gives an important characterization of weak limit points of {µ˜n}. Recall
the definition of ̟Θ for Θ ∈ P1∞ given in Section 3.2.
Lemma 5.5. Suppose (5.5) holds and (Qn, νn, µ˜n) converges along a subsequence, in distribu-
tion, to (Q∗, ν∗, µ˜∗) given on some probability space (Ω∗,F∗,P ∗). Then P ∗-a.s., Q∗ ∈ P1∞ and
µ˜∗ = ̟Q∗, i.e.
〈f, µ˜∗(t)〉 = EQ∗
[
f(b˜t)1{σ˜>∫ t0 〈ζ, µ˜∗(s)〉 ds}
]
, ∀f ∈ Cb(Rd), t ∈ [0, T ]. (5.22)
Proof. Since R(Πn‖θ⊗n) <∞, we have that a.s., {Sni }ni=1 are distinct and hence, a.s., the total
mass of µ˜n(t) decreases by at most 1/n at any time instant t. Consequently, 0 ≤ µ˜n(t−)(A)−
µ˜n(t)(A) ≤ 1/n for all A ∈ B(Rd) and t ∈ [0, T ], a.s. Also, without loss of generality assume
that (Qn, νn, µ˜n) converges weakly to (Q∗, ν∗, µ˜∗) along the whole sequence. We claim that,
jointly with the above collection,∫ ·
0
〈ζ, µ˜n(s)〉 ds⇒
∫ ·
0
〈ζ, µ˜∗(s)〉 ds in C([0, T ] : R), (5.23)
as n → ∞. Suppose for now that the claim holds. By appealing to Skorokhod representation
we can assume without loss of generality that (Qn, νn, µ˜n,
∫ ·
0〈ζ, µ˜n(s)〉 ds) convergences a.s. on
(Ω∗,F∗,P ∗). From this and Lemma 5.3 we can find N ∈ F∗ such that P ∗(N ) = 0 and on N c,
we have that (Qn, νn, µ˜n,
∫ ·
0〈ζ, µ˜n(s)〉 ds) → (Q∗, ν∗, µ˜∗,
∫ ·
0〈ζ, µ˜∗(s)〉 ds), Q∗(4) = ν∗, Q∗ ∈ P∞,
J (Q∗) < ∞ and 0 ≤ µ˜n(t−)(A) − µ˜n(t)(A) ≤ 1/n for all A ∈ B(Rd) and t ∈ [0, T ]. The last
statement implies that on N c
sup
t∈(0,1]
dBL(µ˜
n(t), µ˜n(t−)) = sup
t∈(0,1]
sup
‖f‖BL≤1
|〈f, µ˜n(t)〉 − 〈f, µ˜n(t−)〉| ≤ 1
n
→ 0
as n → ∞ and hence µ˜∗ ∈ C([0, T ] :M(Rd)) on N c. Fix f ∈ Cb(Rd) and t ∈ [0, T ]. Then, on
N c, 〈f, µ˜n(t)〉 → 〈f, µ˜∗(t)〉. Define for t ∈ [0, T ], gt : P(Ξ)×D → R as
gt(Θ, π) = E
Θ
[
f(b˜t)1{σ˜>∫ t0 〈ζ, π(s)〉 ds}
]
. (5.24)
From (5.2) and (5.3) we have 〈f, µ˜n(t)〉 = gt(Qn, µ˜n).
Noting that the RHS of (5.22) is gt(Q
∗, µ˜∗), it then suffices to show that as n → ∞,
gt(Q
n, µ˜n)→ gt(Q∗, µ˜∗) in probability. Note that
|gt(Qn, µ˜n)− gt(Q∗, µ˜∗)| ≤ |gt(Qn, µ˜n)− gt(Qn, µ˜∗)|+ |gt(Qn, µ˜∗)− gt(Q∗, µ˜∗)|. (5.25)
Since on N c, Q∗ ∈ P∞, by Remark 3.1 we have on this set,
lim
n→∞
|gt(Qn, µ˜∗)− gt(Q∗, µ˜∗)| = 0. (5.26)
For the first term on the right hand side of (5.25), we have, on N c,
|gt(Qn, µ˜n)− gt(Qn, µ˜∗)|
≤ EQn
∣∣∣f(b˜t)(1{σ˜>∫ t0 〈ζ, µ˜n(s)〉 ds} − 1{σ˜>∫ t0 〈ζ, µ˜∗(s)〉 ds}
)∣∣∣
≤ ‖f‖∞Qn
(
σ˜ lies between
∫ t
0
〈ζ, µ˜n(s)〉 ds and
∫ t
0
〈ζ, µ˜∗(s)〉 ds
)
.
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From convergence of
∫ ·
0〈ζ, µ˜n(s)〉 ds to
∫ ·
0〈ζ, µ˜∗(s)〉 ds and (5.18), it follows that for any δ > 0,
lim sup
n→∞
|gt(Qn, µ˜n)− gt(Qn, µ˜∗)|
≤ ‖f‖∞ lim sup
n→∞
Qn
(
σ˜ lies between
∫ t
0
〈ζ, µ˜n(s)〉 ds and
∫ t
0
〈ζ, µ˜∗(s)〉 ds
)
≤ ‖f‖∞ lim sup
n→∞
max
j∈N0
Qn(4)([jδ, (j + 1)δ])
= ‖f‖∞max
j∈N0
Q∗(4)([jδ, (j + 1)δ]),
where the last equality uses (5.20). Using a similar bound as in (5.21) and letting δ → 0 in the
above display gives lim supn→∞ |gt(Qn, µ˜n)− gt(Qn, µ˜∗)| = 0 on N c. This together with (5.25)
and (5.26) proves that on N c, for all t ∈ [0, T ], gt(Qn, µ˜n) → gt(Q∗, µ˜∗) as n → ∞ and hence
〈f, µ˜∗(t)〉 = gt(Q∗, µ˜∗). Therefore, µ˜∗ = ̟Q∗ a.s.
Now we prove the claim (5.23). Fix K ∈ (0,∞) and define function ζK(x) .= min{ζ(x),K}
for x ∈ Rd. Clearly as n→∞,∫ ·
0
〈ζK , µ˜n(s)〉 ds⇒
∫ ·
0
〈ζK , µ˜∗(s)〉 ds in C([0, T ] : R). (5.27)
From (1.2) it follows that for all x ∈ Rd,
ζ(x)− ζK(x) ≤ ζ(x)1{ζ(x)>K} ≤ ζ(x)
(
ζ(x)
K
)2/p−1
≤ C
2/p
ζ (1 + ‖x‖p)2/p
K2/p−1
≤ κ1(1 + ‖x‖
2)
K2/p−1
.
(5.28)
So using (5.3) we have
sup
n∈N
sup
0≤t≤T
E¯
∣∣∣∣
∫ t
0
〈ζ, µ˜n(s)〉 ds −
∫ t
0
〈ζK , µ˜n(s)〉 ds
∣∣∣∣
≤ sup
n∈N
∫ T
0
E¯〈ζ − ζK , µ˜n(s)〉 ds
≤ sup
n∈N
∫ T
0
(
E¯
1
n
n∑
i=1
κ1(1 + ‖β˜ni (s)‖2)
K2/p−1
)
ds
≤ sup
n∈N
κ1
K2/p−1
(
T +
T
n
E¯‖β˜‖2∗,n
)
≤ κ2
K2/p−1
→ 0
as K →∞, where the last inequality follows from (5.14). Also by Fatou’s lemma,
E∗
∣∣∣∣
∫ t
0
〈ζ, µ˜∗(s)〉 ds −
∫ t
0
〈ζK , µ˜∗(s)〉 ds
∣∣∣∣ ≤ lim infn→∞
∫ t
0
E¯〈ζ − ζK , µ˜n(s)〉 ds
≤ κ2
K2/p−1
→ 0
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as K →∞. The claim (5.23) then follows on combining above two displays with (5.27).
6. Laplace upper bound
In this section we prove the Laplace upper bound (3.6): For every F ∈ Cb(D),
lim inf
n→∞
− 1
n
log E¯
[
exp
(−nF (µn))] ≥ inf
π∈D
{F (π) + I(π)}.
Let ε ∈ (0, 1) be arbitrary. For each n ∈ N, let Πn ∈ P(Rn+), ΥΠn (with the associated Sn) and
ψn ∈ An(ΥΠn) be an ε-optimal control in (5.4), namely
− 1
n
logE [exp (−nF (µn))]
≥ E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψni (s)‖2 ds
)
+ F (µ˜n)
]
− ε,
(6.1)
where (νni )
n
i=1 and µ˜
n are defined in (5.1) and (5.3). Then with Qn, νn defined as in (5.6) and
(5.7), we have from Jensen’s inequality that
− 1
n
logE
[
exp
(−nF (µn))]
≥ E¯
[
R(νn‖θ) +EQn
(
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
)
+ F (µ˜n)
]
− ε.
The inequality (6.1) implies that
sup
n∈N
E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψni (s)‖2 ds
)]
≤ 2‖F‖∞ + 1,
i.e. (5.5) holds with C0 = 2‖F‖∞ + 1.
Thus from Lemmas 5.2 and 5.4 we have that {(Qn, νn, µ˜n)} is tight. Assume without loss of
generality that (Qn, νn, µ˜n) converges along the whole sequence weakly to (Q∗, ν∗, µ˜∗), given
on some probability space (Ω∗,F∗,P ∗). By Lemmas 5.3 and 5.5, we have Q∗ ∈ P1∞, Q∗(4) = ν∗,
and ̟Q∗ = µ˜
∗ a.s. P ∗. Using the lower semi-continuity of the function R(·‖θ) and the map in
(5.10), we now have from Fatou’s lemma that
lim inf
n→∞
E¯
(
R(νn‖θ) +EQn
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
])
≥ E∗
(
R(ν∗‖θ) +EQ∗
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
])
= E∗(J (Q∗))
≥ E∗(I(̟Q∗)).
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Also since F ∈ Cb(D),
lim
n→∞
E¯F (µ˜n) = E∗F (µ˜∗) = E∗F (̟Q∗).
Combining above three displays we have
lim inf
n→∞
− 1
n
log E¯ [exp (−nF (µn))] ≥ E∗ (F (̟Q∗) + I(̟Q∗))− ε
≥ inf
π∈D
(F (π) + I(π))− ε.
Since ε > 0 is arbitrary, this completes the proof of the Laplace upper bound.
7. Laplace lower bound
In this section we prove the Laplace lower bound (3.7): For every F ∈ Cb(D),
lim sup
n→∞
− 1
n
log E¯ [exp (−nF (µn))] ≤ inf
π∈D
{F (π) + I(π)}.
Fix F ∈ Cb(D) and let ε > 0 be arbitrary and let π∗ ∈ D be such that
F (π∗) + I(π∗) ≤ inf
π∈D
{F (π) + I(π)}+ ε.
Note in particular that I(π∗) < ∞. Next let Θ ∈ P1∞ be such that ̟Θ = π∗ and J (Θ) ≤
I(π∗)+ ε. Recall the canonical variables (b˜, b,ρ, σ˜) introduced in (3.1). We claim that without
loss of generality one can assume that
ρ(A× [0, t]) =
∫ t
0
δA(ψ(s)) ds, t ∈ [0, T ], A ∈ B(Rd), a.s. Θ, (7.1)
where ψ is an Rd-valued Gt-progressively measurable process such that
EΘ
∫ T
0
‖ψ(s)‖2 ds <∞.
To see this, define ψ and ρ˜ on Ξ as follows. For t ∈ [0, T ], A ∈ B(Rd) and ξ = (b˜, b, ρ, σ˜) ∈ Ξ,
ψ[ξ](t)
.
=
∫
Rd
y ρ(dy|t), ρ˜[ξ](A× [0, t]) .=
∫ t
0
δA(ψ[ξ](s)) ds,
where ρ(dy dt) = ρ(dy|t) dt. Then
∫
Rd×[0,t]
y ρ˜(dy ds) =
∫ t
0
ψ(s) ds =
∫
Rd×[0,t]
y ρ(dy ds) (7.2)
and ∫
Rd×[0,t]
‖y‖2 ρ˜(dy ds) =
∫ t
0
‖ψ(s)‖2 ds ≤
∫
Rd×[0,t]
‖y‖2 ρ(dy ds). (7.3)
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Thus with Θ˜
.
= Θ ◦ (b˜, b, ρ˜, σ˜)−1, it follows from (7.2) and (7.3) that Θ˜ ∈ P1∞, ̟Θ˜ = ̟Θ = π∗
and J (Θ˜) ≤ J (Θ) ≤ I(π∗) + ε. This proves the claim. Henceforth we assume (7.1).
We now construct a filtered probability space Υ
.
= (Ω¯, F¯ , {Fˆt}0≤t≤T , P¯ ) as follows. Let
Ω¯
.
= Ξ⊗∞, F¯ be the P¯ -completion of B(Ξ⊗∞), where P¯ .= Θ⊗∞. Define canonical variables on
this space as follows: For ξ
.
= (ξi)i∈N ∈ Ω¯, where ξi .= (b˜i, bi, ρi, σ˜i)
b˜i(ξ)
.
= b˜i, bi(ξ)
.
= bi, ρi(ξ)
.
= ρi, σ˜i(ξ) = σ˜i, i ∈ N.
Let Fˆt be the P¯ -completion of σ{b˜i(s), bi(s),ρi(A× [0, s]), σ˜i, i ∈ N, s ≤ t, A ∈ B(Rd)}. Define
ψi(t)
.
=
∫
Rd
y ρi(dy|t), i ∈ N, t ∈ [0, T ].
Note that by (7.1), a.s. P¯ , ρi(A× [0, t]) =
∫ t
0 δA(ψi(s)) ds for A ∈ B(Rd), t ∈ [0, T ] and i ∈ N.
With above choices of Υ and canonical random variables, let (νni )
n
i=1 and µ˜
n be defined as above
Lemma 5.1, with Πn = Θ⊗n(4) and (S
n, β˜
n
,βn) replaced with (σ˜n, b˜
n
, bn), where σ˜n
.
= (σ˜i)
n
i=1,
b˜
n .
= (b˜i)
n
i=1 and b
n .= (bi)
n
i=1. Note in particular that ν
n
i = Θ(4) for each i = 1, . . . , n. It
follows from Lemma 5.1 that
− 1
n
logEe−nF (µ
n) ≤ E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψi(s)‖2 ds
)
+ F (µ˜n)
]
. (7.4)
Note that
E¯
[
1
n
n∑
i=1
(
R(νni ‖θ) +
1
2
∫ T
0
‖ψi(s)‖2 ds
)]
= R(Θ(4)‖θ) +
1
2n
n∑
i=1
E¯
[∫
Rd×[0,T ]
‖y‖2 ρi(dy ds)
]
= R(Θ(4)‖θ) +EΘ
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
]
= J (Θ), (7.5)
where the second equality holds since ρi are i.i.d. under P¯ . The above calculation shows
that (5.5) holds with C0 replaced by J (Θ) < ∞. Define (Qn, νn) as in (5.6) and (5.7) (with
(Sn, β˜
n
,βn) replaced by (σ˜n, b˜
n
, bn) and (ρni )
n
i=1 replaced by (ρi)
n
i=1). It follows from Lem-
mas 5.2 and 5.4 that {(Qn, νn, µ˜n)} is a tight sequence of P(Ξ) × P(Rd) × D-valued random
variables. Suppose (Q∗, ν∗, µ˜∗) is a weak limit point of the sequence given on some probabil-
ity space (Ω∗,F∗,P ∗). From Lemmas 5.3 and 5.5 it follows that Q∗ ∈ P∞, Q∗(4) = ν∗ and
µ˜∗ = ̟Q∗ a.s. P
∗. By law of large numbers Q∗ = Θ a.s. P ∗ and hence we have µ˜∗ = ̟Θ = π
∗
a.s. P ∗. Combining above observations with (7.4) and (7.5) we have
lim sup
n→∞
− 1
n
logEe−nF (µ
n) ≤ J (Θ) + F (π∗)
≤ I(π∗) + F (π∗) + ε
≤ inf
π∈D
{F (π) + I(π)} + 2ε,
where the last two inequalities follow from the choices of Θ and π∗. Since ε > 0 is arbitrary,
the desired Laplace lower bound follows.
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8. I is a rate function.
In this section we will prove that the function I defined in (3.4) is a rate function, namely we
prove the following.
Proposition 8.1. For each fixed M <∞, the set FM .= {π ∈ D : I(π) ≤M} is compact.
Proof. Let {πn}n∈N ⊂ FM . Then for each n ∈ N there exists Θn ∈ P1∞ such that ̟Θn = πn
and J (Θn) ≤M + 1n . In particular
sup
n∈N
(
R(Θn(4)‖θ) +EΘ
n
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
])
≤M + 1.
Using the above bound we now argue that {Θn} is tight. The proof is similar to that of
Lemma 5.2 and so we only provide a sketch. Note that Θn(2) is the d-dimensional Wiener
measure for each n and so the tightness of {Θn(2)} is immediate. Next, recall tightness func-
tions Gj for j = 1, 2, 3 and the function g3 in the proof of Lemma 5.2. Since G1(Θ
n
(3)) =
EΘ
n ∫
Rd×[0,T ] ‖y‖2 ρ(dy ds) ≤ 2(M + 1), {Θn(3)} is tight. To argue tightness of {Θn(1)}, define
u : Ξ → C as u(t)[ξ] .= ∫
Rd×[0,t] y ρ(dy ds) for t ∈ [0, T ]. It follows from Cauchy–Schwarz in-
equality that G2(Θ
n ◦u−1) = EΘn ∫ T0 ‖u˙(s)‖2 ds ≤ EΘn ∫Rd×[0,T ] ‖y‖2 ρ(dy ds) ≤ 2(M +1). So
{Θn ◦ u−1} is tight and consequently {Θn ◦ (b,u)−1} is also tight. This implies tightness of
{Θn(1)} since Θn(1) = Θn ◦ (g3(b,u))−1 and g3 is continuous. Finally, tightness of {Θn(4)} follows
since G3(Θ
n
(4)) = R(Θ
n
(4)‖θ) ≤M + 1. This proves the tightness of {Θn}.
Now suppose Θn converges along a subsequence (labeled as {n} for simplicity) to Θ ∈ P(Ξ).
Using arguments similar to those in the proof of Lemma 5.3, we now show that Θ ∈ P∞ and
J (Θ) <∞. We need to show that Θ(4) ≪ θ and verify properties (1)–(3) of Section 3.2 for Θ.
It is clear that (1) holds. Using the lower semi-continuity of the function R(·‖θ) and the map
in (5.10), we have
J (Θ) = R(Θ(4)‖θ) +EΘ
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
]
≤ lim inf
n→∞
(
R(Θn(4)‖θ) +EΘ
n
[
1
2
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
])
≤M. (8.1)
This implies (2), the property Θ(4) ≪ θ, and that J (Θ) <∞. Finally, recalling that the map
(5.12) is bounded and continuous, we have
EΘ
(∣∣∣∣∣b˜t − bt −
∫
Rd×[0,t]
y ρ(dy ds)
∣∣∣∣∣ ∧ 1
)
= lim
n→∞
EΘ
n
(∣∣∣∣∣b˜t − bt −
∫
Rd×[0,t]
y ρ(dy ds)
∣∣∣∣∣ ∧ 1
)
= 0
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for each t ∈ [0, T ], which verifies (3). Thus we have shown that Θ ∈ P∞ and J (Θ) <∞.
We will now use arguments similar to those in Lemma 5.4 to show that {̟Θn} is pre-compact
in C([0, T ] :M(Rd)). The tightness of {̟Θn(t)} in M(Rd) for each t ∈ [0, T ] follows from the
estimate
G4(̟Θn(t)) ≤ 2EΘn
[‖bt‖2]+ 2TEΘn
[∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
]
≤ 2dT + 4T (M + 1). (8.2)
Next we proceed to consider fluctuations. Fix δ > 0 and consider 0 ≤ t1 ≤ t2 ≤ T with
|t1 − t2| < δ. As in the proof of Lemma 5.4 we can estimate
dBL(̟Θn(t1),̟Θn(t2))
≤ sup
‖f‖BL≤1
EΘ
n
∣∣∣f(b˜(t1))− f(b˜(t2))∣∣∣ 1{
σ˜>
∫ t1
0
〈ζ,̟Θn(s)〉 ds
}
+ sup
‖f‖BL≤1
EΘ
n
∣∣∣∣f(b˜(t2))
(
1{
σ˜>
∫ t1
0
〈ζ,̟Θn(s)〉 ds
} − 1{
σ˜>
∫ t2
0
〈ζ,̟Θn(s)〉 ds
}
)∣∣∣∣
.
= T¯ n1 + T¯ n2 .
For T¯ n1 , using Cauchy–Schwarz inequality as in Lemma 5.4
sup
|t1−t2|<δ
T¯ n1 ≤ sup
|t1−t2|<δ
(
EΘ
n ‖b(t1)− b(t2)‖2
) 1
2
+
√
δ
(
EΘ
n
∫
Rd×[0,T ]
‖y‖2 ρ(dy ds)
) 1
2
≤
√
dδ +
√
2(M + 1)δ → 0,
uniformly in n, as δ → 0.
Consider now T¯ n2 . It follows from (2.2) and (8.2) that
〈ζ, ̟Θn(t)〉 ≤ C˜ζEΘn(1 + ‖b˜t‖2) ≤ C˜ζ(1 + 2dT + 4T (M + 1)) .= C¯0.
So we have ∣∣∣∣
∫ t1
0
〈ζ, ̟Θn(s)〉 ds −
∫ t2
0
〈ζ, ̟Θn(s)〉 ds
∣∣∣∣ ≤ C¯0δ
and hence
sup
|t1−t2|<δ
T¯ n2 ≤ sup
|t1−t2|<δ
Θn
(∫ t1
0
〈ζ, ̟Θn(s)〉 ds < σ˜ ≤
∫ t2
0
〈ζ, ̟Θn(s)〉 ds
)
≤ max
j∈N0
Θn(4)([jC¯0δ, (j + 2)C¯0δ]).
Since Θn → Θ ∈ P∞, it then follows from (5.20) that
lim sup
n→∞
sup
|t1−t2|<δ
T¯ n2 ≤ lim sup
n→∞
max
j∈N0
Θn(4)([jC¯0δ, (j + 2)C¯0δ])
= max
j∈N0
Θ(4)([jC¯0δ, (j + 2)C¯0δ])→ 0,
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as δ → 0, where the convergence to 0 is argued using an estimate as in (5.21). Combining above
two convergence results of T¯ n1 and T¯ n2 gives us pre-compactness of {̟Θn} in C([0, T ] :M(Rd)).
Next, let ̟Θn converge to π
∗ along a further subsequence (labeled once again as {n}). Then
we have (Θn,̟Θn) → (Θ, π∗) in P(Ξ) × C([0, T ] : M(Rd)). Fix f ∈ Cb(Rd) and t ∈ [0, T ].
Recall the function gt associated with f defined in (5.24). Note that, for t ∈ [0, T ],
〈f, ̟Θn(t)〉 = gt(Θn,̟Θn), lim
n→∞
〈f, ̟Θn(t)〉 = 〈f, π∗(t)〉.
We claim that gt(Θ
n,̟Θn)→ gt(Θ, π∗) as n→∞ for all t ∈ [0, T ]. Once the claim is verified,
we will have 〈f, π∗(t)〉 = gt(Θ, π∗) and consequently by Lemma 3.1 π∗ = ̟Θ . This along
with (8.1) will say that I(π∗) = I(̟Θ) ≤ J (Θ) ≤ M . Hence πn = ̟Θn → ̟Θ = π∗ ∈ FM
completing the proof of the Proposition.
To see the claim that gt(Θ
n,̟Θn)→ gt(Θ, π∗) as n→∞, note that
|gt(Θn,̟Θn)− gt(Θ, π∗)| ≤ |gt(Θn,̟Θn)− gt(Θn, π∗)|+ |gt(Θn, π∗)− gt(Θ, π∗)|. (8.3)
Since Θn → Θ ∈ P∞, by Remark 3.1 we have
lim
n→∞
|gt(Θn, π∗)− gt(Θ, π∗)| = 0. (8.4)
For the first term on the right hand side of (8.3), we have
|gt(Θn,̟Θn)− gt(Θn, π∗)|
≤ EΘn
∣∣∣f(b˜t)(1{σ˜>∫ t0 〈ζ,̟Θn(s)〉 ds} − 1{σ˜>∫ t0 〈ζ, π∗(s)〉 ds}
)∣∣∣
≤ ‖f‖∞Θn
(
σ˜ lies between
∫ t
0
〈ζ, ̟Θn(s)〉 ds and
∫ t
0
〈ζ, π∗(s)〉 ds
)
.
Similar to the proof of (5.23), with ζK defined as above (5.27), one can show using (5.28) and
(8.2) that for t ∈ [0, T ],
lim
n→∞
∣∣∣∣
∫ t
0
〈ζK , ̟Θn(s)〉 ds −
∫ t
0
〈ζK , π∗(s)〉 ds
∣∣∣∣ = 0,
lim
K→∞
sup
n∈N
∣∣∣∣
∫ t
0
〈ζ, ̟Θn(s)〉 ds −
∫ t
0
〈ζK , ̟Θn(s)〉 ds
∣∣∣∣ = 0,
lim
K→∞
∣∣∣∣
∫ t
0
〈ζ, π∗(s)〉 ds −
∫ t
0
〈ζK , π∗(s)〉 ds
∣∣∣∣ = 0.
Hence as n→∞, ∣∣∣∣
∫ t
0
〈ζ, ̟Θn(s)〉 ds −
∫ t
0
〈ζ, π∗(s)〉 ds
∣∣∣∣→ 0.
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So for any δ > 0, using (5.18) and (5.20)
lim sup
n→∞
|gt(Θn,̟Θn)− gt(Θn, π∗)|
≤ ‖f‖∞ lim sup
n→∞
Θn
(
σ˜ lies between
∫ t
0
〈ζ, ̟Θn(s)〉 ds and
∫ t
0
〈ζ, π∗(s)〉 ds
)
≤ ‖f‖∞ lim sup
n→∞
max
j∈N0
Θn(4)([jδ, (j + 1)δ])
= ‖f‖∞max
j∈N0
Θ(4)([jδ, (j + 1)δ]).
Letting δ → 0 in the above display and using a similar estimate as in (5.21) we have that
lim supn→∞ |gt(Θn,̟Θn)−gt(Θn, π∗)| = 0. This together with (8.3) and (8.4) proves the claim
that for every t ∈ [0, T ], gt(Θn,̟Θn)→ gt(Θ, π∗) as n→∞.
9. Proof of Proposition 4.1
Our starting point for the proof of Proposition 4.1 will be the representation in (4.5). We first
consider the simpler setting where for fixed Π ∈ P(S) and a probability space (Ω¯, F¯ , P¯ ) as in
Section 4, the filtration Fˆt is replaced by F¯t where recall that F¯t .= σ{F¯W¯ ,X¯t ∪ N¯}, N¯ is the
collection of all P¯ -null sets, and F¯W¯ ,X¯t .= σ{X¯, W¯ (s) : s ≤ t}. We write Υ¯Π .= (Ω¯, F¯ , {F¯t}, P¯ )
and consider the collection of processes
A(Υ¯Π) .= {ψ¯ : the process ψ¯ is F¯t-progressively measurable
and E¯
∫ T
0
‖ψ¯(s)‖2 ds <∞}.
For each N <∞, let
AN(Υ¯Π) .=
{
ψ¯ ∈ A(Υ¯Π) :
∫ T
0
‖ψ¯(s)‖2 ds ≤ N, P¯ -a.s.
}
. (9.1)
For A ⊂ A(Υ¯Π) and g ∈Mb(C × S), define
Λ(A, g) .= inf
ψ¯∈A
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ g
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
. (9.2)
The following lemma gives a convenient approximation result. The proof is similar to that of
[3, Lemma 3.4] (see also proof of [2, Theorem 3.1]), but we provide details for completeness.
Recall from Section 4 that P˜ is the Wiener measure on (Ω˜, F˜) = (C,B(C)).
Lemma 9.1. Fix Π ∈ P(S). Let {fn} be a uniformly bounded sequence of real-valued measur-
able functions on C ×S converging to f a.s. P˜ ×Π. Then for every N <∞, Λ(AN (Υ¯Π), fn)→
Λ(AN (Υ¯Π), f) as n→∞.
Proof. Fix ε > 0. For each n ∈ N we pick an element ψ¯n,ε ∈ AN (Υ¯Π) such that
Λ(AN , fn) ≥ E¯
[
1
2
∫ T
0
‖ψ¯n,ε(s)‖2 ds+ fn
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)]
− ε.
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By definition, for each n ∈ N
E¯
[
1
2
∫ T
0
‖ψ¯n,ε(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)]
≥ Λ(AN (Υ¯Π), f).
We claim that as n→∞,
E¯fn
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)
− E¯f
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)
→ 0.
Suppose for now that the claim holds. Combining above three displays we have lim infn→∞Λ(AN (Υ¯Π), fn) ≥
Λ(AN (Υ¯Π), f)−ε. Since ε > 0 is arbitrary, this shows lim infn→∞Λ(AN (Υ¯Π), fn) ≥ Λ(AN (Υ¯Π), f).
Now in order to prove the claim, from [2, Lemma 2.8(b)], it suffices to show that the relative
entropies
R
(
P¯ ◦
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)−1 ∥∥∥ P˜ ×Π
)
are uniformly bounded in n. For this, first consider the probability measure P¯
n,ε
defined by
dP¯
n,ε
dP¯
.
= exp
{
−
∫ T
0
ψ¯n,ε(s) dW¯ (s)− 1
2
∫ T
0
‖ψ¯n,ε(s)‖2 ds
}
.
By Girsanov’s theorem, on the probability space (Ω¯, F¯ , P¯ n,ε), W¯ + ∫ ·0 ψ¯n,ε(s) ds is an {F¯t}-
Brownian motion independent of the F¯0-measurable random variable X¯ , and P¯ n,ε◦(X¯)−1 = Π.
So we have
P¯
n,ε ◦
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)−1
= P˜ ×Π
and hence, for every n ∈ N,
R
(
P¯ ◦
(
W¯ +
∫ ·
0
ψ¯n,ε(s) ds, X¯
)−1 ∥∥∥ P˜ ×Π
)
≤ R(P¯ ‖P¯ n,ε) = E¯
[
1
2
∫ T
0
‖ψ¯n,ε(s)‖2 ds
]
≤ N
2
.
Thus the claim holds and we have lim infn→∞ Λ(AN (Υ¯Π), fn) ≥ Λ(AN (Υ¯Π), f).
We now prove lim supn→∞ Λ(A
N (Υ¯Π), fn) ≤ Λ(A N (Υ¯Π), f). Pick an element ψ¯ε ∈ AN (Υ¯Π)
such that
E¯
[
1
2
∫ T
0
‖ψ¯ε(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)]
≤ Λ(AN (Υ¯Π), f) + ε.
Since P¯ ◦ (W¯ + ∫ ·0 ψ¯ε(s) ds, X¯)−1 ≪ P˜ ×Π, we have that as n→∞,
E¯fn
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)
→ E¯f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)
.
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Also, by definition, for each n ∈ N
Λ(AN (Υ¯Π), fn) ≤ E¯
[
1
2
∫ T
0
‖ψ¯ε(s)‖2 ds + fn
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)]
.
Combining the last three displays gives lim supn→∞Λ(AN (Υ¯Π), fn) ≤ Λ(AN (Υ¯Π), f) +ε. The
result follows since ε > 0 is arbitrary.
Remark 9.1. From the proof above, we see that Lemma 9.1 remains valid even if {F¯t} is
replaced by the general {Fˆt} as long as W¯ is a Brownian motion with respect to this filtration
and X¯ is measurable with respect to Fˆ0.
The following lemma proves Proposition 4.1 in the special case where the general filtration
Fˆt is replaced by F¯t.
Lemma 9.2. Let f ∈Mb(C × S). Then
− logE [exp (−f(B,X))]
= inf
Π,Υ¯Π
inf
ψ¯∈A(Υ¯Π)
{
R(Π‖ρ) + E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]}
, (9.3)
where the outer infimum is over all Π ∈ P(S) and all systems Υ¯Π of the form introduced at
the beginning of the section.
Proof. In view of (4.3), it suffices to prove that for every Π ∈ P(S) such that R(Π‖ρ) <∞,
∫
S
f˜(x)Π(dx) = inf
ψ¯∈A(Υ¯Π)
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds + f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
, (9.4)
where f˜ is defined in (4.2). We claim that it suffices to prove (9.4) for f ∈ Cb(C × S). Assume
for now that the claim holds and so we assume that f ∈ Cb(C × S). We first argue that LHS
≤ RHS in (9.4). Fix ψ¯ ∈ A(Υ¯Π). Since ψ¯ is F¯t-progressively measurable, there exists (cf. [22,
Exercise 1.5.6]) a (B([0, T ])×B(S)×B(C))/B(Rd)-measurable map F : [0, T ]×S×C → Rd such
that
ψ¯(s, ω¯) = F (s, X¯(ω¯), W¯s∧·(ω¯)), P¯ -a.s. (s, ω¯) ∈ [0, T ]× Ω¯.
Recall the Wiener space (Ω˜, F˜ , P˜ ) introduced in Section 4. Define a collection of processes
{ψ˜x}x∈S on Ω˜ as
ψ˜x(s, ω˜)
.
= F (s, x, W˜s∧·(ω˜)), (x, s, ω˜) ∈ S× [0, T ] × Ω˜.
Then ψ˜x ∈ A˜ for Π-a.e. x ∈ S where A˜ was defined below (4.3). By independence between X¯
/LDP for Brownian Motions with Killing 30
and W¯ ,
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
=
∫
S
E¯
[
1
2
∫ T
0
‖F (s, x, W¯s∧·)‖2 ds+ f
(
W¯ +
∫ ·
0
F (s, x, W¯s∧·) ds, x
)]
Π(dx)
=
∫
S
E˜
[
1
2
∫ T
0
‖ψ˜x(s)‖2 ds+ f
(
W˜ +
∫ ·
0
ψ˜x(s) ds, x
)]
Π(dx)
≥
∫
S
f˜(x)Π(dx),
where the last inequality is from (4.4). Taking the infimum over all ψ¯ ∈ A(Υ¯Π) in the above
inequality implies that LHS ≤ RHS in (9.4).
We now consider the reverse inequality. Fix ε ∈ (0, 1). For each x ∈ S, let ψ˜x,ε ∈ A˜ be a
control in (4.4) such that
f˜(x) ≥ E˜
[
1
2
∫ T
0
‖ψ˜x,ε(s)‖2 ds+ f
(
W˜ +
∫ ·
0
ψ˜x,ε(s) ds, x
)]
− ε. (9.5)
We will now carefully select a countable sub-collection from {ψ˜x,ε}x∈S and use it to construct
an F¯t-progressively measurable process ψ¯ε ∈ A(Υ¯Π). From (9.5) we have
sup
x∈S
E˜
[
1
2
∫ T
0
‖ψ˜x,ε(s)‖2 ds
]
≤ 2‖f‖∞ + 1.
Using this it is easy to check that {∫ ·0 ψ˜x,ε(s) ds}x∈S is tight in C and thus so is {W˜ x,ε .=
W˜ +
∫ ·
0 ψ˜x,ε(s) ds}x∈S. Then there exists a compact Kε ⊂ C such that
sup
x∈S
P˜
(
W˜ x,ε /∈ Kε
)
≤ ε/‖f‖∞. (9.6)
Let K˜ε be a compact subset of S such that
Π(S \K˜ε) ≤ ε/‖f‖∞.
Since f is continuous, so is f˜ . In particular, f is uniformly continuous on Kε × K˜ε and f˜ is
uniformly continuous on K˜ε. So there exists some Mε ∈ N and a finite partition {Bi : i =
1, . . . ,Mε} of K˜ε such that
max
i=1,...,Mε
sup
φ∈Kε,x1,x2∈Bi
|f(φ, x1)− f(φ, x2)|+ |f˜(x1)− f˜(x2)| ≤ ε. (9.7)
Now for each i = 1, . . . ,Mε, fix a yi ∈ Bi and define
ψ¯ε(s, ω¯)
.
=
{
ψ˜yi,ε(s, W¯ (ω¯)), ω¯ ∈ X¯−1(Bi),
0, ω¯ /∈ X¯−1(K˜ε).
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Since ψ˜yi,ε is F˜t-progressively measurable for each i = 1, . . . ,Mε and X¯ is F¯0-measurable, ψ¯ε
is F¯t-progressively measurable. For x ∈ Bi, i ∈ {1, . . . ,Mε}, we have
E¯f
(
W¯ +
∫ ·
0
ψ˜yi,ε(s, W¯ ) ds, x
)
= E˜f
(
W˜ yi,ε, x
)
≤ E˜
[
f
(
W˜ yi,ε, x
)
1{W˜ yi,ε∈Kε}
]
+ ε
≤ E˜
[
f
(
W˜ yi,ε, yi
)
1{W˜ yi,ε∈Kε}
]
+ 2ε
≤ E˜f
(
W˜ yi,ε, yi
)
+ 3ε,
where the first and third inequalities use (9.6), and the second inequality follows from (9.7).
Using this, the definition of K˜ε, and the independence between W¯ and X¯, we have
E¯f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)
=
Mε∑
i=1
E¯
[
1{X¯∈Bi}f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)]
+ E¯
[
1{X¯ /∈K˜ε}f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)]
≤
Mε∑
i=1
∫
Bi
E¯f
(
W¯ +
∫ ·
0
ψ˜yi,ε(s, W¯ ) ds, x
)
Π(dx) + ε
≤
Mε∑
i=1
∫
Bi
E˜f
(
W˜ yi,ε, yi
)
Π(dx) + 4ε.
Also note that
E¯
∫ T
0
‖ψ¯ε(s)‖2 ds =
Mε∑
i=1
E¯
[
1{X¯∈Bi}
∫ T
0
‖ψ˜yi,ε(s, W¯ )‖2 ds
]
=
Mε∑
i=1
∫
Bi
E˜
∫ T
0
‖ψ˜yi,ε(s)‖2 dsΠ(dx).
Combining above two displays, we have the following estimate on the RHS in (9.4)
E¯
[
1
2
∫ T
0
‖ψ¯ε(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯ε(s) ds, X¯
)]
≤
Mε∑
i=1
∫
Bi
E˜
[
1
2
∫ T
0
‖ψ˜yi,ε(s)‖2 ds+ f
(
W˜ yi,ε, yi
)]
Π(dx) + 4ε.
It then follows from (9.5), (9.7) and definition of K˜ε that the above display can be bounded
above by
Mε∑
i=1
∫
Bi
f˜(yi)Π(dx) + 5ε ≤
Mε∑
i=1
∫
Bi
f˜(x)Π(dx) + 6ε ≤
∫
S
f˜(x)Π(dx) + 7ε.
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Since ε > 0 is arbitrary we have RHS ≤ LHS in (9.4) and this completes the proof.
It remains to prove the claim that in proving (9.4) we can assume that f ∈ Cb(C × S). The
proof of this is similar to arguments in [2, 3] but we provide the details. First note that from
[9, Theorem V.16a] we can find {fn} ⊂ Cb(C × S) such that ‖fn‖∞ ≤ ‖f‖∞ and fn converges
to f a.s. P˜ ×Π. It then follows from dominated convergence theorem that as n→∞, f˜n → f˜
a.s. Π and hence ∫
S
f˜n(x)Π(dx) →
∫
S
f˜(x)Π(dx).
To prove the claim, it then remains to show that Λ(A(Υ¯Π), fn) → Λ(A(Υ¯Π), f) as n → ∞,
where Λ is as in (9.2). Let
Af (Υ¯Π) .=
{
ψ¯ ∈ A(Υ¯Π) : E¯
∫ T
0
‖ψ¯(s)‖2 ds ≤ 4‖f‖∞
}
.
From the definition of Λ in (9.2) we see that for any bounded f , −‖f‖∞ ≤ Λ(A (Υ¯Π), f) ≤
‖f‖∞. For any ψ¯ such that E¯
∫ T
0 ‖ψ¯(s)‖2ds > 4‖f‖∞, the right hand side of (9.2) (with g
replaced by f) will be strictly larger than ‖f‖∞, which means that such ψ¯ does not do better
than a ψ in the class Af (Υ¯Π). Thus
Λ(A(Υ¯Π), fn) = Λ(Af (Υ¯Π), fn) and Λ(A(Υ¯Π), f) = Λ(Af (Υ¯Π), f).
Fix ε ∈ (0, 1) and choose N > 0 such that 4‖f‖2∞/N ≤ ε/2. Fix ψ¯ ∈ Af (Υ¯Π) and define the
stopping time
τN (ω¯)
.
= inf
{
t ∈ [0, T ] :
∫ t
0
‖ψ¯(s, ω¯)‖2 ds ≥ N
}
∧ T, ω¯ ∈ Ω¯.
Let ψ¯N (s)
.
= ψ¯(s)1[0,τN ](s). Then ψ¯N ∈ AN (Υ¯Π), where AN (Υ¯Π) is defined in (9.1), and
P¯ (ψ¯N 6= ψ¯) ≤ P¯ (τN < T ) ≤ P¯
(∫ T
0
‖ψ¯(s)‖2 ds ≥ N
)
≤ 4‖f‖∞/N.
Using the above estimate, we have
Λ(AN (Υ¯Π), fn) ≤ E¯
[
1
2
∫ T
0
‖ψ¯N (s)‖2 ds+ fn
(
W¯ +
∫ ·
0
ψ¯N (s) ds, X¯
)]
≤ E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ fn
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
+ ε.
Taking the infimum over all ψ¯ ∈ Af (Υ¯Π) in the above inequality we have
Λ(Af (Υ¯Π), fn) = Λ(A(Υ¯Π), fn) ≤ Λ(AN (Υ¯Π), fn) ≤ Λ(Af (Υ¯Π), fn) + ε.
Exactly the same argument with fn replaced by f gives
Λ(Af (Υ¯Π), f) ≤ Λ(AN (Υ¯Π), f) ≤ Λ(Af (Υ¯Π), f) + ε.
From Lemma 9.1 we have that as n→∞,
Λ(AN (Υ¯Π), fn)→ Λ(AN (Υ¯Π), f).
This proves the claim since ε > 0 is arbitrary.
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Finally we now give the proof of Proposition 4.1 which extends the result in Lemma 9.2 to
a setting with a general filtration.
Proof of Proposition 4.1. Fix Π ∈ P(S) such that R(Π‖ρ) <∞. Let ΥΠ .= (Ω¯, F¯ , {Fˆt}, P¯ )
be as in the statement of the proposition and let Υ¯Π
.
= (Ω¯, F¯ , {F¯t}, P¯ ). It suffices to prove
that
inf
ψ¯∈A(Υ¯Π)
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
= inf
ψˆ∈A(ΥΠ)
E¯
[
1
2
∫ T
0
‖ψˆ(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆ(s) ds, X¯
)]
. (9.8)
We first claim that it suffices to prove (9.8) for f ∈ Cb(C × S). The verification of this claim
follows along the same lines as the proof of the claim in the proof of Lemma 9.2, and hence
we only provide a sketch here. With {fn} ⊂ Cb(C × S) introduced as below (9.4), it was
shown in proof of Lemma 9.2 that Λ(A(Υ¯Π), fn) → Λ(A(Υ¯Π), f). Thus it suffices to show
Λ(A(ΥΠ), fn)→ Λ(A(ΥΠ), f) as n→∞, where Λ(A(ΥΠ), g) is defined through (9.2). For each
N <∞, defineAN (ΥΠ) as in (9.1) with A(Υ¯Π) replaced by A(ΥΠ). Then by the same stopping
time argument below (9.4), it suffices to argue that for each N < ∞, Λ(AN (ΥΠ), fn) →
Λ(AN (ΥΠ), f) as n→∞. However this holds by Remark 9.1. This completes the proof of the
claim.
Henceforth we will assume that f ∈ Cb(C × S). It is clear that LHS ≥ RHS in (9.8). For the
reverse inequality, we will show that
inf
ψ¯∈A(Υ¯Π)
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
≤ E¯
[
1
2
∫ T
0
‖ψˆ(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆ(s) ds, X¯
)]
(9.9)
for each ψˆ ∈ A(ΥΠ). The proof is similar to that of [3, Lemma 3.5] and we only give a sketch.
We will proceed in two steps.
Step 1. Simple ψˆ. For simplicity we consider the case where
ψˆ(s) = Y 1[t,T ](s),
where t ∈ [0, T ], Y is Fˆt-measurable, and ‖Y ‖ ≤ N < ∞ a.s. The proof for a general simple
process is similar. Consider the map ̺ : C([0, t] : Rd) × S ×KN → R, where KN .= {z ∈ Rd :
‖z‖ ≤ N}, defined as
̺(φ, x, y)
.
= E
[
T − t
2
‖y‖2 + f
(
φB +
∫ ·
0
y1[t,T ](s) ds, x
)]
,
where
φB(s)
.
=
{
φ(s), s ∈ [0, t],
φ(t) +B(s− t), s ∈ [t, T ].
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Note that ̺ is bounded, and that by the dominated convergence theorem it is also continuous
in (φ, x, y). From a classical measurable selection result (see e.g. [14, Corollary 10.3]) there
exists a Borel measurable function ̺1 : C([0, t] : R
d)× S→ KN such that
̺(φ, x, ̺1(φ, x)) ≤ ̺(φ, x, y)
for all (φ, x) ∈ C([0, t] : Rd) × S and y ∈ KN . With the definition W¯[0,t] .= {W¯ (s)}0≤s≤t ∈
C([0, t] : Rd) and Y¯
.
= ̺1(W¯[0,t], X¯), we set
ψ¯(s)
.
= Y¯ 1[t,T ](s) ∈ A(Υ¯Π).
Then
E¯
[
1
2
∫ T
0
‖ψˆ(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆ(s) ds, X¯
)]
= E¯
{
E¯
[
T − t
2
‖Y ‖2 + f
(
W¯ +
∫ ·
0
Y 1[t,T ](s) ds, X¯
)] ∣∣∣ Fˆt
}
= E¯̺(W¯[0,t], X¯, Y )
≥ E¯̺(W¯[0,t], X¯, ̺1(W¯[0,t], X¯))
= E¯̺(W¯[0,t], X¯, Y¯ )
= E¯
{
E¯
[
T − t
2
‖Y¯ ‖2 + f
(
W¯ +
∫ ·
0
Y¯ 1[t,T ](s) ds, X¯
)] ∣∣∣ Fˆt
}
= E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
.
So (9.9) holds for simple ψˆ ∈ A(ΥΠ).
Step 2. General ψˆ. Next consider an arbitrary ψˆ ∈ A(ΥΠ). We can assume without loss of
generality that E¯
∫ T
0 ‖ψˆ(s)‖2 ds < ∞. Then (cf. [18, Lemma 3.2.4]) there exists a sequence of
simple processes {ψˆn}n∈N ⊂ A(ΥΠ) such that
lim
n→∞
E¯
∫ T
0
‖ψˆn(s)− ψˆ(s)‖2 ds = 0.
This implies that as n→∞,
E¯ sup
0≤t≤T
∥∥∥∥
∫ t
0
ψˆn(s) ds −
∫ t
0
ψˆ(s) ds
∥∥∥∥
2
≤ T E¯
∫ T
0
‖ψˆn(s)− ψˆ(s)‖2 ds→ 0.
Combining above displays and using Step 1, we have
inf
ψ¯∈A(Υ¯Π)
E¯
[
1
2
∫ T
0
‖ψ¯(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψ¯(s) ds, X¯
)]
≤ E¯
[
1
2
∫ T
0
‖ψˆn(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆn(s) ds, X¯
)]
→ E¯
[
1
2
∫ T
0
‖ψˆ(s)‖2 ds+ f
(
W¯ +
∫ ·
0
ψˆ(s) ds, X¯
)]
,
as n → ∞, where the convergence holds since f ∈ Cb(C × S). Thus (9.9) holds for general
ψˆ ∈ A(ΥΠ) and this completes the proof.
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Appendix A: Proof of Theorem 2.1
Let Γn
.
= 1n
∑n
i=1 δ(Bi,Xi). Define Q
n and µ˜n as in (5.6) and (5.3) on Υ = (Ω,F , {Ft},P ), with
ψni ≡ 0, Πn = θ⊗n, and Sni = Xi. It is then clear that L(Γn, µn) = L(Qn(1,4), µ˜n). Note that the
bound in (5.5) holds trivially in this case. It follows from Lemmas 5.2–5.5 that {(Qn, µ˜n)}n∈N is
tight in P(Ξ)×D, and any weak limit point (Q∗, µ˜∗) is almost surely such that Q∗(1,4) = µ0⊗θ,
and µ˜∗ = ̟Q∗ , namely
〈f, µ˜∗(t)〉 = EQ∗
[
f(b˜t)1{σ˜>∫ t0 〈ζ, µ˜∗(s)〉 ds}
]
, ∀f ∈ Cb(Rd), t ∈ [0, T ].
Recall µ(t), a(t), b(t) defined in Section 2. From (2.1) a(t) = exp
{
− ∫ t0 a(s)b(s) ds}. So for
f ∈ Cb(Rd) and t ∈ [0, T ],
EQ
∗
[
f(b˜t)1{σ˜>∫ t0 〈ζ, µ(s)〉 ds}
]
= 〈f, µ0(t)〉 exp
{
−
∫ t
0
〈ζ, µ(s)〉 ds
}
= 〈f, µ0(t)〉 exp
{
−
∫ t
0
a(s)b(s) ds
}
= a(t)〈f, µ0(t)〉
= 〈f, µ(t)〉.
So from Lemma 3.1, we must have µ = ̟Q∗ = µ˜
∗. This implies that µn ⇒ µ as n →∞. The
result follows.
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