The number of just-in-time jobs maximization in a permutation flow shop scheduling problem is considered. A mixed integer linear programming model to represent the problem as well as solution approaches based on enumeration and constructive heuristics were proposed and computationally implemented. Instances with up to 10 jobs and five machines are solved by the mathematical model in an acceptable running time (3.3 min on average) while the enumeration method consumes, on average, 1.5 s. The 10 constructive heuristics proposed show they are practical especially for large-scale instances (up to 100 jobs and 20 machines), with very good-quality results and efficient running times. The best two heuristics obtain near-optimal solutions, with only 0.6% and 0.8% average relative deviations. They prove to be better than adaptations of the NEH heuristic (well-known for providing very good solutions for makespan minimization in flow shop) for the considered problem.
Introduction
Permutation flow shop scheduling, a production system in which jobs follow the same flow for all machines in the same order, is one of the most important production planning problems [1] . This type of manufacturing environment is very often encountered in intermittent industrial production systems. In this context, the just-in-time scheduling aims to achieve a solution that minimizes the cost functions associated with the earliness and tardiness of jobs. Therefore, it is more common to find research addressing the sum of the earliness and tardiness of jobs or the penalties caused by a deviation from a previously established due date for the delivery of a product. In practice, these performance measures are very important for companies as both the earliness and tardiness of completing jobs entail relatively higher costs of production, such as increases in inventory levels, fines, cancellations of orders or even loss of customers.
A different approach is to consider an objective related to the number of early/tardy jobs rather than earliness/tardiness duration [2] . Lann and Mosheiov [3] introduced in 1996 a class of problems in the just-in-time area that aims to maximize the number of jobs completed exactly on their due dates, which are called just-in-time jobs. However, up to date, there are still few works in the literature that consider as an optimization criterion the maximization of the number of just-in-time jobs, despite its applicability. Examples of applications in which such structure may arise include: chemical or hi-tech industries, where parts need to be ready at specific times in order to meet certain required conditions
Literature Review
Although the just-in-time philosophy involves broader concepts, until recent decades, scheduling problems in this area were considered variations of earliness and tardiness minimization, as can be seen in the review by [5] . Many problems are presented in [6, 7] . The most common just-in-time objective functions found in the literature are related the total weighted earliness and tardiness, with equal, asymmetric or individual weights.
Recently, Shabtay and Steiner [8] published a review of the literature addressing the problem of maximizing the number of just-in-time jobs which demonstrates that this theme has been very little explored. The work presented in [7] , which deals with various types of just-in-time scheduling problems, mentions only one paper that considers the number of just-in-time jobs, that is, the survey presented in [8] of single-, parallel-and two-machine flow shop environments.
There are some publications in the relevant literature that discuss the problem considering the criteria of maximizing the number of just-in-time jobs in different production systems, specifically with flow shops. Choi and Yoon [9] showed that a two-machine weighted problem is classified as NP-complete and a three-machine identical weights one as NP-hard. These authors proposed and demonstrated several dominance conditions for an identical weights problem. Based on these conditions, they presented an algorithm for a two-machine problem. In addition, they proved that an optimal solution to a two-machine problem is given by the earliest due date (EDD) priority rule.
Several two-machine weighted problems, a flow shop, job shop and open shop, are considered by [10] . They propose pseudo-polynomial time algorithms and a way of converting them to polynomial time approach schemes. Shabtay [11] examined four different scenarios for a weighted problem: firstly, two machines and identical weights for jobs; secondly, a proportional flow shop, which the processing times on all machines are the same; thirdly, a set of identical jobs to be produced for different clients (the processing times are equal but due dates different for each client); and, lastly, the no-wait flow shop with no waiting times between the operations of a job. A dynamic programming algorithm and, for a two-machine problem, an algorithm of less complexity than that were proposed by [9] . A proportional flow shop problem was addressed by [12] who considered options of with and without a no-wait restriction, and proposed dynamic programming algorithms.
Given the difficulty of directly solving this class of problems, some authors preferred to convert them into other types of optimization problems, such as the partition problem [9] and the modeling of acyclic directed graphs [11] . A bi-criteria problem of maximizing the weighted number of just-in-time jobs and minimizing the total resource consumption cost in a two-machine flow shop was considered by [2] .
Focusing on maximizing the number of just-in-time jobs, only one work [2] presented computational experiments. Gerstl et al. [12] only mentioned that a model is implemented. Unlike most studies in the shop scheduling area employing experimental research methodologies, all other papers examined used theoretical demonstrations and properties to attest to the validity of their proposed methods, as well as analyses of algorithmic complexity, but did not present computational results.
Yin et al. [13] considered the two-machine flow shop problem with two agents, each of them having its own job set to process. The agents need to maximize individually the weighted number of just-in-time jobs of their respective set. The authors provided two pseudo-polynomial-time algorithms and their conversion into two-dimensional fully polynomial-time approximation schemes (FPTAS) for the problem.
In general, the research studies about the maximization of the number of just-in-time jobs encountered in the literature are limited to a two-machine flow shop problem. No constructive heuristic was found for a m-machine flow shop or computational experiments, which are important to evaluate the effectiveness of the method in terms of solution quality and computational efficiency. One of the main contributions of this research is the presentation of efficient and effective solution methods for maximizing the number of just-in-time jobs which are demonstrated to be applicable to practical multiple-machine flow shop problems. Preliminary results of this research are presented in [14, 15] .
A Mixed Integer Linear Programming Model
The flow shop scheduling problem can be generically formulated as follows. Consider a set of n independent jobs (J = {J 1 , J 2 , ..., J n }), all of which have the same weight or priority, cannot be interrupted, are released for processing at zero time, have to be executed in m machines (M = {M 1 , M 2 , ..., M m }) and are physically arranged to follow identical unidirectional linear flows (i.e., all the jobs are processed through the machines at the same sequence). Each job (J j ) requires a processing time (p jk ) in each machine (M k ) and have its due date represented by d j , both considered known and fixed. The solution consists of finding a schedule that maximizes the number of jobs finished at exactly their respective due dates.
To formulate a mathematical model to represent the problem, consider the following parameters, indices and variables.
Parameters and indices:
n number of jobs m number of machines i, j job index i = 0, . . . , n, j = 0, . . . , n k machine index k = 0, . . . , m p jk processing time of job J j on machine M k j = 1, ..., n, k = 1, ..., m d j due date of job J j j = 1, ..., n B very large positive integer, the value considered in Section 5 is:
dummy job-the first in the scheduling M 0 dummy machine-theoretically considered before the first (physical) machine
Decision variables:
C jk completion time of job J j on machine M k j = 0, ..., n, k = 0, ..., m U j equals 1 if job J j is just-in-time or 0 otherwise j = 1, ..., n x ij equals 1 if job J i is assigned immediately before job J j or 0, otherwise j = 0, ..., n, j = 1, ..., n, i = j.
The mixed integer programming model given by Expressions (1)- (12) is based on the approach proposed by Dhouib et al. [16] .
Subject to:
∑ n j=1
∑ n j=1,j =i
The optimization criterion expressed in Equation (1) is to maximize the number of just-in-time jobs. Expressions in Equation (2) ensure the consistency of the completion times of jobs, that is, if job J i immediately precedes job J j (i.e., x ij = 1), the difference between their completion times on each machine must be at least equal to the processing time of job J j on the machine considered; otherwise (if x ij = 0), if there is no relationship between the completion times of this pair of jobs, then the constraints in Equation (2) are redundant. Constraints in Equation (3) require that the kth operation of job J j be completed after the (k − 1)th operation plus the processing time (p jk ). Generally, the value of B is an upper bound to the makespan.
The expressions in Equations (4) and (5) jointly establish that the variable U j equals 1 if job J j finishes on time or 0 otherwise. When job J j does not finish on time, i.e., U j = 0, these two sets of constraints become redundant. The constraints in Equation (6) ensure that only one job is assigned to the first position in the sequence (not considering the dummy job J 0 ). The expressions in Equation (7) establish that job J j (j = 0) either occupies the first position (after J 0 ) or is necessarily preceded by another job. The constraints in Equation (8) ensure that one job, at most, immediately precedes another. The expressions in Equation (9) define that all the jobs are ready to be initiated on machine M 1 , that is the completion time for all jobs in the dummy machine (k = 0) is zero, and so ensure the consistency of the restrictions in Equation (3) . The expressions in Equations (10)- (12) define the domain of the variables.
The model's size in relation to its numbers of variables and constraints are presented in Table 1 . For example, an instance with n = 5 jobs and m = 3 machines has 69 variables and 91 constraints and another one with n = 10 jobs and m = 5 machines has 236 variables and 268 constraints. 
n + 1 (9) n + 1 Total n(n + 2m + 6) + m + 3
Constructive Heuristics
To efficiently solve the problem described in Section 3, ten constructive heuristic methods are proposed based on an investigation of the problem structure and inspired by relevant classical algorithms, such as the NEH heuristic [17] , Hodgson's algorithm [18] and well-known priority rules, such as the EDD which is the ascending order of due dates, and the minimum slack time (MST) which sequences jobs according to the smallest amount of slack (d j − ∑ m k=1 p jk ). It is known that, in a single-machine problem, the EDD and MST rules minimize the maximum tardiness and earliness, respectively [19] .
All the heuristics require a timing adjustment procedure that consists of checking the best instant to start the operations for a given sequence to complete a greater number of jobs on time. The simple shifting of an early job with a slack time to match its conclusion to its due date could result in an overall improvement in the solution. A pseudo-code of the timing adjustment procedure is given in Algorithm 1. Note that a shift is applied only in the last operation of a job (Step 3 in Algorithm 1) because keeping each previous operation starting at its earliest possible instant can be an advantage in this problem as it enables jobs that could be late because of their first operations to be anticipated. In addition, this shift is maintained when there is an improvement in the solution (or at least a tie); otherwise, the replacement is reversed to anticipate operations which contribute to eliminating possible tardiness in subsequent jobs.
Timing adjustment procedure
Step 1. For the given sequence, considering starting each operation as early as possible, compute the number of just-in-time jobs (n JIT ) and consider J initial = J [1] , where J [j] is the job in position j of the sequence.
Step 2. From J initial , identify the first early job in the sequence (J E ) and go to Step 3. If there are no early jobs (from J initial ), STOP.
Step 3. Move the last operation of job J E to eliminate earliness and make its conclusion coincide with its due date. Properly reschedule the last operations of the jobs after J E .
Step 4. Compute the new number of just-in-time jobs (n JIT ').
If n JIT ' < n JIT (the new solution is worse than the previous one), return both the last operation of J E and the operations of the following jobs to their previous positions, set J initial = J [initial] + 1 and go to
Step 2.
Else (the new solution is better than or equal to the previous one), keep the new schedule, set J initial = J [E] + 1 and go to Step 2. Algorithm 1. Pseudo-code of timing adjustment procedure.
The first four heuristics proposed are adaptations of the NEH algorithm's insertion method and are given in Algorithms 2-5. H1 and H2 employ the EDD rule as the initial order while H3 and H4 consider the MST rule. Another feature is that H2 and H4 improve on H1 and H3, respectively, by using neighborhood search in the partial sequence.
Two types of neighborhood search are employed, insertion and permutation, in the same way as [20] . Given a sequence (or a partial sequence) of n jobs, its insertion neighborhood consists of all (n − 1) 2 sequences obtained by removing a job from its place and relocating it to another position. The permutation neighborhood is composed by all n(n − 1)/2 sequences obtained by permuting the positions of two jobs (see Example 1). Table 2 summarizes the main procedures used in each one of the constructive heuristics. Example 1. Consider the initial sequence with four jobs: {J 3 , J 2 , J 1 , J 4 }. The insertion neighborhood results in (n − 1) 2 = 9 sequences: -Initially, inserting the first job
Then, inserting the second job J 2 only in the positions not considered yet:
for example, it is not necessary to insert J 2 in the first position because the sequence resulting was already listed; and -Next, the third job J 1 is inserted and, lastly, the fourth one
Starting again from the initial sequence {J 3 , J 2 , J 1 , J 4 } of the same example, the permutation neighborhood results in n(n − 1)/2 = 6 sequences: -First, the first two jobs are permuted: {J 2 , J 3 , J 1 , J 4 }; then the first and third jobs: {J 1 , J 2 , J 3 , J 4 }; and the first and fourth jobs: {J 4 , J 2 , J 1 , J 3 }; -Next, from the initial sequence, the second and third are permutated: {J 3 , J 1 , J 2 , J 4 }; and the second and fourth: {J 3 , J 4 , J 1 , J 2 }; and -Lastly, from the initial sequence, the third and fourth jobs are permutated: {J 3 , J 2 , J 4 , J 1 }.
Heuristic H1
Step 1. Order jobs according to the EDD rule (in the case of a tie, use the lower ∑p jk ).
Step 2. For the first two jobs, apply the timing adjustment procedure to find the best partial sequence (between these two possibilities) with the lower n JIT .
Step 3. For h = 3 to n, do:
Keeping the relative positions of the jobs of the partial sequence, insert the hth job of the order defined in Step 1 in all possible positions and apply the timing adjustment procedure in each insertion; consider the new partial sequence with the best n JIT (in the case of a tie, use the upper position).
Algorithm 2. Pseudo-code of heuristic H1.
Heuristic H2
Step 1. Order jobs by the EDD rule (in the case of a tie, use the lower ∑p jk ).
Add the hth job of order defined in Step 1 in the last position of the partial sequence;
Considering the insertion neighborhood with (h − 1)2 partial sequences and applying the timing adjustment procedure, determine that with the best n JIT ;
From the best solution obtained so far, considering the permutation neighborhood with h(h − 1)/2 partial sequences and applying the timing adjustment procedure, determine that with the best n JIT . Algorithm 3. Pseudo-code of heuristic H2.
Heuristic H3
Step 1. Order jobs by the MST rule (in the case of a tie, use the lower ∑p jk ).
Steps 2 and 3. The same as in heuristic H1.
Algorithm 4.
Pseudo-code of heuristic H3.
Heuristic H4
Steps 2 and 3. The same as in heuristic H2.
Algorithm 5. Pseudo-code of heuristic H4.
The next four heuristics, H5, H6, H7 and H8, employ ideas from the classic Hodgson's algorithm which provides the optimal solution for minimizing the number of tardy jobs in a single-machine problem. They are presented in Algorithms 6-9. Again, the first two consider the EDD rule and the last two the MST. In addition, H6 and H8 are improved versions of H5 and H7, respectively, which use neighborhood search methods at the end of execution.
Heuristic H5
Step 2. Apply the timing adjustment procedure.
Step 3. Identify the first tardy job in the sequence (J T ). If there are no tardy jobs, STOP.
Step 4. Replace/Place job J T as the final in the sequence and go to Step 2. Algorithm 6. Pseudo-code of heuristic H5.
Heuristic H6
Step 4. Replace job J T as the final in the sequence.
Step 5. Considering the insertion neighborhood with (h − 1)2 partial sequences and applying the timing adjustment procedure, determine that with the best n JIT ; and
From the best solution obtained so far, considering the permutation neighborhood with h(h − 1)/2 partial sequences and applying the timing adjustment procedure, determine that with the best n JIT .
Algorithm 7.
Pseudo-code of heuristic H6.
Heuristic H7
Steps 2-4. The same as in heuristic H5.
Algorithm 8.
Pseudo-code of heuristic H7.
Heuristic H8
Step 1. Order jobs by the MST rule (tie-break by the lower ∑p jk ).
Steps 2-5. The same as in heuristic H6.
Algorithm 9.
Pseudo-code of heuristic H8.
For the last two heuristics, H9 (Algorithm 10) uses the EDD rule as the initial order and H10 (Algorithm 11) the MST rule, both adopting a different form of neighborhood search, the forward/backward procedure. The new procedure re-insert one job at a time in the last position in a sequence by considering the best solution found so far, and then iteratively re-insert the last job in all other positions retaining the one with the best n JIT . This corresponds to a diverse way to test neighbor solutions (see Example 2).
Example 2.
Consider again the sequence: {J 3 , J 2 , J 1 , J 4 }. For position h = 1, the first job J 3 is replaced in the last position; if the new solution is improved, the new sequence is kept (and also the value of h = 1), otherwise, the previous one is recovered (and the h is incremented). Thus, if the current sequence is {J 2 , J 1 , J 4 , J 3 }, then the new first job J 2 is replaced in the last position and the test is repeated for {J 1 , J 4 , J 3 , J 2 }. Considering now that the new solution is not better than the previous one, the sequence is kept {J 2 , J 1 , J 4 , J 3 } and h = h + 1 = 2. In the next step, the second job (i.e., the one in the hth position) is replaced in the last position and the test is redone. This forward procedure is repeated until the (n − 1)th position. Then, a backward procedure is applied, reinserting the last job in all previous positions, and so on.
Heuristic H9
Step 3. Set h = 1. While h < n, do (from position 1 to n − 1):
Forward procedure: replace the hth job defined in Step 1 in the last position of the partial sequence and apply the timing adjustment procedure. If the new n JIT is better than the previous one, keep the new schedule (and the h value); otherwise, go back to the previous one and set h = h + 1.
Step 4. Set h = n. While h > 1, do (from the last position to the second):
Backward procedure: Replace the hth job in all the previous positions and apply the timing adjustment procedure considering the best solution found. If a new best solution is found, keep the new schedule (and the h value); otherwise, go back to the previous solution and set h = h − 1.
Step 5. STOP.
Algorithm 10.
Pseudo-code of heuristic H9.
Heuristic H10
Steps 2-5. The same as in heuristic H9.
Algorithm 11. Pseudo-code of heuristic H10. 
Computational Experiments and Results
In this section, we describe the computational experiments conducted to study the behavior of the mathematical model presented in Section 3 and the heuristics described in Section 4. The codes for the heuristics were implemented in the Delphi programming environment, the mathematical model was written in the syntax of the AMPL modeling language and the instances solved with the branch-and-cut algorithm included in the IBM-CPLEX 12.6.1.0. All tests were conducted on a Pentium Dual-Core with a 2.0 GHz processor, 3.0 GB RAM and Windows Operating System.
A total of 15,600 instances were generated. They are separated into Group 1 of small instances and Group 2 of medium and large ones as described in Section 5.1. The computational study was divided in two parts: Experiment 1 and Experiment 2. Section 5.2 presents the comparative results of the procedures described in Section 4 (Experiment 1). The quality of the heuristics solutions is reinforced when they are compared to the best solution obtained by solving the instances of the mathematical model with CPLEX, as described in Section 5.3 (Experiment 2). The computational efficiency of the solution's strategies, computed in terms of CPU time, is discussed in Section 5.4.
Problem Instances
The instances were separated into two groups, with Group 1 consisting of small instances and Group 2 of medium and large ones. In each group, the instances are divided into classes defined by the number of jobs (n), number of machines (m) and scenarios of due dates, with 100 instances randomly generated for each class to reduce the sampling error.
The processing times were generated in the interval U [1, 99] , as in the most production scheduling scenarios found in the literature (e.g., [21, 22] ). In Group 1, the parameters were n ∈ {5, 6, 7, 8, 10} and m ∈ {2, 3, 5} and, in Group 2, n ∈ {15, 20, 30, 50, 80, 100} and m ∈ {5, 10, 15, 20}. These values were chosen to cover a significant range of instances of various sizes.
The generation of due dates followed the method used by [23] , with a uniform distribution in the interval [P(1 − T − R/2), P(1 − T + R/2)], where T and R are the tardiness factor of jobs and dispersion range of due dates, respectively, and P the lower bound for the makespan which is defined as in Taillard [24] : Using these parameters, 6000 instances were generated in Group 1, divided in 60 classes. That is, five levels of number of jobs, three levels of number of machines, four scenarios and 100 instances per class (5 × 3 × 4 × 100 = 6000). For Group 2, 9600 instances were generated, divided in 96 classes, six levels of number of jobs, four levels of number of machines, four scenarios and 100 instances per class (6 × 4 × 4 × 100 = 9600). A total of 15,600 instances were generated and their parameters are summarized in Table 3 . Table 3 . Parameters for generation of the instances.
Group 1 Group 2
Number of jobs Number of instances per group 6000 9600
Total number of instances solved 15,600
Experiment 1: Relative Comparison of the Proposed Heuristics
In this first part of the results evaluation, a relative comparison of the proposed heuristics was conducted. The most common measure used in the literature to compare the performances of solution methods is the relative percentage deviation (RPD) (e.g., [22, 25] ), which, adapted to the maximization problem addressed, is calculated as:
where n best J IT is the best solution found and n h J IT the heuristic solution evaluated. The lower is a method's RPD, the better is its performance, with a RPD of zero indicating that the method provided the best solution found (or achieved a tie).
To compare the heuristics performances for Group 1's instances, the solution of an enumeration method (EM), based on [25] , was used as a reference (see the pseudo-code in Algorithm 12). It is important to note that the EM provides a reference solution to the problem and, although it listed n! possible permutations (sequences) of jobs, it does not warrant an optimal solution since the schedule is composed by sequencing and timing. That is, for the same sequence, it is possible to find several schedules with different starting times for each operation, thereby resulting in many possibilities for the same number of just-in-time jobs, as can be seen in Figure 1 . Therefore, the EM enumerates all possible sequences, but it is impractical to probe all possible schedules, especially for medium and large scale instances. Given that, the EM was not applied for Group 2's instances, and the best solution found by the heuristics H1-H10 was considered as reference for the instances in this group.
Enumeration Method
Step 1. Enumerate the n! possible sequences and consider the one with the best n JIT .
Step 2. Apply the timing adjustment procedure. The global analysis of results revealed that H6 clearly outperformed the other heuristics, with a RPD of 0.2% for both Groups 1 and 2 (as can be seen in Table 4 ) which indicates that it provided the best or very close to the best solutions for many cases. The results from H6 were similar to those from H5 which ranked second for overall performance with RPDs of 0.4% in Group 1 and 0.3% in Group 2, as shown in Table 4 . Both these heuristics considered the EDD rule as the initial order and iteratively placed the first tardy job at the end of the sequence. However, H6 also employed insertion and permutation neighborhood searches. Therefore, it can be seen that, although this improvement phase provided better performance, H6 had already produced very good results before the neighborhood searches (explained by the behavior of H5).
Following the rankings, H2 and H1 were third and fourth, respectively, and both exhibited similar behavior by considering the EDD rule as the initial order and then employing the insertion method to construct the sequence. The difference between them is that H2 employs neighborhood searches before attempting to insert the new job in the partial sequence.
In addition, it may be noted in Table 4 that the rankings for Groups 1 and 2 were almost the same, with the sole exception of the inversion between heuristics H8 and H10 in eighth and ninth places. Another observation is that, in the five worst methods, the deviations in Group 1 were much lower than those in Group 2 which indicated that there is a greater dispersion of solution quality for medium and large instances, as can be seen in Figure 2 .
The worst method was H7 which considered the MST rule as the initial order and iteratively placed the first tardy job at the end of the sequence. Although it is very similar to H5, as the only difference between them was in their initial orders (the EDD rule was used in H5), the discrepancies in their results were quite significant. This demonstrated that, of the two options used for the initial rule, the EDD was always more advantageous than the MST, as was obvious for every pair of heuristics which were only differentiated by these rules, that is, H1 and H3, H2 and H4, H5 and H7, H6 and H8, and H9 and H10.
Tables 5-8 provide detailed average results for the instances according to the group and size for each heuristic considering different numbers of jobs and machines.
As the number of jobs grows, the four best methods, H6, H5, H2 and H1, had relatively stable performances for Groups 1 (Table 5 ) and Group 2 (Table 6) , with very low RPD values (below 1.5). The exception was H1 for Group 2 (Table 6 ), which had decreasing relative deviations ranging from 3.9% with 15 jobs to 0.6% with 100. The other heuristics had increasing RPD values with increasing numbers of jobs, except H7 and H8 for Group 2 which had decreasing values for instances with up to 100 jobs. Furthermore, H3 showed a slight decrease in instances with 15 to 50 jobs, and an increase in those with 80 and 100. In terms of the numbers of machines, as can be seen in Tables 7 and 8 , the results indicate, in each group, high stability with relatively small variations in their RPD amplitudes. This may suggest that the number of machines was not a relevant factor in performances for the problem addressed. Table 9 presents each group's deviations for the four defined scenarios, varying the values of T and R due date factors. These results were consistent with those obtained from the previous analyses of ranking methods, with H6 presenting the best result followed by H5. The results of different scenarios suggest that variations in the tardiness factor and due date range did not exert any relevant influence. It is interesting to note the two top heuristics, H6 and H5, obtained identical results for both groups in Scenarios 2 and 4 characterized by their wide due date ranges. That is, when the interval between due dates was large, neighborhood searches did not provide improvements. 
Experiment 2: Quality of the Heuristic Solutions in Relation to the Optimal Solution
In the second part of the computational experimentation, the quality of each heuristic solution was measured by the RPD in relation to the optimal solution provided by solving the instances of mathematical model by CPLEX. The RPD is calculated by Expression (14) , where n best J IT is the optimal solution given by CPLEX.
The optimality of the CPLEX solution was proven for the 6000 instances of Group 1. The analysis of quality the heuristics' results in relation to those optimal solutions, using 95% confidence intervals of the average RPDs, is depicted in Figure 3 . Table 10 presents rankings of the solution quality of the heuristics, i.e., the values of the RPD of the optimal solutions. Table 10 shows the same ranking and values very close to the ones presented in Table 4 for relative comparisons of Group 1, which validated and reinforced the results from the previous analyses. It is important to highlight the excellent performance of the best heuristic (H6) that had a deviation from the optimal solution of just 0.6% which meant that it provided a near-optimal solution.
Of the 6000 instances optimally solved, H6 reached the optimal solution in 5830 cases (97.2% of instances) and, in the other 170 instances, the difference between its result and the optimal solution was only one just-in-time job in 168 cases and two just-in-time jobs in two other cases. It is also relevant to emphasize that the average running times of H6 were 0.1 ms and 0.39 s for the instances in Groups 1 and 2, respectively.
According to the previous comparative analysis, the results for H5 and H6 were very close and H2 and H1 also achieved significant performances. This confirmed that the EDD was better than the MST rule for the instances considered and the procedure based on Hodgson's approach (used in H6 and H5) outperformed the insertion method of NEH (applied in H2 and H1). Similarly, in all cases of each pair of heuristics, those which applied a neighborhood search produced improved results.
Another interesting observation is that the enumeration method, as explained in Section 5.3, did not guarantee the optimal solution in the case of a flow shop with just-in-time jobs. Of the instances optimally solved, the deviations from the enumeration method were on average 0.4%, as expected, with an average running time of 1.48 s. The average running time of CPLEX was 199.88 s (3.33 min).
Given the difficulties to prove optimality, for Group 2, only one instance per class was solved by CPLEX with the CPU time was limited to 3600 s. Thus, 96 medium and large instances were executed. For 22 instances, no integer solution was found or the model provided a solution with zero value. In most cases, the heuristic solutions were much better than the lower bound given by CPLEX, leading to very negative RPD, as can be observed in Table 11 . The more negative is the RPD of a heuristic, the better is its result in relation to the lower bound. It could be noted that even the worst heuristic (H7) provided results that were better than the lower bound given by CPLEX. These results confirm all previous inferences. The coincidence of the results for H5 and H6 is remarkable, suggesting that neighborhood searches do not improve the solution of medium and large instances.
Computational Efficiency
The comparison of computational efficiency, i.e., the average consumption of CPU time measured in milliseconds (ms), of each heuristic for Groups 1 and 2, the enumeration method and CPLEX for Group 1 are shown in Table 12 . As expected, the EM and CPLEX consumed much more CPU time than the heuristics. For the small instances (Group 1), the computational times of all the heuristics were almost zero and, for the medium and large ones (Group 2), H2 and H4 took the longest times, nearly 8 s on average, which were relatively high compared with those of other methods but does not preclude their use. All other heuristics required far less time than one second which demonstrated the viability of using them in practice. It is worth noting that H5, which ranked second with a solution quality very close to that of H6, consumed less than a half second on average for large instances, thereby indicating its high computational efficiency.
Finally, in an overall analysis of the results and the solution approaches proposed in this paper (exact and heuristic), the applicability of the developed heuristics were justified and demonstrated in terms of both solution quality (an average of 0.6% deviation from the optimum with the best heuristic H6) and computational efficiency (an average of 0.4 s for large instances also with H6). The mathematical model and the enumeration method were useful as quality certificate. Moreover, the mathematical model can be useful if other constraints or requirements are added to the problem.
Final Remarks
This research achieves its proposed goals of developing and implementing effective and efficient methods for solving a flow shop scheduling problem by maximizing the number of just-in-time jobs, as demonstrated in the computational experiments. A MIP model is proposed to represent the problem and, together with an enumeration algorithm, is useful as quality certificate for the solution values given by the constructive heuristics proposed.
The CPLEX system solves instances of the MIP model with up to 10 jobs and five machines in at most 47 min. It provides a lower bound for the optimal solution for instances with up to 100 jobs and 20 machines. The enumeration method does not guarantee optimality because the solution is formed by job sequencing and timing (the starting times of jobs). However, it shows relative applicability and considerable quality (0.2% deviations in small instances) with an average running time of 1.5 s.
The practicability and applicability of all proposed heuristic methods are demonstrated, in particular for large-scale instances, with very good quality results and non-prohibitive runtimes. The best heuristic, H6, demonstrates a near-optimal solution, with just a 0.5% average relative deviation from the exact solution and optimal solutions for more than 98% of instances, while the performance of the second best, H5, is very close. In total, 15,600 instances are solved, with the average relative deviation of H6 only 0.2% and that of H5 approximately 0.3%. The H6 and H5 heuristics consider the EDD rule as the initial solution and then iteratively place the first tardy job at the end of the sequence. Although their results are very close, H6 improves on H5 by using neighborhood searches.
In this study, the focus is on solving a flow shop scheduling problem by reducing the interval between the completion time of the last operation of a job and its due date. This enables an adjustment in the timing of jobs which results in the possibility of inserting idle time between operations. Therefore, there is no concern about the first operations of each job, i.e., their executions could be approximated. Rescheduling these operations could reduce the idle time between them and possibly also minimize the total time required to complete the schedule (makespan). Therefore, it is suggested that future work consider multiple-criteria functions, including flow measures (as a makespan and/or flow time), in scenarios with earliness and tardiness.
