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Abstract: This review paper provides a critical interpretation and analysis of almost 150 dedicated
optimization research papers in the field of droop-controlled islanded microgrids. The significance
of optimal microgrid allocation and operation studies comes from their importance for further
deployment of renewable energy, reliable and stable autonomous operation on a larger scale, and
the electrification of rural and isolated communities. Additionally, a comprehensive overview of
islanded microgrids in terms of structure, type, and hierarchical control strategy was presented.
Furthermore, a larger emphasis was given to the main optimization problems faced by droop-
controlled islanded microgrids such as allocation, scheduling and dispatch, reconfiguration, control,
and energy management systems. The main outcome of this review in relation to optimization
problem components is the classification of objective functions, constraints, and decision variables
into 10, 9 and 6 distinctive categories, respectively, taking into consideration the multi-criteria
decision problems as well as the optimization with uncertainty problems in the classification criterion.
Additionally, the optimization techniques used were investigated and identified as classical and
artificial intelligence algorithms with the latter gaining popularity in recent years. Lastly, some
future trends for research were put forward and explained based on the critical analysis of the
selected papers.
Keywords: optimal allocation and operation; droop control; islanded microgrid; renewable energy;
generation and load uncertainties; artificial intelligence; multi-objective optimization
1. Introduction
Over the last decade, a significant shift has occurred in research trends toward design
and operation of decentralized electric distribution networks. This can be realized by the
substantial focus on microgrid implementation, control, and optimization studies in several
published literature reviews [1–23]. One of the main unique features of microgrids is the
ability to operate in a decentralized manner without the supervision of the utility main grid.
This unique characteristic of microgrids is fundamental to the deployment of renewable
energy resources. A microgrid (MG) can be defined as a small-scale distribution network
with multiple distributed generation (DG) units and electrical loads either connected to the
utility main grid at the point of common coupling or isolated. Furthermore, depending
on the type of DG installation, whether it was conventional (such as gas microturbines,
biomass boilers, etc.), renewable (such as wind, solar, tidal, etc.), or a combination of both, a
microgrid could have an energy storage system (ESS) embedded to harvest the intermittent
energy for use at a later time. According to the state of connectivity to the main grid, two
modes of operation exist for an MG: islanded or grid-connected.
The grid-connected mode of MG operation is desired when the integration of renew-
able resources and economic operation goals is required [19]. Furthermore, the existence
of a large power grid facilitates voltage and frequency control in the MG, while the dis-
tributed energy resources are utilized as constant power sources regardless of demand
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variations [3]. On the other hand, islanded operation of MG is usually desired to defer
upgrade costs, conduct scheduled maintenance, and compensate for main grid failures in
supply reliability [24]. Moreover, islanding is necessary for the electrification of isolated
regions and distant communities where the cost of connecting such areas is high or imprac-
tical, while the main source of generation for such isolated grids is fossil fuel and recently
renewables [14]. Despite the numerous economic and environmental benefits an islanded
MG can bring, one major problem that arises is how to guarantee quality of supply.
To ensure adequate supply quality of islanded MG and thus provide sufficient voltage
and frequency regulation, all or some of the distributed energy resources must cease the
constant power operation and start to follow demand variations to accomplish voltage
and frequency control as stated in international standards such as IEEE std. 1547.4 for
islanded systems design and operation [25] and IEEE std.1547.7 for DG interconnection
with islanded power grids [26]. This type of control can be achieved through two distinct
philosophies: centralized and decentralized control [11]. The selection of the former control
philosophy is highly dependent on the existence of expensive and wide bandwidth commu-
nication infrastructure in the MG. The master–slave method is one of the most prominent
centralized control approaches for its accurate power-sharing ability and near nominal
frequency and voltage regulation. However, this type of control is often too expensive or
impractical for the majority of islanded microgrids across the globe as the cost barrier is
often blamed for preventing further communication infrastructure upgrades. Additionally,
if microgrids were to phase out centralized generation on a massive scale, a reliable control
strategy would be mandatory to facilitate this transition. However, centralized control
often has a single point of failure, which makes it impractical and less reliable for large-scale
application [11,18]. Hence, decentralized control methods have gained significant popular-
ity to operate islanded microgrids where the cost of extra-high bandwidth communication
channels is not desired. The most implemented decentralized approach is the droop control,
where the active and reactive power output of DG units is linearly related to the frequency
and voltage of the MG, respectively. Furthermore, the acceptable power-sharing capability
of droop control eliminates the need for communication channels between the units. This
is due to the fact that DG units operated in droop control are only required to gather local
measurements for voltage and frequency using pre-existing infrastructure. An islanded
MG that adopts the droop control strategy is referred to as a droop-controlled islanded
MG (DCIMG).
The implementation of DCIMG control strategy often occurs in multiple or hierarchal
stages referred to as primary, secondary, and tertiary control. Therefore, an energy manage-
ment system (EMS) to supervise those control stages is required. This shall ensure adequate
voltage and frequency regulation and near constant balance between supply and demand
observing certain technical, economic, and environmental constraints for the MG [15].
Optimal planning and operation of DCIMG is vital for the successful EMS execution, which
is necessary to yield the benefits of DG, in particular those of renewable energy resources.
In one way, DG is fundamental for the sustainable development of future smart grids due
to the many benefits it can offer, such as improved voltage profile, reduced network power
losses, deferment in transmission and distribution infrastructure upgrades, diversity of
generation portfolio, and reduction in emissions from fossil fuels [3,5]. On the other hand,
the increased growth in renewables has brought forward various technical issues due to the
uncertainty associated with their operation. Therefore, many researchers have undertaken
different approaches to employ various classical and artificial intelligence (AI) optimization
techniques to enhance and optimize the planning and operation of DCIMG.
Connection standards and legislation urge the use of protective devices with DG units
connected at the distribution levels [25,26]. Furthermore, the adopted control strategy
in those microgrids must integrate with these protective devices to be able to isolate the
system from the main grid in case of faults. As is the case for islanding operations, these
extra devices with DG units often act as an uninterrupted power supply (UPS) to guarantee
the continuity of supply to the isolated MG. A major drawback for master–slave controlled
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islanded microgrids is the single point of failure, where any persistent fault in those extra
devices acting as the master unit will drive the MG toward the point of collapse. However,
this issue is resolved in DCIMG as multiple units are actually acting similarly to the
master unit objective, and this is another reliability advantage of DCIMG over centralized
master–slave islanded microgrids.
According to the comprehensive survey of many review papers [1–23] illustrated
in Table 1, it was concluded that some reviews have focused on the optimal planning
of microgrids without an emphasis on the MG mode of operation [1,22], while others
focused on the control strategy and optimal EMS without taking into consideration the
other aspects of MG planning [3,15,18,19]. Furthermore, those MG surveys that addressed
optimization techniques lacked a certain focus on the optimal planning and operation of
DCIMG [5,13]. In light of the foregoing, and to the best of the authors’ knowledge, no
review work has been published previously that focused on DCIMG optimal operation and
allocation and gathered all the aspects of the optimization problem in terms of objective
functions, constraints, decision variables, and optimization algorithms. Therefore, this
paper aims to fulfil the gaps and attempt to provide an insight to the current state of the art
research in DCIMG and to suggest possible future trends.
Table 1. Overview of MG optimization-related subjects covered in previous literature reviews.
Reference




Ob Co Var Alg MO Isd GC Al Dis Re Cnt EMS Pro AC DC Cen Dec
[1] Y Y N Y Y N N Y N N N Y N Y N N N N
[2] Y Y Y Y Y N Y Y N N N N N Y N N N N
[3] N N N N N Y Y N N N Y Y Y N N Y Y N
[4] N N Y Y Y N Y Y Y N N Y N Y N N N N
[5] Y Y Y Y Y N Y Y N N N N N Y N N N N
[6] N N N Y Y N Y N Y N N Y N Y N N N N
[7] Y N Y Y Y N Y Y Y N Y Y N Y N Y Y N
[8] Y Y N Y Y N Y Y N Y N N N Y N N N N
[9] Y Y N Y Y N Y Y N N N N Y Y N N N N
[10] Y N N Y N N Y Y N N N N Y Y N N N N
[11] N N N N N Y Y N N N Y N N Y N Y Y N
[12] Y N N N Y N Y N Y N N Y Y N N N N N
[13] N N N Y N Y Y N N N N N N Y Y N N N
[14] N N N N N Y N N Y N N Y N Y N N N N
[15] N N N Y Y Y Y N N N N Y N Y Y Y Y N
[16] Y N N Y Y N Y Y Y N Y Y N Y N N N N
[17] Y Y Y Y Y N Y Y N N N N N Y Y Y Y N
[18] Y Y Y Y Y N Y N N N Y Y N Y N N N N
[19] N N N N N Y Y N N N Y N Y Y Y Y Y N
[20] N N N Y Y N Y Y N N N Y N Y N N N N
[21] Y Y Y Y Y Y Y Y Y Y N Y N Y N N N N
[22] Y N Y N Y N N Y N N N N N N N N N N
[23] N N N Y Y Y Y Y N N N N N Y Y N N N
Ob = objective function, Co = constraint, Var = decision variables, Alg = algorithm, MO = multi-objective, Isd = islanded, GC = grid-
connected, Al = allocation, Dis = dispatch, Re = reconfiguration, Cnt = MG control, EMS = Energy management system, Pro = MG protection,
Cen = centralized, Dec = decentralized, DCIMG = droop-controlled islanded microgrid, Y/N = yes/no.
This review paper is organized as follows: In Section I, the background of DCIMC is
introduced. Section II, the main aspects of microgrid control and operation are explained
while microgrid optimization is also described. In Section III, the optimization objectives,
constraints, variables, and algorithms in DCIMG are explained in detail. The last three
sections IV, V, and VI, demonstrate a discussion of the literature review, future trends, and
the conclusion, respectively. A complete list of frequently used acronyms in this paper is
illustrated in Table A1 (See Appendix A).
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2. Microgrid Overview
As previously mentioned in the introduction, an MG can be defined as a cluster or
group of clusters of power distribution networks that has its own dispersed generation,
energy storage facilities, adjustable smart demand, and a complete supervisory control
and optimization strategy. As shown in Figure 1 [15], the aforementioned definition is
illustrated by a generic MG architecture operated at the medium to low voltage levels. In
the following subsections, further insight about the classification, type of operation, control,
and optimization of DCIMG is introduced.
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2.1. Microgrid Classification and Structure
There exist different criteria to classify DCIMG into various categories based on the
availability of grid connection as a grid-supported or sole remote application; the type of
generation mix, whether it is conventional, renewable, or a mixture of both; distribution
voltage level such as medium-voltage (MV) or low-voltage (LV) level; the type of electric
current utilized in the system, as AC, DC, or hybrid AC/DC; the size of the electricity
demand as small-scale or large-scale; type of load, such as residential, commercial, or
industrial; and network topology, such as radial or meshed structure [4]. There is no
standard structure or framework for DCIMG design and planning as it is merely reliant on
the purpose of the MG application or the scale of the electricity demand it was intended
to serve. According to [19], many existing microgrids, whether it was for testing or grid-
support purposes, suffer from the high implementation costs due to the use of complex
control systems and a high number of AC/DC and DC/DC converters. The article [19] adds
that, despite the promising power quality solutions of these microgrids, they face greater
reliability and feasibility problems that make them unsuitable for large-scale integration.
Therefore, the adaptation of more planning- and optimization-oriented DCIMG studies is a
promising option to expand renewable energy integration on a massive scale.
A general MG topology with both AC and DC operation for generation and loads is
displayed in Figure 2 [17]. According to that mixture, an MG architecture can be classified
based on the type of electric current used into three categories, which are explained in
detail as follows:
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2.1.1. AC Microgrid
Due to the practical and efficient power transfer of AC voltage over a long distance,
thanks to the AC step-up/step-down voltage transformers, AC-based microgrids gained
an undisputed reputation for ease of renewable resource integration with minimal mod-
ification of existing utility grid infrastructure. Furthermore, due to the minimal power
loss advantage of AC systems compared to DC transmission and distribution over radial
network topology, AC microgrids have gained popularity for integration with main grids
at the MV and LV power distribution levels. This efficient power transfer advantage was
further strengthened by the minimum interference of AC systems with established protec-
tion schemes contrary to DC systems that require sophisticated protection mechanisms.
Therefore, the existence of AC infrastructure makes it feasible and cost-efficient to expand
the integration of AC-based renewable generation such as wind, tidal, and biomass en-
ergy. Moreover, the vast majority of loads in the distribution networks are of AC-based
power, which makes it more sensible to adopt AC microgrids as bases for smart grids
expansion [17,19].
Similarly, the advantage of the AC system in minimal power loss across longer dis-
tribution lines makes it more suitable for large-scale microgrid application that supports
residential, co mercial, and industrial loads with considerable numbers. Unlike the DC
system, which is only suited for small-scale application of few DC loads connected to a
com on DC bus, the nature of DC current makes it inefficient to elect a sole DC system as
a candidate for MG expansion to a large scale.
Despite the many adva tages of the AC system over the DC system, the inherent issue
of frequency synchronization for different DG units and the inaccura reactive power
haring makes the planning and ope ating of AC microgrids a challenging task. Th
impact of improper reactive power sharing ca be seen by increased t ermal losses in
distribution networks, while frequency regulation issue dictate the u of more AC/DC
conve sion systems. The reliance on conversion systems will further complicate the control
and protection of thes microgrids; this is due to the increase in non-linear loads a d
unwanted current and voltage harmonic . Moreover, the control and protection t sks
become more complicated during islanded operation since minimal disturbances can cause
large stability issues in the islanded MG [3,17].
2.1.2. DC Microgrid
The DC microgrids are defined as a group of DC-based generation units such as
photovoltaic (PV) and fuel cells connected to a common DC bus serving DC loads. In this
configuration, most of the DG units are connected to the common voltage regulated DC
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bus via DC/DC converters or AC/DC rectifiers facilitated by power electronics. This type
of MG is often adopted due to the existence of DC-only loads. However, it could also be
connected to the main AC grid by DC/AC inverters. The main advantage of this type of
microgrid is the higher efficiency in energy storage and minimized conversion losses due
to less AC/DC/AC conversion. Moreover, the ease or elimination of frequency synchro-
nization issues is also an advantage. The popularity of DC networks soon lost its appeal
when considering the expansion of such microgrids to a large scale due to the inefficient
transmission of power over a long distance. Furthermore, most of the available equipment
in distribution networks is based on AC, and the cost of rolling out DC equipment becomes
infeasible. Due to the cost and practicality challenges of DC microgrids, their applications
are limited to small-scale and application-specific microgrids [17,19]. Moreover, common
bus voltage regulation issues, load balancing, and coordination between different power
converters are identified as major barriers in DC islanded microgrids expansion [27].
Due to the many advantages that the droop control strategy offers compared to
the master–slave one, DCIMG has found its way in regulating DC microgrids as well.
According to [28–30], the economic dispatch of DC-based dispatchable DG units was
achieved based on linearized models of the MG, while an optimal control problem was
formulated to enhance common bus voltage regulation by tuning controller parameters on
one hand [27,31–33] and by achieving optimal storage cycle on the other [34,35]. The DC
droop settings were selected based on the economic criteria in [36] and the environmentally
oriented objectives in [37]. Conversely, the authors of [38], on the other hand, have aimed
for more technical objectives to enhance the operation of DC-based DCIMG, taking the
stochastic nature of demand in microgrids into account.
2.1.3. AC/DC Microgrid
This type of structure combines the advantages of both AC and DC microgrids, which
helps the utilization of DC and AC loads in one microgrid. Since around 30% of loads
in distribution networks are found to be of DC nature, it might be a cost-effective solu-
tion to adopt this hybrid MG to minimize conversion losses. Furthermore, the enhanced
voltage transformation and better harmonic control are the main advantage of this type
of configuration. Although a hybrid AC/DC structure of microgrids enhances energy
storage and conversion efficiency, the increased complexity in design, stability, and pro-
tection of AC/DC networks act as main barriers against further expansion of this type of
microgrids [17].
The adaptation of AC/DC hybrid microgrids is still a hot topic in the literature, since
a number of promising studies have tackled the cost-related issues [39], efficient power
transfer [40], and reduction in current sharing error [41,42]. The use of power electronic
transformers (PET) has been proposed by [40] to facilitate efficient power transfer between
multiple interconnected sub-grids in a hybrid AC/DC microgrid. In an attempt to minimize
the current sharing error between dispersed generation units, an optimal selection of droop
coefficients for DC and AC units was studied in the DCIMG framework using metaheuristic
evolutionary computation technique in [41], while a sequential quadratic programming
(SQP) approach was utilized in [42]. The cost-based analysis study of a remote hybrid
AC/DC microgrid was introduced, taking into consideration the reliability assessment for
power delivery during the selected days of operation [39].
2.2. Microgrid Droop Control Philosophy
The existence of proper islanding control strategy is fundamental to the successful
operation of isolated microgrids. Therefore, islanding standards such as IEEE std. 1547.4
and IEEE std.1547.7 [25,26] dictate that islanding mode must be subjected to rigorous
control mechanisms to enable adequate voltage and frequency support by DG units. This
level of support becomes a necessity during generation and demand variations in light of
different MG internal and external uncertainties. Furthermore, this adequate support is
necessary to ensure autonomous operation of the microgrid without reliance on external
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power supply and to minimize the impact of unpredictable system disturbances. To
overcome the difference in size and technology among different DG units, power electronic
converters are usually utilized to facilitate the connection of such units. Additionally, droop
relations govern the way dispatchable DG units share active and reactive power between
them based on load variations.
The increasing number of converter-interfaced units in isolated MG with low or
no inertia has given rise to the concept of virtual inertia to provide frequency damp-
ing support [43,44]. Based on that, a converter unit control can be classified into either
grid-following or grid-forming capability. As for grid-following control, the existence of
communication between the utility grid and the converter is fundamental to pre-define volt-
age and frequency reference points. This concept is widely used with all non-dispatchable
renewable units connected to the main grid via the inverter interface; hence, they operate
in constant power control similar to slave units in the centralized control philosophy (i.e., a
controlled current source with large parallel impedance), while in grid-following control,
on the other hand, the converter units have the freedom to operate an AC microgrid with-
out the need for synchronous generation reserve, where the virtual inertia concept can be
implemented alongside droop control techniques (further grid-forming control techniques,
which are beyond the scope of this paper, can be found in [44,45]). Hence, grid-following
converters often belong to the decentralized control philosophy, wherein they operate in
voltage and frequency control mode as dispatchable units (i.e., a controlled voltage source
with small series impedance).
Despite the great advantage of the decentralized control approach over the centralized
one in terms of reliability and cost effectiveness, decentralized control systems still suffer
from the problem of high coupling between the elements of large-scale MG, which makes it
near impossible to rely only on local measurements. Therefore, the combination of the two
philosophies with a larger emphasis on droop control can happen in the hierarchal control
schemes to facilitate successful control for large-sized microgrids. As described previously
in the introduction, a complete droop control strategy is achieved in a hierarchal order; this
is explained in detail in the next three sub-sections.
2.2.1. Primary Control
This is the initial stage of MG control where droop control is undertaken instantly in
response to load changes. The basic principle of droop control follows the behavior of the
voltage source inverter separated from an AC bus by a power line, as shown in a typical
inverter equivalent circuit in Figure 3.
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In practice, the impedance Z, as seen from the inverter side, is highly inductive, and
the phase difference δ between the inverter output voltage and the AC bus voltage is
negligible [11]; hence, Equation (1) can be rewritten to obtain the active and reactive output
power of an inverter as follows:
Pi =









where X is the reactance part of the equivalent impedance; Pi and Qi are the operating
active and reactive output power of the inverter, respectively. Based on Equations (2) and
(3), the frequency and voltage of an inverter-based dispatchable DG unit can be written as
a function of the active and reactive power, respectively. The following droop Equations (4)
and (5) describe the behavior of DG units during load variations:
ωi = ωo −mp(Pi − Po) (4)
|Vi| = |Vo| − nq(Qi −Qo) (5)
where ωo and |Vo| are the no-load rated frequency and voltage of the inverter, respectively;
mp and nq are the active and reactive droop coefficients, respectively; Po and Qo are
the pre-set reference active and reactive output power of the inverter. Proper selection
of the droop coefficients as well as voltage and frequency reference points is of great
importance to improve the performance of conventional droop methods, especially during
islanding mode. Hence, the use of classical and heuristic optimization techniques has been
employed to optimize the performance of DCIMG; this will be covered in more detail in
the next section.
Figure 4 depicts the P– f and Q–V droop characteristics of a typical inverter-based DG
(IBDG) unit in the over- and under-generation scenarios. In an over-generation situation,
the frequency and voltage of the system will increase due to a sudden drop in load.
However, because of the droop response (the slope in P–f and Q–V curves), the IBDG
will respond to the sudden load drop by decreasing the active and reactive power output,
and that will bring down the frequency and voltage of the system within an acceptable
level, while, on the other hand, in the under-generation situation, the IBDG droop response
will increase the active and reactive power output to compensate for load rise, and this
shall bring the frequency and voltage up to an acceptable level, as instructed by IEEE std.
1547.4 [25].
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As shown in Figure 4a, when load exceeds generation, the active power output of the
DG unit increases from P0 to P4 to respond to the sudden fall in system frequency until it
settles to a steady-state value f4 below the nominal frequency f0. Similarly, if DG output
exceeds load, the active power will decrease from P0 to P′4 and the frequency will settle at f
′
4
above f0. As for the DG reactive power output and demand variations shown in Figure 4b,
in case of an under-generation situation, the reactive power output will increase from Q0
to Q4 to maintain the bus voltage at a value V4 below the nominal value V0. Similarly, in an
over-generation situation, the reactive power output will decrease from Q0 to Q′4, and the







should not exceed the maximum- and minimum-rated power value of the
DG unit. Otherwise, DG units must be set to constant PQ control.
The primary control action is undertaken in matter of seconds in response to load
changes without the need for complex communication structure in flexible and reliable
manner. Nevertheless, this basic method still suffers from certain drawbacks mainly in reac-
tive power sharing and voltage level impact [27,34,46–51]; frequency restoration and active
power sharing [32,52–55]; poor renewable energy integration [20,56–59]; slow damping
response to oscillations in the system [60–65]; vulnerability to line impedance and coupling
inductance [11,66,67]; inaccurate harmonic compensation [68,69]; and protection scheme
interference [11,69]. These limitations of the basic droop control method are addressed by
optimal design and selection of the parameters and coefficients [54,60,70] and by proposing
new adjustments and techniques to enhance the basic droop control performance [52,53,71].
However, most of these adjustments and enhancements will increase cost and reduce its
reliability by needing more communication and more infrastructure development, which
acts against the fundamental principle of decentralized control in flexibility, simplicity, and
reliability. Hence, the need for multi-criteria optimization problems to find the optimal
trade-off between efficiency and cost becomes fundamental to harvest the best possible
performance of DCIMG.
2.2.2. Secondary Control
From this stage, the voltage and frequency of the system are restored to the nominal
values in a closed control loop manner. This is necessary to rectify the primary control
action of the system where it drives the steady-state values of voltage and frequency away
from the pre-defined reference points as a result of the virtual impedance and inertias of
the system. The secondary control action uses a proportional–integral (PI) controller to
compare the new values of voltage and frequency with the reference values and eventually
minimize the resultant error to zero. In another words, the secondary control action forces
the P– f and Q–V droop curves to shift vertically to eliminate the deviation error in voltage
and frequency without inflicting a change in the slope of the droop curves. Figure 5
demonstrates the secondary control action for a typical IBDG unit controller. After the
completion of primary control action for active power in under-generation situation, the
red P– f curve of Figure 5a will be shifted vertically upwards to become the green P– f curve
by means of the PI controller action mentioned earlier, and that will drive the steady-state
frequency to return from f4 to fo. Similarly, in an over-generation situation, the red P– f
curve of Figure 5a will be shifted vertically downward to become the blue P– f curve,
where the steady-state frequency reverts back to fo from f ′4. Likewise, the reactive power
mismatch recovery by primary control action is adjusted according to the Q–V droop
curves of Figure 5b. In the over-generation situation, the steady-state value for bus voltage
V′4 is adjusted to V0 by shifting the curve vertically downwards, while the curve is shifted
vertically upwards in the event of reactive power under-generation to restore nominal
bus voltage.
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tems as in [79], where a fully distributed consensus-based strategy was adopted, while in 
[80], a finite time algorithm was implemented on a strongly connected directed graph in-
frastructure MAS. The need for costly MGCC was alleviated via a simplified approach 
based on constrained hierarchal theory to prepare an MG for emergency islanding [94]; 
however, only maximized loadability was considered in that study without regard to sup-
ply quality during inadvertent islanding. On the other hand, an interior point method was 
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o address certain limitations of primary control, many research studies have focused
on reinforcing primary and secondary control action to achieve accurate and dynamic
reactive power sharing [61–64,72]. Accurate voltage reference adjustments have been
achieved by means of classical and metaheuristic optimization techniques in [73,74], while
battery energy storage systems’ (BESS) charging and discharging balance has been obtained
in [27,33,35] by adopting a unified cooperative secondary controller to minimize voltage
regulation error on a common DC bus in droop-regulated DCIMG. Multi-agent systems
(MAS) were employed in [75–81] as a secondary control mechanism in a distributed control
manner to reduce participating DG units’ reliance on a central controller. Furthermore, by
relying on a fully distributed secondary controller, the local communication between DG
units was improved to achieve optimal technical and economic power-sharing objectives.
To improve islanded microgrid stability and enhance droop response speed, stud-
ies [60,82,83] have proposed a secondary level controller design to minimize damping in
AC system DCIMG, while the authors from [31,36] have addressed damping issues in
DC-based DCIMG by optimally selecting the converter parameters. To minimize the virtual
impedance effect on droop control, [66] suggested an optimal range for virtual impedance
size, as seen by the inverter, while [67] focused on obtaining the optimal controller pa-
rameters to administer the best virtual impedance value that minimizes power-sharing
error. Dynamic tuning of PI controller parameters in the secondary control loop was
suggested by [49,51,83] to enhance the voltage and frequency response of the islanded
MG. Furthermore, according to [50], the master–slave control strategy was employed to
dynamically tune the PI controller and achieve accurate power sharing. However, the
achieved results lacked reliability, while the full cost analysis of the proposed strategy
in [50] was not provided.
2.2.3. Tertiary Control
At this higher level of control, a complete load flow of the MG is carried out by the
microgrid central controller (MGCC) to determine the MG set points [11]. The operation of
tertiary control usually involves collecting data and measurements and then using them in
an optimization process to yield the optimum setting for the MG-controllable components.
This complete strategy, also referred to as E S, aims to achieve the desired objectives such
as optimal droop co fficients fo an environmentally friendly DG unit operation [84,85];
secondary PI controller parameter sel ctio to preserve MG stability [60,71]; efficient c arge
and discharge of BESS [86–88]; con ingency reserve man gement [89–92]; and econ mic
dispatch of DG u its [28,93].
The pti ization process happens in timed intervals or cycles t rough the MGCC,
while the frequency of optimization cycles dep nds on the size of the o timized processes
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and data provided to the MGCC [84]. This type of operation often involves forecasted data
of supply and demand for electricity and heating. Furthermore, volatility in fuel costs and
emissions penalties of the dispatchable DG units are provided as well as the uncertainties
in renewable generation and load behavior.
Forecasted data are fed to the MGCC by low-bandwidth and non-critical commu-
nication channels, while the optimized settings are sent to dispatchable DG units using
the same channels accordingly [84]. This type of communication protocol reduces the
probability of interruption since minimal contact exists between MGCC and controllable
elements in the MG. Moreover, the longer the optimization cycle intervals, the less vulnera-
ble the system is to communication delays. The usage of such a communication scheme at
the tertiary control level increases the accuracy of droop control without compromising
reliability, since DG units have the freedom between each optimization cycle to share the
load autonomously, relying on the optimized settings received at the end of each cycle.
Dependence on tertiary-level control manifested by an MGCC is necessary to realize
the complete model of reliable and accurate EMS for islanded networks. Nevertheless,
MGCC requires the existence of communication infrastructure and may increase the amor-
tization cost of an MG. Therefore, other studies dedicated to the optimization of DCIMG
went on to eliminate the need for MGCC by adopting MAS communication systems as
in [79], where a fully distributed consensus-based strategy was adopted, while in [80], a
finite time algorithm was implemented on a strongly connected directed graph infrastruc-
ture MAS. The need for costly MGCC was alleviated via a simplified approach based on
constrained hierarchal theory to prepare an MG for emergency islanding [94]; however,
only maximized loadability was considered in that study without regard to supply quality
during inadvertent islanding. On the other hand, an interior point method was adopted for
an MG scheduling with stochastic wind and load modeling in the absence of MGCC [95].
2.3. Microgrid Optimization Problems
In accordance with the required goals for DCIMG adaptation, whether for technical,
environmental, commercial, or rural communities’ electrification reasons, the planning
and design approach for such microgrids must take into careful consideration the different
aspects of the problem. Quite often, the continuous operation of microgrids is desired
in a smooth, efficient, and cost-effective manner, hence, the reliance on optimization
techniques becomes a necessity to realize the successful planning and scheduling of DCIMG.
Optimization problems in this aspect can be divided into two main categories: long-term
and short-term optimization problems.
Long-term problems aim to identify decision variables of a design problem similar to
those but not limited to: finding the location of a DG unit or BESS; the size range of a dump
load (DL) or virtual impedance; the length or type of a distribution line; or the type of a
controller. Long-term optimization is concerned with the class of design problems where
the optimization span for the problem could be months or years, and the solution must
cover that period, while short-term optimization problems evolve around daily operational
DCIMG issues where the decision variable of the problem covers a short aspect of the
optimization problem span in a matter of minutes or hours. Such short-term problems
include but are not limited to the dispatch of generating units, charge/discharge cycles of
BESS, the change in DG and ESS control parameters, and the reconfiguration of tie lines.
A brief description of common optimization problems tackled in DCIMG is explained
in this section as follows.
2.3.1. Allocation Problem
An allocation problem can be defined as obtaining the optimal size, type, and location
of an MG element subject to technical and economic constraints [5]. Those microgrid
elements could be either active, similar to DG units or ESS, or passive, such as a capacitor,
protection relay, or DL. Aside from the obvious technical and economic motivations for
optimal allocation of elements in DCIMG, this type of long-term problem often involves
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environmental and customer satisfaction aims. Since proper integration of renewable
generation will significantly influence greenhouse gas emission level reduction, while
optimal allocation of generation units will enhance customer experience with an expedited
connection for their prospective DG investments.
Allocation studies of DG at the distribution level are widely investigated and reviewed
in the literature [1,2,4,5,7,9,10,16,17,21–23]. However, optimal allocation of MG elements
considering DCIMG operation nature is scarce. As in [96,97], the capital, running, and
maintenance costs of BESS allocation in an islanded MG have been minimized, while the op-
timal allocation of ESS in DCIMG has been studied for stability margin enhancements [98]
and emissions reduction [99]. A dump load integration in DCIMG has been investigated to
help with voltage and frequency regulation during off-peak hours [100–102]. Considering
solar radiation and wind speed uncertainties’ impact on the total annual cost of a remote
islanded DC microgrid, the optimal number of wind turbines, PV cells, and BESS was
determined by the particle swarm optimization (PSO) method, while uncertainties were
accounted for by means of Monte-Carlo simulation (MCS) [103].
The optimal size and location of DG units in DCIMG considering economic objectives
were investigated by [104–106], while MG stability objectives were considered in [107–110].
Džamarija and Keane [111] have investigated DCIMG optimal wind turbine (WT) allocation
impact on renewable energy curtailment reduction as well as the maximization of net
energy export to transmission networks. On the other hand, Guo et al. [112] addressed the
impact of WT and diesel DG locations on the internal rate of return to maximize isolated
MG profit capacity, while Bukar et al. [39] determined the number of days for autonomous
operation in the hybrid AC/DC microgrid by investigating a sizing problem related to
WT and PV numbers. Lastly, the voltage stability margin has been maximized considering
optimal capacitor allocation in DCIMG as presented in [113].
2.3.2. Reconfiguration Problem
One particular short-term optimization problem in DCIMG is the one related to the
reconfiguration of network topology, which involves changing the state of an MG tie and
sectionalizing switches as well as circuit breakers from an on to off state or vice versa [8].
The purpose of sectionalizing switches is to isolate faulted areas of an MG, while tie
switches reconfigure the topological state of distribution lines [8]. Optimal reconfiguration
has many advantages in distribution networks operation and protection. Such advantages
include the prevention of overloaded lines, thus minimizing losses; isolation of faulted
lines or areas in an MG; improving the voltage profile; deferring capital investments in
distribution networks; and enabling faster connection to nearby available DG units.
Due to the many benefits a radial network topology offers compared to a meshed
structure in terms of design simplicity, low implementation cost, and ease of protection,
almost all reconfiguration problems in DCIMG often insist on some sort of radiality con-
straint where the radial topology of the network should remain intact before and after
tie switches opening or closing [109,110,114–118]. Reconfiguration of DCIMG can have a
notable impact on MG stability margin minimization. Hence, the authors in [115] used
a social-based metaheuristic technique to achieve optimal stability by means of network
reconfiguration, while [116] relied on a physics-inspired optimization method to obtain
the same outcome. Furthermore, reducing the coupling of power to divide multiple mi-
crogrids into clusters was another target for DCIMG reconfiguration [99,119], as were the
distribution line losses’ reduction [109,110,118] as well as maximizing the number of loads
served [114,117,120].
2.3.3. Scheduling and Dispatch Problem
Another form of the short-term optimization problem is the scheduling and dispatch
problem. This tactical planning problem is one of the most prevailing types of problems in
DCIMG due to its high technical, economic, and environmental significance. Furthermore,
the focus of this problem is on handling existing generation and storage resources; hence,
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this problem does not change the topology of the network or address an allocation issue.
A dispatch problem is a real-time problem defined as determining the power output of
dispatchable DG units and the charge and discharge rate of ESS for the next five-to-fifteen
minutes of the operational horizon [21]. The most common goal of the dispatch problem is
the economic operation of microgrids; hence, it is also known as economic dispatch problem
(EDP). However, EDP could have an additional technical or environmental objective
depending on the policy of MG operation.
While scheduling, on the other hand, is related to the act of day-ahead planning of
available generation, storage, grid-connectivity, spinning reserve, demand volume, and
the uncertainties associated with microgrids [4]. A scheduling problem is usually referred
to as a unit commitment problem (UCP) if it involves the start-up and shut-down of
DG units [21]. Day-ahead scheduling of microgrids is a challenging task considering the
intermittent nature of wind and solar power generation as well as the uncontrollable load
behavior. Therefore, many scheduling problems rely on the availability of generation and
load forecasting data to the MGCC, which can be in a form of past monthly or yearly
load patterns or estimated renewable energy data for wind speeds and solar radiation
levels [57,84,121].
Numerous EDP studies have targeted various MG cost types while using differ-
ent classical or AI optimization methods [30,75,76,81,86,90,93,95,122–145]. However, be-
sides cost analysis in DCIMG, dispatch problems also accounted for emissions reduc-
tions [37,84,89,121,145–149] and grid-connection possibilities [88,150–152]. On the other
hand, dispatch and scheduling problems could have technical objectives, such as volt-
age stability enhancement [57,72–74,153–156], thermal losses mitigation [157,158], load
curtailment reduction [85,94,159–164], and power-sharing error minimization [38,41,42].
A UCP has been considered for spinning and non-spinning reserve scheduling, taking
into consideration frequency excursion minimization to acceptable levels [91,92,165–168].
The optimal charge and discharge rates for distributed ESS with different types and sizes
have been determined [87]; the latter dispatch study has utilized the existence of multiple
charging stations for electric vehicles (EV) to handle the intermittent nature of renewable
generation in DCIMG. Despite the innovative methodology of [87] in relying on smart
charging/discharging of EV, there is no clear indication of how to handle the behavioral
issues of such EV smart-charging techniques or the impact on total MG stability.
2.3.4. Control and EMS Problem
Like many dynamic systems, an islanded MG requires adequate control of the system
state variables that govern its optimal operation. The target of this problem is obtaining the
best possible values for various parameters and coefficients for controller devices or agents
embedded within active or passive elements of the MG. Furthermore, it could aim to mini-
mize the time delay, over- or under-shoot, and steady-state error in the controlled islanded
MG to ensure stability and optimality. Control problems combined with dispatch and
scheduling problems form the bases for optimal EMS problems, which are responsible for
implementing the hierarchal control strategy of DCIMG. Therefore, solving an EMS problem
acts as a buffer to serve a variety of technical [33,35,54,59,85,91,92,117,134,148,154,163–166],
economic [28–30,75–81,84,85,91,124–133,135,144,145,148–151,167,168], and environmental
[84,85,91,145,148,149] objectives necessary to oversee the safe, stable, and reliable operation
of microgrids.
Voltage and current PI controllers’ parameters were optimized to reduce the power-
sharing error in DCIMG by means of classical [65] and metaheuristic optimization tech-
niques [58–64,71]. Likewise, the steady-state error in voltage and frequency was optimized
by adjusting the PI controller setting using different techniques [48–53,70,169,170]. The
over- and under-shoot errors, settling time, rise time, and integral time absolute error (ITAE)
were minimized to enhance an MG voltage profile [46,47], while DC voltage regulation
was enhanced by optimal PI controller setting in [27,33,34]. On the other hand, frequency
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deviations were minimized based on optimal controllers setting for BESS [35], Flywheel
ESS (FESS) [56], diesel engine [54,55], and a PV-fuel cell (PV-FC) hybrid system [32].
The control problem of DCIMG was extended to serve different stability and pro-
tection issues in the MG. As in [67], a virtual impedance controller has been optimized
to minimize the reactive power-sharing error for IBDG. Conversely, to adjust the droop
voltage reference point, the amplitude and angle of voltage harmonic component controller
was simultaneously optimized in [68], while the time dial setting for a directional har-
monic relay controller was carefully selected to ensure reliable and cost-effective microgrid
protection [69].
2.3.5. Multi-Criteria Decision Problem
Practically, in DCIMG optimization problems there is more than one desired objective,
and often these objectives are conflicting and unrelated. Additionally, the complexity of
successful hierarchal control in islanded microgrids often involves a degree of trade-off
between economic and technical goals. This contradiction will lead to a multi-criteria
decision problem (MCDP) where the progress in one objective degrades the other and vice
versa. Furthermore, MCDP, also known as multi-objective optimization (MOO), usually
combines two or more optimization problem types. Therefore, there can be an allocation
problem combined with a scheduling one [82,105] or an allocation with reconfiguration
MCDP [99].
There are different ways to handle MOO for non-trivial problems that seek to gen-
erate an optimal solution. One common approach used is to transform the MOO into a
single-objective one and assign linear set of weights to each objective, in what is known
as the weighted average method. Another method based on scalarization is the epsilon-
constrained method [91], where one objective is minimized while transforming the others
into constraints. The former scalarized method has been widely used in DCIMG optimiza-
tion problems [27,36,39,46,57,90,113,120,121,146,154] due to its ease of implementation and
light computational burden. However, it requires scalarization, linearization, and approx-
imation of the original problem. Moreover, the generated solution does not guarantee
optimality as often it generates pareto-dominated solutions, and some important solutions
are neglected if it lies within a non-convex solution search space.
Another popular approach in solving the MOO is to generate a trade-off set of solu-
tions, also known as the Pareto optimal set. In this approach, a prior knowledge of the
problem is not mandatory for the decision maker. Moreover, all problem objectives are
treated equally and simultaneously, while the generated solutions are usually plotted on a
Pareto front curve. The advantage of this method is the ability to search the non-convex
solution region and generate multiple non-dominated solutions in one run. However,
these methods often suffer from computation burden and may generate many similar
unnecessary non-dominated solutions. Furthermore, Pareto optimal sets require another
approach to select one optimal solution. Such decision-making criteria include the min–
max fuzzy logic principle [47,85,99,148], fuzzy satisfying method [100–102], utopia–nadir
balance [159], Nash equilibrium approach [91], and grey relation projection technique [89].
2.3.6. Optimization with Uncertainty Problem
Due to the nature of modern smart grid operation that relies on intermittent energy
resources and uncoordinated demand behavior, many researchers went on to include
uncertainty as random variables and dynamic constraints to their optimization problems
in DCIMG [37,57,85,95,103,121,129,145,148,165]. This variant of optimization problems,
known as optimization with uncertainty problem (OUP), requires careful uncertainty mod-
eling to approximate the reality of weather and diurnal states of generation and demand
as well as those unpredictable internal factors such as loss of dispatchable units [75], fault
currents [60], and inadvertent islanding [94]. Moreover, uncertainties might suffer from
the influence of external factors in environmental, social, and regulatorily aspects [19].
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The OUP in DCIMG planning and operation problems is usually modeled by prob-
abilistic approaches. These probabilistic approaches can be broadly classified into three
main categories: Monte-Carlo simulation methods, analytical methods, and approximation
methods. The MCS method is a statistical sampling method that imitates multiple random
states of a system to generate samples defining the whole problem [57,92,103]. In other
words, MCS performs stochastic profiling of a system by specifying inputs as probability
distribution [103]. Another variant of MCS is the lattice MCS (LMCS), which has a higher
degree of uniform distribution to cover a wider uncertainty spectrum compared to the
ordinary MCS [166]. As for analytical methods, they use mathematical equations and
calculations to reach a description of the problem’s uncertainty, such as the convolution
method [95], the cumulants method [137], and Taylor series expansion [37]. Lastly, the
approximation methods such as the point estimate method [37,148] and scenario-based
method [114] generate as many states of a given problem by relying on probability density
functions of the random variables associated with the problem and then seeking to apply a
scenario reduction of the generated scenarios that has low or exactly similar probability.
The uncertainty importance for DCIMG operation and planning studies was apparent
as over 30 references accounted for uncertainty mainly in generation and demand. More-
over, it was deduced that the most prevailing uncertainty consideration method in DCIMG
studies was scenario-based modeling [39,55,83,84,88,91,94,118,119,127,165,171] followed
by the MCS method [57,92,103,136,166]. However, the computation burden of real-time
problems that involves uncertainties is large. Hence, almost all of the foregoing studies
relied on the weighted average method for their MCDP, which compromised the reliability
and credibility of the solutions being global.
3. Optimization in Microgrids
Any mathematical optimization problem, whether it is to minimize or maximize a
certain objective function, often consists of four main aspects: objective functions, equality
and non-equality constraints, decision variables, and the optimization algorithm adopted.
These aspects are discussed in detail in the following four sub-sections.
3.1. Objective Functions
There are different set of objectives tackled in optimization problem formulations.
They can be grouped as a single objective or combination of two or more contradicting
objectives. A summary of the most-pursued objectives in DCIMG planning and operation
studies is presented in Table 2. Moreover, these objectives are discussed thoroughly
as follows.
3.1.1. Cost Minimization and Profit Maximization
As it is the case for most real-life optimization problems, cost is a fundamental aspect
to be taken into consideration. Moreover, cost-based optimization studies in DCIMG can
be classified based on the nature of the cost considered. These costs are categorized into
five main groups as follows: running costs, maintenance costs, security costs, penalty costs,
and capital and investment costs. In practice, cost objectives often represent a collection of
different types of the aforementioned categories, such as running, maintenance and penalty
costs [167], or running and investment costs [172].
Out of the many running cost objectives, the fuel cost is the most prevailing type in
microgrids. This is attributed to the fact that most DCIMG without direct access to the
grid must have some form of dispatchable diesel or gas DG units. Fuel cost minimization
could be the sole purpose of the EDP in AC microgrids [95,122,136,143,173], or this purpose
could be extended to cover DC microgrids EDP as well [28–30]. Additionally, it could
be combined with environmental objectives as in [84,85,89,121,146,147] or with technical
objectives as in [106,148,153].
However, fuel costs are usually considered in amalgamation with other forms of
costs such as curtailments costs for balanced [90,151,165] and unbalanced loads [88,131],
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cost of load shedding in clustered microgrids [167], fines for imported energy from the
main grid [88,145,151,167], excess emissions penalty costs [127,174], heating and boiler
maintenance costs [84,85], the cost of automatic generation control (AGC) to cover for WT
and PV volatility [37,75,174], and the penalty cost of energy not delivered [144].
On the other hand, ESS costs in microgrids were expanded to account for the running
costs associated with charge and discharge cycles for a hydraulic ESS (HESS) [172] and
BESS [89,128,129,142]. A comparison between lead–acid BESS (LABESS) and vanadium
redox BESS (VRBESS) in terms of daily charge and discharge costs as part of net present
value evaluation was presented in [96]. Additionally, as in [97], the accumulated annual
running and maintenance costs associated with the installation of BESS on the expected
capital return of the investment were minimized considering consumers payments to
avoid interruptions.
Furthermore, costs associated with ESS installations in microgrids with PV and WT
were optimized as part of total annual profit maximization from deferred infrastructure
upgrade costs [121]. The amortization costs, referred to as the depreciation in value for
intangible assets, were minimized for an island system with HESS as well as hydro, wind,
and diesel generation [172]. The total annual costs (TAC) of a remote off-grid system with
BESS, PV, and WT were optimized considering the capital recovery factor of interest rate
and life span of the project [103]. The discount rate equality with a project present value as
reflected in its profit capacity, known as the internal rate of return (IRR) [112], was enhanced
to ease the conflict of interest between all participants in a DCIMG with installed BESS,
WT, and diesel DG units. Alternatively, studies such as [151,163] went on to maximize MG
profits during grid-connected and islanded operation in optimal business-oriented EMS.
Another form of economic objective is the security or back-up costs, where part of
the total cost is reserved to guarantee adequate supply quality in the islanded MG. As
previously mentioned, the solution to the UCP problem aims to determine the on/off state
of dispatchable units [133,163,164]. Thus, security-based costs are often associated with
the start-up/shut-down costs of thermal backup generation [126,145,150]. Subsequently,
these costs are often taken into consideration to follow up expected demand changes to
maintain quality of supply. Similarly, ramping costs to cover for the ramp-up/ramp-down
rates are often neglected from the total cost objective [125,128]. However, ramping, defined
as the rate at which a dispatchable DG unit changes its output measured in (MW/min), is
necessary in load following to maintain system frequency and avoid undesirable demand
curtailment. Hence, studies such as [91,167,168] have accounted for ramping costs as part
of the total cost objective to sustain sudden frequency excursions.
Lastly, costs accumulated from assigning excess generation to be available upon
demand to increase reliability and security are often considered in scheduling prob-
lems [145,163,171]. To that extent, reserve costs can be divided into spinning and non-
spinning reserves. The former reserve is defined as the amount of residual online generation
after covering system demand and losses; this reserve cost can come from ESS [172] or
parallel dispatchable DG units [140,141], while non-spinning reserve costs, on the other
hand, which are an offline generation that can be brought up online in a matter of minutes,
are associated with fast-starting diesel generation costs or power import costs from other
inter-connected grids [167].
3.1.2. Emissions Reduction
Due to policy changes across the globe that aim to reduce the carbon footprint of
electricity generation, many distribution network operators (DNO) and DG owners (DGO)
were eager to minimize the emissions from their conventional generation portfolio [165].
Typical emissions selected as reduction targets include carbon dioxide (CO2) [149], nitrogen
oxide (NOx) [147], carbon monoxide (CO), and sulfur dioxide (SO2) [89].
One way to tackle the issue of DCIMG emissions reduction targets is to include them
as an independent minimization objective measured in (Kg/hour) or any other equivalent
unit along with any other desired objectives [37,84,85,89,91,121,145–149]. Another way
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is to convert the excess emissions into a penalty cost to be included with a total cost
objective minimization [127,142,174]. Additionally, based on regulatory, geographical,
or economic reasons, emissions can be considered as a boundary-constrained problem
where a pre-defined level is determined to sustain an acceptable range for greenhouse
gases [92,165,166].
Table 2. Overview of objectives function used in DCIMG by reference.
Objective
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DCIMG Optimization Problem Type
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3.1.3. Voltage Regulation Objectives
Many DCIMG optimization problems of different types aim to accomplish the optimal
power flow (OPF) with technical objectives. Some of the most important objectives are those
dealing with voltage and frequency regulation as well as stability of islanding operation.
Unstable or large voltage oscillations often lead to appliance damage, false tripping of
protection equipment, and unbalanced reactive power sharing [21]. Furthermore, all
islanding standards necessitate adequate voltage support and safer voltage levels across
all islanded and grid-connected microgrids [25,26].
Therefore, most of the allocation and reconfiguration studies in DCIMG consider the
minimization of voltage deviations from the nominal value as an objective [100–102,108],
while certain control problems pursued the same objective in designing the control strategy
as in [52,53].
Similarly, other optimal control problems went on to design PI controllers for the sec-
ondary level control to minimize the overshoot/undershoot, rise time, settling time [46,47],
and integral time absolute error (ITAE) for IBDG output voltage regulation [48–51]. Fur-
thermore, the common bus DC voltage regulation error was also reduced considering
current sharing error reduction [27,38,41] and constant charging voltage for the PV-BESS
system [33].
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Moreover, voltage regulation has been addressed as a multi-objective problem to maxi-
mize the voltage stability index (VSI) and minimize total voltage variations (TVV) [104–106,153]
alongside fuel reduction objectives. On the other hand, studies [113,115,155] maximized
VSI to determine the weakest nodes in microgrids where voltage collapse is most probable.
Additionally, the average sum of all voltage deviations from nominal values known as TVV
was minimized in [118,148], while the maximum deviation of bus voltage from nominal
value of 1 per unit formally known as maximum voltage error (MVE) has been optimized
in [154,156].
Conversely, voltage deviation objectives could also be embedded within other stability
indices targets such as the operating risk index [137], system vulnerability index [116],
security margin index [57], and energy conservation index [110].
3.1.4. Frequency Regulation Objectives
Another equally important objective in islanded systems is the proper keeping of
operating frequency within acceptable tolerance. Despite the high importance of frequency
regulation in DCIMG, it did not obtain an equal amount of attention as the voltage regula-
tion objectives. This is attributed to the singular variable characteristic of system frequency,
unlike voltage, which is closely related to reactive power-sharing accuracy and could have
many values across the network. The minimization of the frequency deviations problem
in DCIMG was tackled from the perspective of BESS and FESS availability to cover for
non-dispatchable renewable generation shortfalls [56,175]. Likewise, optimal frequency
regulation was handled by the employment of PV-FC energy systems [32], allocation of
DG units [108], and utilization of demand response (DR) programs [165].
On the other hand, optimal frequency control at the primary level was achieved
by consuming excess renewable generation at off-peak hours in [100–102] and at the
secondary level by optimal design for the PI controller [52,53], the proportional–integral–
derivative (PID) controller [54], and the diesel generator droop regulator [55]. To avoid the
large oscillations in frequency and reduce harmonics due to lack of inertia and certainty
in DCIMG, studies such as [48–51] aimed to minimize frequency regulation ITAE error.
Furthermore, different objectives were considered to handle frequency change indicators
such as reduction of the frequency vulnerability index [116], total frequency excursions
(TFE) and total rate of change of frequency (ROCOF) indexes [91,92], and the expected
system frequency index [166].
3.1.5. Loadability Maximization
Another goal in optimization studies is to maximize the number of loads served across
the islanded MG, satisfying certain technical and economic conditions. According to the
purpose of the MG operation, loads can either be controllable, deferable, or critical [21].
Furthermore, loadability enhancement is fundamental to the electrification of rural and
isolated communities in a cost-effective manner.
Many reconfiguration studies went on to maximize loadability besides other ob-
jectives such as losses [120] and minimal switching operation [114], while others have
only considered load-served maximization as the sole objective [117]. Furthermore, sev-
eral EDP problems aimed at achieving the OPF with maximum customer satisfaction
ratings [85,86,159–163], while other dispatch problems were focused on eliminating the
need for communication infrastructure (such as MGCC) to maximize the social welfare of
DCIMG [94,134].
3.1.6. Losses Reduction
Losses reduction is another classical objective for many OPF problems in distribution
networks. Usually, power losses are considered as the reduction in distribution lines’
resistive and reactive current components, thus reducing active and reactive losses in
allocation of DG units’ problems [109,110] or EDP problems [157,158]. Occasionally, energy
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losses are capped to a certain limit, as presented by [86], in contrast with the typical thermal
limits constraint seen in most DCIMG optimization studies.
Alternatively, losses were considered as the thermally dissipated energy from power
conversion in hybrid AC/DC systems by optimizing efficiency in DC–DC converters [31]
and in PET equipment [40]. Similarly, losses minimization can be achieved by reducing the
amount of DC/AC/DC power conversion equipment by adopting DC-only microgrids [27]
or by adopting multi-connected hybrid AC/DC parallel microgrids [41].
3.1.7. Power-Sharing Error Reduction
Different optimization studies went on to treat the power-sharing error as the desired
objective by treating active and reactive power deviations as decision variables. In [67],
a virtual impedance controller was developed to minimize the difference between the
expected reactive power and the actual reactive power. Similarly, reactive power-sharing
error minimization was addressed using different approaches: modeling of 24 h forecasted
loads as ZIP model [109], obtaining an optimal linear [72] and non-linear [123] droop
coefficients for DG units, optimizing bus voltage error [156] and setting up reference
voltage [74], and the development of a new model for IBDG for steady-state operating
point calculations [73].
Conversely, power-sharing optimization studies have also included active power-
sharing error in multi-microgrids. As introduced in [113,119], the best cut-off branches
were determined so that power line transmission index (PLTI) [113] and potential power
transfer error (PPTE) [119] between clustered microgrids were reduced. Likewise, dif-
ferent control problem studies in DCIMG went on to minimize both active and reac-
tive power-sharing error in their PI controller design, where the integral absolute error
(IAE) [59], integral squared error (ISE) [58], and ITAE [169,170] for power-sharing errors
were minimized accordingly.
3.1.8. Stability Improvement
A class of optimization problems dealing with small-signal stability problems for
islanded systems is often considered as an extension for frequency and voltage optimization
problems in DCIMG. The real part of the system eigenvalues must be less than a pre-defined
negative value to ensure a stable system oscillatory response [82]. Moreover, the damping
ratio is improved when the eigenvalues of the islanded system are negatively large [36].
One way to express the stability of a DCIMG is to maximize the small signal stability
margin in DG allocation problems relying on the eigenvalue analysis [36,82,107]. Alterna-
tively, different indicators of system stability are investigated and optimized accordingly,
that include but are not limited to enhancing the transient stability time margin in ESS allo-
cation to preserve the energy function of the system [98], raising the system performance
index to obtain optimal power decoupling [66], and reducing the operation vulnerability
index [116], which is the ability for a system to maintain stability after loss of one or more
active agents. Additionally, the focus of other stability studies [61–64] was on suppressing
oscillations after shifting from grid-connected to islanding mode and vice versa through
optimal PI controller design to improve system damping.
3.1.9. Reliability Maximization
In microgrid planning, especially remote and isolated types, reliability is a very
important concern to determine the best compromise between the economic and technical
factors of DCIMG operation. One classical indicator of reliability is the minimization of
expected energy not supplied (EENS), which gives an estimate of the energy not delivered
to consumers due to interruptions [99]. Similarly, the loss of some part of supply will
increase the probability of load curtailment during islanding; this was covered by the
maximization of the customer satisfaction index (CSI) in [89] and the minimization of the
deficiency of power supply probability (DPSP) in [39].
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Additionally, reliability indicators can take the form of protection optimization prob-
lem, where the ability to have adequate protection and safe operation for islanded micro-
grids is considered via minimal time response for the harmonic directional relay [69] and
the minimal MG total harmonic distortion (THD) factor [68].
3.2. Constraints
As discussed earlier, almost all practical optimization studies include certain equality
or inequality constraints or both. The basis for adopting most of the constraints are
the technical aspect of DCIMG operation for stability, reliability, and protection, while
cost considerations were behind few numbers of constraints adopted. Table 3 shows the
common constraints used in those studies, which are briefly described as follows.
Table 3. Overview of constraints used in DCIMG by reference.
Constraint
DCIMG Optimization Problem Type
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3.2.1. Power Flow and Balance Equality Constraint
Most optimization problems in DCIMG will involve a certain degree of load flow calcu-
lations, where the main balance to be sustained is related to equality between all generated
power and total network demand including losses. This type of constraint is found in a sig-
nificant number of economic dispatch studies dealing with the OPF problem [29–31,36,40,77,
84–86,88,89,91,93,95,122,124,125,127–129,131,136,138,140–145,147,148,151–153,171,174]. Ad-
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ditionally, the next significant association of power balance constraint in DCIMG was
with allocation [66,99,106,112,113,121] and then reconfiguration problems [116–119,162].
Conversely, power limits were applied as renewable power curtailment limits to ensure
power flow convergence during peak [111,114] and off-peak hours of operation [100–102].
3.2.2. DG Power Limits
Another set of popular constraints are those dealing with DG units’ output power.
Those include power output limits, ramping limits, and spinning reserve limits. Out-
put power of dispatchable DG units must remain within min–max limits; this is neces-
sary to ensure a safe operating region for DG with an acceptable range (0.8–1) of lag-
ging power factor [84]. Hence, many studies of EDP focus on the active power limits
of DG units, assuming that reactive power sharing is handled at different control levels
[28,30,39,40,42,54,75,80,81,88,92,126–131,133,134,140,141,144,148–150,158,163,164,171,174].
Similarly, other studies have accounted for the reserve limits for DG units, which
means that the dedicated output of a DG unit and the respective scheduled reserve must be
within the unit’s maximum capability [89,91,92,140,145,163,166–168,171,174]. Additionally,
load following and frequency regulation dispatch studies are often accompanied by ramp-
up/ramp-down limits [125,128,133,144,150,152]. These ramping limits are necessary to
set a boundary for the response from DG units to load changes and the point when load
following is not possible. In converter- or inverter-controlled DG units, a current limit is
often applied to limit the generated active power [31,38,41] or to ensure the safe operation
of equipment [69].
To ensure the autonomous operation of DCIMG and prevent voltage collapse and
circulating currents, many dispatch [36,57,66,84–86,94,95,99,104,105,113,119,122,123,137,
139,142,146,147,153,154,156,159] and reconfiguration [114,115,118,162] optimization studies
limit the generator reactive output power to min–max limits to ensure adequate reactive
power sharing without power factor degradation.
3.2.3. Cost Limits
Although cost is often tackled as an objective in DCIMG optimization problems, it
might be considered as a constraint sometimes. This is important in the planning of
autonomous operation of microgrids in rural or isolated environments. Cost limits in
autonomous MG design could be expressed as fines for relying on the main grid sup-
port [129,150] or having to adhere to a certain cap for emissions costs [165].
Another way to bound the cost of microgrids is to set a fixed budget for all of the
capital, installation, running, and maintenance costs of the MG design problem; this is also
known as the total cost index (TCI) [92,166].
3.2.4. Frequency Limits
Most rural microgrids have some sort of frequency tolerance, where frequency swings are
permissible but within a certain range. However, if critical loads or rotating machines exist in
DCIMG, then frequency must be kept within a strict limit (typically 0.99–1.01 per unit of rated
frequency) or less [82,84,86,88,91,92,95,98,119,121,122,126,131,135–137,157,159,166,172,174].
3.2.5. Voltage Limits
Since most prevailing DCIMG applications are of radial or weakly meshed topologies,
voltage across the network tends to drop below acceptable levels further downstream
nodes. Likewise, volatility in demand and generation could cause damaging voltage
spikes or voltage collapse. Therefore, bus voltage limits (usually 0.95–1.05 per unit of rated
voltage) are applied in most DCIMG optimization studies [36,37,40,66,82,88,97,100,104–
106,109–113,117,127,131,146,148,151,155,174].
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3.2.6. Thermal Limits
Optimization studies that focus on power and current flow through lines and feeders of
the distribution network must ensure that the thermal ratings of the lines are not exceeded.
Therefore, most studies in DCIMG include an inequality constraint to ensure the current
is less than a maximum thermal rating of the line [36,37,84–86,88,97,100–102,104–106,109–
111,118,119,121,127,140,146,153,157,163]. Conversely, other studies have considered a limit
for power losses across the MG as a way to reduce total current flow [86,109,110,122] or to
reduce unwanted harmonic currents [151].
3.2.7. ESS Limits
There are certain limitations for ESS use in microgrids, which include the capacity of
ESS, charging and discharging currents, state of charge (SOC), and efficiency [89] since life
expectancy of the most predominantly used ESS type, the BESS, is linked with SOC and
charge/discharge currents. Higher charge/discharge currents could lead to damage in
BESS units, while prolonged low SOC experienced by BESS will affect its ability to reach
100% charge and deteriorate its efficiency with time.
Therefore, most optimization studies with BESS specify power limits to regulate
charge/discharge currents [54,127,130,133,134,144,145,152,163,164,171] or time change lim-
its for the rate of charge and discharge [56]. Similarly, SOC of any BESS must be kept within
min–max limits, as seen in control [33,35] and dispatch [90] problems. Lastly, any SOC
must not exceed the maximum capacity of the BESS, where that can be pre-set to a 100%
target in dispatch studies [86,88,125,128,129,131,137,149] or limited to battery selection
based on rated energy capacity in planning problems [96,97,103,121,172].
3.2.8. DR Limits
Optimization studies that rely on load shedding and DR to preserve the power balance
in DCIMG often include limits to the maximum number of loads to be served [78–81,139]
or the margin available for the DR program for load curtailment [97,126,137] or deferment
[125,128–130,133,144,152]. Likewise, it could also limit the minimum amount of heat
demand that must be met within a specific scheduling horizon [122,124,174].
3.2.9. Radiality Limits
As previously mentioned in reconfiguration problems, many of them must adhere
to a certain topology structure of a tree or radial nature. This is often expressed as the
inexistence of a closed energized loop between nodes. In other words, according to graph
theory, this represents a tree or connected graph without loops, where the sum of all
switching variables st(i,j) (or vertices) must be equal to a pre-defined integer related to the
total number of edges in the graph n [114]:
∑
i
st(i,j) = n− 1, ∀ i, j ∈ N (6)
where N is a set of all buses of the islanded MG. The radiality constraint is found in many
reconfiguration studies in DCIMG, similar to those found in [109,110,114–118].
3.3. Decision Variables
The third aspect of any optimization problem is the decision variables, also referred
to as the control variables. These variables are varied by the optimization technique to
obtain the desired objective function value that satisfies any imposed constraints. The
most commonly used decision variables in DCIMG are discussed briefly below and also
illustrated in Table 4.
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Table 4. Overview of decision variables used in DCIMG by reference.
Decision Variable
DCIMG Optimization Problem Type















































































A global variable found in every dispatch and scheduling problem is the power output
of dispatchable DG units. Depending on the purpose of the dispatch problem, the active
[28–30,75–81,86,90,93,117,128,129,132–136,138,140,141,143–146,149–152,158,161,163–165,171]
and reactive [89,109,110,125,130,137,142,147,155,160] power output of dispatchable units
has to be adjusted between the min–max range. Alternatively, in the DG allocation problem,
the decision variable can be size [121], location [82,99,104–107,111,113], number [112], or a
combination of those [108–110]. In UCP, a binary variable is usually adopted to describe
the status of a generator as on or off, where zero indicates that the DG unit is out of service,
while online status is indicated by one [91,92,166–168].
3.3.2. ESS Variables
Another fundamental variable that is gaining popularity in recent years is the ESS
charge/discharge power rate [79–81,86–90,125,128–131,133,137,144–146,150,151,163,164],
as well as the discharge rate coefficients for BESS [33,35]. Furthermore, in planning stud-
ies, the number of required ESS is another variable of interest [103], while capacity (in
Ah) [96,97,99,112,121,172,175], power rating (in kW) [121,172,175], type (such as LABESS,
VRBESS, FESS, HESS) [96,99], and location of ESS [96–99,112] are also core variables for
storage allocation studies in DCIMG.
3.3.3. DR Variables
In stand-alone microgrids with unpredictable demand, the load might exceed available
generation. Hence, many optimization studies choose to regulate the demand side by
selecting the size or order of load to be shed or deferred. These decision variables might be
referred to as DR input [125,144], amount or number of load curtailed [88,91,92,97,128,129,
131,151,166–168], or total required load power [117,164].
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3.3.4. Renewable Generation Variables
Conversely, if the amount of variable renewable generation is greater than demand,
then the output of renewable power must be curtailed or stored depending on its size.
If the amount to be curtailed is quite significant, then a decision variable is determined
based on power dissipated into DL [100–102]. Otherwise, if the study aims to increase
renewable utilization, then the amount of curtailed renewable power can be set as a decision
variable to maximize renewable energy potential directly [57,86,88,125,131] or via setting
parameters for a decentralized curtailment controller (DCC) [111]. Some allocation studies,
on the other hand, consider renewable energy such as WT and PV to be dispatchable; hence,
the number of units selected can be modeled as another decision variable [39,103,112].
3.3.5. Droop and PI Controller Parameters
These types of decision variables are the bases for DCIMG optimal operation and
power-sharing capabilities. They could be selected by MGCC to achieve optimal operation
of dispatchable DG units at the primary control level for linear [57,72,73,82,84,104,106,107,
121,122,124,126,127,132,153,157,158], non-linear [123,139], and DC [31,36–38,41,42] droop
coefficients. Similarly, these coefficients can be manually pre-determined in the absence of
MGCC [94,95,114]. Alternatively, they could be used for PI controller parameter selection to
adjust the reference for active units’ output voltage magnitude [27,31,46,47,57,67,74,154,156],
angle [65,68], and frequency [32,54–56] at the secondary control level. Additionally, the
parameters could be selected to restore voltage and frequency to steady-state value after
islanding [48–53]. Furthermore, for the sake of voltage regulation and reactive power
control, other DCIMG studies went on to determine the optimal capacitor location [113] or
virtual impedance size and feasible range [66].
3.3.6. Reconfiguration Variables
A unique set of binary decision variables is those only found in reconfiguration
problems, making it a combinatorial type of optimization problem. Such variables include
determining the number of switching operations required [99,118,120], the location of tie
and sectionalizing switches to be closed or opened [99,115–118,162], and the boundaries
for zones splitting multi-microgrids [119].
3.4. Optimization Algorithms
In this section, the techniques used in DCIMG optimization problems are described
exhaustively. The adopted algorithms can be divided into two main categories: classical
and AI techniques. The former techniques cover a wide range of deterministic mathematical
optimization approaches including analytical, iterative, and basic search methods, while
the latter techniques, on the other hand, are concerned with stochastic metaheuristics
methods inspired by nature, social, and physical behaviors.
3.4.1. Classical Optimization Algorithms
In many optimization problems, several attempts of approximations and linearization
are made for the original problem to simplify the equations and relationship between
the different decision variables. This enables the problem to be solved mathematically to
obtain an exact optimal solution within a reasonable amount of time for academic purposes
and sometime real-time applications. Hence, these methods are commonly referred to as
deterministic optimization techniques, where the global optimal solution is guaranteed
to be found for certain class of tractable problems. This is beneficial in some real-life
problems where the guarantee of the optimal solution globality is fundamental to the
decision-making process. Furthermore, another main feature of this class of optimization
techniques is that they require pre-conditions to be met by the objective and constraint
functions such as linearity, continuity, and convexity. Likewise, whenever possible, a
prior knowledge about the solution search space upper and lower boundaries is of great
importance to achieve a solution in polynomial time.
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In basic search methods, the exhaustive search (ES) method, also known as the brute
force or generate and test method, is a well-known method that tries every possible solution
to the objective function. Despite its ability to find an optimal solution, ES methods tend
to become inefficient or impossible when the problem grows larger. The ES method was
utilized to find the best BESS location [98] and optimal charge and discharge rate [87],
while the operational cost for a voltage source converter (VSC) has been reduced using the
ES method in [122]. Another basic search method, named the continuation power flow
(CPF), was adopted in [161] to find the most vulnerable bus for voltage collapse hence
maximizing loadability.
The iterative methods, on the other hand, where the algorithm choses an initial
solution to generate a sequence of improving approximate solutions until a termination
criterion is met, are implemented for both differentiable and non-differentiable problems.
In differentiable optimization problems such as those presented in [28–30,40,78–81,135,143],
a gradient descent method was adopted to solve the EDP for best running costs. However,
changing the objective function to a technical nature converts many dispatch problems into
a non-differentiable or computationally expensive type where obtaining the Jacobean or
Hessian matrix is impossible or at least very difficult. Hence, the quasi Newton iterative
(QNI) method was used to minimize reactive power-sharing error in [73], while the trust
region method (TRM) was applied to an OPF algorithm to obtain the best droop setting
for IBDG to minimize losses [158]. Additionally, the pattern search method (PSM) was
utilized to maximize both loadability [160] and VSI [155] in DCIMG when the gradient of
the objective function did not exist.
Optimization solvers for linear and nonlinear problems have been widely used in
many optimization problems in DCIMG where the objective function is approximated or
linearized. As in [88,95,159], linear programming (LP) has been adopted to minimize costs
for continuous decision variable problems, while commercial solvers such as GUROBI [136]
and open-source solvers such as the COIN project [172] have been used to solve constrained
LP for fuel cost minimization problems. Likewise, when the decision variables of the
problem are continuous and discrete, then a mixed-integer linear programming (MILP)
software called CPLEX is used. This is a commonly used software for classical optimization
programming techniques in the literature and is usually modeled in different platforms
such as the general algebraic modeling system (GAMS) [69,92,126,133,150,152,163–168], a
mathematical programming language (AMPL) [86,131], or MATLAB [109,110]. Moreover,
a reconfiguration problem to maximize the loadability of multi-connected microgrids has
been solved by CPLEX using the mixed-integer second-order cone programming (MISOCP)
algorithm to expedite the calculation time [117].
Conversely, when unavoidable nonlinear equations are present in the objective or
constraint function, then the problem is categorized as nonlinear programming (NLP),
which can be modeled and solved by available solvers such as interior point optimizer
(IPOPT) [88] or COIN-IPOPT [133] for fuel cost minimization. Similarly, constrained
NLP can be tackled by using Fmincon functionality [154] or the convex optimization
(CVX) module [151] in MATLAB. Furthermore, when the NLP problem undertaken is
twice continually differentiable, then sequential quadratic programming (SQP) is used.
As presented in [33,35,42], the OPF was solved by means of SQP for accurate power
sharing in hybrid DCIMG. However, when the nonlinear problem has discrete variables
such as the ramping and charging states of DG and ESS units, respectively, then the
problem is classified as Mixed-integer nonlinear programming (MINLP) and is thus solved
by CONOPT as modeled in the GAMS environment [54,144]. Lastly, if the EDP has
an element of time varying communication and event-triggered control systems, then
dynamic programming (DP) is utilized to break down the optimization problem into
smaller problems and then solved sequentially in a timely manner [136].
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3.4.2. AI Optimization Algorithms
In many real-life situations, the optimization problem computational effort tends to
grow exponentially by relying on classical optimization methods or it might be impossible
to reach an exact solution mathematically. This type of optimization problems is often
classified in hardness levels according to the time and memory required to reach the
optimal solution, most notably the non-deterministic polynomial-time hard (NP-hard)
problems [4]. Hence, heuristics and metaheuristics algorithms have gained popularity in
solving NP-hard problems where classical optimization problems fail or when the pre-
specified conditions required by classical methods might deform the original optimization
problem beyond practical recognition. A heuristic is an algorithm that ranks the alternatives
for a selected direction in the solution search space based on given criteria that define this
method and is usually a problem-specific or white-box algorithm. Metaheuristics, on the
other hand, use heuristics to find a quick and sufficient solution to the problem and are
often reliant on generating random variables to find the optimal solution to a wide range
of problems in what is called a black-box algorithm. This randomness in the objective
or constraint functions or both differentiates this class of optimization algorithms from
deterministic techniques, where often there is no guarantee that a global optimal solution
will be found but rather a probability distribution that the obtained solution is as close
to global optimality as possible. Hence, this class of optimization techniques is usually
referred to as stochastic optimization.
The decision criteria for the exploration and exploitation by metaheuristics are usually
derived from nature or social or physical behaviors and processes, or they could be a
hybrid of those sources. In the following sub-sections, there is a brief summary of the used
metaheuristics in DCIMG optimization problems.
• Socially and Physically Inspired Metaheuristics
This family of metaheuristics is derived from human social behavior and physical
phenomena in nature. Such human-influenced algorithms include harmony search (HS),
the imperialist competitive algorithm (ICA), teaching–learning based optimization (TLBO).
The origin of the HS algorithm is based on the search by musicians for harmonization in
sound from their musical instruments until an aesthetic standard has been achieved [115].
The HS algorithm has been applied to the minimization of voltage deviations [106,153]
and cost [104] objectives as well as its variant for the multi-objective problem for loss
reduction and VSI enhancement called the adaptive multi-objective HS (AMOHS) [115].
Another human-behavior-inspired algorithm is the TLBO, which is based on the learning
process in classrooms; this method has been combined with the self-adaptive probabilistic
modification strategy (SAPMS) in [145] to avoid being trapped in a local optimum so-
lution for the DG dispatch problem to minimize cost and emissions, and it is therefore
called improved-TLBO (ITLBO). Similarly, the human social evolution strategy in coun-
tries’ competition for power and expansion has inspired researchers to propose the ICA.
This population-based algorithm is represented by imperialist and colonized countries’
relationships, which may lead to growth or destruction in the empire [9]. The ICA has been
applied in DG economic dispatch problems in [105,129], where in [129] a multi-period ICA
was proposed to enhance the convergence and computation time of the original ICA as
applied to a complete EMS problem.
On the other hand, a combination of fuzzy logic (FL), neural networks (NNs) and
inference systems (IS) has been utilized in DCIMG control problems. An IS, also called
inference engine, is a process of applying digital logic to a knowledge base to construct
new data, while NNs are computing systems that mimic the neurons in the animal brain
to identify the connection between large amounts of data [53]. An adaptive neuro-fuzzy
inference system (ANFIS) has been proposed for the optimal design of general droop
controller (GDC) to reduce the error in voltage and frequency at steady state [53]. In FL,
a value is set between 0 and 1 to assign a degree of membership for each objective of the
problem at hand; this is an important aspect of the decision-making process in uncertain
and conflicting optimization environments [9]. The FL principle has been utilized in Fuzzy-
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PI controller optimal parameter selection to minimize the error in power sharing [71] as
well as the frequency [32] and voltage [52] recovery at the secondary control layer.
Conversely, physical theories describing events in nature such as the evolution of
universe and how energy particles are randomly scattered and then drawn into order,
as described in the big bang–big crunch theory (BB-BC), have influenced researchers to
adopt this population-based optimization method for single- and multi-objectives for
voltage error reduction in the PI controller design [46,47]. Another physics-law-inspired
population algorithm that features an excellent convergence rate is the searching vector
artificial physics optimization (SVAPO) [116]. The idea behind this method is based on
Newton’s second law of motion and how each population member adjusts its movement
based on the inertia and force exerted by other members. The vulnerability index of the
MG has been improved using SVAPO to determine the optimal location of reconfiguration
switches [116].
• Nature-Inspired Metaheuristics
This group of metaheuristics covers swarm and evolutionary algorithms. Evolutionary
algorithms (EA) are group of global population-based algorithms inspired by the biological
reproduction process and Darwin’s theory of evolution [9]. The biological evolution
processes, such as selection, reproduction, crossover, recombination, and mutation, are
the key factors in EA decision criteria. In [146], a Niching EA (NEA) was selected for a
multimodal ESS dispatch problem to avoid becoming stuck in a local solution by adopting
a niching scheme to diversify the population and obtain multiple local optima as well as the
global solution, although it might not exist. Similarly, as proposed in [89], a θ-dominance-
based EA (θ-DEA) is adopted to obtain the Pareto front for the ESS multi-objective dispatch
problem, striking a good balance between convergence and diversity in the solution.
Conversely, differential evolution (DE), another class of EA with high convergence and low
number of parameters, has been utilized for the DG multi-dimensional dispatch problem
to minimize cost and emissions in combined heat and power (CHP)-based MG [147].
Another sub-class of EA that has gained popularity in the last decade is the genetic
algorithm (GA) and its variant for multi-objective optimization, the non-dominated sorting
GA-II (NSGA-II). The GA has been used in numerous DCIMG studies, making it one of the
most reliable metaheuristics that can be applied to a vast range of problems. Various control
problem studies have considered GA to improve islanded MG stability [27,31,55,62,67,83].
Likewise, other studies have relied on GA, such as the ESS allocation problem in [97],
where the total cost of storage system was minimized considering customer willingness to
pay for continuation of supply. Moreover, the optimal reconfiguration of an autonomous
shipboard power system to maximize loadability was achieved by using GA and graph
theory to model the system [162]. Another use for GA is the one applied with real numbers
to the EDP problem in power systems called matrix real-coded GA (MRCGA), where each
candidate solution of the population is represented by a real number matrix of generation
schedule [96,130]. As for NSGA-II, it differs from GA in its selection operator process
only, where the population is subdivided into hierarchical structure and sorted based
on the Pareto dominance filter. The NSGA-II was successfully implemented in DCIMG
allocation [100–102,108,112], dispatch and scheduling [41,82,137], and reconfiguration [114]
problems.
On the other hand, swarm intelligence algorithms represent the collective intelli-
gent behavior of decentralized and spontaneously ordered population members. Quite
often, these algorithms are derived from the foraging or flocking behavior of biolog-
ical animals in nature, where the interaction of an agent (or Boids) with others and
the surroundings will lead to global optimum behavior not known to individual mem-
bers of the population [176]. Particle swarm optimization (PSO), one of the most re-
lied upon swarm intelligence algorithms, which was inspired by bird flocking or fish
schooling behavior, has been heavily used in various DCIMG studies. PSO was em-
ployed most predominantly in the optimal tuning of parameters for secondary-level
controller design [46,47,49,50,58,60,61,63,64,68,70,169,170], the optimal dispatch of DG
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units for cost reduction [36,37,84,90,103,123,127,139,147,174], and voltage stability enhance-
ment [38,57,66,72,74]. Additionally, by using the adaptive modified PSO (AMPSO), a
reconfiguration problem was optimized, taking into account wind generation uncertain-
ties [174]. The original PSO was modified with the inclusion of mutation operator and
the non-linear adjustment of parameters to prevent AMPSO from being trapped in a local
minima [174]. Moreover, a multi-modal allocation problem for DG and BESS was handled
by multi-objective PSO (MOPSO) to reduce cost and enhance reliability [99]. As described
in [99], the original PSO was modified by introducing the Pareto dominance concept with
a mutation operator and an external repository to store new non-dominated solutions.
Besides PSO, there is another well-established swarm intelligence algorithm called
the ant colony optimization (ACO) algorithm, which was inspired by the ant’s foraging
behavior as introduced by Dorgio in 1992 [9]. However, it was utilized only once in
DCIMG optimization studies to minimize the total cost in an EMS problem relying on
DG, ESS, and DR as the decision variables [128]. The success and efficacy of swarm
intelligence algorithms in solving highly non-convex MINLP problems has inspired many
other studies to implement other foraging-and-hunting-behavior-derived methods. Such
swarm intelligence-based methods include the artificial bee colony (ABC), inspired by
the intelligent foraging behavior of honey bees, for optimal EMS implementation [125],
optimal EDP [142], and power-sharing error minimization [59]; the grey wolf optimizer
(GWO), which mimics the hunting behavior and leading hierarchy of grey wolves in
nature for ESS [96,121] and capacitor [113] allocation problems; the whales optimization
algorithm (WOA), which mimics the hunting behavior of humpback whales in nature for
DL allocation [101,102] and PI controller optimization [51]; the grasshopper optimization
algorithm (GOA), inspired by grasshopper movement and hunting behavior in nature
for PV and WT units’ number allocation [39] as well as frequency and voltage error
minimization [48]; the ant-lion optimizer (ALO), based on the ant-lion hunting mechanism
in nature for the DG optimal dispatch problem [85,148]; glow-worm swarm optimization
(GSO), based on the ability of glow-worms to change their luciferin emission intensity
for active power loss minimization [157]; and the modified adaptive firefly algorithm
(MAFA), inspired by the fireflies flashing behavior, for optimal reconfiguration of tie and
sectionalizing switches [118].
3.4.3. Hybrid Optimization Algorithms
The name for these algorithms represents methods originated from cascaded or paral-
lel combination of different AI techniques and sometimes of classical techniques at different
stages. This forging of different class of AI algorithms is usually performed to enhance the
exploration and exploitation capabilities as well as to expedite the convergence of these
new methods. Due to the impeccable performance of GA and PSO in various optimization
disciplines, they have been adopted as bases for many hybrid optimization methods.
According to the studies from [104,106,153], the merger between GA and HS to form
the HS–GA algorithm was proposed to minimize fuel costs and voltage deviations for the
optimal operation of DCIMG. Since the original GA mutation and crossover operators may
suffer from accuracy issues in certain multi-modal problems, three harmony memories
from original HS were used to enhance the exploitation and exploration of GA mutation
and crossover operators, respectively [104,106,153]. The first harmony memory is used to
store the fitness function obtained by HS and then the second memory is utilized to store the
solution of first memory by using GA operators; in the last memory, the solutions obtained
by the first and second memories are compared and then stored in the third memory to
obtain the Pareto optimal set. Similarly, as discussed in [105], the ICA was cascaded with
GA to enhance the accuracy of the original ICA and provide better convergence speed than
HS–GA for the same problem given in [104]. This was achieved by computing the cost
for each empire first and then using GA operators to generate colonies with better costs
compared to the imperialists, leading eventually to the demise of weak empires and the
survival of the best one where the Pareto front is stored [105].
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Contrarywise, the optimal error control for IBDG output voltage was achieved by
combining PSO with BB-BC to form what is known as the hybrid BB-BC (HBB-BC) [46].
The deficiency of BB-BC in becoming stuck at a local minima for some NP hard problems,
such as those proposed in [46,47], was eliminated by utilizing the BB-BC center of mass
concept in the local and global particle positioning system of PSO. Furthermore, by intro-
ducing the mutation probability factor, HBB-BC avoids becoming stuck in a non-improving
local position situation by generating a random mutated new position (or solution) [46].
Furthermore, the latter hybrid method was expanded in [47] to handle multi-objective
optimization using the Pareto dominance concept and crowding distance operator to di-
versify Pareto optimal points stored in the solution archive. Additionally, the reliable
performance of PSO in exploration has inspired the authors of [70] to combine it with a new
metaheuristic inspired by Salp fish foraging and navigating behavior in oceans called the
Salp swarm-inspired algorithm (SSIA). The latter hybrid method, SSIA–PSO, was used to
optimize droop and PI controller parameters to handle sudden load and renewable changes
in primary and secondary control levels of MG. Furthermore, the proposed SSIA–PSO
method in [70] had better convergence and faster computation time compared to individual
PSO, ABC, ALO, and GWO methods.
To enhance the accuracy of AI techniques in locating a global optimal solution for a
certain class of problems, a combination of AI and classical techniques at different stages
of the optimization process was introduced in [57,127,130]. As in [127], a gradient decent
method was utilized to enhance the solution of PSO to obtain optimal dynamic time-
dependent droop gains for conventional DG units to minimize emission costs subject to
the least frequency deviation limit. Moreover, a scheduling and dispatch problem was
divided into two stages: the first economic dispatch was executed considering one equality
constraint for power balance and then GA was used to achieve total running and penalty
costs minimization subject to a time-dependent generation schedule and ESS limits [130].
Optimization in the FL environment was extended to other AI techniques to assist
in the decision-making process for conflicting MCDP. The use of FL to assist with MCDP
was in conjugation with PSO [36,37], ALO [85,148], NSGA-II [100–102,108], θ-DEA [89],
and HBB-BC [46,47]. Moreover, as in [57,84], the advantage of FL systems in handling
optimization with uncertainty was utilized by adopting Fuzzified PSO (FPSO) to minimize
the reactive power-sharing error in [57] and greenhouse gas emissions in [84]. Similarly,
an improved PSO (IPSO) using a fuzzy inference system (FIS) in [64] has been utilized to
dynamically adjust droop parameters to minimize the reactive power-sharing error and
thus improve MG voltage stability. The introduction of FIS has improved the search speed
and accuracy of PSO by dynamically adjusting the learning factors and inertia weight
(coefficients associated with PSO) in each iteration based on performance indicators such
as iteration number, error in particle fitness, and diversity in particles spread from the
optimal position [64].
4. Discussion
In light of the forgoing thematic literature survey within the scope displayed in
Figure 6, a comprehensive and detailed description of the most important aspects that
govern the area of optimal operation and allocation of DCIMG was carefully analyzed and
critically evaluated. Out of the many existing classifications for microgrid types, perhaps
those derived from system current type are the most significant ones as they require
different infrastructure and equipment setting. Moreover, it was apparent that the control
of islanded microgrids is not an easy task, as often there are conflicting goals for running
microgrids where a balance must be struck between centralized and decentralized control
philosophies. The main highlighted advantages and disadvantages of AC/DC microgrids
and centralized/decentralized control schemes are depicted in Tables 5 and 6, respectively.
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Table 5. Summary of MG type by system current.
Microgrid Type Advantages Disadvantages
AC
Microgrids
• Efficient power transfer for longer distance.
• Low implementation cost.
• Good voltage conversion support.
• Easier integr tion with main power grids.
• Fairly easier r tection.
• Suitable for small and large-scale microgrids.
• Supports r dial and meshed
network topologies.
• Simple design requirements.
• Challenging frequency synchronization.
• Inaccurate reactive power sharing.
• More AC/DC conversion systems are required.
• Challenging harmonics control.
DC
Microgrids
• No frequency synchronization issues.
• More efficient in prevailing DC
loads microgrids.
• More efficient for energy storage
systems integration.
• Fewer AC/DC conversion systems
are required.
• Small scale microgrids.
• High implementation costs.
• Inadequate infrastructure for integration with
main grids.
• High losses in long-distance power transfer.
• More AC/DC conversion systems are required
for better renewables integration.
• Not a suitable candidate for expansion to
large-scale.
• Common DC bus regulation issues.
AC/DC
Microgrids
• Combines advantage of AC and DC systems.
• Efficient power transfer for longer distance.
• Better frequency synchronization.
• Better harmonics control.
• Excellent voltage conversion support.
• Excellent energy storage support.
• Might not be practical for electrification of rural
and isolated communities.
• Complex design.
• Stability and protection challenge.
• Much higher implementation costs.
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Table 6. Summary of MG control methods.
Control Methods Advantages Disadvantages
Centralized
Control
• Accurate power sharing.
• Adequate voltage and frequency regulation.
• Easier control at one point of common coupling.
• Immune to load variations.
• Adopts master–slave philosophy.
• Majority of units are of the grid-following
inverter type.
• High implementation costs.
• Low reliability.
• High bandwidth communication
infrastructure requirements.
• Impractical for rural and
less-developed communities.




• Low implementation cost.
• No communication channels required.
• High reliability.
• Good solution for isolated and rural communities.
• Easier agent-based control implementation.
• No special capacity requirements for DG units.
• Adopts droop control philosophy.
• Majority of units are of the grid-forming
inverter type.
• More difficult to control.
• Requires secondary control action to restore
nominal voltage and frequency.
• Inaccurate power sharing.
• Basic voltage and frequency regulation.




• Advanced power sharing.
• Advanced voltage and frequency regulation.
• High reliability.
• Immune to load variations.
• Adopts master–slave and droop
control philosophies.
• Hierarchal control structure.
• Both grid-forming and grid-following inverters.
• Much higher implementation cost.
• Low/high bandwidth communication
infrastructure requirements.
• Impractical for rural and less
developed communities.
Conversely, this review has identified two distinct areas for optimization problems
faced by DCIMG planning and operation based on the optimization cycle they cover: short-
term and long-term problems. However, to ensure adequate provisions for these microgrids,
these two types of problems are often combined. Figure 7 illustrates the sprawl of DCIMG
optimization problems during the last decade, where the highest share went to dispatch and
scheduling problems followed by control and EMS problems. Additionally, the distribution
of optimization problems in DCIMG by objectives number count in each sole problem was
not balanced, as shown in Figure 8. The number of single objective problems compared to
MCDP was almost three times as much, while the use of the weighted average method
(and sometimes epsilon constrained method) vs. the non-dominated Pareto front approach
for the MOO problem solution was similar.
It is worth mentioning here that most real-time short-term optimization problems in
DCIMG preferred the single objective approach to the problem, making them less accurate
and less reliable. Moreover, short-term optimization problems that considered MOO for
potential real-time application have relied on the weighted average sum approach to
save on computation time, neglecting the advantage of higher chance of accuracy for the
Pareto-front optimization techniques.
Similarly, the distribution of objective functions among optimization problems by
article number was not symmetrical to reflect the three main objective function themes:
economic, environmental, and technical. As seen from Figure 9, it was clear that the largest
emphasis in most DCIMG optimization problems was on the economic objectives, out of
which cost minimization was the most desired objective function.
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and frequency regulation for reliable and safe operation of isolated microgrids if compared
to the influence of economic and environmental objectives on MG operation.
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As for optimization constraints, on the other hand, the highest share went to DG
power limits, followed by power balance and load flow equality constraints, as illustrated
in Figure 12. This can be easily realized by the significance of accurate and convergent
load flow solution in any power system to ensure the stability of operation, while the
efficient dispatch of DG units lies at the backbone of islanded microgrids operation. Simi-
larly, voltage, frequency, and thermal limits have gained considerable interest from many
optimization studies that addressed the optimal allocation and dispatch problems for
autonomous microgrids with a higher portion of renewable DG and ESS units. This can be
interpreted as an increased need for vulnerability indices for safe and reliable islanding
operation at the event of any unit failure.
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Additionally, decision variables spread in DCIMG optimization problems came at a
more evenly distributed scale between renewables, DR, and reconfiguration variables, as
shown in Figure 13, while the highest share of coverage by papers went to droop and PI
controller variables, followed by DG and then ESS variables, respectively. This significant
number of control variables is closely related to allocation, scheduling, dispatch, and
control optimization studies.
Lastly, the balance in optimization algorithm use between classical and AI tech-
niques has been shifting toward the latter technique. This can be seen by looking into
Figure 14, where out of the 174 investigated DCIMG problems, AI techniques accounted
for 104 problems, leaving 70 for classical algorithms. Perhaps the rise in real-life MINLP
optimization problems faced by DCIMG has warranted the use of more stochastic optimiza-
tion techniques to find an acceptable optimal solution with high global optimality chance.
This was necessary since deterministic classical optimization techniques need very long
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and complex computation or sometimes fail to converge to a solution at all for challenging
highly non-linear and non-convex MINLP and MCDP problems.
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Despite the advantages of AI opti ization techniques against classical ones in speed
and convergence ability, they still suffer fro practical implementation, exploitation, and
exploration issues, and the inherent computational burdens. Hence, the search is still
ongoing for more compact stochastic optimization techniques with higher capabilities to
achieve a global optimal solution in an accurate and fast fashion. A comparison table
between the major benefits and drawbacks for each optimization category is illustrated in
Table 7.
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• Deterministic optimization in nature.
• Incudes basic and exhaustive
search techniques.
• Mathematical and iterative
numerical-based methods.
• Provides a guarantee that the obtained solution
is global.
• Minimal coding is required for the
optimization algorithm.
• Offers a high degree of accuracy.
• Widely available in the literature and
commercial solvers.
• Minimal or non-existing number of parameters
is required.
• Limited flexibility, can only be applied to
limited number of problems.
• Requires pre-existing conditions for
constraints and objective functions such as
linearity, convexity, and continuity.
• Limited practicality, can only handle single
objectives problems.
• Mainly white box coding, requires different
coding with each different problem.
• Slow calculation time and convergence rate.
• May not converge to a solution at all
AI
Methods
• Stochastic optimization in nature.
• Socially and physically derived techniques.
• Swarm and evolutionary intelligence.
• High flexibility, does not require
pre-knowledge about the
optimization problem.
• High practicality, tackles single and
multi-objective problems.
• High efficiency, can handle uncertainty in
decision variables and constraints.
• Offers black box coding ability.
• Faster calculation time and high rate
of convergence.
• More peer-reviewed literature is available
compared to hybrid methods.
• No guarantee of global optimality to the
solution, only probability of
global optimality.
• Can become stuck in local
optimal solutions.
• Harder to code the optimization algorithm.
• Might suffer from premature convergence.
• Needs proper parameter settings and
adequate tuning.
• Unpredictable results and uncertain
calculation time for some problems.
Hybrid
Methods
• Stochastic optimization in nature.
• Higher precision compared to AI methods, can
transform into deterministic approach with
higher probability of global optimality.
• High flexibility, does not require
pre-knowledge about the
optimization problem.
• High practicality, tackles single and many
objective problems.
• High efficiency, can handle uncertainty in
decision variables and constraints.
• Offers black box coding ability.
• Much faster calculation time and much higher
rate of convergence.
• Much harder to code the
optimization algorithms.
• Might still become stuck in local optimal
solution for complex problems.
• Higher number of parameters and more
difficult to tune adequately.
• Few studies available, and some with
ambiguous and improper description of
new methods.
5. Future Trends
According to the topics and direction of research in the articles investigated so far, it is
believed that future research trends should tackle the lacunas identified in this review. That
is, if DCIMG were to be considered in a large and more practical-scale implementation, this
would include but not be limited to:
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1. Generation mix allocation: The importance of having a balanced generation portfo-
lio is fundamental to increase the competitiveness of DCIMG. Hence, determining
the optimal DG type, fuel mix, and renewable technology based on economic, envi-
ronmental, and technical objectives in an aggregated manner is another important
direction in future research for the optimal allocation and operation of DCIMG.
2. ESS efficiency and environmental impact: Quite often, ESS studies neglect the effi-
ciency and environmental aspect of ESS allocation and operation. It is important to
have a thorough investigation to analyze the cost associated with ESS decommission-
ing and the environmental consequences in storage unit recycling, if any. Similarly, the
need is still there for adopting more energy-efficient and fast-charging/discharging
ESS technologies at lower costs to make this investment a viable option for isolated
and remote DCIMG.
3. DR and EV charging coordination issues: DR and EV charging programs are necessary
to drive down the generation costs and emissions. However, studies often neglect the
behavioral and coordination impact of utilizing these programs for practical voltage
and frequency support in DCIMG. Thus, including DR and EV charging programs as
uncertain stochastic variables is necessary in future planning and dispatch studies.
4. Protection consideration: A comprehensive protection scheme is necessary to ensure
safe and reliable disconnection and restoration of supply in the events of faults.
Optimization studies must consider protection strategy costs, short circuit calculation,
fault levels, and X/R ratio impact on DCIMG operation. This should be of high
interest, especially with future DG and ESS allocation studies.
5. Uncertainty in microgrids operation: The uncertainty considered in most optimization
studies is based on pattern observation or historical recorded data for generation and
demand and is often studied in planning studies only. However, in reality, dispatch
operations may suffer from unaccounted for uncertainties occurring in a very short
period, much smaller than normal load cycles, which could lead the MG to rely on
conventional generation or grid-imported power to compensate for any mismatch.
This has a negative impact on the carbon footprint of these microgrids and the design
philosophy for autonomous operation of DCIMG. Therefore, future scheduling and
dispatch studies must include a safety margin in the EMS execution time to account
for unseen risks and be equipped with fast analysis techniques to handle short-term
uncertainty forecast data.
6. Off-peak hours of operation: According to most reviewed articles with intermittent
renewable energy utilization, the probability of high generation-to-load mismatch is
higher at off-peak hours of operation. Therefore, future studies should focus on useful
DL applications to manage excess generation taking cost, emissions, and uncertainty
as deciding factors. Additionally, there is a growing need for a comprehensive EMS
that is capable of managing power sharing accurately in DCIMG during peak and
off-peak hours of operation.
7. Applicability of control systems: Many of the control and EMS solutions discussed
in this review were applied to small-scale microgrids with few numbers of buses.
Furthermore, many of the associated costs for the communication infrastructure and
additional equipment were not accounted for. Hence, future research must take into
consideration the applicability of these power control solutions on large-scale DCIMG
and conduct a cost-based analysis to recommend these systems for practice, especially
in low-budget, remote, and isolated microgrids.
8. Optimization methods practicality: Despite the significant number of metaheuristics
used in DCIMG optimization, many of them lack the accuracy classical methods offer.
This is necessary to decrease the computation time without compromising on accuracy
to enable real-time application of these AI optimization methods. Furthermore,
embedding more adaptable decision-making criteria with these algorithms is vital
to avoid guiding the pareto selection process into an area of unbalanced weights for
the objectives.
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6. Conclusions
In this review paper, an investigation of the most related state-of-the-art literature
in DCIMG operation and allocation was presented. A detailed and comprehensive back-
ground for the main aspects of DCIMG composition was provided. Several outcomes were
documented by this review, mainly the classification of DCIMG optimization problems
into four distinct areas: allocation, scheduling and dispatch, reconfiguration, control, and
EMS. Furthermore, an additional two categories that often combine the forgoing problems
were identified as MCDP and OUP. Similarly, this review has presented ten equally im-
portant objective functions often subjected to a combination of up to nine optimization
constraint types with six possible groups for decision variables. The motives behind the
consideration for each of the previously mentioned objectives, constraints, and variables
by the investigated studies in this review were presented in a detailed and comprehensive
manner. Moreover, the most notable optimization techniques utilized for DCIMG problems
have been reviewed and sorted into two main groups, classical and AI, with the latter often
combined as hybrid algorithms. It was concluded that AI has been gaining significant
interest in the last decade, mainly for the promising advancement in AI algorithms and
the rise in complexity for non-convex MINLP problems faced by microgrids planning and
operation studies.
This review’s key findings, the identification of research gaps, and recommendations
for future trends should provide an insight to guide the direction of research in DCIMG.
By serving as a helpful tool, this review can assist with future microgrids planning and
operation for both researchers and developers of autonomous and isolated microgrids.
The documented lacunas of this review paper have shed more light on some overlooked
aspects necessary for proper DCIMG operation, mainly cost, technical, environmental
considerations for a diverse generation mix and efficient storage facilities’ allocation;
coordinating practical DR programs and reliable EV smart-charging techniques; protection
issues; adequate uncertainties’ modeling; safer off-peak hours of operation; cost effective
control schemes; and faster and accurate optimization algorithms.
Out of the equally important recommendations, the authors believe that costs, relia-
bility, and stability issues stand out as the main obstacles to DCIMG expansion. This is of
particular importance for the electrification of rural and isolated communities, especially
because an estimated 12% of electricity consumers worldwide are still lacking access to
affordable, reliable, and sustainable power supply. Secondly, the importance of DCIMG
expansion lies at the core of further renewable energy deployment to minimize reliance on
fossil fuel generation where possible. Lastly, despite the continued research into control
and EMS for autonomous DCIMG, they are still vulnerable if considered for large-scale
application, where uncertainties in demand and generation as well as off-peak hours of
operation pose the largest threat to DCIMG reliability and stability.
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Appendix A
Table A1. Acronyms and abbreviations.
Acronyms Definition Acronyms Definition
ABC Artificial Bee Colony LP Linear Programming
AC Alternating Current LV Low Voltage
AI Artificial Intelligence MAS Multi Agent System
ALO Ant-Lion Optimizer MCDP Multi criteria Decision Problem
BB-BC Big Bang-Big Crunch MCS Monte-Carlo Simulation
BESS Battery Energy Storage System MG Microgrid
DC Direct Current MGCC Microgrid Central Controller
DCIMG Droop-Controlled Islanded Microgrid MILP Mixed Integer Linear Programming
DG Distributed Generation MINLP Mixed-Integer Non-Linear Programming
DL Dump Load MOO Multi-Objective Optimization
DR Demand Response MV Medium Voltage
DP Dynamic Programing NLP Non-Linear Programming
EA Evolutionary Algorithms NSGA Non-dominated Sorting Genetic Algorithm
EDP Economic Dispatch Problem OPF Optimal Power Flow
EMS Energy Management System OUP Optimization with Uncertainty Problem
ES Exhaustive Search PET Power Electronic Transformer
ESS Energy Storage System PI Proportional-Integral
EV Electric Vehicle PSO Particle Swarm Optimization
FESS Flywheel Energy Storage System PV Photovoltaic
FL Fuzzy Logic SOC State of Charge
FIS Fuzzy Inference System SQP Sequential Quadratic Programming
GA Genetic Algorithm SSIA Salp-swarm Inspired Algorithm
GWO Grey Wolf Optimizer SVAPO Searching Vector Artificial Physics Optimization
HESS Hydraulic Energy Storage System TLBO Teaching Learning Based Optimization
HS Harmony Search TVV Total Voltage Variations
IBDG Inverter-Based Distributed Generation UCP Unit Commitment Problem
ICA Imperialist Competition Algorithm VRBESS Vanadium Redox Battery Energy Storage System
ITAE Integral Time Absolute Error VSI Voltage Stability Index
LABESS Lead-Acid Battery Energy Storage System WT Wind Turbine
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