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R E S U M O
O recurso a sistemas de videovigilância tem-se tornado cada vez mais popular. No entanto,
cada fabricante deste tipo de equipamentos desenvolvia os seus próprios protocolos de co-
municação, não existindo compatibilidade entre diversos sistemas de videovigilância. Este
cenário era economicamente prejudicial para os consumidores, e dificultava o desenvolvi-
mento de sistemas que integrem equipamentos diferentes ou de diferentes fabricantes. Foi
então necessário criar um protocolo comum a todos eles.
Nesse contexto surgiu o Open Network Video Interface Forum (ONVIF), uma organiza-
ção sem fins lucrativos composta pelas principais companhias deste ramo que tem como
objetivo desenvolver normas para estes dispositivos. A norma ONVIF baseia-se em serviços
web Simple Object Access Control (SOAP) e também em protocolos que já estão padroniza-
dos como o HyperText Transfer Protocol (HTTP) ou Real-time Transfer Protocol (RTP). Os
dispositivos ONVIF são divididos em Network Video Transmitter (NVT), Network Video
Display (NVD), Network Video Storage (NVS) e Network Video Analytics (NVA).
O HyperText Markup Language (HTML) era, inicialmente, utilizado para definir a estru-
tura de documentos. No entanto, devido à sua baixa complexidade de utilização tornou-se
rapidamente a linguagem de marcação mais utilizada para a construção de páginas web.
Hoje em dia, a mesma está na quinta versão a qual permite maior flexibilidade na utiliza-
ção de conteúdo multimédia. Estas páginas juntamente com plugins ou com a linguagem de
programação JavaScript são capazes de constituir as Rich Internet Application (RIA), apli-
cações que são executadas em ambiente web. Devido à falta de segurança e instabilidade
causados pelos plugins, hoje em dia começa a ser utilizado apenas o JavaScript.
Desta forma, foi desenvolvida uma aplicação web que consiste num cliente que faz a
comunicação com um Web Service (WS) Representational State Transfer (REST). Este por
sua vez, encontra-se alojado num servidor HyperText Transfer Protocol (HTTP) Apache
e está implementado como um Fast Common Gateway Interface (FastCGI). Este FastCGI
utiliza a biblioteca UMOC para transferir dados com dispositivos NVT (câmaras Internet
Protocol (IP)).
O objetivo deste projeto é aumentar o desempenho desta aplicação existente, tanto no
servidor como no cliente e ainda implementar novas funcionalidades do ONVIF.
Foram desenvolvidas soluções para o lado do cliente que permitem que a aplicação seja
executada com maior velocidade e com menor consumo de recursos e foram também imple-
mentadas novas funcionalidades. De entre as contribuições técnicas destacam-se a utiliza-
ção da Web Storage em vez da Indexed DB, a transformação da Application Programming
iv
Interface (API) de comunicação com as câmaras mais percetível e mais eficaz e a apre-
sentação dos dados de forma dinâmica. Em termos de funcionalidades, foi adicionado
o suporte à receção dos eventos da câmara utilizando Server Sent Events (SSE). No que
toca ao lado do servidor, foi realizado o estudo experimental dos servidores HTTP mais
conhecidos pela sua eficiência e implementação do WS-Notification através da ferramenta
gSOAP.
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A B S T R A C T
The usage of video surveillance systems has become increasingly widespread. Each manu-
facturer has developed its own communication protocol, not existing compatibility between
multiple video surveillance systems. This scenario was economically harmful for the con-
sumers and it makes more difficult to integrate several devices from different manufactur-
ers. So the need to create a common protocol became fundamental.
ONVIF was born in that context. It is a non-profit organization consisting of the main
manufacturers of the field, and its main goal is to build standards for the abovementioned
devices. ONVIF standard is based on SOAP web services and in already existing protocols
like HTTP or RTP. ONVIF devices are split into NVT, NVD, NVS and NVA.
In the beginning HTML was used to define documents structure. However, due to the
low complexity, it quickly became the most used markup language for building web pages.
Nowadays, it is in the fifth version which allows more flexibility to manipulate multimedia
content. Web pages developed with plugins or with JavaScript language are used to build
RIAs, applications which run in web environment. On account of security issues and
instability induced by plugins, currently only JavaScript starts being used.
In this way, a web application was developed that consist of a client which communicates
with a REST WS. This in turn is hosted in a Apache HTTP server as a FastCGI, and it takes
advantage of UMOC library to transfer data with NVT devices (cameras IP).
At present exists a wide range of HTTP servers which are different in the way how they
work and can be distinguished in two groups: those which are used to serve static responses
and the others which serve dynamic content. The very first can serve dynamic responses if
they integrate some type of technologies like FastCGI or scgi.
The goal of this project is to increase the performance of this exist application, both in
server and client and implement new ONVIF features.
Solutions were developed for the client side which enable the application to run faster
with less resources consumption and new functionalities were implemented. Technical
contributions that stand out are the use of Web Storage instead of IndexedDB, a renewed
camera communication API which is more efficient and more perceptible and, also, a dy-
namic way of presenting data. Functionalities that were added include the communication
of events using SSE. At the server side, an experimental performance study was made of
HTTP servers known for their efficiency and an implementation of WS-Notification was
added using gSoap tool.
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I N T R O D U Ç Ã O
1.1 enquadramento
A adoção de sistemas de videovigilância está muito em voga devido ao seu funcionamento
permitir objetivos bastante pretendidos como, por exemplo, a monitorização remota de lo-
cais. Estes sistemas além de permitirem controlar ambientes em tempo-real, também são
capazes de guardar essas imagens para futura visualização. Na sua essência são constituí-
dos por câmaras, meios de transmissão e uma ou mais centrais onde é feito o controlo e/ou
armazenamento da informação das câmaras. Apesar de ainda existirem sistemas analógi-
cos, a tendência é para que todos utilizem o protocolo IP. No passado recente, os fabricantes
tendiam a implementar os seus próprios protocolos de comunicação. Por forma a existir
interoperabilidade entre estes sistemas, surgiu a ONVIF.
A ONVIF é uma organização sem fins lucrativos, fundada pela Axis Communications,
Bosch Security Systems, Sony Corporation e outras entidades, com o intuito de desen-
volver uma interface global normalizada para sistemas de videovigilância em rede. Mais
precisamente, esta organização desenvolveu um conjunto de protocolos normalizados para
a comunicação entre os dispositivos que constituem os sistemas de videovigilância. O ON-
VIF baseia-se em WS da família SOAP. O SOAP utiliza essencialmente o protocolo HTTP
como transporte, o eXtensible Markup Language (XML) para o formato dos dados e o
Web Service Description Language (WSDL) para descrever o serviço. Além disso, as nor-
mas ONVIF usam outros protocolos também normalizados e definidos pelo grupo Internet
Engineering Task Force (IETF) como os protocolos de streaming RTP e Real-time Trans-
fer Streaming Protocol (RTSP) e ainda são usados codificadores/descodificadores (codecs)
padronizados como o H.264. Os dispositivos dão divididos em: NVT, NVD, NVS, NVA.
Todos os tipos de dispositivo têm serviços que são obrigatórios, que são obrigatórios caso
suportem a funcionalidade subjacente (e.g., Pan-Tilt-Zoom (PTZ)), ou ainda opcionais. Por
exemplo, os dispositivos ONVIF suportam o serviço Device, que permite consultar e con-
figurar parâmetros essenciais como data e hora e (a obtenção do) endereço de rede. Há
também serviços que são específicos de determinado dispositivo, como o PTZ, que é es-
pecífico dos dispositivos NVT [1].
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1.2. Motivação
Esta dissertação debruça-se sobre os dispositivos NVT, ou seja, câmaras IP que supor-
tam a norma ONVIF, nomeadamente sobre uma aplicação web que comunica com estes
dispositivos.
Os NVT suportam obrigatoriamente os serviços de descoberta do dispositivo numa rede
local ou remota (Discovery), Device, notificação de eventos (Event), configuração de parâmet-
ros multimédia e acesso ao streaming (Media) e leitura de entradas e comando de saída
(Device IO). Se a câmara tiver PTZ então suporta o respetivo serviço, e os serviços de Video
Analytics e Imaging (controlo dos parâmetros da imagem) são opcionais.
Esta aplicação web foi desenvolvida para fornecer ao utilizador uma interface universal
para configuração de dispositivos NVT e acesso aos respetivos dados multimédia, como por
exemplo o streaming de vídeo [2]. Uma vez que os serviços SOAP são computacionalmente
pesados, sobretudo devido à verbosidade dos dados XML, a aplicação inclui um serviço
web REST mais leve que é responsável pela comunicação com as câmaras ONVIF.
O aparecimento da versão 5 do HTML veio permitir uma maior compatibilidade com ob-
jetos multimédia, nomeadamente na composição do áudio e na composição de imagem 2D
e 3D. Além disso, veio também permitir o atendimento de eventos causados pelo servidor,
processamento de tarefas longas em segundo plano, entre outros.
O serviço web está implementado como um FastCGI sobre o servidor HTTP Apache,
que é o servidor mais utilizado atualmente [3]. A parte cliente é uma RIA construída
em HTML5. O termo RIA refere-se às aplicações web que são executadas em browsers
e fornecem funcionalidades semelhantes às aplicações desktop. Antes do surgimento do
HTML5 as RIA eram desenvolvidas quase invariavelmente utilizando plug-ins, como as
applets Java ou o Adobe Flash, para a apresentação de conteúdos multimédia. O HTML5
adicionou essas e outras funcionalidades ao HTML que permitem o desenvolvimento de
RIA tendencialmente sem recurso a plug-ins.
1.2 motivação
O Apache suporta, além do FastCGI, outros mecanismos de fornecimento de conteúdos
dinâmicos, como o Simple Common Gateway Interface (SCGI). Os servidores HTTP diferem
em vários aspetos como a utilização de recursos e o desempenho. Por sua vez, estas carac-
terísticas dependem também do tipo de aplicação (e.g., estática ou dinâmica). Há servidores
que foram desenvolvidos com características especificamente orientadas para a eficiência e
desempenho e que reclamam superioridade em algumas métricas.
O protocolo ONVIF estabelece a obrigatoriedade do serviço Event nos dispositivos NVT.
No entanto, a aplicação web existente não permite ao utilizador usufruir desse serviço, ou
seja, receber os eventos das câmaras. Para os fazer chegar ao cliente é necessário um mecan-
ismo para os enviar para o browser. O HTML5 introduziu precisamente um mecanismo
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1.3. Objetivos
desse tipo denominado Server Sent Events (SSE). Para além disso, com a última versão
do HTML é possível o processamento multithreading na aplicação cliente usando os Web
Workers (WW) que não é explorado na atual aplicação e poderá melhorar o desempenho
da aplicação.
Apesar do HTML5 ter normalizado a exibição de objetos multimédia, o suporte para
vídeo não é compatível com o streaming de câmaras ONVIF. Desta forma, a aplicação web
utiliza um plug-in exclusivamente para exibir o vídeo das câmaras. No entanto, a utiliza-
ção de plug-ins colocam vários problemas aos navegadores web como, por exemplo, de
segurança e de estabilidade. Consequentemente, isso tem feito com que sejam cada menos
utilizados. Os principais browsers já tem vindo a remover o suporte para plug-ins, como é o
caso do Google Chrome [4] e do Firefox [5].
Por fim, a aplicação cliente existente não implementa todas as funcionalidades ONVIF
NVT como é o caso da configuração dos IPs dos servidores de Domain Name System (DNS)
ou Network Time Protocol (NTP) e, além disso, os pedidos ao servidor são repetitivos tanto
de conteúdo estático como dinâmico, podendo serem evitados.
1.3 objetivos
Os objetivos desta dissertação são:
• Estudar alternativas para a arquitetura do servidor, incluindo configurações de multi-
processamento Apache, multithreading ao nível do FastCGI, servidor standalone nativo
ou em plataforma assíncrona;
• Comparar o desempenho computacional e o consumo de memória num cenário de
elevado número de clientes;
• Melhorar o desempenho da aplicação cliente, nomeadamente otimizando o tráfego de
rede;
• Acrescentar as funcionalidades do serviço Event;
• Estudar possibilidades de receber o streaming ONVIF sem recurso a plug-ins.
1.4 estrutura do documento
Este documento encontra-se estruturado em seis capítulos. O presente capítulo faz uma
introdução e enquadramento ao tema deste projeto, assim como as principais motivações
ao seu desenvolvimento e principais objetivos a serem alcançados.
No segundo capítulo, é feita a descrição dos servidores, tecnologias e ferramentas de
teste de desempenho utilizadas. Além disso, são também apresentados alguns mecanismos
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introduzidos recentemente para o desenvolvimento web no lado do cliente. Por fim, são
expostas algumas aplicações semelhantes e é feito um resumo da arquitetura herdada, a
qual inclui uma aplicação web cliente.
No terceiro capítulo, são descritos os requisitos fundamentais que o servidor deve cumprir,
os servidores selecionados que possuem esses requisitos e estudo de análises de desem-
penho realizadas por outros autores. Também são descritas as condições e resultados dos
testes efetuados.
No quarto capítulo, é descrito o funcionamento dos eventos no âmbito do ONVIF, é feita
a análise da interação do mecanismo de notificações presente na nova versão do HTML com
as interfaces de suporte de serviços web no servidor e, finalmente, é relatado a descrição
das soluções encontradas para integração dos eventos do ONVIF com este mecanismo.
No quinto capítulo, são apresentadas os principais requisitos que a aplicação cliente deve
apresentar, é descrito o comportamento da programação concorrente no desenvolvimento
de aplicações web e apresentação da aplicação reformulada.
Por fim, no sexto capítulo descreve as conclusões obtidas, assim como a análise dos
objetivos pré-definidos. Adicionalmente, são feitas algumas propostas de trabalho futuro.
4
2
E N Q U A D R A M E N T O T E C N O L Ó G I C O
Neste capítulo são apresentados os temas de base a este projeto. Em primeiro lugar é feita
uma abordagem a alguns dos principais servidores web que apresentam as características
mais adequadas. Em segundo lugar, são descritas as ferramentas utilizadas para os testes
feitos aos servidores com o intuito de avaliar o desempenho e consumo de recursos. Em
terceiro lugar, são examinadas as várias formas de armazenar dados num navegador web.
Em quarto e quinto lugar, é feita uma familiarização com as novas funcionalidades do
HTML como a programação concorrente e notificações por eventos. Por fim, é feita a
análise das aplicações semelhantes já existentes e descrição da arquitetura herdada que
serve de suporte a este trabalho.
2.1 servidores web
2.1.1 Apache
Uma das ferramentas mais populares no atendimento de pedidos HTTP é o Apache HTTP
Server [6]. Esta sua popularidade deve-se ao facto de descender da ferramenta National
Center for Supercomputing Applications (NCSA) HyperText Transfer Protocol Daemon
(HTTPD) que foi líder no mercado dos servidores web em Fevereiro de 1995 e também por
ser gratuita e de código-aberto [7]. Com a ajuda de RobMcCool no seu desenvolvimento,
esta foi uma melhoria do primeiro servidor web, que foi construído por Tim Berners-Lee.
Devido à sua popularidade e ao facto de qualquer pessoa poder consultar o código, vários
colaboradores mostraram interesse em manter este projeto ativo.
A configuração é simples e intuitiva, mas a característica com maior destaque é a possi-
bilidade de integração de múltiplos módulos. Ou seja, é permitida a inclusão de funcional-
idades adicionais sem que isso interfira no funcionamento base da ferramenta. Além disso,
a criação de um módulo pode ser feita por qualquer um sem a necessidade de condições
especiais como autorizações ou custos[8]. Devido ao elevado número de utilizadores, existe
um grande número de módulos já desenvolvidos.
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As primeiras versões funcionavam numa arquitetura baseada em preforking, isto é, um
processo pai cria um processo filho para responder a um único pedido [9]. Esta é uma
solução plausível quando a quantidade de pedidos é baixa. Contudo, como se tem assistido
a um grande aumento de utilizadores da Internet, deixa de o ser devido ao consumo de
recursos causados pela criação e manutenção de múltiplos processos. Para colmatar esta
imperfeição, foram incluídos módulos especiais na segunda versão. Estes, denominados
Multi-Processing Module (MPM), ao contrário dos outros módulos, são únicos, uma vez
que apenas um deles pode estar ativo durante a execução do servidor. Os MPMs existentes
em ambiente Linux são [10]:
• prefork - Semelhante ao preforking da primeira versão, ou seja, é criado um processo
para cada pedido;
• worker - São instanciados um número fixo de processos, assim como um número
fixo de threads por processo. Caso o número de pedidos seja maior que o número de
threads servidoras ativas, o servidor encarrega-se de instanciar novas para conseguir
atender esses pedidos;
• event - Semelhante ao anterior, mas que mantêm uma thread ativa responsável pelo
o atendimento de vários pedidos da mesma conexão HTTP, ou seja a thread é man-
tida para responder aos pedidos duma conexão já ativa. Os pedidos deste tipo de
conexões denominam-se de keep-alive. Além disso, as threads que já serviram determi-
nada conexão são finalizadas mais rapidamente.
Além destes, existem MPMs com a finalidade de serem executados em outros sistemas
operativos que possuem arquiteturas diferentes. São os casos:
• beos - BeOS
• mpm_netware - Netware
• mpmt_os2 - OS/2
• mpm_winnt - Windows
Segundo [11], o módulo event deve ser utilizado quando se pretende que o servidor lide
com um grande número de pedidos. Caso se pretenda que seja estável ou compatível com
aplicações mais antigas, a preferência é utilizar o módulo prefork.
O desenvolvimento do Apache HTTPD ainda continua ativo nos dias de hoje tendo sido
lançada a última atualização, à data de 30 de Janeiro de 2016, em 14 de Dezembro de 2015.
No entanto, a pesquisa por livros atuais que se debruçam sobre este servidor mostrou-se
escassa, tendo sido o último livro lançado em 2007 [12]. Por ser uma ferramenta já bem
conhecida e estável, a documentação de referência [13] é suficiente.
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2.1.2 Nginx
O problema C10K descrito por Daniel Kegel, demonstra que uma máquina servidora é
capaz de processar dez mil pedidos concorrentes. Isto significa que quando existem situ-
ações de crash, a má gestão de recursos deve-se ao software [14]. Em 2002, era habitual os
servidores web apresentarem este problema e consequentemente, em momentos de maior
afluência os pedidos não eram respondidos como esperado. Nessa altura, Igor Sysoev ini-
ciou o desenvolvimento do Engine-X (NGINX), um servidor web com o objetivo de resolver
este problema para o website Rambler, um dos portais mais visitados, na altura, da Rússia
[15].
O número de processos utilizados por este servidor é fixo, ou seja, é criado um pro-
cesso Master responsável por carregar os ficheiros de configuração e por criar e manter
um número de processos Worker editável na configuração. Os últimos ficam encarregados
de atender os pedidos feitos pelos clientes. A novidade introduzida neste servidor foi a
arquitetura baseada em eventos, isto é, em vez de utilizar uma leitura bloqueante, utiliza
chamadas do sistema como o epoll e o kqueue, que são mecanismos de notificações por even-
tos. Especificamente, a cada pedido é associado um evento. Os eventos são então colocados
numa fila de espera. Assim que for recebida uma notificação de evento, verifica-se qual o
pedido associado, remove-se o evento da fila de espera e processa-se esse pedido. Desta
forma, um processo é capaz de atender milhares de pedidos consumindo uma quantidade
inferior de recursos, como Central Processing Unit (CPU) e memória, comparativamente às
arquiteturas síncronas e/ou de leitura bloqueante [16].
A comunidade de desenvolvimento do NGINX tem se mostrado ativa lançando várias
atualizações das quais a última, à data de 30 de Janeiro de 2016, em 26 de Janeiro de 2016.
A pesquisa por livros atuais com foco para esta ferramenta, mostrou-se rica, tendo sido
vários livros encontrados com data de publicação do ano 2015 [17]. Além disso, foram
encontrados outros ainda não publicados mas com data de publicação para o ano 2016.
2.1.3 Lighttpd
Lighttpd, é um servidor web criado em 2003 com o objetivo de, também, resolver o prob-
lema C10K [18]. O objetivo do seu desenvolvimento foi para ser executado com elevado
desempenho e baixo consumo de recursos [19]. Os colaboradores têm vindo a atualizar
esta ferramenta sendo a data da última atualização, à data de 30 de Janeiro de 2016, em 2
de Janeiro de 2016. Foi efetuada uma busca de livros que incidisse exclusivamente sobre
este servidor e os resultados foram pobres existindo apenas três livros [20] [21] [22]. A
gestão de processos é feita usando apenas um processo e apenas uma thread, utilizando
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uma arquitetura baseada em eventos. O seu funcionamento recorre à utilização de ficheiros
especiais para o tratamento de pedidos [23].
2.2 ferramentas de teste
Para realizar testes de desempenho num servidor web é necessário fazer a monitorização do
tráfego de dados na rede e consumo de recursos na máquina em diferentes tipos de situação.
Inicialmente são apresentadas duas ferramentas para a monitorização dos recursos e de
seguida duas ferramentas para os testes de desempenho dos servidores.
2.2.1 ps e watch
A ferramenta "ps" é nativa dos sistemas operativos Linux e permite visualizar o estado
dos processos ativos. Isso inclui a percentagem de CPU e de memória ocupada, o Process
IDentifier (PID), entidade responsável pela instanciação e muitos outros. Os parâmetros
utilizados para esta ferramenta foram:
• -o "formato": Permite especificar o formato de saída. Dentro das várias hipóteses, po-
dem ser utilizados pcpu, pmem, comm que são substituídas pelos valores de utilização
em percentagem de CPU e de memória e pelo nome do comando que deu origem ao
processo;
• -C "nome": Permite especificar os processos a serem monitorizados em específico.
A ferramenta "watch" é também nativa do Linux e permite a execução em ciclo de um ou
mais comandos.
Com estas duas ferramentas é possível monitorizar a percentagem de utilização e de
memória de processos específicos e registar essas leituras num ficheiro de log em intervalos
de tempo definidos.
2.2.2 ApacheBench
ApacheBench 2.3 é uma ferramenta para testar o desempenho de servidores web. A sua
criação teve como objetivo fornecer estatísticas sobre o desempenho da configuração do
mesmo [24]. Através dela é possível injetar tráfego num servidor sendo que após o término
da sua execução é possível obter medições do teste como: taxa de transferência, tempo
despendido, pedidos por segundo, número de pedidos não atendidos, tempo médio con-
sumido por cada pedido e intervalos de tempo de conexão, processamento e espera.
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Esta ferramenta é utilizada em ambiente de linha de comandos e recebe vários parâmet-
ros. No âmbito dos testes efetuados, além da URI foram ainda especificados dois parâmet-
ros:
-n Permite definir o número total de pedidos a efetuar durante o teste;
-c Permite definir a quantidade de número de pedidos que ocorrem em simultâneo;
2.2.3 Weighttp
O Weighttp 0.3 é uma ferramenta leve e pequena para testar o desempenho dos servidores
web. Para ser rápida e fácil de usar, suporta apenas uma fração do protocolo HTTP. No en-
tanto, suporta multithreading para fazer uso dos múltiplos núcleos dos computadores mais
modernos e também suporta Entrada/Saída assíncrona para pedidos concorrentes numa
única thread [25]. Os comandos são os mesmos que a ferramenta ApacheBench.
Foi optado por utilizar mais do que uma ferramenta de teste de servidores para verificar
quais os seus comportamento para cada uma. A diferença entre estas duas ferramentas
está na forma como são feitos os pedidos, isto é o ApacheBench faz os pedidos de forma
sequencial, enquanto que o Weighttp faz de forma paralela, utilizando várias threads. Es-
tas conclusões foram apuradas a partir da análise do código do ApacheBench [26] e do
Weighttp [27].
2.3 cgi , fastcgi e scgi
Os servidores HTTP foram inicialmente construídos para disponibilizar ficheiros estáti-
cos, nomeadamente páginas HTML. Contudo, ao longo dos anos tem-se verificado uma
evolução na qual estes tem sido utilizados para fazer o processamento de dados de forma
dinâmica. Essa evolução foi acompanhada pelo desenvolvimento de novos mecanismos
e protocolos mais adequados para fazer esse processamento. Ou seja, para ser possível
fornecer aplicações web é necessário existir uma interface que sirva de ponte entre o servi-
dor e o serviço web (responsável pelo processamento de dados). Uma destas interfaces é
o CGI que trata cada pedido recebido num novo processo diferente. Este é um enorme
problema de desempenho e de consumo de recursos. Desta forma, surgiu o FastCGI o qual
cria processos persistentes em que cada um deles é capaz de atender não apenas um, mas
vários pedidos. Além disso, permite programação concorrente, o que faz com que seja pos-
sível atender dois ou mais pedidos em simultâneo pelo mesmo processo. A implementação
"FastCGI Development KIT" é constituída por duas bibliotecas: fcgi_stdio e fcgiapp [28].
A primeira é construída sobre a segunda sendo esta recomendada por ser mais simples e
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mais fácil de migrar. O seu funcionamento assenta num ciclo de atendimento de conexões,
cuja condição de paragem é uma função (FCGI_Accept) que envia a resposta do pedido
já existente no mesmo processo e espera por novos pedidos. O corpo do ciclo contêm as
instruções que se pretende que sejam executadas para todos os pedidos [2]. Caso não se
contrarie o efeito, as respostas aos pedidos são bufferizadas ao longo do corpo deste ciclo,
através da escrita no descritor de saída (FCGI_printf).
No Apache 2.4 existem dois módulos capazes de suportar o FastCGI: o mod_fastcgi e o
mod_fcgid. O mod_fcgid surge como uma alternativa ao mod_fastcgi. No entanto, segundo
[29] o mod_fcgid apenas é capaz de enviar um pedido de cada vez para a interface FastCGI,
enquanto que o mod_fastcgi é capaz de enviar vários.
A interface Simple Common Gateway Interface (SCGI) surgiu como um substituto do
CGI. É semelhante ao FastCGI, mas foi desenhado para ser mais fácil de implementar [30].
A scgilib [31], é uma biblioteca que permite utilizar uma API simples para implementar o
SCGI num servidor web.
2.4 server-sent events
Para dotar o sistema da capacidade de fornecer ao utilizador os eventos das câmaras, é
necessário fazer chegar os eventos à aplicação cliente. Esta é uma perspetiva diferente do
modelo cliente-servidor, em que os papéis se invertem e as mensagens são enviadas do
servidor para o cliente de forma assíncrona. Desta forma surgiram técnicas, denominadas
de polling, que são pouco eficientes [32] e trabalhosas. As mais notáveis são:
• Polling - o cliente pergunta ao servidor se têm novos dados em intervalos de tempo
definidos;
• Long-polling - o cliente questiona o servidor por novos dados. O servidor mantêm a
conexão até responder e nessa altura é enviada a resposta ao cliente. Assim que seja
recebido esse resultado é repetido o processo.
A inconveniência em ambas deve-se ao facto de apresentarem elevado overhead causado
pelo estabelecimento de múltiplas conexões.
Assim, começaram a surgir novos protocolos para colmatar estas desvantagens. Foi neste
contexto que surgiu o SSE, um protocolo desenvolvido pelo World Wide Web Consortium
(W3C), dedicado ao push de mensagens, de forma mais eficaz, do servidor para páginas web
através do protocolo HTTP [33]. Ao contrário dos WebSockets que permitem a comunicação
bidirecional, o SSE é unidirecional, isto é, as mensagens, denominadas de eventos, apenas
fluem do servidor para o cliente de forma assíncrona. Para usufruir desta tecnologia é
necessário utilizar a API EventSource no lado do cliente e responder com mensagens num
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Cliente Servidor
new EventSource('example.fcgi')
data: mensagem1
event: evento1 \n data: mensagem2
id: 3 \n data: mensagem3
(reconnect)
(reconnect)
retry: 50000 \n data: mensagem4
reconnect
Content-Type = 
text/event-stream
5 
segundos
HTTP != 200
Ou
Content-Type != 
text/event-stream
fechar 
EventSource
addEventListener
( message ){...}
addEventListener
( evento1){...}
Figura 1.: Diagrama exemplificativo da aplicação do Server Sent Events
formato específico e que incluam no seu cabeçalho "Content-Type: text/event-stream". A
preferência deste mecanismo em relação aos WebSockets prende-se ao facto de:
• A configuração ser mais simples;
• O protocolo usado ser o HTTP, sendo firewall-friendly e suportado pelos browsers, caso
impelente a API;
• Existir um menor consumo de bateria nos dispositivos [32].
A linha temporal do diagrama da figura 1, meramente exemplificativo, pode ser descrita
como:
• É iniciado um novo objeto EventSource com a URI do serviço web. Neste caso será
apenas "exemplo.fcgi". De seguida são definidas as funções de callback que serão exe-
cutadas de forma assíncrona quando forem recebidas novas mensagens deste serviço;
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• A partir deste momento, caso o pedido seja aceite, o serviço web é capaz de enviar os
eventos para o cliente. Este processo é feito através do stream de mensagens que de-
vem incorporar no cabeçalho das mesmas o campo "Content-type: text/event-stream".
Cada mensagem é um conjunto de linhas terminadas por um parágrafo. Cada linha
pode ser iniciada por uma de quatro diretivas. Essas diretivas diretivas têm o formato
"[diretiva]: [opção]" e são as seguintes:
– [data] Especifica as mensagens que serão interpretadas pelo cliente. É possível
enviar múltiplas linhas com esta diretiva, as quais serão concatenadas no cliente;
– [id] Especifica um identificador para a mensagem. Em conjunto com o cabeçalho
"Last-Event-ID: [contador]", em que o contador é o número sequencial das men-
sagens, é possível recuperar os dados perdidos pelo browser. Isto é feito a partir
de um "push proxy", que armazena as mensagens perdidas caso esteja especifi-
cado o [contador] [34];
– [event] Especifica um nome para o evento. No cliente pode ser associada uma
função ao evento que irá ser despoletada quando for recebida uma mensagem
que pertença a esse evento. Desta forma, é possível distinguir os eventos facil-
mente. O nome do evento deverá ser diferente de "message", pois este é utilizado
por defeito;
– [retry] Especifica o intervalo de tempo (T) que o cliente fica à espera sem receber
mensagens para tentar uma nova conexão. O valor por defeito é de três e cinco
segundos para o Google Chrome e Mozilla Firefox, respetivamente [35];
• Se não for especificada uma diretiva, o parágrafo será interpretado pelo cliente como
um comentário. Poderá ser utilizada para manter a conexão ativa no cliente, ou
quando o cliente tenta uma nova conexão e não existem dados úteis a serem enviados;
• Para destruir o objeto EventSource a partir do servidor basta enviar uma mensagem
com um código HTTP diferente de 200 ou um "Content-Type" diferente de "text/event-
stream". Também pode ser destruído no cliente utilizando o método close().
2.5 web workers
O Web Hypertext Application Technology Working Group (WHATWG) é um grupo focado
no desenvolvimento do HTML e de APIs necessárias para aplicações web [36]. Uma das
tecnologias desenvolvidas por este grupo são os WW, que vieram permitir a programação
concorrente nos browsers. Isto é, a especificação define uma API para a execução de scripts
em segundo plano. No entanto, sabendo que a DOM é atualizada a cada 16,66 ms (60 frames
por segundo) e ainda que caso o código JavaScript ultrapasse este tempo é muito provável
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DOM
Script Web Worker
Script Web Worker
Figura 2.: Esquema de funcionamento dos Web Workers
que introduza atrasos na aplicação. Então é aconselhável iniciar o menor número possível
de WW e reutilizá-los o quanto possível, uma vez que a inicialização dos mesmos demora
aproximadamente 40 ms [37].
Estes scripts, normalmente, são invocados a partir de um ficheiro. No entanto, é possível
colocar o código diretamente através de um Binary Large Object (BLOB). Para utilizar os
WW basta utilizar o construtor passando-lhe como argumento o caminho do ficheiro ou o
caminho do BLOB [38]. Os WW são divididos em Dedicated Workers e Shared Workers. O
primeiro tipo apenas é capaz de comunicar com o script que o invocou e pode ser terminado
a qualquer altura. Já o segundo tipo é capaz de comunicar com múltiplos scripts através de
portas, que, por esta razão, obriga a que cada um destes seja identificado por uma porta.
Devido a isso, é necessário estabelecer vários canais de comunicação e, por isso, apenas o
browser é capaz de terminar este tipo de Workers [39].
Apenas os scripts embutidos na thread principal são capazes de comunicar diretamente
com o Document Object Model (DOM), conforme ilustrado na figura 2. Para que seja
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possível um WW apresentar dados na interface, é necessário que este envie os mesmos
para o script que o invocou, uma vez que este tem acesso ao DOM.
2.6 armazenamento em browsers
Uma das formas de melhorar o desempenho da aplicação cliente é reduzir ao número de
pedidos que faz ao servidor. Uma das formas mais práticas para resolver isso é se a apli-
cação for capaz de armazenar mais dados localmente no browser. Existem já várias formas
de armazenamento no cliente web que possibilitam a preservação de dados para que pos-
sam ser utilizados futuramente evitando que sejam transferidos novamente do servidor.
Além disso, permitem a utilização de aplicações sem a necessidade de uma ligação à In-
ternet. Neste capítulo é feita uma introdução a essas formas de armazenamento que são
suportadas pelos os navegadores web atuais.
2.6.1 Cookies
A primeira forma de armazenamento e que ainda é utilizada hoje em dia são as denom-
inadas cookies. Estas são capazes de guardar informação em cada pedido que é feito ao
servidor. O seu objetivo principal é identificar um utilizador que deu início a uma nova
sessão num website. Segundo [40], à data de 2 de Janeiro de 2016, a maioria dos browsers
define o tamanho máximo de uma cookie com 4096 bytes e o número máximo de cookies por
domínio no intervalo entre 0 e 100. Apesar da sua utilidade, as desvantagens são visíveis
[41] :
• Elevado overhead - uma cookie com 35 bytes é capaz de gerar 1050 bytes de dados em
cerca de 30 pedidos feitos;
• Segurança - uma cookie que pertença, por exemplo, ao domínio uminho.pt, também
pertence aos subdomínios dei.uminho.pt ou mieti.eng.uminho.pt. Isto significa que
os subdomínios podem controlar a cookies pertencentes ao domínio em questão.
2.6.2 Web Storage
A Web Storage [42] especificada pelo grupo WHATWG, foi introduzida pelo HTML5 e
veio permitir que os dados fossem guardados no navegador web sem que os mesmos ten-
ham que ser enviados para o servidor. Esta é dividida em dois tipos - o localStorage e o
sessionStorage. A diferença entre os dois baseia-se no tempo de vida:
14
2.6. Armazenamento em browsers
• sessionStorage - Assim que a página é fechada, todos os dados armazenados rela-
tivos a essa página são descartados, ou seja, os dados só estão disponíveis durante a
navegação na página.
• localStorage - É persistente, sendo que os dados são mantidos mesmo após o encerra-
mento da página. A especificação indica que os dados só devem ser eliminados por
razões de segurança pelo browser ou a pedido do utilizador [42], como por exemplo
limpando os dados de navegação no browser;
O seu funcionamento consiste num mapa de chave-valor, em que todas as chaves e todos
os valores são texto. No entanto, é possível guardar objetos e arrays utilizando a serializa-
ção para o formato JavaScript Object Notation (JSON). As operações efetuadas são todas
síncronas sem a necessidade de utilizar callbacks do JavaScript. A utilização desta API é
bastante simples e intuitiva. Uma vez que os objetos localStorage e sessionStorage são
automaticamente instanciados por domínio, basta utilizar os métodos ou propriedades as-
sociados, que por sua vez são os mesmos para ambos, conforme exemplificado no código
seguinte:
localStorage["chave"] = "Valor"; // sessionStorage [" chave"] = "Valor";
localStorage.setItem("chave", "valor"); // sessionStorage.setItem ("chave", "
valor");
var ls = localStorage["chave"]; //var ls = sessionStorage ["chave "];
var ls = localStorage.getItem("chave"); //var ls = sessionStorage.getItem ("
chave");
delete localStorage.chave // delete sessionStorage.chave
localStorage.removeItem("chave"); // sessionStorage.removeItem ("chave ");
As secções não comentadas referem-se ao localStorage e as secções comentadas representam
as mesmas operações para o sessionStorage. Em cada grupo de duas linhas, uma linha é
alternativa à outra. O primeiro grupo demonstra como deve ser feito para colocar um item
na storage. O segundo grupo mostra como se deve proceder para obter um elemento já
guardado. E por fim, o último grupo mostra como eliminar um par chave-valor.
O tamanho de armazenamento máximo por domínio para o Firefox é de 10 megabytes [43]
e para o Chrome é de 5 megabytes [44].
Apesar da WebStorage ser uma boa solução para armazenamento de pequenas quanti-
dades de informação, fica impraticável quando a quantidade de dados começa a ser elevada
e quando é necessário guardar essa informação de forma relacional.
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2.6.3 IndexedDB
Para resolver os problemas da WebStorage foi introduzido o Web Structured Query Lan-
guage (WebSQL), que consiste numa base de dados Structured Query Language (SQL).
Contudo, rapidamente chegou-se à conclusão que existiam várias falhas de segurança e
problemas de escalonamento, que fizeram com que fosse descontinuado. Para ocupar o lu-
gar deste, surgiu uma outra base de dados não relaciona (Non Structured Query Language
(NoSQL)). Esta base de dados denominada de Indexed DataBase (IndexedDB), é capaz de
armazenar objetos JavaScript sem a necessidade de fazer a conversão para outro formato de
dados. As operações sobre a base de dados são na maioria assíncronas, o que faz com que
seja necessário a utilização de funções de callback. Além disso, é necessário executar múlti-
plas instruções para efetuar uma determinada operação. Devido a isso, a complexidade
na implementação desta base de dados torna-se elevada. Relativamente à quantidade de
dados que podem ser armazenados, não existe um limite definido. No entanto, os browsers
possuem uma propriedade de quota que define a percentagem de espaço em memória do
disco rígido reservada para esta base de dados. Se o limite de quota for ultrapassado, o
utilizador é questionado se permite que a quantidade de quota seja aumentada.
Para ambas as tecnologias descritas anteriormente, a recomendação é utilizar estes mecan-
ismos para tipos de dados não sensíveis, ou seja, informação pessoal, empresarial e confi-
dencial não deve ser mantida nestas formas de armazenamento, uma vez que qualquer
pessoa com acesso ao computador do utilizador poderá consultar estes dados facilmente.
Além disso, estes mecanismos guardam os dados em disco rígido, sendo inseguro, pois caso
um atacante saiba onde fica localizado este armazenamento, poderá obter os dados sem di-
ficuldade. Por outro lado, seguem a política da mesma origem, ou seja, um domínio só tem
acesso aos dados que ele criou, não tendo acesso a registos criados por outros domínios
[42].
2.7 streaming onvif e html5
A transmissão de dados em tempo-real é uma das tecnologias mais importante nos dias
de hoje seja na troca de mensagens de texto, áudio ou vídeo. A comunicação pode ser
feita em ambos os sentidos nos casos em que se pretende obter uma resposta do cliente
como aplicações de chat ou num único sentido em que os dados se dirigem numa única di-
reção como aplicações de rádio online ou receção do stream multimédia através de câmaras
de videovigilância. Neste caso, pretende-se que as imagens de vídeo sejam transmitidas
apenas de uma câmara para um cliente. Para esses casos, um dos protocolos utilizados
para o efeito e que está normalizado é o RTP. Este protocolo funciona sobre a camada de
transporte User Datagram Protocol (UDP) não garantindo a receção dos dados enviados,
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ou seja, o oposto daquilo que acontece na Internet em que o protocolo HTTP trabalha sobre
a camada de transporte Transmission Control Protocol (TCP) que é orientada à conexão
garantindo a receção dos dados enviados.
O HTML5 veio permitir maior facilidade na inclusão de conteúdo multimédia na web,
através de novas tags em HTML e APIs em JavaScript. Um exemplo disso é a reprodução de
ficheiros de vídeo onde é utilizada a tag <video> a qual suporta os formatos .mp4, .webm e
.ogg. Além dos conteúdos multimédia, o HTML5 ainda incluí novas formas de transmissão
de dados em tempo-real em ambas as direções. O WebRTC e WebSocket são exemplos
disso. Para fazer a transmissão de multimédia em tempo-real tem sido implementados
novos protocolos que possam funcionar sobre o HTTP, como o HTTP Live Streaming (HLS)
e o Dynamic Adaptive Streaming Over HTTP (DASH) [45]. Desta forma, é plausível afirmar
que futuramente o RTP não venha a ser suportado nos navegadores web.
2.8 aplicações existentes
São já várias as aplicações existentes hoje em dia que permitem a comunicação com câmaras
ONVIF. Nesta secção são descritas algumas dessa aplicações que implementam várias fun-
cionalidades ONVIF, nomeadamente dos perfis S e G, ou seja, essencialmente, dispositivos
NVT.
2.8.1 ONVIF Device Manager
ONVIF Device Manager é um Network Video Client (NVC) gratuito para os sistemas Win-
dows que permite o acesso e controlo de câmaras ONVIF. Suporta a maioria das funcional-
idades que são obrigatórias, opcionais ou condicionais dos perfis S e G do ONVIF. Esta
ferramenta é de código-aberto [46] e está construída sobre o ONVIF NVC Software Devel-
opment Kit (SDK) a qual abstrai a complexidade da interface ONVIF. [47].
2.8.2 Ksenos
A aplicação Ksenos foca-se no streaming de vídeo e áudio (perfil S do ONVIF), não ex-
istindo a possibilidade de verificar as informações sobre o dispositivo, por exemplo. Além
de suportar câmaras ONVIF, também possui suporte a outro tipo de câmaras das princi-
pais fabricantes. Para ser utilizada é necessário proceder à instalação da aplicação nativa
existindo uma versão para cada um dos sistemas operativos Windows, Linux e OS X. Para
aceder às câmaras de forma remota é possível fazê-lo através da aplicação cliente existente
para os sistemas Android ou iOS ou a partir de qualquer browser, sendo necessário apenas
montar um servidor a partir da aplicação nativa que pode ser acedido [48].
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As aplicações aqui descritas, assim como a maioria das existentes, ou são dirigidas a um
público em específico, como por exemplo utilizadores dum sistema operativo específico, ou
não permitem aceder às informações ONVIF da câmara. Além disso, estas aplicações fazem
comunicação diretamente com a câmara através do protocolo SOAP, sendo necessário exis-
tir estados entre os pedidos, ao contrário do que acontece com o protocolo REST.
2.9 sistema existente
Sendo o objetivo melhorar o sistema já existente, nesta secção apresenta-se resumidamente
a sua estrutura. Inicialmente é feita a apresentação da API REST que serve de ponte entre
a aplicação cliente e as câmaras ONVIF. Por fim, é descrita a arquitetura no geral.
2.9.1 API REST
Para aceder aos serviços da API REST é necessário utilizar uma URI bem definida. Neste
caso, a mesma tem o seguinte formato:
https://[endereco_servidor]/onvif/[servico_onvif],[endereco_servico_codificado]
Em que:
• [endereco_servidor] - representa o IP ou DNS do servidor;
• onvif - indica que queremos aceder à API REST;
• [servico_onvif] - indica o serviço ONVIF a que se pretende aceder. Pode ser: de-
vicemgmt, media, imaging, ptz, deviceio ou events.
• [endereco_servico_codificado] - representa o IP ou nome DNS completo da câmara,
excluindo o protocolo ("http[s]://").
Para obter as URIs válidas do serviço, basta fazer o GET a esse mesmo serviço. A resposta
é uma lista de objetos com as seguinte propriedades:
• method – método HTTP (GET, POST, PUT, DELETE);
• rel – relação com o contexto atual (e.g: _self - para o próprio, next - próxima oper-
ação/detalhe , new - novo, edit - edição);
• title – título da operação;
• uri – o URI a ser utilizado para acesso ao recurso ou operação;
• params – lista de objetos de parâmetros para a operação em causa, com as seguintes
propriedades:
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– name – nome do parâmetro;
– type – é opcional e indica o tipo de dados do parâmetro (boolean, int, string, etc);
– value – valor do parâmetro, caso este não apresente uma lista de valores pos-
síveis;
– options – é uma lista de objetos semelhante a "params" e representa a lista de
todos os valores possíveis para o parâmetro em causa.
Em todos os pedidos é necessário especificar o utilizador e a password de acesso à câmara
que vão no cabeçalho HTTPS. Além disso, a troca de mensagens com esta API é feita
utilizando o formato JSON.
2.9.2 Arquitetura
A aplicação web armazena as credenciais e as URIs dos serviços das câmaras numa base
de dados local e faz pedidos a um WS REST (API REST) que faz a comunicação com
as câmaras compatíveis com ONVIF. Este WS, está implementado em linguagem C como
um FastCGI e está alojado num servidor HTTP Apache. O servidor Apache fornece os
ficheiros estáticos para a aplicação web e a mesma gera no lado do cliente (browser) o HTML
necessário para apresentar os dados dinâmicos recebidos das câmaras através do WS REST.
O WS REST utiliza a UMOC que é uma biblioteca em C cliente de dispositivos NVT, ou
seja, fornece funções para trocar mensagens com câmaras ONVIF. Essas funções têm como
argumentos as credenciais de acesso à câmara e, caso existam, os dados a enviar no pedido
e/ou os dados obtidos na resposta. Esta biblioteca é a base do serviço web existente que
fornece uma API REST para as funções ONVIF. Este servidor está implementado como um
FastCGI [2].
2.9.2.1 Funcionamento
Na figura 3 é representada a arquitetura do sistema existente, cujo o funcionamento é o
seguinte:
1. Ao ser adicionada um nova câmara com as credenciais, é criado um objeto representa-
tivo da câmara que contêm as informações básicas, como o utilizador, password e URI
que fornece o snapshot;
2. Após a seleção de uma câmara da lista de câmaras disponíveis, é possível aceder a
um serviço. Neste processo é feita a transferência do template HTML respetivo a esse
serviço, como ficheiro estático;
3. Dentro desse template é criado um objeto representativo do serviço que recebe como
parâmetro o objeto câmara previamente criado;
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Cliente Servidor
API de Comunicação
Templates
(Serviços)
Armazenamento Local
(Câmara)
Apache
mod_fastcgi
(API REST)
UMOC
Câmara
ONVIF
Internet
Internet
REST
JSON
SOAP
XML
Figura 3.: Diagrama exemplificativo da arquitetura existente
4. O objeto serviço faz a transferência das suas URIs de serviço;
5. Através destas URIs, o objeto serviço faz o pedido ao servidor da operação pretendida.
Caso inclua alguma mensagem no pedido, deverá estar formato JSON;
6. O servidor recebe o pedido e reencaminha-o para a interface FastCGI, que é tratado
pelo o mod_fastcgi. Nesta interface, a API REST está à escuta de pedidos dirigidos a
ele, especificado através da URI;
7. A API REST processa o pedido e realiza as operações necessárias antes de pedir as
informações à biblioteca UMOC;
8. A biblioteca UMOC faz o pedido diretamente à câmara utilizando o protocolo SOAP.
As mensagens trocadas estão formatadas em XML;
9. A resposta da câmara é convertida para o formato JSON pela API REST e enviada
para o cliente, através do servidor;
10. Os campos pré-construídos dentro do template são preenchidos com a informação
recebida nesta resposta;
11. Sempre que se entra num serviço diferente os passos repetem-se de 2 a 10.
Para ilustrar a forma como são feitos os pedidos ao servidor a cada serviço, veja-se a
figura 4, que representa a obtenção do serviço ONVIF "Capabilities":
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User-Agent Servidor
GET capabilities.html
GET onvif/device_service
capabilities.html
device_service
GET onvif/capabilities
capabilities
Serviço 
REST
GET device_service
device_service
GET capabilities
capabilities
Figura 4.: Diagrama exemplificativo da apresentação da informação do "Capabilities"
2.9.3 Limitações da aplicação cliente
As limitações mais notórias da aplicação cliente existente são:
• Ao ser consultado um serviço é descarregado um novo ficheiro estático HTML. Ao
interpretar este ficheiro, são feitos dois pedidos diferentes à API REST: o primeiro
para pedir as URIs do serviço e o segundo para transferir as informações da operação
sobre o serviço;
• Interface responsiva, mas limitada, uma vez que não está otimizado para ecrãs de
grande dimensão;
• São definidos campos fixos para a apresentação dos dados das câmaras na interface.
Esta separação entre estrutura fixa das páginas e dados variáveis que preenchem essa
mesma estrutura, torna o código mais extenso e confuso, pois separa conteúdos que
estão intimamente ligados. A navegação entre os vários ficheiros torna-se uma tarefa
cansativa para o programador e acarreta overhead na rede e redução do desempenho.
Além disso, é necessário fazer alterações no cliente quando se alteram campos nas
respostas dadas pela API REST, ou seja quando se modificam os nomes dos elementos
ou quando se adiciona ou se remove elementos é necessário indicar qual o novo
comportamento na aplicação cliente;
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• Utilização de templates para cada serviço, impossibilitando uma relação entre eles e
a câmara, uma vez que cada template é adicionada à página dinamicamente a partir
dum ficheiro estático;
• O armazenamento da informação persistente da câmara é feito a partir duma base de
dados NoSQL, a IndexedDB. A API que opera sobre esta base de dados é de complexa
utilização.
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D E S E M P E N H O D O S E RV I D O R
Devido à grande variedade de servidores disponíveis hoje em dia é necessário escolher
aquele que melhor se adapta aos objetivos deste projeto. Em primeiro lugar, são identifica-
dos os requisitos que os servidores devem cumprir. De seguida, é apresentada a escolha
dos servidores considerados mais adequados, apresentando algumas análises de outros au-
tores. Por fim, descreve-se os testes que foram realizados, os resultados obtidos e análise
crítica dos mesmos.
3.1 requisitos do servidor
Para orientar a escolha de um conjunto limitado de servidores, foram especificados os
seguintes requisitos funcionais:
• Suportar FastCGI, que é a forma de implementação do atual serviço web;
• Permitir pseudónimos através de URIs para serviços web;
• Registar as operações efetuadas em ficheiros de log;
Para melhorar o sistema foram ainda identificados os seguintes requisitos não-funcionais:
• Ser gratuito
• Ser suportado pela plataforma Linux;
• Assegurar a integridade e segurança dos dados, utilizando o HTTPS, através dos
protocolos Secure Socket Layer (SSL)/Transport Layer Security (TLS);
• Possuir características reconhecidamente para desempenho/eficiência;
• Suporte técnico abrangente;
• Estar entre os servidores mais utilizados.
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3.2 seleção de servidores
Atualmente existem uma infinidade de aplicações capazes de responderem a pedidos HTTP
com arquivos estáticos e/ou com respostas provenientes de scripts ou programas que fornecem
dados dinâmicos.
Tendo em conta os requisitos definidos na secção 3.1, foram escolhidos os seguintes
servidores:
• Apache 2.4;
• Nginx;
• Lighttpd;
Depois de obtida esta lista, foram pesquisadas análises feitas por autores credíveis que
façam a comparação de alguns aspetos, nomeadamente do desempenho.
Segundo [49], o NGINX é o melhor para servir conteúdo estático, numa análise feita
aos módulos MPM do Apache e ao NGINX. No entanto, este estudo refere ainda que o
Apache tem maior capacidade para responder com conteúdo dinâmico, quando utilizado
o Hypertext Preprocessor (PHP), o qual é executado sobre a interface FastCGI. Num outro
estudo feito em [50] chega-se à mesma conclusão quando são transferidos arquivos estáticos,
ou seja, que o NGINX é melhor que o Apache. Além disso, ainda é referido que o NGINX
faz uma melhor gestão de recursos.
Uma vez que se pretende que o servidor seja utilizado maioritariamente para troca de
dados dinâmicos, os outros estudos encontrados não são considerados, pois focam os seus
testes em arquivos estáticos ou são antiquados ou não são de fontes consideradas credíveis.
Para ajudar na decisão da escolha do servidor, foram feitos testes cujo o objetivo era medir
o desempenho para conteúdo dinâmico. Os testes têm como objetivo medir a capacidade
de atendimento de elevado número de pedidos/clientes, a velocidade processamento dos
pedidos, e o consumo de recursos.
3.3 configurações
Os servidores web estão, geralmente, disponíveis para serem instalados com as configu-
rações por defeito. Apesar de facilitar o processo de instalação e configuração ao admin-
istrador, isto acarreta várias consequências, sendo algumas delas o carregamento de módu-
los desnecessárias e configurações não apropriadas, que por consequência podem originar
má gestão de recursos e problemas de desempenho. Devido a esses fatores, as definições
dum servidor devem estar configuradas adequadamente de acordo com os objetivos a atin-
gir evitando assim os problemas descritos.
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Para uma avaliação mais imparcial, as configurações devem ser adaptadas por forma
a que os servidores fiquem em pé de igualdade. No anexo A podem ser consultadas as
configurações do Apache, NGINX e Lighttpd, respetivamente.
3.3.1 Apache Server
No Apache Server as configurações são alteradas através do ajuste de valores de diretivas.
As diretivas que causam maior impacto no desempenho são [51]:
• AllowOverride - Quando ativo, o servidor pesquisa os ficheiros com o sufixo ".htac-
cess" que regula as permissões ao nível dos diretórios. Quando inativo, não faz esta
pesquisa economizando este processamento;
• HostnameLookups - Quando ativo, é necessário pesquisar nas tabelas de DNS para a
tradução de nomes em IPs. Caso esteja inativo, não é necessário fazer este processa-
mento adicional;
• Options - Quando possui o valor "SymLinksIfOwnerMatch" ou se não possui "Fol-
lowSymLinks" necessita de fazer processamento adicional para verificar se o uti-
lizador pode aceder aos links simbólicos. Utilizada apenas no acesso a ficheiros es-
táticos e efetiva apenas em blocos "Directive".
Estas diretivas fazem parte do módulo "core", cujo é o responsável pelo funcionamento
deste servidor.
Além das diretivas também é necessário avaliar quais os módulos que são necessários.
Aqueles que não são utilizados devem ser desativados. Quanto ao módulo MPM, deve ser
escolhido o que faz a melhor gestão das threads e dos processos [51]. Neste caso é utilizado
o mpm_event, pois como já referido este módulo tem melhor desempenho.
3.3.2 Nginx
No NGINX a diretiva que mais se destaca sobre o desempenho é: worker_processes - Indica
o número de processos que tratam dos pedidos. Deve ser definido com o mesmo número
de cores da máquina. Este número poderá ser mais elevado caso exista mais leitura ou
escrita ao disco que o normal [52].
Além disso, é aconselhável ajustar algumas configurações ao nível do sistema operativo
[52]. No entanto, a alteração destas configurações também afeta o desempenho dos outros
servidores, uma vez que estão na mesma máquina. Como para os outros servidores não foi
encontrada nenhuma otimização a este nível, optou-se por não se alterar as configurações
do sistema operativo por forma a que os testes efetuados fossem mais imparciais.
25
3.4. Testes
3.3.3 Lighttpd
Segundo [53], as configurações de instalação do Lighttpd estão otimizadas. No entanto,
é possível que possam surgir problemas por falta de ficheiros descritores que tratam dos
pedidos. Isso pode ser ultrapassado através das seguintes configurações:
• server.max-keep-alive-requests/server.max-keep-alive-idle - diminuir o valor destas
duas opções para que estes ficheiros sejam fechados mais rapidamente. Desta forma,
evita-se que o servidor fique com estes ficheiros todos ocupados, mas aumenta o
tempo de resposta;
• server.max-fds - aumentar este valor em potências de base 2, para que o servidor
utilize mais deste tipo de ficheiros. Contudo, o consumo de recursos, principalmente
da memória, irá aumentar.
3.4 testes
Para efetuar os testes foi utilizada a mesma máquina com as seguintes características:
• Máquina Virtual : Oracle VirtualBox 4.3 sobre Windows 8.1
• Sistema Operativo: Lubuntu, baseado no Ubuntu 14.04.1 LTS;
• Memória RAM: 1 GB;
• Processador: 2 cores com frequência 2414 MegaHertz.
Uma vez que, o conjunto global foi todo executado numa só máquina, ou seja, a mesma
máquina foi utilizada como servidor e cliente de testes, espera-se que em todos os casos
o tempo de propagação dos pedidos seja irrelevante. Assim, o objeto de estudo foca-se
apenas na máquina e no servidor web cujo são as única variáveis. Além disso, foi optado
por realizar os testes numa máquina com recursos limitados, por um lado para a análise ser
mais evidente e, por outro lado, para demonstrar a capacidade dos servidores em sistemas
menos avançados.
Os testes feitos com SCGI, através da biblioteca "scgilib" [31] apresentaram resultados
muito desfavorecedores para um teste simples [54]. A maioria desses resultados foram
situações de múltiplos crash (o servidor é terminado de forma inesperada) e tempos de
respostas mais lentos. Deste modo, foi decidido não fazer uma análise mais aprofundada
sobre esta tecnologia.
Para os testes do FastCGI foram desenvolvidos três scripts de teste em C++ os quais
devolvem uma resposta em formato JSON com dez mil pares chave-valor, utilizando a
biblioteca JsonCpp. Cada par corresponde à chave "nome" e ao valor "Jose Varela". Em cada
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teste são feitos mil pedidos, gerando no total 248 892 bytes. A diferença entre os scripts está
no número de threads utilizadas: O primeiro utiliza apenas uma que fica à escuta de pedidos
e retorna a resposta acima descrita. O segundo lança um número fixo de 20 threads todas
com comportamento idêntico à do primeiro tipo. Este número de threads não tem qualquer
propósito, sendo que é o que se encontra no exemplo fornecido pela documentação do
FastCGI[55]. O terceiro utiliza um número dinâmico, isto é, a thread principal fica à escuta
dos pedidos e para cada novo pedido recebido é criada uma nova thread que irá tratar de
devolver a resposta a este mesmo pedido. Em caso de falha de memória para o pedido ou
para uma nova thread, aguarda 15 segundos até tentar novamente. No anexo B pode ser
consultado o código destes scripts, pela mesma ordem.
O procedimento para fazer os testes foi feito da seguinte forma:
1. Os processos do FastCGI são inicializados manualmente no NGINX, através do co-
mando especificado em A.8 no anexo C. Nos restantes servidores estes processos são
iniciados automaticamente, desde que esteja definido na configuração dos mesmos;
2. É iniciado o conjunto de ferramentas "watch" e "ps" para monitorização do consumo
de recursos (A.9, anexo C);
3. Iniciam-se os testes do ApacheBench (A.10, anexo C);
4. Após a conclusão dos testes do ApacheBench, iniciaram-se os testes do Weighttp
(A.10, anexo C);
5. Terminado os testes do Weighttp, foram terminados todos os processos do servidor e
do FastCGI.
Na transição dos testes do ApacheBench para o Weighttp, os processos do servidor e do
FastCGI são mantidos, permitindo assim verificar os consumos durante a inicialização e
quando já estão inicializados.
3.5 resultados
Nesta secção são apresentados os resultados para os testes feitos aos scripts com uma thread
principal, com vinte threads instanciadas e com threads criadas dinamicamente. Os scripts
com threads fixas (thread principal e vinte threads instanciadas) são analisados em conjunto
já que os seus resultados são aproximados e permitem obter as mesmas conclusões.
3.5.1 Pedidos falhados
Por convenção considere-se que pedidos falhados são pedidos cuja a resposta não foi obtida
ou cuja a resposta teve o código de estado HTTP diferente da classe 2xx.
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Figura 5.: Total de pedidos falhados durante os testes do ApacheBench para uma thread
Os gráficos do número de pedidos falhados em função do número de pedidos em si-
multâneo detetados pelas ferramentas de teste ApacheBench e Weighttp, respetivamente,
são apresentados nas figuras:
• 5 e 6, para o script com apenas a thread (e 39 e 40 em anexo D, para o script com vinte
threads). Na figura 5, as curvas do mod_fcgid e do NGINX terminam nos níveis de
concorrência 500 e 100, respetivamente;
• 7 e 8, para o script com threads dinâmicas.
Quando não existem resultados em certos níveis de concorrência, significa que não foram
recebidas respostas nem de erro nem de sucesso. Verifica-se que nesses casos ou não são
detetados nem os processos do servidor nem do FastCGI ou todos os pedidos são falhados.
Os resultados obtidos pela ferramenta "ps" (monitorização de processos) durante os testes
podem ser consultados no anexo D. Em testes cujo o número de pedidos simultâneos é
maior, as ferramentas de teste reportaram erros ao nível dos sockets. No ApacheBench
poderia ter sido utilizado o parâmetro "-r", o qual permite suprimir estes alertas. Isso não
foi feito, pois pretendia-se consultar os erros e alertas gerados.
Para os scripts com threads fixas, pode-se concluir que em ambas as ferramentas de teste
os módulos FastCGI do Apache são os que falham menos pedidos, mesmo para um nível
elevado de pedidos concorrentes. Uma explicação plausível para isto é o facto do Apache
ser capaz de se adaptar automaticamente ao número de pedidos concorrentes, ajustando o
número de processos da interface FastCGI. Já o NGINX mantêm sempre o mesmo número
de processos desta interface. A quantidade de pedidos falhados poderia ser diminuída no
Lighttpd caso o valor de ficheiros descritores fosse aumentado nas configurações do mesmo.
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Figura 6.: Total de pedidos falhados durante os testes do Weighttp para uma thread
De um modo geral, os testes feitos com a ferramenta Weighttp resultam em mais respostas
falhadas, o que se deve ao modo como esta ferramenta efetua os pedidos, comforme de-
scrito na secção 2.2.3.
Para o script de threads dinâmicas podem ser retiradas as mesmas conclusões dos scripts
de threads fixas, ou seja mais uma vez os módulos Apache conseguem responder a mais
pedidos em caso de sobrecarga. No entanto, no Lighttpd os pedidos falhados surgem num
nível de concorrência (número de pedidos concorrentes) inferior.
3.5.2 Pedidos com sucesso por segundo
O número de pedidos com sucesso por segundo corresponde à relação entre o número
de pedidos por segundo cuja a resposta foi obtida com o código de estado HTTP 2xx e o
tempo total do teste, incluindo o tempo de resposta de pedidos com sucesso, falhados ou
não detetados pelas ferramentas de teste (timeout).
Os gráficos da média de pedidos com sucesso por segundo, em função do número de
pedidos em simultâneo, detetados pelas ferramentas de teste ApacheBench e Weighttp, são
apresentados nas figuras:
• 9 e 10, para o script com apenas a thread (e 41 e 42 em anexo D, para o script com vinte
threads);
• 11 e 12, para o script com threads dinâmicas.
Para os scripts com threads fixas, em ambas as ferramentas o Lighttpd apresenta os mel-
hores resultados. Estes resultados devem-se, provavelmente, à forma peculiar como este
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Figura 7.: Total de pedidos falhados durante os testes do ApacheBench para threads dinâmicas
Figura 8.: Total de pedidos falhados durante os testes do Weighttp para threads dinâmicas
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Figura 9.: Média de pedidos com sucesso por segundo medidos pelo ApacheBench para uma thread
Figura 10.: Média de pedidos com sucesso por segundo medidos pelo Weighttp para uma thread
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Figura 11.: Média de respostas com sucesso por segundo medidos pelo ApacheBench para threads
dinâmicas
servidor faz a gestão dos pedidos, ou seja, através de ficheiros descritores. Durante os
testes com a ferramenta ApacheBench ao servidor NGINX, quando o número de pedidos
simultâneos é 250 e 500, o número de respostas detetadas com o código de estado HTTP
diferente de 2xx é superior ao número de pedidos falhados explícitos nos resultados da fer-
ramenta. Esta é uma situação inesperada, visto que a ferramenta de teste deveria identificar
todas os pedidos com respostas sem sucesso como pedidos falhados.
Para o script com threads dinâmicas, o Lighttpd é o melhor até ao nível de concorrência
75, dando lugar ao mod_fastcgi do Apache a partir desse valor. Os resultados obtidos com
o Weighttp mostram que o NGINX apresenta uma diminuição de desempenho acentuada.
Como se pode consultar em anexo D na tabela , a causa deste mau desempenho está rela-
cionada com as elevadas percentagens de ocupação de memória (svMEM%) e ocupação de
CPU (svCPU%) por parte do servidor NGINX.
3.5.3 Razão entre desempenho e utilização de recursos
A análise do consumo de recursos é importante, visto estar intimamente relacionado com
o desempenho, o qual afeta diretamente os pedidos com sucesso por segundo e os pedidos
falhados. Além disso, também permite analisar o consumo energético.
Para obter o consumo de recursos durante os testes, foram utilizadas as ferramenta "ps"
e "watch". Os valores obtidos deste processo podem ser consultados no anexo D.
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Figura 12.: Média de respostas com sucesso por segundo medidos pelo Weighttp para threads
dinâmicas
A relação entre os pedidos por segundo e o consumo de recursos, é feito a partir do
seguinte cálculo:
[sucesso/s]
[recursos] = [e f iciencia]
Sendo que, [sucesso/s] representa o número de pedidos com sucesso por segundo obti-
dos anteriormente, [recursos] representa o consumo dos recursos em percentagem e [efi-
ciencia] é o valor adimensional do resultado desta razão. Os valores de [recursos] são
dados pela soma do consumo total de CPU [totCPU] com o total do consumo de memória
[totMEM]:
[recursos] = [totCPU]%+ [totMEM]%
O valor de [totCPU] é dado pela seguinte fórmula:
[totCPU]% = [svNP] ∗ [svCPU] + [scNP] ∗ [scCPU]
Já o valor de [totMEM] é dado pela seguinte fórmula:
[totMEM]% = [svNP] ∗ [svMEM] + [scNP] ∗ [scMEM]
Em que:
• [totCPU] Consumo total de memória em percentagem
• [totMEM] Consumo total de CPU em percentagem
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• [svNP] Número de processos do servidor
• [scNP] Número de processos do script
• [svCPU] % média de consumo de CPU por processo do servidor
• [scCPU] % média de consumo de CPU por processo do script
• [scMEM] % média de consumo de memória por processo do servidor
• [svMEM] % média de consumo de memória por processo do script
Os gráficos da razão matemática [eficiencia] em função do número de pedidos em si-
multâneo detetados pelas ferramentas de teste ApacheBench e Weighttp, são apresentados
nas figuras:
• 13 e 14, para o script com apenas a thread (e 43 em anexo D, para o script com vinte
threads);
• 16 para o script com 20 threads no Weighttp (Analisado individualmente, pois o seu
comportamento já não é semelhante ao do script com uma thread);
• 15 e 17, para o script com threads dinâmicas.
Ainda antes de analisar os resultados, importa referir alguns aspetos da análise das var-
iáveis que permitem calcular a eficiência e que se encontram nas tabelas 1, 7, 13, 19, 4, 10,
16, 22 (script com uma thread) , 2, 8, 14, 20, 5, 11, 17, 23, (script com vinte threads), 3, 9, 15,
21, 6, 12, 18, 24 (script com threads dinâmicas) do anexo D:
• Em todos os casos, o consumo de CPU por parte do servidor ([svNP] * [svCPU]) é
pouco relevante, ou seja, situa-se em valores próximos para todos os testes;
• O consumo de CPU por cada processo do script é mais significativo no mod_fastcgi
quando o número de processos do script é inferior a 10 e no mod_fcgid abaixo de 20
e durante os testes das threads dinâmicas do Weighttp ao NGINX;
• O consumo total de memória ([totMEM]%) em geral é também pouco relevante. Con-
tudo torna-se um pouco crítico para todos os servidores durante os testes com threads
dinâmicas, ainda mais crítico durante os testes do Weighttp no servidor NGINX, e
para o mod_fastcgi durante os testes com 20 threads fixas;
• O consumo total de CPU ([totCPU]%) é mais crítico no mod_fastcgi durante os testes
feitos pelo ApacheBench nos nível de concorrência 250 para threads fixas e no nível
50 para threads dinâmicas. Os que apresenta menor consumo total de CPU, em média,
é o NGINX, seguindo-se do Lighttpd e dos módulos mod_fastcgi e mod_fcgid do
Apache, respetivamente.
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Figura 13.: Eficiência durante o ApacheBench para uma thread
Figura 14.: Eficiência durante o Weighttp para uma thread
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Figura 15.: Eficiência durante o ApacheBench para threads dinâmicas
Figura 16.: Eficiência durante o Weighttp para 20 threads
36
3.5. Resultados
Figura 17.: Eficiência durante o Weighttp para threads dinâmicas
Nos testes feitos com o ApacheBench tanto para as threads dinâmicas como para as fixas
o NGINX apresenta a melhor eficiência, a qual vai diminuindo conforme o aumento do
número de pedidos em simultâneo até ao ponto em que todos os pedidos falham. O
Lighttpd surge em segundo lugar como aquele que tem a melhor eficiência. Além disso,
foi o único a apresentar resultados para o número de pedidos simultâneos igual ao número
total de pedidos explícitos na ferramenta de teste (1000). Nos testes feitos com o Weighttp
verifica-se que o NGINX apresenta resultados insatisfatórios para threads dinâmicas. Isto
deve-se aos fracos resultados obtidos nas respostas com sucesso por segundo e ao consumo
de recursos elevado, como pode ser consultado em anexo D na tabela .
Em suma, a comparação de servidores por testes de desempenho é uma tarefa complexa e
morosa, devido não só à dificuldade de colocar as configurações semelhantes, mas também
à interpretação dos resultados obtidos.
O NGINX é o que se mostra mais apto para um baixo número de pedidos concorrentes,
não só pela sua superioridade no atendimento de pedidos concorrentes, mas também de-
vido ao seu baixo consumo energético. No entanto, verifica-se que quando o número de
pedidos em simultâneo é maior que 100, os pedidos falhados aumentam bastante. Como
referido anteriormente, muitos destes erros são gerados entre o servidor e a interface
FastCGI, esperando-se que o ajuste da quantidade de processos e threads por processo,
diminua o número de erros gerados. O Lighttpd é o melhor qualificado no geral, visto ser
o melhor ou segundo melhor em todos os testes e ainda é capaz de responder com sucesso
mesmo com um elevado número de pedidos concorrentes. Mas também, apresenta muitos
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pedidos falhados quando o número de pedidos em simultâneo é maior que 500 para threads
fixas e 250 para threads dinâmicas.
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S U P O RT E PA R A E V E N T O S
Para adicionar a funcionalidade de eventos ONVIF à aplicação web é necessário fazer a
análise do respetivo funcionamento do lado ONVIF e do HTML5 e, após isso, estudar as
soluções possíveis. Este capítulo começa por descrever o funcionamento do serviço Event
do ONVIF. De seguida, é analisada a implementação dos SSE num FastCGI, de modo
que seja possível integrar esta funcionalidade no servidor REST. Por fim, são discutidas
as soluções encontradas para ser possível enviar eventos da câmara através da API REST,
utilizando o SSE.
4.1 serviço de eventos onvif
Um evento é um estado/situação que é detetado por um dispositivo e que um cliente pode
decidir subscrever. Um dispositivo ONVIF suporta os eventos através do serviço Event
[1], que assenta nas normas WS-BaseNotification [56] e WS-Topics [57], às quais acrescenta
as interfaces Real-time Pull-Point Notification e Notification Streaming. Por sua vez, estes
descrevem como é que os subscritores se devem comportar para receberem mensagens de
notificação a partir dum produtor de notificações. Além disso, também define os tópicos
e metadados como mecanismos para organizar os eventos, para que seja mais prático para
os subscritores saberem que tipo de eventos estão disponíveis para serem subscritos [58].
4.1.1 Funcionamento do Basic Notification
O ONVIF introduz o conceito de Basic Notification Interface (que corresponde ao modo
básico de envio de eventos do WS-BaseNotification) que define os papéis de um cliente que
recebe notificações do serviço que envia os eventos (EventService) e gestor de subscrições
(Subsciption Manager). Neste trabalho o cliente é o servidor REST e o EventService e o
SubscriptionManager são recursos do dispositivo NVT.
Em primeiro lugar, o cliente envia um pedido de subscrição para o EventService com a
duração (da subscrição), endereço e porta (um Endpoint Reference da norma WS-Address
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[59]) para onde devem ser enviados os eventos. Se o EventService aceitar este pedido, é in-
stanciado dinamicamente um SubscriptionManager que representa a subscrição e responde
devolvendo o respetivo endereço (Endpoint Reference).
A partir daí e enquanto a subscrição está ativa, o EventService envia mensagens No-
tify com os eventos para o cliente (recetor indicado na subscrição). Estas mensagens são
unidirecionais, ou seja, não têm resposta.
O SubscriptionManager é automaticamente destruído quando a duração expira. Para
controlar o prazo da subscrição o cliente pode enviar pedidos para o SubscriptionMan-
ager, nomeadamente, um RenewRequest para prolongar o tempo de duração e Unsub-
scribeRequest para terminar a subscrição (e o Subscription Manager).
O cliente pode ainda terminar o SubscriptionManager enviando um UnsubscribeRequest.
4.1.2 Funcionamento do PullPoint
A interface Real-time Pull-Point fornece uma interface de notificação firewall friendly que
permite o polling em tempo real. Esta interface define também (como a Basic Notification) os
papéis do cliente e Event Service, mas difere no terceiro que é o Pull-Point. O Event Service
e o Pull-Point são recursos do dispositivo NVT. O Pull-Point faz a gestão da subscrição
(tal como o Subscription Manager) e, além disso, permite que o cliente peça os eventos
usando a operação PullMessagesRequest. Esta é a diferença (até à versão 2.2 do ONVIF)
relativamente ao BasicNotification, em que o servidor envia os eventos para o cliente. No
Pull-Point é o cliente que vai ao servidor buscar os eventos.
Mais detalhadamente a cada pedido PullMessage, o PullPoint responde imediatamente
com notificações que foram guardadas em prol do cliente. Se não existirem notificações
guardadas, o dispositivo espera para responder até ser gerada uma notificação ou ser ex-
cedido o tempo de Timeout. Em ambos os casos, a resposta poderá conter o número
de notificações especificadas pelo parâmetro MessageLimit. O cliente pode receber notifi-
cações em tempo real se fizer um novo PullMessagesRequest imediatamente a seguir a cada
PullMessagesResponse.
4.2 implementação de sse em fastcgi
Antes de implementar o SSE com os eventos ONVIF, foi necessário experimentar a interação
do mesmo com o FastCGI. Para isso, foi criada uma página web com cinco botões em que
cada um invoca um script diferente no servidor, desenvolvido em C/C++. O processo
de teste é iniciado no browser pelo objeto EventSource que faz a conexão com cada um dos
scripts, seguido-se da definição das funções de callback (blocos de código a serem executados
quando forem recebidas eventos associados):
40
4.2. Implementação de SSE em FastCGI
source = new EventSource(uri_script);
//sem evento associado
source.onmessage=function(e){
document.body.innerHTML += "<h1 >Evento sem nome </h1><p>"+e.data+"</p>";
};
//com o evento 'final ' associado
source.addEventListener('final ', function(e) {
document.body.innerHTML += "<h1 >Evento com o nome:"+e.type+"</h1 ><p>"+e.data
+"</p>";
}, false);
Após a conexão, cada script começa pela inicialização dum contador e execução do ciclo
FastCGI.
unsigned int count =0;
while(FCGI_Accept () >=0){
count ++;
...
}
A cada novo pedido é feita uma nova iteração neste ciclo. A cada iteração é incrementado
o contador e no buffer de saída são escritos os cabeçalhos.
FCGI_printf("Cache -control: no cahe\r\n");
FCGI_printf("Content -type: text/event -stream\r\n");
FCGI_printf("\r\n");
De seguida, cada script executa o seu código específico:
• A - o servidor envia uma mensagem;
FCGI_printf("data: %d\n\n", count);
// FCGI_fflush(stdout);
• B - o servidor envia uma mensagem a cada iteração dum ciclo interno ao ciclo do
FastCGI;
for (i = 0; i < 10; ++i)
{
FCGI_printf("data: %d\n\n", i);
FCGI_fflush(stdout);
FCGI_fprintf(stderr , "data: %d", i);
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FCGI_fflush(stderr);
sleep (1);
}
FCGI_fprintf(stderr , "Fim do ciclo interno");
FCGI_fflush(stderr);
}
• C - o servidor envia uma mensagem a cada iteração dum ciclo interno ao ciclo do
FastCGI e uma mensagem incluindo um nome para o evento fora deste ciclo interno;
for (i = 0; i < 20; ++i)
{
FCGI_printf("data: %d\n\n", count);
}
FCGI_printf("event: final\n");
FCGI_printf("data: mensagem final\n\n");
• D - o servidor envia uma mensagem identificada a cada iteração dum ciclo interno ao
ciclo do FastCGI;
char* leID = getenv("HTTP_LAST_EVENT_ID");
if (leID != NULL) lastID= atoi(leID);
for (i = lastID; i < 20; ++i)
{
FCGI_printf("id: %d\n",i);
FCGI_printf("data: %d\n\n", i);
FCGI_fflush(stdout);
}
• E - o servidor envia primeiro uma mensagem que especifica o tempo de tentativa de
nova conexão e de seguida envia uma mensagem a cada iteração dum ciclo interno
ao ciclo do FastCGI;
FCGI_printf("retry: 10000\n"); //10 segundos
for (i = 0; i < 20; ++i)
{
FCGI_printf("data: %d\n\n", count);
}
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Os testes foram feitos usado o browser Google Chrome 39 no cliente e no servidor foi
utilizado o mod_fcgid do Apache 2.4. Através destas experiências chegou-se à conclusão
que:
• Caso não esteja estabelecido um canal de comunicação com o servidor ou caso o servi-
dor não responda, o objeto EventSource cria uma nova conexão com a aplicação as-
sociada ao fim de um determinado tempo, (T segundos) conforme referido na secção
2.4;
• Por defeito, os dados de saída do FastCGI são bufferizados na ligação com o servidor
HTTP (Apache), sendo enviados apenas quando é terminado o processamento. Para
enviar os dados à medida que são produzidos é necessário forçar o envio, o que pode
ser feito com a instrução FCGI_fflush(stdout);
• Quando o objeto EventSource é criado com o endereço do FastCGI, é iniciado um
processo correspondente no servidor que só termina ao fim do tempo definido na
diretiva "FcgidIdleTimeout" para o módulo mod_fcgid, sendo o valor por defeito 300
segundos;
• Cada novo EventSource ou reconexão podem ser atendidos por um dos eventuais
processos FastCGI à espera de conexão, ou por um novo;
• Para forçar o término de um pedido no FastCGI, utiliza-se a instrução FCGI_Finish().
No entanto, o EventSource associado irá fazer voltar a conectar-se no próximos 3
segundos;
• Quando o objeto EventSource é destruído no cliente e o script correspondente tem
um ciclo interno ao do FastCGI, esse ciclo não termina na iteração em que se encon-
tra, mas sim na segunda iteração a seguir ao executar o FCGI_fflush(stdout), onde é
gerado um erro indicando que o cliente se desconectou antes de ter sido enviada a
resposta completa (aferido no teste do tipo B);
• Quando as mensagens são identificadas com a tag "id", o browser indica ao servidor
HTTP o id da última mensagem no pedido de conexão, mas o processo FastCGI
que vai tratar do pedido pode não ser o mesmo que tratou anteriormente. Por isso,
para implementar a recuperação de eventos com FastCGI é necessário utilizar algum
mecanismo de armazenamento exterior aos processos FastCGI;
• O objeto EventSource e respetivos handlers podem ser declarados global ou local-
mente;
• Não é possível enviar credenciais no cabeçalho do pedido GET do EventSource, de
forma a irem protegidas por HTTPS.
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• Se na criação do objeto EventSource o servidor não for capaz de responder, o naveg-
ador web continua a tentar conectar-se a cada 3 segundos. No entanto, se o servidor
responder com a mensagem 404, não existem mais tentativas de conexão por parte do
EventSource atual e o mesmo é destruído.
A partir desta análise verifica-se que é possível implementar os SSE com o FastCGI com
a limitação de por si só não permitir implementar o armazenamento de eventos durante
falha de ligação.
4.3 implementação da api rest de eventos
Para implementar este serviço foi necessário desenhar uma solução para fornecer os eventos
via SSE, que seja compatível com a biblioteca existente, com o modo de funcionamento do
FastCGI, e que respeite a filosofia REST. Foram consideradas as hipóteses representadas
nas figuras 18 e 19. Em ambos os casos o servidor é dividido para ajudar a identificar a
interação com o FastCGI e gSOAP:
Na figura 18 é apresentado o diagrama temporal que descreve o funcionamento de uma
solução baseada num "servidor standalone" implementado a partir do gSOAP:
1. O cliente (User-Agent) faz o pedido para subscrição de eventos ao servidor REST,
acompanhado das credenciais de autenticação na câmara;
2. Através do gSOAP, é criado um "servidor standalone" que corre numa thread concor-
rente do FastCGI e fica à escuta numa porta disponível da gama privada. Esta porta
irá receber os eventos enviados pela câmara;
3. São definidas as funções de callback, para cada tipo de evento, que vão tratar das
respostas provenientes dos pedidos do SSE;
4. O servidor REST faz a subscrição à câmara, enviando-lhe o número da porta referida
e o intervalo de tempo pretendido para escutar os eventos;
5. A câmara responde a esse pedido com o endereço de subscrição e o servidor REST
trata de responder ao pedido de subscrição feito pelo cliente no ponto 1 com este
mesmo conteúdo, mas em formato JSON;
6. O cliente recebe a resposta com o endereço de subscrição e a porta do "servidor
standalone" e cria um EventSource que se conecta a essa porta;
7. O "servidor standalone" aceita o pedido HTTP GET do EventSource e mantém a lig-
ação aberta para o browser, continuando à espera de eventos WS-BaseNotification da
câmara;
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User-
Agent
sse = new SSE();
data: Event1
Event2
event: close
now = time_start + duration
subscribe_basic_notification(duration, port)
Servidor standalone
WSN*-SSE
FastCGI
REST
NVT
openPort();
return Subscription Address
Event1
return Subscription Address
data: Event2
subscribe_basic_notification_LL(duration, port)
*WSN: WS-BaseNotification
Figura 18.: Estrutura baseada num "servidor standalone" que recebe eventos da câmara e pedidos do
EventSource
8. Sempre que o "servidor standalone" receber um evento da câmara, traduz-lo para o
formato SSE e envia-o através da ligação aberta para o cliente;
9. Assim que o intervalo de tempo especificado na subscrição chegar ao fim, é enviada
um evento denominado close para o objeto EventSource, que faz com que ele termine
e o "servidor standalone" é terminado.
A figura 19 mostra o diagrama temporal de uma solução que consiste no estabelecimento
de um EventSource antes de fazer a subscrição dos eventos:
1. O processo é iniciado com a criação de um EventSource, por parte do cliente (User-
Agent), que se estabelece com o servidor REST;
2. O servidor REST deteta que o pedido recebido é uma subscrição para o serviço Event
e abre uma porta da gama privada para escuta. Esta porta é enviada para o cliente
conectado como um evento nomeado de port;
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FastCGI
REST B
User-
Agent
sse = new SSE();
subscribe_bn
_LL(duration, port)
send_eventX(port)
data: Event1
send_eventX(port)
data: Event2
event: close
data: 
now = time_start + duration
subscribe_basic_notification(duration, port)
FastCGI
REST A
Servidor standalone
WSN*-SSE
NVT
openPort();
Event1
Event2
port
return 
Subscription Address
return Subscription Address
event: port
data: [port]
subscribe_bn
(duration, port)
return
Subscription Address
*WSN: WS-BaseNotification
Figura 19.: Estrutura baseada na instanciação do EventSource e posterior subscrição de eventos à
câmara
3. No cliente, assim que é recebido um evento com este nome, é executada uma função
que faz o pedido de subscrição de eventos ao servidor REST, que inclui a porta, a
duração pretendida e as credencias de acesso à câmara, sendo atendido por outra
instância do FastCGI;
4. O servidor REST recebe este pedido e faz o pedido de subscrição de WS-BaseNotification
à câmara;
5. A câmara responde com o endereço de subscrição e o servidor REST reenvia o mesmo
como resposta ao pedido do cliente no ponto 3;
6. Assim que o servidor REST receber um evento WS-BaseNotification da câmara na
porta especificada, é executada uma callback, especificada pela biblioteca UMOC, que
traduz este evento para o formato SSE e envia-o para o cliente;
46
4.4. Módulo de eventos na API REST
7. Quando o intervalo de tempo especificado chegar ao fim, o servidor envia um evento
denominado close para o EventSource a ele ligado, o qual irá terminar e o servidor
REST fecha a porta privada.
Na solução apresentada na figura 19 é aberta uma nova porta para receber eventos WS-
BaseNotification sempre que seja recebido um pedido vindo de um EventSource, como
por exemplo em caso de perda de conexão. Consequentemente é necessário alterar a sub-
scrição na câmara para enviar os pedidos para a nova porta. Para evitar esta situação
seria necessário verificar se o utilizador está em sessão (através de cookies, por exemplo). A
solução exibida na figura 18, dissocia a subscrição de eventos das (re)conexões SSE e, dessa
forma, permite utilizar a mesma subscrição na câmara num cenário de falha de conexão
com o cliente/browser. Apesar disso, a solução implementada neste trabalho é a da figura
19, uma vez que não foi conseguido implementar a proposta na figura 18, devido à bib-
lioteca UMOC não estar preparada para interagir com os SSE.
4.4 módulo de eventos na api rest
A integração dos SSE com a biblioteca UMOC (que recebe os eventos das câmaras) é feita
a partir da API REST. Esta API faz o pré-tratamento das mensagens, através de métodos,
antes de interagir com a biblioteca UMOC ou antes de enviar as respostas para o cliente.
Esses métodos são:
• printDeviceURIs - envia as URIs do serviço Event. Em anexo E podem ser consultadas
as URIs deste serviço;
• umoc_Unsubscribe - permite cancelar uma subscrição já iniciada, através do endereço
de subscrição contido na URI. Este método é utilizado tanto no BasicNotification como
no PullPoint. Caso não seja permitido, devolve o erro gerado;
• umoc_Renew - permite estender a duração de uma subscrição já iniciada, através do
endereço de subscrição contido na URI e do campo duração contido no corpo do
pedido. Caso não exista o campo ou caso este método não seja permitido, devolve o
erro gerado;
• bindToNotifyPort - Abre uma porta reutilizável da gama privada TCP. Caso a porta
não esteja acessível, irá tentar até cem vezes, terminando aí o processo de escuta de
eventos da câmara;
• eventHandler - função invocada pela biblioteca UMOC, assim que for recebido um
evento BasicNotification da câmara na porta especificada pela função "bindToNotify-
Port";
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• serveNotifyAndSSE - Envia a porta instanciada pela função "bindToNotifyPort" como
um evento SSE ("Content-type: text/event-stream"). De seguida, cria um pequeno
servidor nesta porta que fica à escuta de eventos BasicNotification da câmara;
• umoc_SubscribeBasicNotification - Faz a subscrição de eventos utilizando o BasicNoti-
fication, através dos campos porta e duração especificados no corpo do pedido. Caso
não existam os campos, devolve o erro gerado. A porta deverá ser a mesma que foi
instanciada pela função "bindToNotifyPort". Como resposta são devolvidas as URIs
de cancelamento e renovação de subscrição (Unsubscribe e Renew);
• umoc_CreatePullPointSubscription - Faz a subscrição de eventos utilizando o Pull-
Point, através do campo duração especificado no corpo do pedido. Como resposta
são devolvidas as URIs de cancelamento e renovação de subscrição (Unsubscribe e
Renew) e do pull de eventos;
• umoc_PullMessage - Devolve os eventos PullPoint armazenados, através do endereço
de subscrição e do número de mensagens e duração especificados na query string.
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5.1 requisitos
Pretende-se que a nova aplicação cliente cumpra os seguintes requisitos:
• Assim que seja selecionada uma câmara, o utilizador poderá, dependendo da sua per-
missão, consultar, adicionar, alterar e/ou eliminar configurações dos vários serviços
suportados pelo servidor REST;
• Receber eventos da câmara, através da API REST, caso esteja no intervalo de sub-
scrição;
• Disponibilizar eventos através de SSE utilizando o modelo descrito no capítulo ante-
rior.
Como requisitos não-funcionais:
• Reduzir o número de pedidos feitos ao servidor e às câmaras reduzindo, consequente-
mente, o tráfego na rede, fazendo o armazenamento de dados já obtidos;
• API ou camada independente para comunicação com a API REST;
• Facultar ao utilizador a escolha entre os modos de consulta de informação da câmara
diretamente(i.e., sem armazenamento de dados) ou otimizada (i.e., com armazena-
mento de dados e redução automática de tráfego);
• Interface adaptável às dimensões do ecrã do utilizador, ou seja, responsiva;
• Eficiência energética melhorada;
• Interface moderna;
• Facilitar a compreensão e a reutilização de código;
• Compatível com os principais browsers.
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5.2 streaming de vídeo por câmaras onvif
Como foi referido na secção 2.7, o protocolo ONVIF utiliza o RTP para fazer o streaming de
vídeo [60]. Este protocolo só é suportado em browsers utilizando plug-ins ou extensões que
são específicas para cada navegador. Nesta secção são apresentadas as soluções encontradas
para ser possível visualizar o streaming de vídeo das câmaras ONVIF em browsers, incluindo
alternativas que são suportadas nativamente pelo HTML5 (i.e. sem recurso a plug-ins ou
extensões).
5.2.1 Solução baseada em plug-ins ou extensões
A aplicação web existente utiliza o plug-in VideoLan Client (VLC) para receber o stream de
vídeo. Os plug-ins têm maior nível de permissões sobre o dispositivo do utilizador do que
o JavaScript, pois este é executado num ambiente controlado (sandbox), enquanto que os
plug-ins não. Sendo assim, é possível receber dados utilizando o protocolo RTP através da
criação de um socket que escuta numa porta da gama UDP.
Apesar desta solução ter sido adequada no passado, atualmente é necessário adotar out-
ras alternativas. Isto acontece, pois estes plug-ins são baseados numa API denominada
Netscape Plugin Application Programming Interface (NPAPI) que permite a execução de
código nativo em navegadores web. No entanto, esta API tem vindo a tornar-se obsoleta
devido a problemas de segurança e de estabilidade que, por consequência, têm feito com
que seja cada vez menos implementada, sendo que os principais browsers já tem vindo a
remover completamente o seu suporte [4].
Contudo, surgiu uma alternativa a esta API desenvolvida pela Google denominada de
Pepper Plugin Application Programming (PPAPI) [61]. Apesar de ser standalone, é esperado
que esta API venha a ser apenas utilizada dentro do contexto do Native Client (NaCl) [62].
Este permite a execução de código em ambiente controlado, restringindo ou limitando o
acesso a zonas indevidas. Utilizando esta nova API, foi desenvolvida, muito recentemente
pela companhia Video Experts Group, a extensão VGX Media Player que permite repro-
duzir vários formatos de vídeo, nomeadamente o streaming por RTP, nos dispositivos que
contenham o browser Google Chrome [63]. Este browser já removeu o suporte aos plug-ins
[61] e o Firefox, até ao final de 2016, também vai seguir este processo, à exceção do Flash
[5].
5.2.2 Solução baseada em armazenamento
Uma abordagem para resolver a interoperabilidade da aplicação com o streaming de câ-
maras ONVIF é introduzir um agente mediador. O mediador armazena o streaming em
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múltiplos ficheiros, num dos formatos de vídeo suportados pelo HTML5. À medida que
são criados novos ficheiros, os já existentes vão sendo descartados, restando apenas o úl-
timo. Mais concretamente, a aplicação começa por fazer o pedido para receber a trans-
missão de vídeo ao agente mediador, que no caso deste trabalho poderá ficar alojado na
mesma máquina do servidor REST. O mediador faz o mesmo tipo de pedido à câmara e
é iniciada a transmissão de vídeo entre a câmara e o agente mediador. Este, conforme vai
recebendo a transmissão de vídeo, guarda em pequenos segmentos as várias partes que
vão compondo a transmissão. Assim que exista o primeiro segmento, retorna a localiza-
ção deste ficheiro estático ao cliente. O envio desta mensagem pode incluir um acordo,
por parte das duas entidades, sobre a nomenclatura dos ficheiros seguintes. Após isso, o
cliente trata de reproduzir o primeiro ficheiro. Quando o clip de vídeo chegar ao fim é exe-
cutada a função associada ao evento do término de vídeo. Esta trata de colocar o caminho
do ficheiro seguinte no elemento de vídeo. Isto é feito tantas vezes, quanto o número de
mensagens enviadas pelo servidor ou quando o cliente deixar este contexto. O diagrama
temporal desta solução é apresentado na figura 20.
Uma alternativa ao acordo prévio relativo à nomenclatura da sequência de ficheiros, é
o cliente estabelecer uma ligação SSE ao servidor através da qual este envia os nomes
dos ficheiros. Esta opção tem a vantagem de sincronizar a receção dos ficheiros de vídeo,
garantindo que eles existem.
5.2.3 Solução baseada em polling
Uma abordagem de recurso é utilizar as imagens dos snapshots e atualizá-las com elevada
frequência. Esta solução não constitui propriamente uma alternativa às descritas anteri-
ormente, visto que não utiliza o protocolo RTP. Além disso, é necessário fazer pedidos
consecutivos em curtos intervalos de tempo para a obtenção de múltiplos snapshots e as-
sim conseguir simular o streaming em tempo-real. Contudo isto gera bastante overhead na
rede, uma vez que para cada para cada frame é necessário um pedido e uma resposta entre
o cliente e servidor REST e outro pedido e resposta ONVIF entre o servidor e a câmara.
A aplicação cliente anterior a este trabalho implementa uma simulação deste tipo para a
receção do streaming das câmaras.
5.2.4 Solução baseada em long-polling
Alguns clientes disponibilizados por fabricantes de câmaras, nomeadamente pela Axis
Communications, aplicam outra solução. Pela a análise do código do cliente, constatou-
se que estas câmaras permitem utilizar a técnica de long-polling para conseguir o stream em
tempo real. Desta forma, basta fazer um único pedido e daí em diante são recebidas as
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Cliente
Serviço 
REST
Câmara
Agente 
mediador
getStream()
uriStream
getStreamUri_LL()
Frame 1
 ... 
Frame N
receiveAndSaveStream(pathSave)
"pathSave/videoXX.mp4"
loop
video src ="pathSave/videoXX.mp4"
videoXX.mp4
Figura 20.: Diagrama temporal da solução baseada na gravação de sucessivos clips
múltiplas frames. Atualmente, esta seria possivelmente a melhor solução, caso o ONVIF
normalizasse um modo deste tipo para receber os snapshots.
Como o long-polling não é suportado pelo ONVIF, a solução integrada na aplicação re-
formulada é a baseada em polling. A solução baseada em armazenamento foi testada, com
resultado positivo, mas não foi possível integrar no sistema no horizonte deste trabalho. É
de referir também que, apesar de reduzir o overhead na rede comparativamente ao polling,
tem maior consumo de recursos.
5.3 web workers
Os WW são um mecanismo que permite realizar tarefas em segundo plano. Estas tarefas
devem ser de longa duração, visto que o processo de inicialização dos mesmos tem um
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elevado custo computacional. Uma vez que não permitem a comunicação direta com o
DOM, sempre que se pretender alterar a interface é necessário enviar as suas mensagens
para a thread principal. Para isso na thread principal cria-se o objeto correspondente ao WW.
Nesse objeto define-se uma função de callback que fica à escuta de eventos denominados
"message". A thread principal e o WW comunicam entre si enviando mensagens através do
método "postMessage" do WW.
Como é um mecanismo introduzido recentemente pelo HTML5, foram realizadas exper-
iências para verificar o seu comportamento nos browsers Firefox e Chrome. Para isso foram
feitos três testes diferentes, cada um utilizando dois destes objetos:
• A - Ambos os workers fazem pedidos em intervalos de tempo definidos a uma apli-
cação servidora que apenas responde com números, através do XMLHttpRequest
(XHR);
• B - Ambos abrem uma conexão com uma aplicação servidora que apenas devolve
números, através do SSE;
• C - Ambos enviam a sequência de cores de #000000 a #FFFFFF (0 - 16777216) à thread
principal, com o objetivo desta apresentar cada cor, representada por um valor, na
zona da página correspondente a cada worker.
Estas experiências permitiram confirmar que a interface gráfica do utilizador não é blo-
queada, mesmo que dentro dos workers seja invocada uma função bloqueante, como o
caso dum pedido XHR síncrono. Deste modo, a utilização dos WW pode significar uma
diminuição significativa do tempo para apresentação de dados, através do processamento
de dados concorrentemente (em máquinas com mais que um core/CPU). Além disso, foram
obtidos os seguintes resultados:
• O Chrome e o Firefox permitem a utilização do XHR dentro do worker;
• Apenas o Chrome permite a utilização de SSE num WW;
Apesar destas implementações experimentais, os WW acabaram por não ser utilizados
no desenvolvimento do novo cliente.
5.4 nova aplicação
A análise ao código da aplicação cliente existente, mostrou que a sua estrutura e funciona-
mento estão demasiado complexos. Além disso, algumas tarefas com comportamentos
idênticos são repetitivas e, em alguns casos, pouco eficientes. Devido a estes fatores, às lim-
itações apresentadas na secção 2.9.3 e aos requisitos apresentados na secção 5.1, foi desen-
volvida uma nova aplicação com uma arquitetura estruturada por camadas bem definidas,
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API de comunicação
Lógica
Interface
Figura 21.: Camadas da arquitetura da nova aplicação cliente
com o objetivo de diminuir a complexidade, aumentar a eficiência, diminuir as limitações
e cumprir os requisitos descritos.
5.4.1 Arquitetura
A arquitetura da nova aplicação é estruturada em camadas separando os aspetos que têm
uma clara independência: comunicação, lógica e interface, como representa a figura 21:
• Interface - Trata da navegação no website, da apresentação de mensagens de erro e de
alerta e da exposição das informações da câmara ao utilizador;
• Lógica - Faz o tratamento e gestão dos dados entre a camada de comunicação e a
camada interface;
• Comunicação - Fornece uma API JavaScript para a troca de mensagens com o serviço
REST do servidor. Esta API também existia na versão anterior mas, nesta versão foi
reconstruida de raíz, sendo aproveitados apenas os métodos para a obtenção de URIs
dos serviços.
Os dados armazenados de forma persistente são aqueles que são invariáveis no tempo e
que são necessários para apresentar no preview da câmara. Uma vez que a aplicação web
funciona a partir de uma única página, a restante informação transferida da câmara, .i.e. a
informação dos pedidos ONVIF, é guardada de forma volátil nos objetos JavaScript, mesmo
que existam erros.
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5.4.2 Comportamento
A utilização do serviço inicia-se pela a adição de uma câmara. Este processo começa pela
a introdução de um título que identifica a câmara, um IP, um nome de utilizador e uma
password. Estes dados são verificados, como por exemplo a correta formatação do endereço
IP ou prevenção de câmaras duplicadas, antes de serem enviados ao servidor REST. Este
servidor verifica se a câmara está online e em caso afirmativo devolve ao cliente as URIs de
serviço. Caso a câmara esteja offline, ou caso as credenciais não sejam validadas pela câ-
mara, o utilizador é notificado do respetivo erro. Caso haja sucesso, são feitos pedidos das
informações do dispositivo e do snapshot, que, juntamente com o título pré-preenchido, vão
ser as informações que irão surgir no preview da câmara. Na figura 22 é representado o dia-
grama temporal desta ação onde se obtêm a informação do dispositivo (DeviceInformation).
Após a adição duma câmara, a mesma surge na lista de câmaras disponíveis. Ao se-
lecionar uma câmara desta lista é construído um objeto global que representa a câmara
selecionada e cujas as propriedades adjacentes correspondem aos serviços, como ilustrado
na figura 23.
A estrutura de ficheiros é descrita na imagem 24. Esta estrutura é muito semelhante à da
figura 21 o que torna ainda mais evidente a divisão das camadas.
Com as alterações efetuadas a nova arquitetura apresenta grandes mudanças no lado do
cliente. Na figura 25 está representada a nova arquitetura que pode ser comparada com a
já existente, exibida na figura 3.
A nova arquitetura funciona da seguinte forma:
1. Ao ser adicionada uma nova câmara com as credenciais, é criado um objeto represen-
tativo da câmara que contêm as informações básicas;
2. Acedendo a um serviço é feita a transferência das suas URIs disponíveis, sendo ar-
mazenadas de forma volátil evitando os mesmos pedidos durante a sessão;
3. É feita a consulta de uma operação. Caso seja a primeira vez que consulta esta oper-
ação, então a informação é obtida do servidor. Caso já tenha consultado esta operação,
a informação é obtida do armazenamento local. No entanto, o utilizador pode config-
urar para que toda a informação das operações seja obtida do servidor;
4. Através da resposta recebida, é gerada dinamicamente a estrutura necessária para
apresentar os dados;
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Figura 22.: Diagrama temporal que descreve a adição de uma câmara
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actualCam
device_service media_service imaging_service ptz_service io_service events_service
Figura 23.: Representação do objeto principal
Index.html
styling.js
(Interface)
functional.js
(Lógica)
camerav2.js
(API de Comunicação)
store.js
(API de armazenamento)
localOptions.js
(configurações pessoais)
Figura 24.: Estrutura dos ficheiros da aplicação cliente
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Cliente
API de Comunicação
Objeto Câmara
Armazenamento 
Local
(Câmara e Serviços)
Internet
Serviços
...  
Figura 25.: Diagrama exemplificativo da arquitetura proposta
5.5 camada de comunicação
A camada de comunicação fornece uma API que, além de isolar o código que comunica com
o servidor, permite tornar o restante código da aplicação mais claro e também diminuir a
repetição de código.
O funcionamento desta API baseia-se na criação dum objeto global que representa a
câmara. Cada serviço é representado por um objeto que é uma propriedade do objeto
câmara. O objeto serviço é adicionado ao objeto câmara quando são obtidas as URIs dos
recursos desse serviço (as URIs dos recursos são descritas na secção 2.9.1). O objeto câmara
possui os métodos para a obtenção das informações dos serviços (Device, Media, Event,
Imaging, PTZ e Input/Output), mesmo que a câmara não suporte essas funcionalidades.
Nesse caso, o serviço REST envia uma mensagem a indicar que o serviço não é suportado
e essa informação é passada ao utilizador. Estes métodos são divididos em dois grupos:
métodos para obter informação (leitura) e métodos para atualizar a informação das câmaras
(escrita). Todos os métodos, tanto de leitura como de escrita, recebem uma função de
callback como parâmetro, a qual é invocada após o tratamento da resposta. Os pedidos são
feitos de forma assíncrona. No anexo F podem ser consultados os métodos disponíveis cuja
nomenclatura é a seguinte:
(operacao)_(nomeServicoAbreviado)_(metodoRecurso)
• (operacao) - identifica se o método é de leitura ou de escrita. Pode tomar dois valores:
set e get;
• (nomeServicoAbreviado) - identifica qual o serviço em questão;
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• (metodoRecurso) - identifica o método e recurso que se pretende consultar/alterar.
5.5.1 Métodos de leitura
Os métodos que acedem a informações da câmara recebem um parâmetro adicional ("force-
Update"), que indica que a resposta deve ser obtida a partir da câmara, independentemente
de qualquer configuração. Estes métodos utilizam uma função comum "getProperty". Os
seus parâmetros são:
• arrayPath - caminho dentro do objeto câmara. Por exemplo,
arrayPath = [’device_service’,’DeviceInformation’], significa
objCam.device_service.DeviceInformation, em que objCam é o objeto câmara;
• resources - conjunto de URIs do recurso a que se quer aceder;
• callback - função a ser invocada assim que a resposta seja recebida;
• forceUpdate - flag que indica se a resposta deve ser obtida da cache ou da câmara.
O seu funcionamento é apresentado na figura 26 e pode ser descrito da seguinte maneira:
1. Caso a opção de cache esteja ativa e a informação já se encontre armazenada no objeto
câmara, passa esses dados à callback recebida como argumento;
2. Caso contrário:
a) Se existem as URIs dos recursos do serviço (resources), então procura pela URI
da operação dada pela última posição de arrayPath e, caso encontre, guarda-
a. Esta função assume que o primeiro pedido que é feito relativamente a um
determinado serviço é sempre o que obtém as URIs dos respetivos recursos. O
mesmo é dizer que arrayPath tem que ser apenas "/". De facto, tem que ser
assim e cabe à camada lógica seguir esta norma. A pesquisa é feita através do
título e do método, conforme a função "getURIByMethodAndTitle" em [2];
b) Se não existem, então procura pela URI do serviço e, caso encontre, guarda-a.
Esta pesquisa recebe o nome do serviço e caso o mesmo seja "device_service"
retorna a URI estática do serviço "Device". Caso contrário devolve a URI do
respetivo serviço contido na lista de URIs da operação Capabilities (transferida
no momento da adição da respetiva câmara);
c) Caso não encontre alguma das URIs, é indicado ao utilizador que o serviço não
é suportado;
d) Caso encontre uma das URIs:
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getProperty
(arrayPath*, resources, callback, forceUpdate)
forceUpdate é 
verdadeiro ?
Sim
Existem 
resources?
Não
Obter a URI da operação dada 
pela última posição de arrayPath
Sim Não
Obter a URI do serviço
(vai obter as resources do serviço)
Fazer o pedido HTTP GET 
para a URI identificada
Colocar a resposta no último ramo 
do objeto câmara dado por 
arrayPath
Já existe a informação no 
armazenamento local(info)?
Não
callback(info)
Sim
Guardar o objeto câmara
*arrayPath = [serviço, subserviços , operação]
Encontrou a 
URI?
Sim
Indicar ao utilizador que o serviço não 
está disponível
Não
Figura 26.: Fluxograma que representa a obtenção das informações dos serviços
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i. É feito um pedido HTTP GET ao servidor REST com a URI encontrada;
ii. A resposta recebida é colocada no objeto do serviço dado por arrayPath,
mesmo que existam erros na resposta;
iii. É atualizado o objeto câmara, que contêm o objeto serviço;
5.5.2 Métodos de escrita
Os métodos que alteram as configurações, recebem como parâmetros adicionais o método
HTTP e o objeto com as informações a serem adicionadas ou alteradas. Estes métodos
utilizam uma função comum "setProperty". Os seus parâmetros são:
• arrayPath - caminho dentro do objeto câmara;
• body - corpo do pedido;
• method - método HTTP. Deve ser PUT, POST ou DELETE;
• resources - conjunto de URIs do recurso a que se quer aceder;
• callback - função a ser invocada assim que a resposta seja recebida;
O seu funcionamento é apresentado na figura 27 e pode ser descrito da seguinte maneira:
1. Procura pela URI da operação dada pela última posição de arrayPath nas URIs dos
recursos do serviço (resources) e, caso encontre, guarda-a;
2. Caso não encontre alguma das URIs, é indicado ao utilizador que o serviço não é
suportado. De facto, segundo a filosofia REST, um pedido de alteração (PUT/POST/
DELETE) de um recurso só é possível depois de se aceder pela primeira vez ao serviço
(e obter as URIs dos respetivos recursos). Isso é mais uma vez assumido pela API.
3. Caso encontre a URI:
a) É feito um pedido HTTP com o método correspondente ao servidor REST com a
URI encontrada. Se o método for PUT ou POST, então envia no corpo do pedido
o conteúdo da variável body;
b) Caso o método HTTP seja PUT ou POST, o tratamento da resposta recebida é
igual ao da função getProperty, ou seja, a reposta é guardada no objeto câmara.
Caso o método seja o DELETE, então elimina a propriedade dada pela última
posição de arrayPath.
Um exemplo de operação que obtém informação da câmara é o pedido Capabilities, o
qual fornece as URIs dos serviços suportados. Esse processo é descrito no diagrama de
sequência da figura 28.
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setProperty
(arrayPath*, resources, body, method, callback)
Guardar o objeto câmara
*arrayPath = [serviço, subserviços , operação]
Obter a URI dada pela 
última posição de 
arrayPath nas URIs do 
serviço
Encontrou a 
URI?
Indicar ao utilizador que o serviço não está 
disponível
Não
Fazer o pedido HTTP com 
o respetivo método e com 
o corpo igual a body para a 
URI identificada
Sim
Caso exista, colocar a resposta no 
último ramo do objeto câmara dado 
por arrayPath
method == DELETE ?
Não
Eliminar a propriedade no último ramo do 
objeto câmara dado por arrayPath
Sim
Figura 27.: Fluxograma que representa a definição da informação dos serviços
Comparando com a figura 4 que mostra a obtenção do mesmo serviço na aplicação an-
tecedente, verifica-se uma diminuição de três pedidos ao servidor, para apenas um por
cada serviço. Além disso, os dados podem ser obtidos a partir do objeto câmara evitando
pedidos repetidos à rede.
5.5.3 Principais objetos
A API de comunicação deste projeto define um único objeto global que representa a câmara
selecionada. Este objeto tem como propriedades os objetos serviço e cada um deles contém
as informações relativas a esse mesmo serviço. Ou seja, no primeiro nível de profundidade
do objeto câmara, são definidos os objetos serviço cujo o nome é "[serviço]_service", em
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Lógica
API de 
comunicação
Serviço 
REST
NVT
getCapabilities()
get_devicemgmt_Capabilities(uri,usr,pwd)
get_Capabilities_LL(addr,usr,pwd)
Sim e a "cache" está ligada
Não / Sim e a cache está desligada
return capabilites
return capabilites
return capabilites
return capabilites
Já existe informação sobre o "Capabilities"?
guardarCapabilites()
Figura 28.: Diagrama temporal que descreve a obtenção das informações de um serviço
que serviço pode ser: device, media, imaging, deviceio, ptz ou event. Esta nomenclatura
provém do nome "device_service" que representa o caminho predefinido e fixo para aceder
aos serviço Device do ONVIF. Já no segundo e restantes níveis de profundidade constam
as informações recolhidas anteriormente do serviço correspondente (incluindo as URIs de
recursos do serviço), cujos nomes são iguais à da resposta dada pela API REST. Na figura
29, é apresentada a estrutura deste objeto onde se verifica que segue um modelo em árvore
onde as relações entre os dados do serviço, os objetos serviço e o objeto câmara são de
composição. Esta estrutura de objetos é diferente da que existia na aplicação anterior, onde
os objetos serviço recebiam como argumento o objeto câmara no construtor, não existindo
qualquer relação entre eles [2].
Para que esta estrutura fosse realizável foi necessário desenvolver duas funções que mere-
cem maior destaque: defineObjByPath e getElemByPath. A função "defineObjByPath" adi-
ciona/substitui uma propriedade (objeto, array, texto ou número) a/de um objeto, a partir
do respetivo caminho na hierarquia de posse/propriedade de objetos. No âmbito deste
projeto, esta função é utilizada para adicionar/substituir informações aos objetos serviço
que pertencem ao objeto câmara. Os parâmetros desta função são:
• obj - Objeto a ser alterado. Neste caso, é o objeto câmara;
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Serviços 
ONVIF
Propriedade
s e URIs de 
serviço dos 
serviços
Câmara ONVIF
DEVICE MEDIA
DeviceInformation
-manufacturer
-firmware
...
SystemDateAndTime
-TimeFormat
-TimeZone
...
-resources_uri ... ...
...
Figura 29.: Estrutura dos dados no lado do cliente
• arrayPath - Sequência de nomes dos objetos de cada nível de profundidade que guiam
ao objeto onde se pretende adicionar ou substituir a propriedade, ou seja, o caminho
que guia ao sub-objeto a ser alterado;
• propVal - Propriedade a ser adicionada ao objeto indicado por arrayPath.
Invocando esta função com arrayPath sendo [’device_service’,’DeviceInformation’] e prop-
Val sendo a resposta a um pedido "GET DeviceInformation":
{
"device" : {
"firmware" : "2.4",
"hardwareID" : "1.0",
"manufacturer" : "Happytimesoft",
"model" : "IP Camera",
"serial" : "123456"
},
"status" : {
"msg" : "Sucesso!",
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"value" : 1
}
}
Então, caso o objeto câmara esteja vazio inicialmente, irá ter o seguinte formato:
{
device_service :{
DeviceInformation :{
device :{
firmware: "2.4"
hardwareID: "1.0"
manufacturer: "Happytimesoft"
model: "IP Camera"
serial: "123456"
}
}
}
}
A figura 30 mostra o fluxograma que descreve esta função. Neste trabalho o objeto
principal corresponde ao objeto câmara e o novo objeto corresponde a um objeto serviço.
Em primeiro lugar, copia-se propVal (resposta dado pelo serviço REST) para outra variável
(propValClone), de modo que propVal nunca seja alterado. Em segundo lugar, itera-se sobre
arrayPath invertido (reversedPath) para ser construído um novo objeto desde o último até
ao primeiro nível dados por arrayPath, em que propVal é a única propriedade do último
nível. Em terceiro lugar, copiam-se as propriedades já existentes no objeto original (objeto
câmara) para este novo objeto. No final, adiciona-se/substitui-se este novo objeto ao objeto
principal, como uma propriedade.
A função "getElemByPath" devolve a propriedade de um objeto correspondente ao cam-
inho fornecido. No âmbito deste projeto, esta função é utilizada para obter informações a
partir dos objetos que pertencem ao objeto câmara. Os parâmetros desta função são:
• obj - Objeto a ser alterado. Neste caso, é o objeto câmara;
• arrayPath - Sequência de nomes dos objetos de cada nível de profundidade que guiam
ao objeto a ser consultado;
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defineObjByPath(obj,arrayPath,propVal)
propValClone=prop
Val
reversedPath =  
Inverte(arrayPath)
objToAppend = propValClone
Para actualElem pertencente a 
reversedPath
Terminou ciclo?
objAux = objToAppend
objToAppend = {}
objToAppend[actualElem] = objAux
Não
Tamanho de 
arrayPath > 1?
retorna obj
len = arrayPath.length -2
Para actualElem pertencente às chaves de 
obj[arrayPath[len]]
Existe 
objToAppend
[arrayPath[len]]
[actualElem]?
objToAppend[arrayPath[len]][actualElem]
 =
 obj[arrayPath[len]][actualElem] 
Sim
Sim
Não
Terminou ciclo?
Não
obj = {obj, objToAppend}Sim
Não
Sim
Figura 30.: Fluxograma da função que permite adicionar ou substituir uma propriedade num objeto
dentro de outro
Na figura 31 é apresentado o fluxograma da função. Sabendo que cada string da sequên-
cia de nomes (arrayPath) representa um nível do objeto principal (obj), então começa-se
por verificar a profundidade do caminho para a propriedade pretendida. Se o caminho
apenas tiver uma string, significa que se pretende a propriedade do primeiro nível de
obj e por isso devolve-se a mesma. Caso existam mais strings, sendo actualElem o ele-
mento atual de arrayPath, a cada iteração verifica se o objeto com o nome actualElem
(obj[arrayPath[elem]]) existe. Se não existir termina a função devolvendo null e se existir
entra dentro de obj[arrayPath[actualElem]] e assim sucessivamente até percorrer todas as
strings de arrayPath. A propriedade pretendida é encontrada pela última iteração do ciclo,
sendo devolvida.
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getElemByPath(obj,arrayPath)
Tamanho de arrayPath é 
igual a 1?
obj = obj[arrayPath[0]]
Para actualElem dentro de arrayPath
Não
Terminou ciclo?
Retorna obj
obj 
= 
obj[arrayPath[actualElem]]
Sim
Retorna null Não
Existe obj[arrayPath
[actualElem]] ?
Sim
SIm
Não
Figura 31.: Fluxograma da função que permite obter uma propriedade dum objeto dentro de outro
5.6 camada de lógica
A camada lógica é a responsável pelo tratamento dos dados, ou seja, antes dos dados serem
enviados para o servidor é necessário verificar a sua correta sintaxe e antes de os apresentar
ao utilizador é necessário armazená-los. Alguns dos exemplos são: validação da sintaxe dos
endereços IP e DNS, transformação dos dados de entrada no formato JSON e transmissão
dos mesmos à camada de comunicação, alertas de passwords pouco seguras e de câmaras
offline, proibição de câmaras duplicadas e em novas sessões a instanciação das câmaras já
guardadas em sessões anteriores. Além disso, trata da reprodução do streaming, gere os
SSE e gere as configurações do utilizador.
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5.6.1 API de armazenamento
Para armazenar os dados persistentes, foi desenvolvida uma API de armazenamento de
dados genérica que abstrai a API de armazenamento local do HTML5 que é utilizada. Desta
forma, a nova aplicação fica preparada utilizar qualquer outra forma de armazenamento.
Para escolher a implementação pretendida, basta ajustar um valor definido hard-coded,
pois o objetivo é abstrair o utilizador destes aspetos técnicos. Os métodos da API de ar-
mazenamento são:
• set(obj) - Inserir o objeto "obj" no armazenamento local;
• update(obj) - Atualizar o objeto "obj" já existente no armazenamento local;
• del(ip) - Eliminar o objeto já existente no armazenamento local, cuja chave é igual a
"ip";
• get(obj) - Obter o objeto já existente no armazenamento local, cuja chave é igual a "ip";
A aplicação existente implementava o IndexedDB. Mas para verificar qual a melhor opção
para armazenar os dados localmente no browser, foi utilizada uma ferramenta capaz de
fazer a medição do desempenho entre o IndexedDB (a vermelho) e o localStorage (a azul)
em várias situações [64], nomeadamente:
• Clear - Limpar 2000 elementos de 512 bytes;
• Inject-L - Inserir 50 elementos de 512 bytes cada, um-a-um;
• Inject-S - Inserir 50 elementos de 8 bytes cada, um-a-um;
• InjectBulk-L - Inserir 2000 elementos de 512 bytes cada, de uma só vez;
• InjectBulk-S - Inserir 50 elementos de 8 bytes cada, de uma só vez;
• Lookup - Consultar 50 elementos de 8 bytes cada, um-a-um;
• Lookup2 - Consultar 2000 elementos de 8 bytes cada, um-a-um;
Esta ferramenta foi modificada para que os valores inseridos no armazenamento local
fossem objetos, sendo necessário fazer a serialização/desserialização dos mesmos para a
localStorage. Destes testes foram obtidos os resultados representados nas figuras 32 e 33:
Dos resultados pode concluir-se que o desempenho do localStorage é bastante superior.
Além disso, foram retiradas as seguintes conclusões:
• Tanto para dispositivos móveis como para máquinas com maior capacidade o com-
portamento dos resultados são semelhantes;
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Figura 32.: Tempo despendido para os testes de armazenamento num computador pessoal
Figura 33.: Tempo despendido para os testes de armazenamento num dispositivo móvel
• O número de instruções para a mesma operação é maior no IndexedDB;
• As operações no IndexedDB são assíncronas, permitindo melhorar a interatividade
da aplicação em caso de transações demoradas;
• No IndexedDB é necessário criar bases de dados, mesmo que seja apenas utilizada
uma "tabela". Além disso, é necessário definir o nome do armazenamento de objetos,
assim como a chave (semelhante a uma tabela e chave primária nas bases de dados
SQL);
Apesar do localStorage apresentar os melhores resultados, está limitada ao armazena-
mento máximo de 5 megabytes de dados. Para verificar se é capaz de armazenar um
número razoável de câmaras, foi quantificado o espaço necessário para armazenar uma câ-
mara. Para isso, foram extraídos os dados da localStorage relativos a uma câmara e guarda-
dos num ficheiro em disco. Estes dados incluem a informação estática de cada câmara, ou
seja:
• Título, IP, nome e password da câmara;
• Informações do serviço Device: DeviceInformation, Capabilities e URIs do serviço;
• Informações do serviço Media: Codecs e URIs do serviço.
O tamanho deste ficheiro foi de 5878 bytes. Este valor é alto e deve-se ao facto de serem
guardados todos as URIs de streaming e snapshot do serviço Media. Na maioria, estes
endereços são constituídos pelo caminho relativo do serviço no servidor REST e o IP e
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caminho do serviço na câmara. Esta informação é armazenada, pois é persistente. Deste
modo e como o localStorage é capaz de armazenar dados até 5 megabytes, seria possível
guardar aproximadamente 5242880 / 5878 = 891 câmaras. Apesar de existirem variações
no tamanho dos dados obtidos das câmaras, como por exemplo, os perfis, é plausível
considerar este um valor bastante amplo para o propósito que se pretende servir.
Desta forma, a solução mais indicada e a qual será utilizada por definição na API de
armazenamento será o localStorage. No entanto, como já foi referido, a API permite facil-
mente fazer a migração para o IndexedDB.
5.6.2 Ajuste de configurações
O ajuste de configurações permite ao utilizador ajustar a aplicação à sua medida. Neste
projeto foram disponibilizadas dois tipos de configurações:
• Utilização de dados em cache - Permite ao utilizador definir se os dados apresentados
sejam recolhidos da câmara naquele instante ou os já armazenados anteriormente;
• Mostrar avisos de câmaras offline - Disponibiliza ao utilizador se deseja receber alertas
de que as câmaras estão offline;
5.7 camada de interface
Atualmente, grande parte dos acessos à Internet é feito a partir de um dispositivo móvel.
Desta forma, a interface foi melhorada através duma framework dedicada ao desenvolvi-
mento web frontal, nomeadamente o Bootstrap, permitindo que a interface se adapte ao
ecrã que o utilizador esteja a utilizar.
A camada interface é a responsável pela a apresentação do conteúdo na página, isto
é, gera o HTML dinamicamente para apresentar a informação, pois a aplicação web é de
página única. Os dados textuais da câmara são apresentadas dinamicamente através da
função "listNestedObjects" que transforma as respostas JSON em elementos <ul> e <li>.
Na figura 35 é mostrado o funcionamento desta função. Ou seja, assumindo que a resposta
em formato JSON foi convertida num objeto e que o nome e o valor correspondem ao título
e descrição da resposta dada pela câmara, respetivamente, itera-se sobre todas os nomes
e valores deste objeto e a cada iteração concatena-se o nome e o valor num elemento <li>,
mesmo que se encontrem objetos nested - com vários níveis de profundidade. A figura 34
mostra como ficam os dados em HTML da resposta JSON seguinte:
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Figura 34.: Resposta parcial do pedido Capabilities em HTML
{
"capabilities" : {
"Device" : {
"IO" : {
"InputConnectors" : 0,
"RelayOutputs" : 0
},
"Network" : {
"DynDNS" : "True",
"IPFilter" : "False",
"IPVersion6" : "False",
"ZeroConfiguration" : "False"
},
"Security" : {...} ,
"System" : {...} ,
"XAddr" : "http ://10.0.2.15:8000/ device_service"
},
"Events" : {...} ,
"Imaging" : {...} ,
"Media" : {...} ,
"PTZ" : {...}
},
}
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listNestedObjects(obj)
Para cada key pertencente 
às chaves de obj
Tipo de obj[key] == 
 object  ou  array 
Sim
list = 
<li>
{key}: 
{listNestedObjects(obj[key] )} 
</li>
Não
list = 
<li>{key}: {obj[key]}</li>
return
<ul> {list} </ul>
Figura 35.: Função para listar objetos Javascript em HTML
Para permitir ao utilizador editar as configurações da câmara, o HTML é gerado a partir
de strings em JavaScript. Na maioria dos casos surge uma janela flutuante com etiquetas
nos campos de entrada (elementos <input>), como pode ser visto na figura 36.
5.8 testes de desempenho
Para demonstrar a diferença entre as duas versões da aplicação web, foram feitos dois testes:
um para medir o desempenho da comunicação com o servidor, ou seja da camada de
comunicação; e outro para medir a velocidade de apresentação de dados na interface (ou
seja, das camadas lógica e interface). Cada um dos testes realiza 6 operações em ciclo
sendo a mesma máquina que foi utilizada para testar o desempenho dos servidores. Além
disso, o servidor web e o servidor ONVIF encontram-se ambos nesta máquina eliminando a
utilização de uma rede que pudesse introduzir perturbações na transferência de dados. O
primeiro teste consistiu em verificar o Round-Trip Time (RTT) despendido para se obter a
resposta do Capabilities. Para isso, foi feita a leitura da coluna "Time" das ferramentas de
programador do browser Chrome no separador "Rede", que corresponde ao tempo desde o
início do envio pedido até ao último byte da resposta [65]. Já o segundo teste teve como
objetivo determinar o tempo consumido por cada função que trata de colocar os dados
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Figura 36.: Janela flutuante para inserir um novo utilizador
desta resposta na interface do utilizador. Neste caso, registaram-se os tempos dos instantes
de início e fim da função e o resultado é dado pela subtração do último pelo primeiro. Os
resultados são apresentados nas figuras 37 e 38:
Pode-se verificar que para ambos os casos a aplicação cliente desenvolvida neste trabalho
tem um desempenho muito melhor.
5.9 dimensão do código
Uma das características que afeta o desempenho de uma aplicação web, é a quantidade de
dados transferidos, ou seja, quanto maior a quantidade de informação descarregada, maior
será o tempo de espera para o utilizador interagir com a aplicação. Além disso, é mais
morosa e, por vezes, mais complexa a análise de código (duma aplicação) mais extenso.
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Figura 37.: Tempo total despendido na transferência de dados para obter o "Capabilities"
Figura 38.: Tempo dispendido para apresentar os dados na interface
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Um dos objetivos no desenvolvimento da nova aplicação cliente foi a diminuição do
código, comparativamente ao da aplicação já existente. Para isso:
• Foi desenvolvido um único método (makeRequest) que trata de fazer os pedidos
referentes à câmara selecionada, juntamente com as suas credenciais, ao servidor. Os
parâmetros são:
– msg - objeto que identifica o método HTTP, a URI, a assincronia e o corpo do
pedido;
– callback - função a ser executada após receber a resposta ao pedido;
– headers - cabeçalhos adicionais ao pedido;
• Foram desenvolvidos dois métodos (getProperty e setProperty) que tratam de obter e
atualizar as informações da câmara já descritos na secção 5.5;
• Foi desenvolvido um método (listNestedObjects) para apresentar um objeto com
várias propriedades na interface. Os parâmetros são o objeto a apresentar e o elemento
HTML a colocar esse objeto. Este método é um dos mais relevantes na diminuição de
código, uma vez que exclui a utilização de templates (estruturas estáticas pré-definidas
onde são preenchidos os campos).
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C O N C L U S Ã O
6.1 análise de resultados
O tema central desta dissertação é o desempenho de uma aplicação web que permite a
configuração de dispositivos câmaras ONVIF. Essa aplicação é constituída por um serviço
REST de comunicação com dispositivos NVT e um cliente RIA. Concretamente, os objetivos
eram melhorar o desempenho da parte cliente e estudar o desempenho de alternativas para
a arquitetura do servidor. Além disso, também era pretendido acrescentar funcionalidades
de eventos do ONVIF e estudar alternativas de streaming de vídeo para a aplicação cliente.
Inicialmente foi realizado um estudo das alternativas da implementação atual do servi-
dor, assim como a análise comparativa dos mesmos, principalmente, através de testes de
desempenho. Este processo de testes é complexo e moroso, não só pela a análise dos re-
sultados, mas também pelo ajuste das configurações. A partir dessas tarefas foi possível
concluir que já existem vários servidores e/ou módulos capazes de fornecer serviços web.
A diferença entre eles está de acordo com a finalidade que foi desenvolvido. Por exemplo, o
Apache Server tem como objetivo ser de fácil implementação e possuir múltiplas funcional-
idades através de módulos. Por outro lado, o NGINX foi desenvolvido para suportar um
elevado número de pedidos simultâneos com baixo consumo de recursos. No entanto, os
resultados dos testes poderão não espelhar bem a realidade, visto que a aplicação de testes
compete com a aplicação do servidor em termos de processamento, pois estão ambas na
mesma máquina. O NGINX foi aquele que apresentou melhores resultados.
Para fazer a reestruturação da aplicação cliente, foi feita a análise do código da mesma.
Durante este processo verificou-se que as soluções e tecnologias implementadas não eram
as melhores devido a serem pouco eficientes e confusas. Através da análise comparativa das
formas de armazenamento local no browser, por exemplo, verificou-se que a localStorage
era a mais fácil de usar e mais rápida nas suas operações, a qual foi incluída na nova
aplicação cliente. Além disso, o teste de obtenção da informação do serviço Capabilities
efetuado a ambas as versões da aplicação cliente mostrou que a nova versão teve melhorias
consideráveis nos tempos de resposta. Além disso, quanto à estruturação, a nova versão
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apresenta camadas independentes para a obtenção, tratamento e apresentação dos dados,
tornando-a assim mais elegível.
Para a implementação da receção dos eventos ONVIF de forma assíncrona na aplicação
cliente, foi necessário refletir sobre um modelo que integrasse os SSE, o FastCGI e a bib-
lioteca UMOC. Inicialmente foi descoberta teoricamente uma solução que seguia o modelo
REST do serviço web. No entanto, foi necessário desenvolver uma solução diferente desta
perspetiva, uma vez que a primeira não foi conseguida ser implementada. Apesar disso, o
objetivo foi cumprido.
Devido aos plug-ins estarem em vias de extinção nos browsers foi necessário fazer um
estudo das soluções possíveis para fazer o streaming dos dispositivos ONVIF NVT. Do
estudo efetuado verificou-se que a melhor solução é dependente do que o utilizador pre-
tende. A solução por polling requer uma quantidade de pedidos à câmara variável de
acordo com a frequência de atualização de imagens. Para uma exibição fluída do streaming
são necessários 30 pedidos por segundo. Já a solução por armazenamento requer processa-
mento adicional no servidor. Ou seja, a solução mais viável depende do tipo de utilização
do stream. Atualmente, o stream pode ser consultado por polling.
6.2 trabalho futuro
O servidor Node.js é uma aplicação bastante utilizada hoje em dia para fornecimento de
conteúdo dinâmico através do protocolo HTTP. Sendo este um servidor promissor, poder-
se-á proceder à adaptação da API REST na linguagem JavaScript, assim como o encapsula-
mento da biblioteca UMOC num módulo [66] para que este possa ser adicionado aos resul-
tados comparativos. Uma vez que o JavaScript é uma linguagem que assenta num modelo
assíncrono e visto que o Node.js foi desenvolvido para criar aplicações web escaláveis [67],
é possível que o desempenho melhore relativamente.
Os testes de desempenho realizados aos servidores foram efetuados numa única máquina
virtual, ou seja, as ferramentas de teste faziam os testes aos servidores web na própria
máquina. Apesar dos resultados fornecerem uma perceção aproximada da realidade, po-
dem ser melhor aprofundados em ambiente mais realista. Isto significa que, devem ser
realizados tanto os testes que aqui foram feitos como outros cujo o tamanho da resposta
seja uma média da dimensão das respostas ONVIF. Além disso, esses testes devem ser
realizados numa rede local, para não introduzir ruído externo, com duas máquinas: uma
que irá hospedar os servidores web e outra que irá fazer os testes de desempenho. Deste
modo, os resultados podem diferenciar em duas perspetivas: o número de pedidos por
segundo aumenta, devido à ausência de competição de recursos entre as ferramentas de
teste e o servidor, ou o número de pedidos por segundo diminui, devido aos meios de
transmissão limitarem a transferência de dados. Através dos resultados, deve-se ainda ex-
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plorar as diretivas worker_connections e worker_processes do NGINX, por forma a obter
uma configuração mais ajustada.
A segurança das credenciais de acesso da câmara também pode ser melhorada. Sabendo
que estas são armazenadas no browser e, como foi explicado anteriormente, este não é um
local seguro para manter estes dados, então as soluções encontradas são:
• Utilizar cookies para o controlo de acesso e os dados sensíveis não eram armazenados
no browser;
• Continuar a utilizar a localStorage ou IndexedDB, mas sem guardar os dados em
claro. Ou seja, primeiro seriam enviados para o servidor para serem encriptados e só
depois armazenados de forma encriptada.
A versão atual da aplicação cliente apenas suporta a solução de streaming por polling.
No entanto, já foi verificado que a solução por armazenamento do stream em sucessivos
vídeos é possível. Desta forma, poderá ser incluída uma funcionalidade que permita ao
utilizador escolher entre visualizar o streaming por polling, podendo ainda definir a taxa de
atualização, ou por armazenamento.
Apesar dos Web Workers terem sido estudados, não foram aplicados neste projeto. No
entanto, poderá vir a ser utilizado na descodificação do vídeo para a apresentação do
mesmo no elemento <canvas> do HTML5 [68].
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A
A N E X O S
a configurações dos servidores em ambiente de teste
Mutex file:${APACHE_LOCK_DIR} default
PidFile ${APACHE_PID_FILE}
Timeout 300
KeepAlive On
MaxKeepAliveRequests 100
KeepAliveTimeout 5
User ${APACHE_RUN_USER}
Group ${APACHE_RUN_GROUP}
HostnameLookups Off
ErrorLog ${APACHE_LOG_DIR }/ error.log
LogLevel warn
IncludeOptional mods -enabled /*.load
IncludeOptional mods -enabled /*. conf
Include ports.conf
<Directory />
Options FollowSymLinks
AllowOverride None
Require all denied
</Directory >
<Directory /usr/share >
AllowOverride None
Require all granted
</Directory >
<Directory /var/www/>
Options Indexes FollowSymLinks
AllowOverride None
Require all granted
</Directory >
AccessFileName .htaccess
<FilesMatch "^\.ht">
Require all denied
</FilesMatch >
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LogFormat "%v:%p %h %l %u %t \"%r\" %>s %O \"%{ Referer}i\" \"%{User -Agent}i\""
vhost_combined
LogFormat "%h %l %u %t \"%r\" %>s %O \"%{ Referer}i\" \"%{User -Agent}i\""
combined
LogFormat "%h %l %u %t \"%r\" %>s %O" common
LogFormat "%{ Referer}i -> %U" referer
LogFormat "%{User -agent}i" agent
IncludeOptional conf -enabled /*. conf
IncludeOptional sites -enabled /*. conf
#
# Ficheiro: /etc/apache2/sites -enabled/onvif.conf
#
<IfModule scgi_module >
SCGIMount /cgi -bin/ 127.0.0.1:8000
</IfModule >
<IfModule fcgid_module >
AddHandler fcgid -script .fcgi
FcgidMaxProcesses 50
FcgidIdleTimeout 90
FcgidOutputBufferSize 1
FcgidMaxProcessesPerClass 20
FcgidCmdOptions /var/www/Onvif/cgi -bin/umoc_rest.fcgi IdleTimeout 90
MinProcesses 4
FcgidErrorScanInterval 1
</IfModule >
<IfModule fastcgi_module >
AddHandler fastcgi -script .fcgi # you can put whatever extension you want
FastCgiConfig -flush -maxProcesses 50 -maxClassProcesses 20 -startDelay 1 -
killInterval 30 -idle -timeout 90
FastCgiServer /var/www/Onvif/cgi -bin/umoc_rest.fcgi -flush -idle -timeout 90
-processes 4
</IfModule >
<VirtualHost *:80>
AllowEncodedSlashes On
ScriptAlias /onvif/ "/var/www/Onvif/cgi -bin/umoc_rest.fcgi/"
DocumentRoot /var/www/Onvif/html
ServerName onvifumoc.com
ServerAdmin admin@onvifumoc.com
ServerAlias www.onvifumoc.com
LogLevel info
ErrorLog ${APACHE_LOG_DIR }/ error.log
CustomLog ${APACHE_LOG_DIR }/ access.log combined
Alias /cgi -bin/ "/var/www/Onvif/cgi -bin/"
<Directory "/var/www/Onvif/cgi -bin">
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AllowOverride None
Options +ExecCGI -MultiViews +SymLinksIfOwnerMatch
Require all granted
SetEnv no-gzip
</Directory >
</VirtualHost >
Código A.1: Configuração no Apache
user www -data;
worker_processes 4;
pid /run/nginx.pid;
events {
worker_connections 768;
}
http {
sendfile off;
tcp_nopush on;
tcp_nodelay on;
keepalive_timeout 65;
types_hash_max_size 2048;
include /etc/nginx/mime.types;
default_type application/octet -stream;
access_log /var/log/nginx/access.log;
error_log /var/log/nginx/error.log debug;
gzip on;
gzip_disable "msie6";
include /etc/nginx/conf.d/*.conf;
include /etc/nginx/sites -enabled /*;
}
#
#Ficheiro: /etc/nginx/sites -enabled/onvif.conf
#
server {
listen 80 default_server;
listen [::]:80 default_server ipv6only=on;
root /var/www/Onvif/html;
index index.html index.htm;
server_name onvifumoc.com;
location /onvif/cgi -bin/ {
alias /var/www/Onvif/cgi -bin;
fastcgi_pass unix:/var/tmp/nginx/fcgi -testejson.socket;
include fastcgi_params;
}
}
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Código A.2: Configuração no Nginx
server.modules = (
"mod_access",
"mod_alias",
"mod_compress",
"mod_redirect",
"mod_rewrite",
)
server.document -root = "/var/www"
server.upload -dirs = ( "/var/cache/lighttpd/uploads" )
server.errorlog = "/var/log/lighttpd/error.log"
server.pid -file = "/var/run/lighttpd/lighttpd.pid"
server.username = "www -data"
server.groupname = "www -data"
server.port = 80
index -file.names = ( "index.php", "index.html", "index.lighttpd.
html" )
url.access -deny = ( "~", ".inc" )
static -file.exclude -extensions = ( ".php", ".pl", ".fcgi" )
compress.cache -dir = "/var/cache/lighttpd/compress/"
compress.filetype = ( "application/javascript", "text/css", "text/
html", "text/plain" )
include_shell "/usr/share/lighttpd/create -mime.assign.pl"
include_shell "/usr/share/lighttpd/include -conf -enabled.pl"
$HTTP["host"]=~"(^|\.) onvifumoc \.com($|/)"{
server.document -root = "/var/www/Onvif"
server.errorlog = "/var/log/lighttpd/onvifumoc/error.log"
accesslog.filename = "/var/log/lighttpd/onvifumoc/access.log"
fastcgi.debug =1
fastcgi.server = ( "/onvif/testejson" =>
((
"socket" => "/var/tmp/fcgi -testejson.socket",
"bin -path" => "/var/www/Onvif/cgi -bin/testejson.fcgi",
"max -procs" => 4,
"disable -time" => 2,
"check -local" => "disable"
))
)
}
Código A.3: Configuração do Lighttpd
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b código dos scripts de teste
#ifndef lint
static const char rcsid [] = "$Id: tests ,v 1.9 2001/11/20 03:23:21 robs Exp $";
#endif /* not lint */
#include "fcgi_config.h"
#include <pthread.h>
#include <sys/types.h>
#ifdef HAVE_UNISTD_H
#include <unistd.h>
#endif
#include "fcgiapp.h"
#include <jsoncpp/json/json.h>
#include <string >
#include <cstring >
#include <stdlib.h>
#include <stdio.h>
#include <sstream >
#define LOOPVALUE 10000
#define THREAD_COUNT 20
static int counts[THREAD_COUNT ];
std:: string urldecode(std:: string &eString) {
std:: string ret;
char ch;
int j;
unsigned int i;
for (i=0; i<eString.length (); i++) {
if (int(eString[i])==37) {
sscanf(eString.substr(i+1,2).c_str(), "%x", &j);
ch=static_cast <char >(j);
ret+=ch;
i=i+2;
} else {
ret+= eString[i];
}
}
return (ret);
}
std::map <std::string ,std::string > parseQS(std:: string qs){
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std::map <std::string ,std::string > response;
qs += '&';
std:: size_t numQuery = qs.find_first_of("&");
if(numQuery == std:: string ::npos){ //se existir apenas um par chave valor
std:: string key=qs.substr (0,(qs.find_first_of("=")));// em key esta a
chave
key.assign(urldecode(key));
std:: string value=qs.substr ((qs.find_first_of("="))+1);// em value
esta o valor
value.assign(urldecode(value));
response.insert ( std::pair <std::string ,std::string >(key ,value));
}
else{
int temp =0;
std:: string key ,value ,query;
while(numQuery != std:: string ::npos){
query=qs.substr(temp ,numQuery);
key=query.substr (0,( query.find_first_of("=")));// em key esta a
chave
key.assign(urldecode(key));
value=query.substr ((query.find_first_of("="))+1);// em value esta
o valor
value.assign(urldecode(value));
temp=numQuery +1;
if (( numQuery=qs.find_first_of("&",numQuery +1)) == std:: string ::
npos)
value=value.substr (0,(value.size()));
response.insert ( std::pair <std::string ,std::string >(key ,value));
}
}
return response;
}
char* toJSON(std:: string key1 , Json:: Value value1) {
Json::Value jsonOut = Json::Value(Json:: objectValue);
jsonOut[key1] = value1;
Json:: FastWriter writer;
std:: string jsonInStr = writer.write(jsonOut);
return (char*) jsonInStr.c_str ();
}
std:: string createJson(std:: string key1 , Json::Value value1 , int k){
Json::Value jsonOut = Json::Value(Json:: objectValue);
int i;
std:: stringstream ss;
for(i=0;i<k;i++){
ss << key1 << i ;
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jsonOut[ss.str()]= value1;
ss.clear ();
ss.str("");
}
Json:: FastWriter writer;
std:: string jsonInStr = writer.write(jsonOut);
return jsonInStr;
}
Código A.4: Secção de código partilhado por todos os scripts de teste
int main(int argc , char const *argv [])
{
unsigned int count =0;
char* qs;
while(FCGI_Accept () >=0){
count ++;
if(getenv("QUERY_STRING") != NULL){
qs=getenv("QUERY_STRING");
}
std::map <std::string ,std::string > qsParsed=parseQS(qs);
int i=0;
printf("Cache -control: no cache\r\n");
printf("Content -type: application/json\r\n");
if (qsParsed["type"] == "sysTimeDate")
{
printf("\r\n");
Json::Value r;
r["status"]["value"] = 1;
r["status"]["msg"] = "Sucesso!";
Json:: FastWriter writer;
std:: string strTemp = writer.write(r);
char* temp=& strTemp [0u];
printf("%s\n", temp);
fflush(stdout);
}
else{
if(qsParsed["quantity"] == "lotOfJson") i=LOOPVALUE;
if(qsParsed["quantity"] == "bitOfJson") i=494;
if(i>0){
std:: string strTemp = createJson("nome", Json::Value("Jose Varela"), i
);
char* temp=& strTemp [0u];//Para evitar o c_str (), uma vez que e
limitado no tamanho
printf("\r\n");
printf("%s", temp);
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}
else{
printf("%s", toJSON("ERRO",Json:: Value("Nao foi especificado a
quantidade de mensagens")));
}
}
}
return 0;
}
Código A.5: Secção de código exclusivo do script com uma thread
static void *doit(void *a)
{
int rc, i;
long thread_id = (long)a;
pid_t pid = getpid ();
FCGX_Request request;
char* qs;
FCGX_InitRequest (&request , 0, 0);
for (;;)
{
static pthread_mutex_t accept_mutex = PTHREAD_MUTEX_INITIALIZER;
static pthread_mutex_t counts_mutex = PTHREAD_MUTEX_INITIALIZER;
pthread_mutex_lock (& accept_mutex);
rc = FCGX_Accept_r (& request);
pthread_mutex_unlock (& accept_mutex);
if (rc < 0)
break;
qs = FCGX_GetParam("QUERY_STRING", request.envp);
std::map <std::string ,std::string > qsParsed=parseQS(qs);
int i=0;
FCGX_FPrintF(request.out ,"Cache -control: no cache\r\n");
FCGX_FPrintF(request.out ,"Content -type: application/json\r\n");
if (qsParsed["type"] == "sysTimeDate")
{
FCGX_FPrintF(request.out ,"\r\n");
Json::Value r;
r["status"]["value"] = 1;
r["status"]["msg"] = "Sucesso!";
Json:: FastWriter writer;
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std:: string strTemp = writer.write(r);
char* temp=& strTemp [0u];
FCGX_FPrintF(request.out ,"%s\n", temp);
}
else{
if(qsParsed["quantity"] == "lotOfJson") i=LOOPVALUE;
if(qsParsed["quantity"] == "bitOfJson") i=494;
if(i>0){
std:: string strTemp = createJson("nome", Json::Value("Jose
Varela"), i);
char* temp=& strTemp [0u];//Para evitar o c_str (), uma vez que e
limitado no tamanho
FCGX_FPrintF(request.out ,"\r\n");
FCGX_FPrintF(request.out ,"%s", temp);
}
else{
FCGX_FPrintF(request.out ,"%s", toJSON("ERRO",Json::Value("Nao
foi especificado a quantidade de mensagens")));
}
}
FCGX_Finish_r (& request);
}
return NULL;
}
int main(void)
{
int i;
pthread_t id[THREAD_COUNT ];
FCGX_Init ();
for (i = 1; i < THREAD_COUNT; i++)
pthread_create (&id[i], NULL , doit , (void*)i);
doit (0);
return 0;
}
Código A.6: Secção de código exclusivo do script com vinte threads
static void *doit(FCGX_Request *request , long thread_count)
{
pid_t pid = getpid ();
char* qs;
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qs = FCGX_GetParam("QUERY_STRING", request ->envp);
std::map <std::string ,std::string > qsParsed=parseQS(qs);
int i=0;
FCGX_FPrintF(request ->out ,"Cache -control: no cache\r\n");
FCGX_FPrintF(request ->out ,"Content -type: application/json\r\n");
if (qsParsed["type"] == "sysTimeDate")
{
FCGX_FPrintF(request ->out ,"\r\n");
Json::Value r;
r["status"]["value"] = 1;
r["status"]["msg"] = "Sucesso!";
Json:: FastWriter writer;
std:: string strTemp = writer.write(r);
char* temp=& strTemp [0u];
FCGX_FPrintF(request ->out ,"%s\n", temp);
}
else{
if(qsParsed["quantity"] == "lotOfJson") i=LOOPVALUE;
if(qsParsed["quantity"] == "bitOfJson") i=494;
if(i>0){
std:: string strTemp = createJson("nome", Json::Value("Jose
Varela"), i);
char* temp=& strTemp [0u];//Para evitar o c_str (), uma vez que e
limitado no tamanho
FCGX_FPrintF(request ->out ,"\r\n");
FCGX_FPrintF(request ->out ,"%s", temp);
}
else{
FCGX_FPrintF(request ->out ,"%s", toJSON("ERRO",Json::Value("Nao
foi especificado a quantidade de mensagens")));
}
}
FCGX_Finish_r(request);
delete request;
return NULL;
}
using namespace std;
int main(void)
{
int rc;
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long thread_count = 0;
FCGX_Init ();
while (1) {
FCGX_Request *request;
try {
request = new FCGX_Request;
FCGX_InitRequest(request , 0, 0);
rc = FCGX_Accept_r(request);
if (rc < 0)
break;
thread* th = new thread(doit , request , ++ thread_count);
th ->detach ();
} catch (bad_alloc &e) {
FCGX_FPrintF(request ->err , "Could not allocate memory for
FCGX_Request: %s", e.what());
sleep (15);
} catch(system_error &e) {
FCGX_FPrintF(request ->err , "Could not allocate memory for thread:
%s", e.what());
sleep (15);
}
}
return 0;
}
Código A.7: Secção de código exclusivo do script com threads dinâmicas
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C. Comandos executados para os testes
c comandos executados para os testes
spawn -fcgi - f "/var/www/Onvif/cgi -bin/[nome\_script ].fcgi" -F "4" -s "/var/
tmp/nginx/fcgi -[nome\_script ]. socket" -u www -data -g adm
Código A.8: Comando de inicialização do FastCGI no Nginx
watch --color -n 2 -t "ps -o pcpu ,pmem ,comm -C ['apache2 '-'nginx '-'lighttpd ']
-C 'testejson.fcgi' >> AB_log_perf_apache_fcgid.log" &
Código A.9: Conjunto de comandos para monitorizar o consumo de recursos
ab -n 1000 -c [1 -10 -50 -75 -100 -250 -500 -750 -1000] "http :// onvifumoc.com/cgi -bin/
testejson.fcgi?quantity=lotOfJson" >> AB_log_apache_fcgid.log
Código A.10: Comando para executar os testes do ApacheBench
weighttp -n 1000 -c [1 -10 -50 -75 -100 -250 -500 -750 -1000] "http :// onvifumoc.com/
cgi -bin/testejson.fcgi?quantity=lotOfJson" >> AB_log_apache_fcgid.log
Código A.11: Comando para executar os testes do Weighttp
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d resultados dos testes aos servidores
Figura 39.: Total de pedidos falhados durante os testes do ApacheBench para 20 threads
Figura 40.: Total de pedidos falhados durante os testes do Weighttp para 20 threads
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Figura 41.: Média de respostas com sucesso por segundo medidos pelo ApacheBench para 20 threads
Figura 42.: Média de respostas com sucesso por segundo medidos pelo Weighttp para 20 threads
Legenda das próximas tabelas:
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• conc - Número de pedidos em simultâneo
• svCPU - % média de consumo de CPU por processo do script
• svNP - Número de processos do servidor
• scCPU - % média de consumo de CPU por processo do servidor
• scNP - Número de processos do script
• svMEM - % média de consumo de memória por processo do script
• scMEM - % média de consumo de memória por processo do servidor
• totCPU - Relação CPU - ([svNP]*[svCPU])+([scNP]*[scCPU])
• totMEM - Relação Memória - ([svNP]*[svMEM])+([scNP]*[scMEM])
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,27 4,00 76,42 1,00 0,23 0,60 77,49 2,65
10 0,67 4,00 67,98 1,00 0,19 0,65 70,66 2,80
50 1,07 5,00 66,56 1,00 0,20 0,77 71,90 4,07
75 1,32 6,00 66,62 1,00 0,23 0,87 74,52 5,47
100 1,31 8,00 65,59 2,00 0,23 0,89 141,63 7,58
250 1,45 8,00 62,28 5,00 0,20 0,86 323,03 7,83
500 1,57 8,00 21,34 12,00 0,14 0,85 268,66 8,50
750 1,16 8,00 10,38 15,00 0,13 0,82 165,00 8,52
1000 0,97 8,00 7,15 17,00 0,17 0,86 129,35 9,77
Tabela 1.: Resultados obtidos para o script de 1 thread com o ApacheBench para o mod_fastcgi do
Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,41 4,00 78,97 1,00 0,51 0,32 80,62 2,38
10 0,89 4,00 78,91 1,00 1,29 0,35 82,47 5,49
50 1,35 5,00 91,52 1,00 2,57 0,41 98,28 13,25
75 1,80 6,00 97,44 1,00 2,77 0,47 108,26 17,09
100 1,72 8,00 99,54 1,00 2,91 0,49 113,34 23,80
250 1,60 8,00 85,16 6,00 2,76 0,50 523,78 25,04
500 1,41 8,00 20,93 16,00 1,85 0,47 346,14 22,30
750 0,99 9,00 11,38 19,00 1,52 0,45 225,11 22,21
1000 1,29 8,00 9,33 20,00 1,24 0,52 196,94 20,38
Tabela 2.: Resultados obtidos para o script de 20 threads com o ApacheBench para o mod_fastcgi do
Apache
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,93 4,00 79,40 1,00 0,26 0,32 83,10 1,35
10 1,43 4,00 78,76 1,00 0,76 0,35 84,47 3,38
50 1,93 6,00 74,23 6,00 1,62 0,42 456,94 12,23
75 2,02 6,00 28,70 11,00 1,92 0,46 327,84 16,60
100 1,60 9,00 18,11 14,00 1,87 0,45 267,86 23,09
250 1,47 9,00 12,72 20,00 1,55 0,45 267,61 22,89
500 1,32 8,00 10,00 20,00 1,39 0,47 210,52 20,55
750 0,95 8,00 8,41 20,00 1,15 0,45 175,79 18,15
1000 1,06 8,00 7,40 20,00 1,12 0,52 156,43 19,33
Tabela 3.: Resultados obtidos para o script de threads dinâmicas com o ApacheBench para o
mod_fastcgi do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,37 8,00 7,43 17,00 0,11 0,76 137,20 7,87
10 1,27 5,00 6,99 17,00 0,15 0,78 125,18 6,38
50 1,42 5,00 7,18 16,00 0,19 0,81 121,95 7,02
75 1,67 6,00 7,24 16,00 0,19 0,84 125,77 8,17
100 1,79 8,00 7,33 16,00 0,18 0,85 131,63 9,63
250 1,69 8,00 7,33 16,00 0,16 0,85 130,86 9,46
500 1,77 8,00 7,47 17,00 0,17 0,88 141,12 10,01
750 1,31 8,00 6,55 20,00 0,17 0,86 141,46 10,24
1000 1,33 7,00 6,25 20,00 0,17 0,80 134,28 9,01
Tabela 4.: Resultados obtidos para o script de 1 thread com o Weighttp para o mod_fastcgi do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,21 8,00 9,03 20,00 0,61 0,49 190,23 14,60
10 1,19 5,00 8,19 20,00 0,45 0,48 169,86 11,85
50 1,33 5,00 7,97 20,00 0,63 0,48 166,14 12,81
75 1,47 6,00 7,81 20,00 0,91 0,50 164,91 15,50
100 1,52 7,00 7,67 20,00 1,07 0,52 164,00 17,82
250 1,45 8,00 7,53 20,00 1,31 0,50 162,12 20,45
500 1,48 8,00 7,38 20,00 1,34 0,48 159,50 20,27
750 1,10 8,00 7,03 20,00 1,15 0,45 149,35 18,16
1000 0,95 8,00 6,75 20,00 1,21 0,47 142,50 19,14
Tabela 5.: Resultados obtidos para o script de 20 threads com o Weighttp para o mod_fastcgi do
Apache
102
D. Resultados dos testes aos servidores
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,61 8,00 5,87 20,00 0,82 0,44 122,30 15,33
10 0,75 5,00 5,66 20,00 0,83 0,45 117,00 13,10
50 0,94 5,00 5,71 20,00 0,96 0,47 118,81 14,17
75 1,07 6,00 5,73 20,00 1,08 0,48 120,94 16,11
100 1,26 8,00 5,75 20,00 1,13 0,47 125,06 18,51
250 1,24 8,00 5,77 20,00 1,29 0,45 125,20 19,28
500 1,50 8,00 5,78 20,00 1,28 0,43 127,59 18,77
750 1,23 8,00 5,65 20,00 1,08 0,40 122,75 16,75
1000 1,09 8,00 5,48 20,00 1,18 0,42 118,38 17,87
Tabela 6.: Resultados obtidos para o script de threads dinâmicas com o Weighttp para o mod_fastcgi
do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,47 4,00 60,30 1,00 0,12 0,30 62,18 1,32
10 0,95 4,00 49,57 10,00 0,19 0,30 499,49 3,05
50 1,66 5,00 14,52 20,00 0,20 0,31 298,81 5,58
75 2,58 6,00 8,41 20,00 0,18 0,33 183,65 5,49
100 2,15 8,00 6,90 20,00 0,17 0,30 155,18 5,86
250 1,15 8,00 6,35 20,00 0,17 0,33 136,25 6,07
500 0,81 8,00 5,82 20,00 0,15 0,30 123,00 5,30
750 0,64 8,00 5,24 20,00 0,12 0,25 109,90 4,50
1000 1,11 8,00 5,19 20,00 0,16 0,31 112,65 5,77
Tabela 7.: Resultados obtidos para o script de 1 thread com o ApacheBench para o mod_fcgid do
Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,47 4,00 60,30 1,00 0,12 0,30 62,18 0,77
10 0,95 4,00 49,57 10,00 0,19 0,30 499,49 3,74
50 1,66 5,00 14,52 20,00 0,20 0,31 298,81 7,15
75 2,58 6,00 8,41 20,00 0,18 0,33 183,65 7,59
100 2,15 8,00 6,90 20,00 0,17 0,30 155,18 7,40
250 1,15 8,00 6,35 20,00 0,17 0,33 136,25 7,95
500 0,81 8,00 5,82 20,00 0,15 0,30 123,00 7,15
750 0,64 8,00 5,24 20,00 0,12 0,25 109,90 6,07
1000 1,11 8,00 5,19 20,00 0,16 0,31 112,65 7,52
Tabela 8.: Resultados obtidos para o script de 20 threads com o ApacheBench para o mod_fcgid do
Apache
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,50 4,00 89,33 1,00 0,24 0,30 91,32 1,27
10 0,79 5,00 50,00 10,00 0,18 0,29 503,93 3,81
50 1,61 5,00 15,22 20,00 0,20 0,31 312,35 7,19
75 1,79 6,00 8,42 20,00 0,17 0,33 179,09 7,53
100 1,38 8,00 7,23 20,00 0,20 0,32 155,62 8,02
250 0,93 8,00 6,75 20,00 0,20 0,31 142,46 7,75
500 1,05 8,00 6,30 20,00 0,16 0,29 134,33 7,06
750 0,86 6,00 5,78 20,00 0,13 0,24 120,80 5,60
1000 0,96 8,00 5,72 20,00 0,17 0,32 122,07 7,82
Tabela 9.: Resultados obtidos para o script de threads dinâmicas com o ApacheBench para o
mod_fcgid do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,01 8,00 5,12 20,00 0,10 0,34 110,58 4,78
10 0,90 5,00 4,92 20,00 0,13 0,34 102,99 4,26
50 1,02 5,00 4,93 20,00 0,14 0,34 103,69 4,47
75 1,64 6,00 4,87 20,00 0,13 0,35 107,28 4,61
100 1,44 8,00 4,75 20,00 0,12 0,35 106,42 5,21
250 0,96 8,00 4,61 20,00 0,12 0,33 99,83 5,07
500 0,90 8,00 4,48 20,00 0,11 0,34 96,83 4,98
750 0,85 8,00 4,26 20,00 0,13 0,32 92,00 5,27
1000 0,77 8,00 4,02 20,00 0,12 0,32 86,48 4,97
Tabela 10.: Resultados obtidos para o script de 1 thread com o Weighttp para o mod_fcgid do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,95 6,00 4,47 20,00 0,44 0,27 95,02 8,13
10 1,04 5,00 4,44 20,00 0,48 0,28 93,99 7,98
50 1,36 6,00 4,48 20,00 0,51 0,29 97,65 8,80
75 1,68 6,00 4,52 20,00 0,49 0,28 100,52 8,47
100 1,39 8,00 4,53 20,00 0,48 0,28 101,62 9,39
250 1,10 8,00 4,53 20,00 0,48 0,28 99,40 9,38
500 0,87 8,00 4,53 20,00 0,49 0,31 97,52 10,12
750 0,92 8,00 4,50 20,00 0,49 0,30 97,43 9,84
1000 1,12 8,00 4,45 20,00 0,46 0,26 98,03 8,96
Tabela 11.: Resultados obtidos para o script de 20 threads com o Weighttp para o mod_fcgid do
Apache
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,96 8,00 5,66 20,00 0,11 0,33 120,87 7,47
10 0,95 5,00 5,44 20,00 0,14 0,34 113,54 7,51
50 1,07 5,00 5,47 20,00 0,22 0,36 114,81 8,25
75 1,40 7,00 5,47 20,00 0,21 0,38 119,24 9,10
100 1,38 8,00 5,44 20,00 0,24 0,34 119,79 8,78
250 1,10 8,00 5,42 20,00 0,23 0,34 117,07 8,58
500 1,00 8,00 5,36 20,00 0,20 0,33 115,19 8,15
750 0,70 8,00 5,23 20,00 0,18 0,32 110,14 7,89
1000 0,73 8,00 5,07 20,00 0,23 0,33 107,21 8,45
Tabela 12.: Resultados obtidos para o script de threads dinâmicas com o Weighttp para o mod_fcgid
do Apache
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,17 1,00 6,97 4,00 0,13 0,18 29,05 0,72
10 2,24 1,00 12,28 4,00 0,19 0,20 51,36 0,94
50 2,83 1,00 16,52 4,00 0,16 0,20 68,92 0,85
75 3,22 1,00 19,03 4,00 0,18 0,23 79,32 0,97
100 3,47 1,00 20,56 4,00 0,19 0,27 85,72 1,02
250 3,58 1,00 21,43 4,00 0,18 0,34 89,30 1,06
500 3,70 1,00 22,17 4,00 0,17 0,57 92,38 1,23
750 3,80 1,00 22,72 4,00 0,15 0,78 94,68 1,38
1000 3,78 1,00 22,35 4,00 0,16 1,00 93,16 1,64
Tabela 13.: Resultados obtidos para o script de 1 thread com o ApacheBench para o Lighttpd
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,59 1,00 4,56 4,00 0,19 0,19 18,81 0,93
10 1,47 1,00 9,98 4,00 0,49 0,20 41,39 1,29
50 2,07 1,00 14,31 4,00 1,29 0,43 59,32 3,02
75 2,24 1,00 17,28 4,00 1,84 1,04 71,34 6,01
100 2,37 1,00 19,40 4,00 1,78 1,33 79,96 7,09
250 2,45 1,00 20,68 4,00 2,35 1,40 85,15 7,95
500 2,50 1,00 21,53 4,00 1,90 1,70 88,60 8,70
750 2,52 1,00 22,14 4,00 1,94 1,78 91,08 9,06
1000 2,52 1,00 22,20 4,00 1,13 1,88 91,30 8,65
Tabela 14.: Resultados obtidos para o script de 20 threads com o ApacheBench para o Lighttpd
105
D. Resultados dos testes aos servidores
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,81 1,00 6,56 4,00 0,13 0,20 27,07 0,93
10 1,70 1,00 12,84 4,00 0,32 0,20 53,04 1,12
50 2,30 1,00 17,44 4,00 1,03 0,23 72,07 1,96
75 2,44 1,00 20,37 4,00 2,05 0,61 83,91 4,50
100 2,45 1,00 22,43 4,00 4,63 0,95 92,15 8,43
250 2,36 1,00 24,11 4,00 8,45 1,43 98,81 14,15
500 2,10 1,00 20,17 4,00 8,85 3,09 82,79 21,21
750 1,70 1,00 11,46 4,00 8,27 3,20 47,55 21,07
Tabela 15.: Resultados obtidos para o script de threads dinâmicas com o ApacheBench para o Lighttpd
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 3,80 1,00 22,49 4,00 0,14 1,00 93,74 1,54
10 3,75 1,00 22,24 4,00 0,15 1,00 92,70 1,62
50 3,78 1,00 22,57 4,00 0,20 1,00 94,07 1,78
75 3,83 1,00 22,91 4,00 0,20 1,02 95,48 1,83
100 3,86 1,00 23,19 4,00 0,21 1,00 96,60 1,82
250 3,88 1,00 23,44 4,00 0,18 1,00 97,65 1,70
500 3,90 1,00 23,59 4,00 0,17 1,00 98,27 1,68
750 3,90 1,00 23,67 4,00 0,18 1,00 98,58 1,73
1000 3,90 1,00 23,57 4,00 0,16 1,00 98,18 1,64
Tabela 16.: Resultados obtidos para o script de 1 thread com o Weighttp para o Lighttpd
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 2,62 1,00 22,77 4,00 0,71 1,90 93,68 8,31
10 2,67 1,00 22,65 4,00 0,76 1,90 93,27 8,36
50 2,77 1,00 23,05 4,00 1,31 1,90 94,98 8,91
75 2,80 1,00 23,46 4,00 1,64 1,99 96,64 9,59
100 2,85 1,00 23,83 4,00 2,55 1,90 98,15 10,15
250 2,89 1,00 24,16 4,00 1,92 1,94 99,51 9,69
500 2,90 1,00 24,41 4,00 2,47 2,10 100,55 10,87
750 2,90 1,00 24,62 4,00 1,81 2,22 101,36 10,69
1000 2,90 1,00 24,55 4,00 2,37 2,32 101,08 11,65
Tabela 17.: Resultados obtidos para o script de 20 threads com o Weighttp para o Lighttpd
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,73 1,00 15,55 4,00 2,25 3,20 63,95 15,05
10 1,81 1,00 19,64 4,00 2,34 3,20 80,36 15,14
50 1,92 1,00 22,89 4,00 3,13 3,20 93,47 15,93
75 2,00 1,00 24,56 4,00 4,23 3,20 100,26 17,03
100 2,04 1,00 25,78 4,00 6,77 3,20 105,14 19,57
250 2,10 1,00 27,13 4,00 9,86 3,50 110,61 23,86
500 2,10 1,00 27,93 4,00 9,68 4,00 113,83 25,68
Tabela 18.: Resultados obtidos para o script de threads dinâmicas com o Weighttp para o Lighttpd
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 0,77 3,00 2,53 4,00 0,14 0,14 12,45 0,98
10 1,92 3,00 6,46 4,00 0,18 0,17 31,60 1,23
50 2,92 3,00 9,98 4,00 0,19 0,17 48,67 1,25
75 3,53 3,00 12,23 4,00 0,19 0,18 59,52 1,28
100 4,01 3,00 14,00 4,00 0,18 0,19 68,01 1,26
250 4,29 3,00 15,16 4,00 0,13 0,18 73,50 1,07
500 4,23 3,00 14,78 4,00 0,15 0,19 71,80 1,17
750 4,17 3,00 14,43 4,00 0,17 0,18 70,20 1,20
1000 4,08 3,00 14,10 4,00 0,10 0,17 68,65 0,90
Tabela 19.: Resultados obtidos para o script de 1 thread com o ApacheBench para o Nginx
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,07 3,00 1,63 4,00 0,38 0,16 9,70 1,79
10 2,26 3,00 4,32 4,00 0,60 0,17 24,06 2,46
50 3,17 3,00 7,28 4,00 1,50 0,19 38,60 5,23
75 3,73 3,00 9,57 4,00 2,03 0,20 49,49 6,88
100 4,10 3,00 11,34 4,00 2,61 0,20 57,69 8,64
250 4,33 3,00 12,54 4,00 1,86 0,18 63,13 6,30
500 4,26 3,00 12,55 4,00 2,28 0,21 62,98 7,66
750 4,27 3,00 12,69 4,00 1,66 0,20 63,55 5,79
1000 4,11 3,00 12,53 4,00 1,88 0,17 62,43 6,32
Tabela 20.: Resultados obtidos para o script de 20 threads com o ApacheBench para o Nginx
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 1,36 3,00 5,00 4,00 0,14 0,14 24,08 0,96
10 2,50 3,00 10,16 4,00 0,39 0,17 48,14 1,83
50 3,38 3,00 14,27 4,00 1,76 0,19 67,21 6,01
75 3,90 3,00 16,90 4,00 4,50 0,20 79,30 14,33
100 4,25 3,00 18,70 4,00 5,41 0,20 87,56 17,03
250 4,49 3,00 20,06 4,00 7,48 0,23 93,69 23,36
500 4,62 3,00 20,82 4,00 11,73 0,21 97,13 36,03
750 4,45 3,00 20,65 4,00 13,00 0,15 95,97 39,61
1000 4,33 3,00 21,50 3,00 7,33 0,10 77,50 22,30
Tabela 21.: Resultados obtidos para o script de threads dinâmicas com o ApacheBench para Nginx
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 4,01 3,00 14,29 4,00 0,16 0,17 69,20 1,14
10 4,06 3,00 14,60 4,00 0,15 0,17 70,58 1,12
50 4,19 3,00 15,27 4,00 0,17 0,17 73,67 1,17
75 4,33 3,00 15,97 4,00 0,18 0,18 76,87 1,27
100 4,46 3,00 16,56 4,00 0,14 0,18 79,62 1,12
250 4,55 3,00 17,03 4,00 0,12 0,18 81,78 1,00
500 4,52 3,00 16,75 4,00 0,15 0,20 80,55 1,20
750 4,49 3,00 16,57 4,00 0,10 0,17 79,73 0,90
1000 4,44 3,00 16,38 4,00 0,14 0,18 78,83 1,10
Tabela 22.: Resultados obtidos para o script de 1 thread com o Weighttp para o Nginx
conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 4,03 3,00 13,04 4,00 0,67 0,17 64,24 2,70
10 4,02 3,00 13,53 4,00 0,54 0,17 66,17 2,27
50 4,14 3,00 14,37 4,00 1,60 0,17 69,90 5,48
75 4,27 3,00 15,15 4,00 2,25 0,19 73,40 7,51
100 4,39 3,00 15,85 4,00 2,65 0,20 76,57 8,76
250 4,48 3,00 16,38 4,00 1,93 0,18 78,98 6,51
500 4,42 3,00 16,18 4,00 2,44 0,20 77,98 8,11
750 4,39 3,00 16,19 4,00 1,87 0,19 77,93 6,36
1000 4,37 3,00 16,08 4,00 1,76 0,18 77,40 6,02
Tabela 23.: Resultados obtidos para o script de 20 threads com o Weighttp para o Nginx
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conc svCPU svNP scCPU scNP svMEM scMEM totCPU totMEM
1 3,94 3,00 31,14 2,00 29,35 0,10 74,11 88,26
10 3,74 3,00 45,18 1,00 4,40 0,15 56,39 13,35
50 3,41 3,00 65,11 1,00 10,79 0,17 75,34 32,54
75 3,12 3,00 81,08 1,00 15,35 0,17 90,45 46,23
100 2,90 3,00 92,66 1,00 21,02 0,19 101,36 63,25
250 2,81 3,00 98,16 1,00 22,90 0,19 106,58 68,89
500 2,78 3,00 98,04 1,00 16,90 0,21 106,38 50,91
750 2,71 3,00 98,40 1,00 54,90 0,16 106,53 164,86
Tabela 24.: Resultados obtidos para o script de threads dinâmicas com o Weighttp para o Nginx
Figura 43.: Eficiência durante o ApacheBench para 20 threads
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E. URIs do serviço Event
e uris do serviço event
GET /
Devolve as URIs de serviço
GET /BasicNotification
Abre uma nova porta no servidor para receber os eventos (método HTTP associado aos
SSE). Ex:
onvifumoc.com/onvif/event,10.0.2.15%3A8000%2Fevent_service/BasicNotification
POST /BasicNotification
{timeout: [sec], filter: [term]}
Subscrição BasicNotification com duração em segundos especificada em timeout e fil-
tradas por term
DELETE /BasicNotification/[subsAddr]
Cancela a subscrição feita ao BasicNotification do endereço subsAddr
PUT /BasicNotification/[subsAddr]
{duration: [sec]}
Renova a subscrição com duração em segundos especificada duration feita ao BasicNoti-
fication do endereço subsAddr
GET /PullPointSubscription/[subsAddr]?timeout=[timeout]&nummsg=[nummsg]
Devolve os eventos do dispositivo subsAddr durante timeout segundos e nummsg máximo
de mensagens
POST /PullPointSubscription
{timeout: [sec]}
Subscrição PullPoint com duração em segundos especificada em timeout
DELETE /PullPointSubscription/[subsAddr]
Cancela a subscrição feita ao PullPoint do endereço subsAddr
PUT /PullPointSubscription/[subsAddr]
{duration: [sec]}
Renova a subscrição com duração em segundos especificada duration feita ao PullPoint
do endereço subsAddr
Tabela 25.: URIs do serviço Event
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F. Métodos da API de comunicação com as câmaras
f métodos da api de comunicação com as câmaras
Nome Método Parâmetros
get_DeviceMgmt_resources GET
Obter URIs do serviço "Device"
get_DeviceMgmt_DeviceInformation GET
Obter informações relativas ao dispositivo
get_DeviceMgmt_SystemDateAndTime GET
Obter informações relativas ao tempo
get_DeviceMgmt_capabilities GET
Obter informações do suporte de serviços ONVIF
get_DeviceMgmt_users GET update
Obter informações sobre os utilizadores
get_DeviceMgmt_ntp GET update
Obter as configurações NTP
get_DeviceMgmt_dns GET update
Obter as configurações DNS
get_DeviceMgmt_ddns GET update
Obter as configurações DDNS
get_DeviceMgmt_scopes GET update
Obter informações sobre os contextos
get_Media_resources GET
Obter URIs do serviço "Media"
get_Media_ConfigurationOptions GET
Obter as opções para configurar um perfil "Media"
get_Media_profiles GET
Obter informações dos perfis "Media"
get_Media_VideoSources GET
Obter informações sobre todas as entradas de vídeo disponíveis
get_Media_Codecs GET
Obter as resoluções e URIs de todos os codecs
get_Media_SnapshotURI GET
Obter a URI do snapshot
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get_DeviceIO_resources GET
Obter URIs do serviço "DeviceIO"
get_DeviceIO_RelayOutput GET
Obter as saídas físicas existentes
get_DeviceIO_DigitalInputs GET
Obter as entradas físicas existentes
get_DeviceIO_SerialPorts GET
Obter as portas série existentes
get_Imaging_resources GET
Obter URIs do serviço "Imaging"
get_Imaging_VideoSourceToken GET
Obter as propriedades da imagem de uma entrada de vídeo
get_PTZ_resources GET
Obter URIs do serviço "PTZ"
get_PTZ_MediaProfile GET
Obter o estado do "PTZ", de um perfil de "Media"
get_Events_resources GET
Obter URIs do serviço "Events"
update - forçar atualização dos dados
Tabela 26.: Métodos para obtenção de informação das câmaras utilizando a API de comunicação
com o serviço web
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Nome Método Parâmetros
set_DeviceMgmt_AddUser POST msg
Definir um novo utilizador
set_DeviceMgmt_RemoveUser DELETE
Remover um utilizador já existente
set_DeviceMgmt_EditUser PUT msg
Editar as informações de um utilizador
set_DeviceMgmt_SystemReset PUT msg
Restaurar para as configurações iniciais
set_DeviceMgmt_SystemReboot PUT msg
Reiniciar o dispositivo
set_DeviceMgmt_SystemAndDateTime PUT msg
Definir uma nova data do dispositivo
set_DeviceMgmt_AddScope POST msg
Adicionar um contexto
set_DeviceMgmt_RemoveScope DELETE
Eliminar um contexto
set_DeviceMgmt_NTP PUT msg
Ajustar as configurações de NTP
set_DeviceMgmt_DNS PUT msg
Ajustar as configurações de DNS
set_DeviceMgmt_DDNS PUT msg
Ajustar as configurações de DDNS
set_Media_SetSynchronizationPoint PUT msg
Sincroniza transmissão de vídeo/atualiza o estado PTZ e eventos de
um determinado perfil de "Media"
set_Media_StartMulticastStream PUT msg
Inicia stream multicast, se o perfil tiver as configurações multicast para
VideoEncoderConfiguration, AudioEncoderConfiguration e Metadata-
Configuration
set_Media_StopMulticastStream PUT msg
Pára stream multicast
set_Media_SetProfile PUT msg
Cria/Altera um perfil
set_Media_RemoveProfile DELETE
Remove um perfil
set_Events_CreatePullPointSubscription POST msg
Cria uma nova subscrição de eventos do tipo PullPoint
set_Events_StartBasicNotification POST msg
Cria uma nova subscrição de eventos do tipo BasicNotification
set_Events_UnsubscribePullPointSubscription DELETE
Remove subscrição de eventos existente do tipo PullPoint
set_Events_UnsubscribeBasicNotification DELETE msg
Remove subscrição de eventos existente do tipo BasicNotification
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Nome Método Parâmetros
set_Events_RenewPullPointSubscription PUT msg
Renova subscrição de eventos existente do tipo PullPoint
set_Events_RenewBasicNotification PUT msg
Renova subscrição de eventos existente do tipo BasicNotification
msg - corpo do pedido
Tabela 27.: Métodos para alteração de configurações das câmaras utilizando a API de comunicação
com o serviço web
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g serviços onvif suportados pela aplicação
Método Serviço Opção
GET Device
GET Device DeviceInformation
PUT Device Reboot
PUT Device SystemFactory (HardReset)
PUT Device SystemFactory (SoftReset)
GET Device Capabilities
GET Device SystemDateAndTime
PUT Device SystemDateAndTime
GET Device Scopes
POST Device Scopes
DELETE Device Scopes
GET Device NTP
PUT Device NTP
GET Device DNS
PUT Device DNS
GET Device DDNS
PUT Device DDNS
GET Device Users
POST Device Users
PUT Device Users
DELETE Device Users
GET Device Scopes
POST Device Scopes
DELETE Device Scopes
GET Device DNS
PUT Device DNS
GET Device DDNS
PUT Device DDNS
GET Device NTP
PUT Device NTP
GET Media
GET Media MediaOptions
GET Media Profiles
GET Media Codecs
GET Media VideoSources
GET Event
POST Event BasicNotification
POST Event PullPoint
Tabela 28.: Serviços ONVIF suportados pela a aplicação cliente
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