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Abstract
Object recognition from camera images is inher-
ently an ambiguous problem. Even when stereo vi-
sion techniques are used, it is difficult to perform
robust object recognition. Humans have a broad
knowledge about their environment and are able to
use this knowledge to reason in unknown environ-
ments.
In this paper we present a knowledge based sys-
tem to analyze single color and range images of in-
door scenes inspired by human visual perception.
The input images are recursively processed over
four layers of abstraction resulting in a semantic
scene description. A generic scene model of typical
indoor environments is used as a priori knowledge.
This model is encoded in semantic networks for
explicit knowledge representation. The developed
system is applied to images of artificial and real
world indoor scenes, where it demonstrates good
reconstruction rates.
1 Introduction
Visual scene analysis is the analysis of contents in
images showing spatially limited sections of the real
world. The scenes are three-dimensional, but dur-
ing the capturing process, they are projected onto a
two-dimensional image plane. This loss of informa-
tion renders the reconstruction from images an in-
herently under-determined problem. Therefore the
goal of knowledge-based scene analysis is to incor-
porate additional knowledge on the capturing pro-
cess and on the scene itself in order to answer at
least the two basic questions:
• Where are objects located in the scene?
• What objects are these?
Scene analysis based on color and range im-
ages is a important research problem, since such a
system is a key component for the automation in
many areas like autonomous and assisted driving,
Figure 1: A STORM3 wheelchair equipped with
a stereo vision system used for assisted and au-
tonomous navigation.
industrial manufacturing, traffic engineering, secu-
rity technologies, medicine, and environmental pro-
tection.
One application for the developed scene analy-
sis is VICTORIA [1]. The goal of this project is to
create a robotic wheelchair that is able to assist its
operator in difficult and unexpected driving situa-
tions. Figure 1 shows an experimental wheelchair,
equipped with stereo vision and a mobile computer
for image processing.
Tasks for such a system include autonomous
point-to-point navigation; avoidance of collisions
with walls, obstacles, and persons; avoidance of un-
secure driving areas such as stairs; and assisted nav-
igation in narrow passages such as doors. This re-
quires the detection of at least the floor as drivable
area, walls as boundaries of the floor, doors as pas-
sage to adjacent rooms, and the detection of static
and dynamic obstacles.
In this paper, we address these problems and
propose a theoretical and practical framework for
knowledge-based scene analysis. The result of this
scene analysis system is a semantic description of
the scene, perceived by the camera mounted on the
VICTORIA wheelchair. Our approach is funda-
mentally based on the principles of the human vi-
sual perception proposed by David Marr [17] and
Stephen Palmer [21]. The processing is recursively
grouped in different layers of abstraction and each
layer depends on a certain amount of a priori knowl-
edge. Our framework covers all layers with differ-
ent processing methods. We successfully applied
this framework to the problem of indoor scene anal-
ysis by using generic a priori knowledge on the ar-
chitectural structure of interiors for all processing
layers. The knowledge is encoded in semantic net-
works.
2 Previous Work
The problem of assisted and autonomous naviga-
tion in unknown environments is complex, because
a large number of scientific issues are involved in
this task. One main issue is the environment map-
ping. To navigate on drivable areas and to avoid col-
lisions with static and dynamic obstacles a robot has
to create a map of its vicinity to plan further actions.
Classically this problem is solved by simultaneous
localization and mapping (SLAM) of the environ-
ment. Research over the last two decades has led to
impressive results; see [24] for a recent survey. Sev-
eral successful algorithms emerged, among them
Relaxation [5], CEKF [11], SEIF [24], FastSLAM
[18], MLR [9], and TJTF [22]. Nearly all state-of-
the-art methods are probabilistic and most of them
are robust to noise and small variations of the envi-
ronment. Despite significant progress in this area,
it still poses great challenges. At present, we have
robust methods for mapping environments that are
static, structured, and of limited size. Mapping
unstructured, dynamic, or large-scale environments
remains largely an open research problem.
The outcome of classical SLAM approaches is a
two dimensional map showing the accessible area.
This is sufficient for simple navigation tasks. But
when it comes to more complex navigation tasks,
such as finding certain objects in an unknown en-
vironment or the interaction with humans, more
sophisticated descriptions of the environment are
required. We come to the conclusion that rather
than simply sensing for obstacles and adapting to
changes, we need technologies for understanding
environments and the dynamics of such environ-
ments. This is only achievable if we incorporate
additional knowledge for the mapping problem.
Earlier work done, for example by Kosaka and
Kak [14] suggests to use Bayesian methods that
combine visual cues from a monocular camera with
some a priori knowledge about the geometry of a
scene. The described navigation algorithm incor-
porates a CAD model of a building and tracks the
robot position by associating visual features in the
camera images, such as lines and corners with the
configuration in the prior model. However, this ap-
proach fails in new environments in which a CAD
model is not available beforehand.
More generic a priori knowledge has to be in-
corporated which is beyond the geometric informa-
tion about the different objects. For example, the
relationships of the detected objects to each other
must be considered. The use of this knowledge fi-
nally leads to a semantic description of the scene.
Liedtke and Ender demonstrated in [16] the con-
cepts of knowledge-based object recognition. The
problem was to recognize different workpieces in
gray scale images. To solve this problem, a high-
level symbolic description of geometric primitives,
such as edges and circles and the relation between
these primitives, was used to distinguish between
objects. A similar approach was used by Grau in
[10] to reconstruct the three dimensional structure
of building exteriors and by To¨njes [25] to recon-
struct landscapes from aerial photos.
3 Conceptual Model
The approach we use is based on the human vi-
sual perception. According to recent research, it is
clear nowadays that we have a tremendous amount
of knowledge about objects that surround us, and
that we are able to use this knowledge for recogni-
tion and reconstruction in visual cues.
One theoretical model to describe the visual per-
ception of humans is based on the ideas of Marr
[17]. Palmer [21] improved Marr’s theories and
came up with the model displayed in Figure 2. This
model constitutes the foundation for our scene anal-
ysis system.
Palmer’s model is organized in four layers and
Figure 2: Image based scene analysis system.
the degree of abstraction is increased in each layer.
The retinal image of the perceived scene is the in-
put for the image-based processing layer. This first
stage registers the views of both eyes and extracts
low-level image primitives, such as corners, edges,
and homogeneous patches. These primitives are di-
rectly grouped into useful topologies like straight
lines, polygons, etc. The surface-based processing
layer provides the transition from two dimensional
images to a three dimensional surface by combin-
ing multiple views. Marr denotes the result of this
layer a 2.5D sketch, because only the visible sur-
face of objects is analyzed. A substantial three di-
mensional representation is created in the object-
based processing layer. The surface of objects is
complemented with assumptions on occluded parts
of the scene. The category-based processing layer
finally sorts the extracted objects into groups ac-
cording to their appearance, their spatial relation,
or other properties. This layer incorporates high-
level knowledge on not visible properties of objects
like functionality and condition. The outcome of
this layer is a high-level symbolic description of the
perceived scene.
The main difference between Palmer’s model of
the human perception and commonly used models
for scene reconstruction is, that Palmer’s model is a
recursive model with bottom-up and top-down pro-
cessing directions. This allows the human percep-
tion to make use of knowledge from higher process-
Figure 3: A subset out of the semantic concept net
used for indoor scene analysis.
ing layers to create low-level assumptions.
4 Knowledge-Based Scene Analysis
The developed scene analysis system is based on the
conceptual model developed by Palmer. Figure 2
shows the structure of our knowledge-based scene
analysis system. The semantic scene model is the
result of the highest processing layer.
The system is based on declarative and proce-
dural knowledge. The knowledge base stores and
manages the declarative knowledge in semantic net-
works, while the procedural knowledge is used to
process the image data. The following sections will
outline the system’s functional parts and how data
is processed in each abstraction layer.
4.1 Semantic Concepts
As discussed earlier, abstract a priori knowledge has
to be incorporated in the scene analysis process. In
our system, the knowledge is encoded in a seman-
tic network called a concept net (Figure 3). The
results of each processing layer are represented as
nodes in this network. To connect the nodes, sev-
(a) First run without floor hypothesis.
(b) Second run with floor hypothesis.
(c) Forth run with floor hypothesis.
Figure 4: Image segmentation with and without top-
down hypothesis.
eral edge types are used. The part-of edge decom-
poses a model in different parts (wall, floor, etc.),
while the concrete-of edge provokes an organiza-
tion of the model in abstraction layers. Spatial re-
lations of scene objects are defined by edge types
such as above, under, parallel, etc. A subset of the
used network is displayed in Figure 3.
The concept net is a structured generic scene
model, because only general knowledge on indoor
scenes is used.
4.2 Semantic Instances
During the analysis process, instances are generated
out of the concepts. Instances represent a connec-
tion between the conceptual model and the analysis
data. The final goal is to create a consistent instance
net with connections in all abstraction layers.
4.3 Processing
The scene analysis is a recursive process as illus-
trated in Figure 2. Two data flow directions are
differentiated: results from lower abstraction lay-
ers are propagated to higher abstraction layers in a
bottom-up data flow and hypotheses from higher ab-
straction layers are handed down to lower abstrac-
tion layers in a top-down data flow.
The scene analysis starts with the node indoor
scene (Figure 3). A top-down phase (Figure 2: 1–
3) creates an instantiation path for one concept, of
which indoor scene is dependent. For example, one
possible path would be:
Indoor Scene→ Floor→ 3D Plane→ ...→ Camera
A second phase walks through the instantiation path
bottom-up (Figure 2: 4–6), and creates instances for
all concepts in the path. In order to create instances,
instantiation methods are assigned to each concept.
For example, the concept camera calls a method to
trigger the image acquisition and the concept 2D re-
gion applies methods to perform an image segmen-
tation. The result of this phase is a partial scene
model. The two phases are repeated until either a
consistent model is found or a certain number of it-
erations is exceeded.
In further processing phases, the partial scene
model is used as top-down hypothesis. Figure 4
demonstrates how this helps to improve the analysis
results. The first example (Figure 4a) unveils that
the image is only segmented poorly (left). Conse-
quently, only few portions of the image are correctly
categorized as floor (right). In a second instantia-
tion phase (Figure 4b) the detected regions are ex-
cluded from processing and the segmentation pa-
rameters are adjusted (left), resulting in additional
floor regions (right). After four iterations almost all
floor regions are correctly identified.
4.4 Image-Based Processing Layer
The image-based processing Layer is the first layer
in the bottom-up processing. Its task is to extract
the relevant image features for further processing.
For the concept network shown in Figure 3, region
and edge features are analyzed in this layer.
A fundamental step in all image processing appli-
cations for object recognition is to transfer the high
dimensional raw image data into descriptions that
are better suited for pattern recognition. Compact
descriptions in terms of region and edge informa-
tion are used in our model. The former is repre-
sented by the concept 2D region and the latter by
the node line, as shown in Figure 3.
To create instances of the 2D region con-
cept, an edge-oriented segmentation algorithm
called Color Watershed with Adjacency Graph
Merge (CWAGM), proposed by Alvarado in [2], is
used. This method allows us, to limit an over-
segmentation of the image in large scales by means
of adjustable adjacency graphs.
The second method used in the image-based pro-
cessing layer is a method which extracts straight
lines based on the CWAGM regions. The creation
of instances of the node line is based on the fast
line extraction algorithm by Kim et al. [12]. This
method is used as an alternative to the well-known
Hough-Transform [6], which suffers from complex-
ity, coarse resolution, and lack of locality. The algo-
rithm extracts small line segments and groups them
into four categories according to their direction. A
second step combines segments from the same cat-
egory to straight lines.
The results of the image-based processing layer
are instances of the concepts line, 2D region. Also
instances are created for the concept camera, which
represents the image acquisition and for the concept
image, which comprises the color pixel data.
4.5 Surface-Based Processing Layer
The surface-based processing layer is the second
step towards a semantic scene description. The re-
sults of the previous layer are taken and comple-
mented with depth information. The goal of this
stage is to extract surfaces that belong to individual
objects. These surface patches are represented by
the concept 3D region as shown in Figure 3.
The processing in this layer starts with an instan-
tiation of the concept depth image. A block-based
stereo algorithm [13] is used, to generate a dispar-
ity map. With the disparities and intrinsic camera
parameters, a depth map is created. Since the depth
information is sparse and noisy, several filter tech-
niques [19, 23] are used to enhance the data.
The result of the image segmentation in the pre-
vious layer is most likely an over-segmentation of
the scene, even when advanced segmentation tech-
niques like the proposed CWAGM algorithm are
used. One reason for this is that ambiguities result-
ing from the projection can only be resolved by in-
corporating additional knowledge. In this layer, we
add three-dimensional information to find 2D re-
gions belonging to the same object, and we group
them together. The used method is the density-
Figure 5: A subset of the Concept Net describing
the semantic relations between scene objects.
based clustering algorithm DBSCAN [7]. The basic
idea is to find elements that are connected through
a certain density in a neighborhood.
4.6 Object-Based Processing Layer
For the object-based processing layer we have to
incorporate more specific knowledge about the ge-
ometry of a scene. For indoor environments we use
a “manhattan world” assumption [4] which means
that the environment contains mainly orthogonal
planes. In our model from Figure 3 we distinguish
between two basic objects: 3D plane and 3D cube.
For the detection of planes a robust fitting al-
gorithm based on the RANSAC [8] procedure is
used. This procedure is applied to all 3D region
instances. The algorithm is composed of three suc-
cessive steps:
1. Model-Hypothesis. Create a plane hypothe-
sis for each 3D region instance by randomly
picking a subset of points.
2. Model-Evaluation. Evaluate how many other
points from this region are corresponding to
this hypothesis. Drop and create new hypothe-
sis, if the number does not exceed a threshold.
3. Model-Refinement. Refine the hypothesis
within the found set of points.
Real world environments most likely contain
other, non-planar objects. Since we cannot provide
more specific knowledge for such objects, they are
simply modeled as a three-dimensional bounding
box with instances of the concept 3D cube.
4.7 Category-Based Processing Layer
The results of the category-based processing layer
are finally instances of the concepts floor, wall, ceil-
Figure 6: Categorization of scene objects by their
spatial position. Only objects that are completely or
partially in region II are navigation obstacles.
ing, and obstacle as shown in Figure 3. Algorithms
and a priori knowledge for the concept door is mo-
mentarily not implemented in our system.
The category-based layer constitutes the highest
layer of data interpretation. The classification done
in this layer comprises generic architectural knowl-
edge and specific knowledge on entities of the real
world. Based on the ideas of Grau [10], this knowl-
edge is included in the semantic concept network.
Two methods are used to categorize the objects ex-
tracted in the previous layer.
The first method is similar to the work of Nu¨chter
et al. in [20]. The relationships between the ob-
jects (i.e., above, next-to, parallel, orthogonal) are
encoded using different connections in the concept
net. The programming language Prolog is then used
to implement and externalize the semantic net in
Horn clauses. Prolog’s unification algorithm at-
tempts to assign a consistent labeling to all objects
based on the clauses. Possible labels for the Prolog
classification are floor, ceiling, wall, and obstacle.
All objects that couldn’t be labeled by Prolog
are classified with a second, rule-based approach
[3]. The space is partitioned into three horizontal
regions (Figure 6). Objects completely inside re-
gion III are assigned the floor class (A,B), while
objects completely inside region I are assigned
the ceiling class (E). Objects that are completely
or partially in region II are navigation obstacles
(C,D) and are assigned the obstacle class for sim-
plicity.
5 Experiments
To evaluate our automatic scene analysis system we
use two different environments. For the first experi-
ment we use a textured virtual reality model to cre-
ate undistorted input for the system. A stereo cam-
era system and real office environments are used in
the second experiment.
The recognition rate is calculated in both ex-
periments by back-tracking the detected scene in-
stances and color-labeling the corresponding image
regions. The results are then compared with manu-
ally labeled images.
The concept recognition rate for the concepts
C = {floor, wall, ceiling, obstacle} is defined
as
ξi =
ni
Ni
, i ∈ C (1)
with ni being the number of correct image pixels
for a concept i ∈ C and Ni being the number of all
image pixels occupied by this concept. The overall
recognition rate is then defined as:
ξall =
X
i∈C
ni
X
i∈C
Ni
. (2)
As control architecture, we use the rapid-
prototyping tool IMPRESARIO [15]. The different
components of our scene analysis system are real-
ized as modules for IMPRESARIO and connected
within a graph structure to generate the data flow.
5.1 Virtual Reality Environments
The results for scene analysis using scenes from the
virtual reality environment are shown in Table 1. In
this table the overall recognition rates of 12 individ-
ual scenes are compared to the individual recogni-
tion rates of the concepts floor, wall, ceiling, and
obstacle.
The resulting recognition rates demonstrate that
the scene analysis works very well on artificial test
data; an example is shown in Figure 8. The recog-
nition rate of obstacles (70.03%) is rather low com-
pared to the rates of other concepts. We belive the
reason is that the a priori knowledge used for this
concept is vague, because the characteristics of ob-
stacles are very diverse.
In a second experiment we add Gaussian noise
with variable standard deviations to the image (σI )
and the depth data (σD), in order to evaluate the
robustness of our system against noisy input data.
In Figure 7, the results for the overall recognition
rates are shown. Expectedly, the recognition rates
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Figure 7: Scene analysis results of virtual reality scenes with distorted color and depth images.
scene all floor wall ceil. obst.
V1 96.75 99.97 95.29 99.25 34.97
V2 98.16 99.99 98.02 98.17 36.36
V3 97.94 99.99 99.42 98.49 85.34
V4 98.12 97.41 98.34 98.87 78.89
V5 96.64 99.98 93.93 98.57 87.92
V6 98.21 99.87 98.13 98.43 76.73
V7 98.22 99.87 98.22 98.99 79.50
V8 94.99 99.10 87.19 99.82 91.00
V9 79.70 98.95 98.80 99.25 32.21
V10 93.45 97.84 95.81 98.98 53.52
V11 95.28 99.32 84.81 99.41 100.0
V12 93.48 95.19 78.67 99.95 94.69
mean 95.08 98.96 93.88 99.01 70.03
Table 1: Scene analysis recognition rates of virtual
reality scenes as percentage to manually labeled im-
ages.
are descending for higher noise levels. However, an
interesting observation is that they above a certain
level. This demonstrates that our system is not de-
pendent on a special segmentation or classification
algorithm. For example, even with very distorted
depth information (σD = 50 · 10−4), the system
is able to produce good results with just the color
image.
5.2 Real Indoor Environments
For further experiments we are using real world
scenes of typical office environments. For image
capturing, a Videre MDCS stereo camera system
[13] is used. The recognition rates for these scenes
are presented in Table 2 in the same way, as in the
previous section.
The overall recognition rates are significantly
lower, than the recognition rates for virtual environ-
scene all floor wall ceil. obst.
S1 90.86 95.38 87.69 ∗ 87.92
S2 78.42 94.04 61.53 ∗ 40.96
S3 74.58 98.00 43.42 91.06 46.86
S4 76.68 95.77 69.64 87.73 ∗
S5 79.70 93.95 72.00 81.91 ∗
S6 72.56 95.21 61.19 ∗ 82.06
S7 72.17 83.90 65.06 ∗ 86.15
S8 75.06 98.93 71.48 ∗ 34.33
S9 68.87 91.22 54.19 39.26 46.93
S10 71.64 93.71 58.96 31.52 63.73
S11 65.87 94.25 61.94 ∗ 67.51
S12 81.24 96.58 94.48 ∗ 8.22
mean 75.64 94.24 66.80 66.30 56.47
Table 2: Scene analysis recognition rates of real
world scenes as percentage to manually labeled im-
ages. Categories with ∗ entries are not available in
the data and are not considered.
ments. One reason for this is obviously the sparse
and erroneous depth information from the stereo vi-
sion algorithm, as demonstrated in Figure 10. The
second reason is that the real world scenes are far
more complex than the ones modeled in virtual re-
ality. For example, scene S1 (Figure 9) consists
of many different objects, such as the big closet,
the mirror, and the wash-basin. These objects are
not covered with our simple semantic model. The
recognition rates for the concept floor are very high
for all scenes (94.24%). This indicates that the used
a priori knowledge sufficiently covers the concept’s
properties.
6 Conclusion and Future Work
In this paper we have presented a framework for
knowledge-based scene analysis of indoor scenes.
The developed system is capable of deriving a se-
mantic scene description from image and range data
with the use of scene independent, generic a priori
knowledge. The resulting description distinguishes
between the four scene elements floor, wall, ceiling,
and obstacle.
We found that the system works extremely well
on artificial data from virtual reality models. The
overall reconstruction rate for these scenes is above
95%. This indicates that our approach points to the
right direction. For real indoor scenes the overall
reconstruction rate drops to 75%, which is still rea-
sonable considering only a single point of view is-
sued for reconstruction.
However, this evaluation demonstrates that the
quantity and quality of the used knowledge is a cru-
cial factor for the scene analysis problem. The used
concept net must be extended to cover more entities
of real environments.
In future work, we would like to explore an even
more generic knowledge-based approach. A viable
goal in the future is to create a system for diverse
environments (indoor and outdoor), where only the
knowledge base is exchanged according to the ap-
plication. Additionally, SLAM-like mapping algo-
rithms based on semantic descriptions would be in-
teresting for further research.
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(a) Camera image of scene V1. (b) Scene analysis results. (c) Reference color labels.
Figure 8: Scene analysis of the virtual reality scene V1. The 2D regions corresponding to the detected
objects are color-labeled in (b). (c) shows the manually labeled image used as reference. The overall
recognition rate for this scene is 96.75%.
(a) Camera image of scene S4. (b) Scene analysis results. (c) Reference color labels.
Figure 9: Scene analysis of the indoor scene S4. The regions are labeled in the same way, as in the previous
example. The overall recognition rate for this scene is 76.68%.
(a) Camera image of scene S11. (b) Depth image. (c) Reconstructed 3D scene.
Figure 10: Scene analysis of the virtual reality scene S11. The depth image in (b) is sparse, due to ho-
mogeneous textures on the floor and walls. With our knowledge-based approach, we are able to partially
reconstruct those areas as demonstrated in (c). The overall recognition rate for this scene is 76.68%.
