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Abstract
The exact form of quantum propagator of a quantum oscillator interacting with a bosonic bath consisting of N distinguished
quantum oscillators with different frequencies is obtained in the Heisenberg picture. Reduced density matrix for oscillator is
obtained. The kernel or Green’s function connecting the initial density matrix of the oscillator to the density matrix in an
arbitrary time is obtained and its connection to Feynman-Vernon influence functional is discussed. Weak coupling regime and
squared mean values for position, momentum and energy of the oscillator are obtained in equilibrium.
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I. INTRODUCTION
The theory of open quantum systems has been extensively studied and developed after the seminal works reported
in [1–4]. This theory has found applications in fields like statistical mechanics, chemical physics [5–9], condensed
matter [10–12], quantum optics [13–16], quantum information and atomic physics [17]. The dynamics of an open
quantum system can be described in terms of generalized master equations [18, 19] and Langevin equations [20, 21]
and due to the complexity of correctly incorporating different physical parameters, various approximations such as
weak-coupling regime, Markovian limit, high temperature, or the initial factorizing condition are usually invoked.
This approximations are not valid for open quantum systems in the low temperature regime or in the presence of
initial correlations between the system and its environment or in the case of driven non-equilibrium quantum systems
[22].
The effects of environmental degrees of freedom on the system can be investigated with the method of Feynman-
Vernon influence functional [2] by integrating over environment variables within the context of the closed-time-path
formalism [23–26].
In the present work, using symmetry and initial condition properties of quantum propagator, the exact form of
quantum propagator of a quantum oscillator interacting with a bosonic bath consisting of N distinguished quantum
oscillators with different frequencies is obtained in the Heisenberg picture. Knowing the propagator of the total
system, reduced density matrix for oscillator is obtained. The kernel or Green’s function connecting the initial density
matrix of the oscillator to the density matrix in an arbitrary time is obtained and its connection to Feynman-Vernon
influence functional is discussed.
II. LAGRANGIAN
The total Lagrangian of the oscillator-bath system can be written as [27]
L =
1
2
mx˙2 −
1
2
mω2x2 +
∑
j
(
1
2
ρX˙2j −
1
2
ρωj
2X2j ) +
∑
j
fjX˙j x, (1)
where the second term is a collection of independent harmonic oscillators with different frequencies and the last term
represents the interaction between the main oscillator (system) and the bath oscillators through a linear coupling with
coupling constants fj. The conjugate canonical momenta for the system and bath oscillators are defined by
p =
∂L
∂x˙
= mx˙, (2)
Pj =
∂L
∂X˙j
= ρX˙j + fjx, (3)
respectively. The total system is now quantized by imposing equal-time commutation relations
[x, p] = i~, (4)
[Xj, Pk] = i~ δjk. (5)
Hamiltonian is also defined by
H = px˙+
∑
j
PjX˙j − L,
=
p2
2m
+
1
2
mω2x2 +
∑
j
[
(Pj − fjx)
2
2ρ
+
1
2
ρω2j X
2
j
]
. (6)
From Hamiltonian (6) and using Heisenberg equations, One can obtain the equations of motion for the system and
bath oscillators as
x¨+ ω2x =
1
m
∑
j
fj X˙j , (7)
and
X¨j + ωj
2Xj = −
fj
ρ
x˙. (8)
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respectively. Equation (8) has the formal solution
Xj(t) = X
N
j (t)−
fj
ρ
∫ t
0
dt′Gj(t− t
′) x˙(t′), (9)
where
XNj (t) = cos(ωjt)X
N
j (0) +
sin(ωjt)
ρωj
PNj (0), (10)
is the homogeneous solution which due to the large number of independent bath oscillators and their unknown initial
conditions can be interpreted as a noise field. The Green’s function of the equation (8) is defined by
Gj(t− t
′) =
sin[ωj(t− t
′)]
ωj
θ(t− t′), (11)
which is a retarded Green’s function and θ(t− t′) is the Heaviside step function. Inserting (9) into (7) leads to
x¨+ ω2x(t) +
d
dt
∫ t
0
dt′ γ(t− t′) x˙(t′) = fN (t), (12)
where
fN (t) =
1
m
∑
j
fj X˙
N
j (t) =
1
m
∑
j
fj
[
1
ρ
cos(ωjt)P
N
j (0)− ωj sin(ωjt)X
N
j (0)
]
, (13)
is the scaled noise force. The memory function or susceptibility of the medium or bosonic-bath is defined by
γ(t− t′) =
1
mρ
∑
j
f2j Gj(t− t
′) =
1
mρ
∑
j
f2j
ωj
sin[ωj(t− t
′)] θ(t− t′). (14)
We can rewrite (14) in terms of the spectral density function g(ω) as
γ(τ) =
∫ ∞
0
dω g(ω) sin(ωτ), τ = t− t′ > 0, (15)
where
g(ω) =
1
mρ
∑
j
f2j
ω
δ(ω − ωj). (16)
Equation (15) is a sine Fourier transformation and can be inverted, leading to
g(ω) =
2
pi
∫ ∞
0
dτ γ(τ) sin(ωτ). (17)
which can be rewritten in terms of the imaginary part (ℑ) of the Fourier transform of the memory function
γ˜(ω) =
∫ ∞
0
dτ γ(τ) eiωτ , (18)
as
g(ω) =
2
pi
ℑ[γ˜(ω)]. (19)
Note that if the bosonic bath is a collection of harmonic oscillators with continuum frequency (as is the case) then
we use the substitution
∑
j
f2j h(ωj)→
∫ ∞
0
dω f2(ω)h(ω), (20)
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where h(ω) is an arbitrary function of ωj . In this case from (19) we will find
f2(ω) =
2mρω
pi
ℑ[γ˜(ω)]. (21)
Transition from discrete to continuum case can be achieved easily trough out the paper, in this case vectors, matrices
and their inverse should be considered as states and operators over the semi-infinite interval frequency [0,∞).
Taking the Laplace transform of (12) leads to
s2x˜(s)− sx(0)− x˙(0) + ω2x˜(s) + sγ˜(s)(sx˜(s)− x(0)) = f˜N (s), (22)
therefore,
x˜(s) =
s+ sγ˜(s)
s2 + ω2 + s2γ˜(s)
x(0) +
1
s2 + ω2 + s2γ˜(s)
x˙(0) +
f˜N (s)
s2 + ω2 + s2γ˜(s)
. (23)
Let us define for simplicity
α(t) = L−1
[
s+ sγ˜(s)
s2 + ω2 + s2γ˜(s)
]
, (24)
β(t) = L−1
[
1
s2 + ω2 + s2γ˜(s)
]
, (25)
δj(t) = L
−1
[
s
(s2 + ωj2)(s2 + ω2 + s2γ˜(s)
]
, (26)
ηj(t) = L
−1
[
ωj
(s2 + ωj2)(s2 + ω2 + s2γ˜(s)
]
, (27)
note that δj(t) = η˙j(t). Now taking the inverse Laplace transform of (23) and using (24−27) we find
x(t) = α(t)x(0) + β(t)
p(0)
m
+
1
m
∑
j
fj [
1
ρ
δj(t)P
N
j (0)− ωjηj(t)X
N
j (0)]. (28)
We will make use of this equation in the next section to find the total quantum propagator.
III. PROPAGATOR
In this section we find the quantum propagator of total system using properties of propagator in the framework of
Heisenberg approach. In Heisenberg picture the time evolution of oscillator position operator is given by
x(t) = U †(t)x(0)U(t)⇒ U(t)x(t) = x(0)U(t), (29)
the matrix elements of the last equality in the position space of the total system |x〉 ⊗ |X1, X2, · · · , 〉 ≡ |x,X〉 is
〈x,X|U(t)x(t)|x′,X′〉 = 〈x,X|x(0)U(t)|x′,X′〉, (30)
now from (28) and the definition of propagator K(x,X, t;x′,X′) = 〈x,X|U(t)|x′,X′〉 we easily find[
β(t)
∂
∂x′
+
1
ρ
∑
j
fj δj(t)
∂
∂X ′j
]
K(x,X, t;x′,X′) = −
im
~
[
x− α(t)x′ +
1
m
∑
j
fj ηj(t)ωj X
′
j
]
K(x,X, t;x′,X′). (31)
or equivalently[
β(t)
∂
∂x′
+
1
ρ
∑
j
fj δj(t)
∂
∂X ′j
]
lnK(x,X, t;x′,X′) = −
im
~
[
x− α(t)x′ +
1
m
∑
j
fj ηj(t)ωj X
′
j
]
. (32)
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This is a partial differential equation that propagator should fulfill in but we need another equation which comes from
the time evolution of the bath oscillator positions Xj(t) which we now determine. By taking the Laplace transform
of (9) we find
X˜j(s) = X˜
N
j (s)−
fj
ρ
G˜j(s)(sx˜(s)− x(0)), (33)
where for t > 0, we have G˜j(s) = L[sin(ωjt)/ωj] = 1/(s
2+ωj
2). By inserting (23) and Laplace transform of (10) into
(33), we find
X˜j(s) =
ω2 fj
ρ(s2 + ωj2)(s2 + ω2 + s2γ˜(s))
x(0)−
sfj
ρm(s2 + ωj2)(s2 + ω2 + s2γ˜(s)))
p(0)
+
1
ρ(s2 + ωj2)
∑
k
[
δjk −
fj fk s
2
mρ(s2 + ω2k)(s
2 + ω2 + s2γ˜(s))
]
PNk (0)
+
s
(s2 + ωj2)
∑
k
[
δjk +
fj fk ω
2
k
mρ(s2 + ω2k)(s
2 + ω2 + s2γ˜(s))
]
XNk (0), (34)
and by taking the inverse Laplace transform, we find
Xj(t) =
ω2fj
ωjρ
ηj(t)x(0)−
fj
ρmωj
η˙j p(0)
+
∑
k
[
Mjk(t)X
N
k (0)−
1
ρωk2
˙Mjk(t)P
N
k (0)
]
, (35)
where for notational simplicity we have defined the matrices
Mjk = cos(ωjt) δjk +Qjk(t)ωk
2. (36)
and
Qjk(t) = Qkj(t) = L
−1
[
fj fk s
ρm(s2 + ωj2)(s2 + ωk2)(s2 + ω2 + s2γ˜(s))
]
. (37)
Now similar to (29) we have
Xj(t) = U
†(t)Xj(0)U(t)⇒ U(t)Xj(t) = Xj(0)U(t), (38)
using
〈x,X|U(t)Xj(t)|x
′,X′〉 = 〈x,X|Xj(0)U(t)|x
′,X′〉, (39)
and following the same steps that led to (32), we will find[
fj η˙j(t)
ωj
∂
∂x′
+m
∑
k
1
ωk2
M˙jk
∂
∂X ′k
]
lnK(x,X, t;x′,X′) =
imρ
~
(
Xj −
ω2 fj
ωjρ
ηj x
′ −
∑
k
MjkX
′
k
)
. (40)
The form of quantum propagator can now be determined from equations (32) and (40). The right hand side of these
partial differential equations suggest that we can assume the following general quadratic form for the logarithm of
propagator
lnK(x,X, t;x′,X′) = A+B0x
′ +B ·X′ +
1
2
C0x
′2 +
1
2
x′C ·X′ +
1
2
Dij X
′
iX
′
j , (41)
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where the coefficients A, B0,B, C0, C and Dij can depend on time and unprimed variables x, {Xj}. Inserting (41)
into equations (32,40) and matching the coefficients on both sides of these equations we will find
B0 = −
im
~β
x−
im
ρ~β
∑
jl
ξ˙jN
−1
jl λl, (42)
Bk =
im
~
∑
l
N
−1
kl λl, (43)
C0 =
imα
~β
+
im
ρ~β
∑
jl
ξ˙jN
−1
jl µl, (44)
Ck = −
2im
~
∑
l
N
−1
kl µl, (45)
Dij = −
iρ
~
∑
l
N
−1
il Llj , (46)
where for notational simplicity we have defined
ξk(t) =
fk ηk
ωk
(47)
λl = ρXl −
x
β
ξ˙l, (48)
µl(t) = ω
2ξl(t) +
α
β
ξ˙l, (49)
Njk = Nkj =
m
ωk2
˙Mjk −
fjfk η˙j η˙k
ρβωjωk
,
= −
m
ωj
sin(ωjt) δjk +mQ˙jk −
fjfkη˙j η˙k
ρβωjωk
, (50)
Lji = mMji −
fjfiη˙jηiωi
ρβωj
,
= m cos(ωjt) δji +mω
2
iQji(t)−
fjfiη˙jηi ωi
ρβωj
. (51)
By inserting coefficients (42−46) into (41) and making use of the symmetry property K(x,X, t;x′,X′) =
K(x′,X′, t;x,X), we can write the propagator as
K(x,X, t;x′,X′) = g(t) e
im
2~β {(x
2+x′2)a(t)−2b(t) xx′} (52)
· e−
iρ
2~{X
′·(N −1L )·X′+X·(N −1L )·X−2mX′·N −1·X} (53)
· e−
im
~β
{(x′X+xX′)·N −1·ξ˙} e−
im
~
{(x′X′+xX)·N −1·µ}, (54)
where
a(t) = α(t) +
1
ρ
ξ˙ ·N −1 · (ω2ξ +
α
β
ξ˙), (55)
b(t) = 1−
1
ρβ
ξ˙ ·N −1 · ξ˙, (56)
and g(t) is a time dependent function which can be determined from the identity
∫
dx′′
∫ N∏
k=1
dX ′′k K(x,X, t;x
′′,X′′)K∗(x′,X′, t;x′′,X′′) = δ(x− x′)
∏
k
δ(Xk −X
′
k), (57)
up to a phase factor eiθ as
g(t) = eiθ
√
m
2pi~β
(√
mρ
2pi~
)N
1√
| detN |
. (58)
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The phase factor can be obtained from the limiting case fk = 0, ∀k, or simply f = 0. In this case the oscillator is not
coupled to the bath-oscillators and the form of g(t) is known in this case. Inserting the limits
lim
f→0
β(t) =
sin(ωt)
ω
, (59)
lim
f→0
Njk(t) = −
m sin(ωjt)
ωj
δjk, (60)
into (58) leads to
g(t) = eiθ
√
mω
2pi~ sin(ωt)
√√√√ N∏
k=1
ρωk
2pi~ sin(ωkt)
, (61)
on the other hand, when there is no interaction between oscillator and the bath we have
g(t) =
√
mω
2pii~ sin(ωt)
√√√√ N∏
k=1
ρωk
2pii~ sin(ωkt)
, (62)
therefore, eiθ = e−i
(N+1)pi
4 and we find g(t) as
g(t) =
√
m
2pii~β
(√
mρ
2pii~
)N
1√
| detN |
. (63)
Finally, the explicit form of the total propagator is
K(x,X, t;x′,X′) =
√
m
2pii~β
(√
mρ
2pii~
)N
1√
| detN |
e
im
2~β {(x
2+x′2)a(t)−2b(t)xx′}
· e−
iρ
2~{X
′·(N −1L )·X′+X·(N −1L )·X−2mX′·N −1·X}
· e−
im
~β
{(x′X+xX′)·N −1·ξ˙} e−
im
~
{(x′X′+xX)·N −1·µ}. (64)
IV. WEAK COUPLING REGIME
The propagator (64) is exact and more suitable for numerical calculations but in the limit of weak coupling regime
we may obtain an approximate expression up to the first order in coupling functions f ≡ (f1, f2, · · · , fN). Ignoring
from the second order contributions of coupling functions, we find
β(t) →
sin(ωt)
ω
, Qjk(t)→ 0, a(t)→ cos(ωt), b(t)→ 1, (65)
λ = ρX−
x
β
ξ˙, µ = ω2 ξ +
α
β
ξ˙, η(t)→
ωj sin(ωt)− ω sin(ωjt)
ω(ωj2 − ω2)
(66)
Mjk(t) → cos(ωjt)δjk, N
−1
jk (t)→ −
ωj
m sin(ωjt)
δjk, (67)
Ljk(t) → m cos(ωjt)δjk, (N
−1
L )jk(t)→ −ωj cot(ωjt) δjk. (68)
Therefore, up to the first order of coupling functions, the total propagator can be written as
K(x,X, t;x′,X′) = K0(x,X, t;x
′,X′) e
i
~β
∑
k
ωk
sin(ωkt)
{(xX′k+x
′Xk)ξ˙k+(xXk+x
′X′k)(βω
2ξk+αξ˙k)}
, (69)
where K0 is the propagator in the absence of interaction between oscillator and its environment and has the expected
form
K0(x,X, t;x
′,X′) =
√
mω
2pii~ sin(ωt)
e
imω
2~ sin(ωt)
[(x2+x′2) cos(ωt)−2xx′]
·
N∏
k=1
√
ρωk
2pii~ sin(ωkt)
e
iρωk
2~ sin(ωkt)
[(X2k+X
′2
k ) cos(ωkt)−2XkX
′
k]. (70)
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V. DENSITY MATRIX
Having the propagator (64) we can find the total density matrix in any time. From quantum Liouville equation we
have
∂ρ
∂t
= −
i
~
[H, ρ], (71)
and since the total Hamiltonian is time-independent we can solve (71) as
ρ(t) = e−
it
~
Hρ(0)e
it
~
H = U(t)ρ(0)U †(t). (72)
Therefore,
ρ(x,X, x′,X′, t) = 〈x,X|ρ(t)|x′,X′〉,
= 〈x,X|U(t)ρ(0)U †(t)|x′,X′〉,
=
∫
dx1dx2dX1dX2K(x,X, t;x1,X1)ρ(x1,X1, x2,X2, 0)K
∗(x′,X′, t;x2,X2). (73)
For a given initial state, which is usually a product state ρs ⊗ ρB where ρs is an arbitrary density matrix for the
oscillator and ρB can be chosen for example as a thermal state for the bath, we can find from (73) the total density
matrix in an arbitrary time. If we are interested in the time evolution of the reduced density matrix, which is usually
the case, then we can tracing out the bath degrees of freedom and find
ρs(x, x
′, t) = trB(ρ) =
∫
dX ρ(x,X, x′,X, t),
=
∫
dx1dx2dX1dX2dXK(x,X, t;x1,X1)ρs(x1, x2, 0)ρB(X1,X2, 0)K
∗(x′,X, t;x2,X2),
=
∫ ∫
dx1dx2Gred(x, x
′;x1, x2, t) ρs(x1, x2, 0), (74)
where the kernel or the reduced Green function Gred is defined by
Gred(x, x
′;x1, x2, t) =
∫
dX1dX2dXK(x,X, t;x1,X1)ρB(X1,X2, 0)K
∗(x′,X, t;x2,X2). (75)
This kernel is in fact the same factor introduced by Feynman-Vernon in [2] known as influence functional obtained
from path integral approach. If we define the operator K (x, x′, t) on the Hilbert space of the environment oscillators
for real parameters x, x′, t as
K(x,X, t;x′,X′) = 〈X|K (x, x′, t)|X′〉, (76)
then we can rewrite (75) as
Gred(x, x
′;x1, x2, t) =
∫
dX1dX2dX 〈X|K (x, x1, t)|X1〉〈X1|ρB(0)|X2〉〈X2|K
†(x′, x2, t)|X〉,
= tr[ρB(0)K
†(x′, x2, t)K (x, x1, t)] = 〈K
†(x′, x2, t)K (x, x1, t)〉eq. (77)
One can show that this recent equation can be rewritten as
Gred(x, x
′;x1, x2, t) =
m
2pi~β
(mρ
2pi~
)N
e−
im
~
q·N −1·(x2µ−
x′
β
ξ˙)
· e
im
2~β [(x
2
2−x
2
1) a+2b (x
′x2−xx1)]
· FB(x
′ − x, x2 − x1, t), (78)
where FB is defined by
FB(x
′ − x, x2 − x1, t) =
∫
dX ρB(X,X+ q, 0) e
i
~
X·[ρN −1L ·q−mN −1·q′], (79)
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and
q =
(x2 − x1)
ρβ
ξ˙ −
(x′ − x)
ρ
µ, (80)
q′ = (x2 − x1)µ−
(x′ − x)
β
ξ˙. (81)
Example 1. Let the initial state of the bath be a thermal state given by
ρB(X,X
′, 0) =
∏
k
√
ρωk
pi~
coth(
ωkτ
2
) e
− ρ2~
∑
k
[
(X2k+X
′2
k )ωk coth(ωkτ)−
2ωk
sinh(ωkτ)
Xk X
′
k
]
, (82)
then from the definition (79) we will find
FB(x
′ − x, x2 − x1, t) = 2
N
2 e
ρ
4~
∑
k
ωk coth(
ωkτ
2 )
[
qk−
ipk
2ρωk coth(
ωkτ
2
)
]2
, (83)
where pk is defined by
pk =
∑
j
[ρ (N −1L )kjqj −mN
−1
kj q
′
j . (84)
VI. THERMAL EQUILIBRIUM
In thermal equilibrium the density matrix of the total system is given by
ρ(x,X, x′,X′;T ) =
1
Z(T )
〈x,X|e−
1
kT
Hˆ |x′,X′〉 =
1
Z(T )
K(x,X,−iτ ;x′,X′) (85)
where τ = it = ~
kT
and k is the Boltzman constant and the total partition function is given by
Z(T ) =
∫
dx
∫
dNX ρ(x,X, x,X;T ). (86)
The partition function can be calculated using the formula [28]∫
dnx e−
1
2 x·A·x+s·x = (2pi)
N
2 (detA)−
1
2 e
1
2 s·A
−1·s, (87)
leading to
Z(T ) =
1
iN 2
N+1
2
m
N
2√
det(L −mI)
1√
a− b+ mζ
ρβ
, (88)
where
ζ(t) = (ξ˙ + βµ) ·N −1(L −mI)−1 · (ξ˙ + βµ). (89)
Note that through out the section the time variable t should be replaced with −iτ, (τ = ~
kB T
) in the steady state or
long time limit. Now the reduced density matrix of the oscillator can be obtained by tracing over bath variables X
leading to
ρ(x, x′, T ) =
√
m
[
a− b+ mζ
ρβ
]
pii~β
e
im
2~β
{
(x2+x′2)(a+ mζ2ρβ )−2(b−
mζ
2ρβ )xx
′
}
. (90)
By making use of (90) the mean squared position and momentum of the oscillator can be obtained in a general medium
as
〈x2〉 = tr(ρx2) =
i~β
2m
[
a− b+ mζ
ρβ
] ∣∣∣∣
t=−iτ
, (91)
〈p2〉 = tr(ρp2) =
m~(a+ b)
2iβ
∣∣∣∣
t=−iτ
, (92)
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and for energy we find
〈H〉 =
~(a+ b)
4iβ
+
~ω2iβ
4
[
a− b+ mζ
ρβ
] ∣∣∣∣
t=−iτ
. (93)
VII. CONCLUSIONS
In the present work, using the symmetry and initial condition properties of quantum propagator, the exact form of
the total propagator of a quantum oscillator interacting with a bosonic bath is obtained in the Heisenberg picture.
Knowing the propagator of the total system, reduced density matrix for oscillator is obtained. The kernel or Green’s
function, connecting the initial density matrix of the oscillator to the density matrix in an arbitrary time is defined
and its connection to Feynman-Vernon influence functional is discussed. Weak coupling regime and squared mean
values for position, momentum and energy of the oscillator are obtained in equilibrium.
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