We establish a calculus for branched spines of 3-manifolds by means of branched Matveev-Piergallini moves and branched bubblemoves. We briefly indicate some of its possible applications in the study and definition of State-Sum Quantum Invariants.
Introduction
Since the establishment of Matveev-Piergallini calculus, simple spines of 3-manifolds have been one of the most powerful tools to study these spaces. They allowed a combinatorial approach to many fundamental topics as the study of State-Sum Quantum Invariants and the study of complexity of 3-manifolds.
Branched spines of 3-manifolds, which could be viewed as the smoothed version of simple spines, were first introduced and studied by Benedetti and Petronio in [5] . Among other substantial results, in this book, Benedetti and Petronio showed that each 3-manifold has a branched spines and identified the topological structure encoded by these objects on the ambient manifolds as a particular class of non-singular vector fields they called Concave Transversing Fields. At a more rough level, it can be showed that branched spines can be used to represent the Spin c -structures on the ambient manifolds.
In the present work, instead of viewing branched spines as a tool to represent 3-manifolds equipped with additional structures, we will use these objects to reobtain a representation theory of naked 3-manifolds. To clarify the reason why we are interested in such a representation theory we notice that a branched spine is much less symmetric than a non-branched one. Moreover, a branched spine is dual to a triangulation of the ambient manifold whose "astract" tetrahedra can be canonically "parametrized" by the standard simplex ∆(v 0 , v 1 , v 2 , v 3 ) in R 3 : indeed, using the branching, we can canonically identify in each dual tetrahedron the vertex corresponding to each v i , i = 0, . . . 3.
This kind of branched triangulations underlie in fact the definition of the Quantum Invariants obtained as State-Sum. Very roughly speaking, the general approach followed to do that, is to consider the set of finite dimensional representations of suitable Hopf algebras, calculate the Clebsh-Gordan formulas and the 6j-symbols for these representations. The identification of such 6j-symbols as states of tetrahedra, usually needs that the tetrahedra are parametrized in the above sense; hence the basic state sum can be defined only over a branched triangulation, and the algebraic properties of the 6j-symbols imply its invariance only for some specific instance of branched Matveev-Piergallini 2 → 3 move. So, in order to get fully invariant state-sum (in particular not depending on the given global branching), we have to suitably symmetrize the 6j-symbols. In the simplest cases, we obtain a total local symmetrization: the branching becomes immaterial, so that the state sum can be eventually defined on naked triangulations. This is the case of the Turaev-Viro state sum [12] . But in other more complicated situations the local symmetrization of the symbols is only partial, we still need branched triangulations for even defining the state sum, and its final invariance with respect to the branching follows from a subtle combination of local and global reasons. All this is very carefully analyzed in Baseilhac and Benedetti papers [2] , [3] (see also [1] ), where they construct the so called classical and quantum dilogarithmic invariants for 3-manifolds equipped with principal flat P SL(2, C)-bundles.
In the present paper we show, in particular, that two branchings on a given triangulation can be connected by means of a finite sequence of basic (2 → 3, and "bubble") branched modification of branched triangulations. With the terminology of Baseilhac-Benedetti, this implies that the branching state sum invariance is a consequence of its transit invariance.
This has some non trivial applications, which in fact motivated the present note. The classical dilogarithmic state-sum is in fact an invariant of a suitably defined scissors congruence class belonging to a certain decorated Bloch-like group (see [3] Section 7, and [1] ). By using the result of the present note, they prove this fact for a strict definition of this group that only involves the 2 → 3 transit defining relations (this is reminescent of Dupont-Sah Theorem (see [8] ) stating that in the classical Bloch group, the tetrahedral symmetry relations are consequence of the basic pentagon relations). Moreover, it is shown in [3] Section 4, that the local symmetrization of the classical dilogarithm only holds up to a mod(π 2 /6)Z ambiguity, while, due to intriguing global compensations, the transit invariance holds up to the better (sharp indeed) mod(π 2 )Z ambiguity. Thanks to our result, they eventually get this better result also for the classical dilogarithmic state sum full invariance.
A last comment is due before plunging into the details. What we call "calculus for branched spines" should be better called "calculus for branched skeleta" in the sense that we show that two branched spines of the same 3-manifold are connected by a sequence of moves which contains an (algebraic) number of bubble-moves equal to zero; hence, during the sequence, the spines could be transformed into spines of the manifold obtained by puncturing the ambient manifold, which are also called skeleta of the initial manifold. Fortunately this causes no harm since the initial ambient manifold can always be canonically reconstructed from a skeleton. In terms of dual triangulations this means the natural fact that the number of vertices is not fixed.
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Preliminaries
In this section we recall the notion of branched polyhedron and some basic facts about branched spines of 3-manifolds. From now on, we will deal only with polyhedra which have the property of containing only regions which are orientable surfaces (this is due to our definition of branching, see Definition 2.2) and with oriented 3-manifolds.
A simple polyhedron is a finite polyhedron of dimension 2 whose local model are the three shown in Figure 1 . An embedded spine of a 3-manifold M is a simple polyhedron P embedded in M in a locally flat way (i.e. so that there exist local charts as those shown in Figure 1 ) so that M retracts on P .
The singular set of a simple polyhedron P , denoted by Sing(P ), is the union of the edges and vertices (see Figure 1 ). The regions of a simple polyhedron P are the connected components of the complement of a small open regular neighborhood of Sing(P ).
A simple polyhedron is said to be standard if its regions are all discs, its singular set is connected and contains at least a vertex. It is well known
Region
Vertex Edge that any 3-manifold admits a spine, even a standard one, moreover the following holds: Theorem 2.1 (Matveev-Piergallini) . Any two standard spines of the same 3-manifold are connected by means of a suitable sequence of local moves (and their inverses) as the one shown in the lower part of Figure 2 and called the 2 → 3-move. More in general, two simple spines of the same 3-manifold are connected by a suitable sequence of this move and moves of the type shown in the upper part of Figure 2 and their inverses; this last move is called the lune-move or 0 → 2-move. Figure 2 . In this figure we show the basic moves for polyhedra.
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The above Theorem is the well known Calculus for spines of 3-manifolds proved independently by Matveev and Piergallini respectively in [9] and [11] .
Given a simple polyhedron P we define the notion of branching on it as follows:
Definition 2.2 (Branching condition). A branching b on P is a choice of an orientation of each region of P such that no edge of the singular set of P is induced three times the same orientation by the regions containing it.
Remark 2.3. This definition corresponds to the definition of "orientable branching" given in [5] .
Not all the simple polyhedra admit a branching and, on the contrary, there are some which admit many different ones. So, we will say that a polyhedron is branchable if it admits a branching and we will call branched polyhedron a pair (P, b) where b is a branching on the polyhedron P .
Definition 2.4. Let P be a spine of an oriented 3-manifold M ; P is said to be branchable if the underlying polyhedron is. We call branched spine of M the pair (P, b) where P is a spine and b is a branching on the underlying polyhedron. When this will not cause any confusion, we will not specify the branching b and we will simply write P .
A branching on a simple polyhedron allows us to smoothen its singularities and equip it with a smooth structure as shown in Figure 3 . If P is a spine of a 3-manifold, and we apply to it a basic move (one of the moves of Figure 2 ), we get another spine P ′ of the same manifold. The natural problem arises of understanding when, given a branched polyhedron P and a basic move on it, the polyhedron P ′ obtained by applying the move to P is branchable. More precisely we give the following definition: Definition 2.5. A basic move on a branched polyhedron P is called branchable if there exists a branching on P ′ (the polyhedron obtained by applying the move to P ) such that the orientation of each region of P which "survives" to the move is unchanged.
Remark 2.6. In this definition we used the natural correspondence between a subset of the regions of P before the move and a subset of the regions of P ′ after the move. The positive moves, indeed, create a new region and each region of P corresponds to a region of P ′ ; on the contrary, the inverse moves destroy a region of P and each region of P ′ "comes from" a region of P (see Figure 2 ).
Note that a branching is a kind of loss of symmetry on a polyhedron and this is reflected by the fact that each move has many different branched versions; clearly these versions are a finite number and we show them in Figure 4 for the lune-move, in Figure 5 for the 2 → 3-move and in Figure 6 for the bubble move. In these figures we split these branched versions in two types namely the sliding-moves and the bumping-moves; this differentiation will be used when stating Theorem 2.7.
Figure 4.
In the left part of this figure we show the two branched versions of the lune-move called "sliding"-moves. In the right part we show the version called "bumping"move.
It has already been proved in [5] [Chapter 3] that any lune and 2 → 3move is branchable, but the same does not hold for their inverses. Regarding the bubble moves, we note that a positive bubble-move admits always three branched versions (see Figure 6 ). Indeed a bubble-move can be viewed as the gluing of a disc D to a simple closed curve c bounding a disc D ′ contained in the interior of a region Y of a polyhedron P . If one assigns an orientation to D such that the orientation it induces on c is the same induced by D ′ on c (D ′ is oriented as a subregion of Y ), then the bubble-move is said to be a sliding bubble-move. In the other cases which we call bumping bubble move, there are two possibilities for the position of D with respect to D ′ : depending on whether it lies "over" or "under" it; indeed the orientation of D ′ and the orientation of the ambient manifold allow us to distinguish an upper and a lower face of D ′ . In [5] , Benedetti and Petronio proved that every orientable 3-manifold admits a branched spine. Moreover, in [5] and [7] they identified a refined topological structure which is naturally encoded by a branching on a spine. Indeed, the vertical vector field in Figure 3 determines a welldefined homotopy class of vector fields on the ambient manifold which are positively transverse to the spine, whose orbits are properly embedded arcs and which are transverse to the boundary of the manifold except in a finite set of simple closed curves where they are tangent in a concave fashion. These particular kinds of vector fields where called "Concave Transversing Fields" by Benedetti and Petronio who, in [5] and [7] among a series of other results, proved a calculus for manifolds equipped with these fields, which we very roughly summarize as follows:
Theorem 2.7. To each embedded branched spine one can naturally associate an homotopy class of Concave Transversing Fields; moreover, any two branched spines encoding the same class, are connected by a sequence of embedded branched moves of the types which in Figures 4, 5 and 6 are called "sliding"-moves. If the ambient manifold is closed then the sequence can be chosen to contain no bubble-move.
The above result represents a highly refined calculus for branched spines and was used in [6] as a fundamental step to produce topological invariants of homotopy classes of Concave Transversing Fields.
A calculus for branched spines of a 3-manifold
If one is interested in representing 3-manifolds by means of branched spines but is not interested in the particularly refined structure that the branching encodes, then one needs to find a calculus for branched spines allowing one to apply moves which change the homotopy class of Concave Transversing Fields represented by the spines to include all of them.
In this subsection we establish such a calculus proving that any two branched spines of the same oriented 3-manifold M (with ∂M possibly non empty) can be connected by a sequence of branched moves, including branched bubble-moves. Theorem 3.1. Let M be an oriented and compact 3-manifold and let P 1 and P 2 be two branched standard spines of M . There exists a sequence of branched moves including 2 → 3-moves, lune-moves and bubble-moves connecting P 1 and P 2 . Moreover, if both P 1 and P 2 are standard, the sequence can be constructed so that at any step the spines involved are standard.
Proof of 3.1. By the calculus of Matveev-Piergallini, any two standard spines of M are connected by a sequence of 2 → 3-moves. Moreover, by a result of Y. Makovetsky (see [10] ), it is possible to choose two sequences of positive 2 → 3-moves connecting respectively P 1 and P 2 to the same standard spine P of M . Since these sequences are composed by positive moves, they are branchable and hence they connect P 1 and P 2 to two different branched versions of the same spine P . Let us call these two branchings on P respectively b 1 and b 2 .
In what follows, we will show that, using also branched versions of bubble-moves, lune and 2 → 3-moves, it is possible to connect the branched spine (P, b 1 ) to (P, b 2 ). We split the proof into three steps.
(1) First we will apply some bubble moves to the regions of P which are oriented differently from b 1 and b 2 ; (2) Then we will use lune-moves to slide the newly created regions over the central part of the edges of P : this will create new edges in the spine which mimic the branching of the edges of P according to b 2 ; (3) As a last step we will slide the regions created by the bubbles over the initial vertices of P to get the branching b 2 .
In what follows, when possible, we will implicitly identify the regions of a polyhedron before the application of a move with its regions after that move.
Step 1. Let R 1 , .., R n be the regions of P which are oriented differently by the branchings b 1 and b 2 . Since M is oriented, it makes sense to speak of the upper face and of the lower face of a region of P with respect to a branching.
Apply a bubble move as shown in the central part of Figure 6 to each region R i , i = 1, .., n, where the bubbles are attached to the regions along the upper faces with respect to b 1 and call R ′ i the new discs attached by the bubbles.
The idea of the proof is to slide the new regions added by the bubblemoves to get to a final position where the roles of R i and of R ′ i are exchanged and so, in particular, each R i appears as a bubble applied to the center of R ′ i , on its upper face (which corresponds to the lower face of R i since their orientations are opposite).
Step 2. In this step we use o → 2-moves to slide the regions R ′ i over the centers of the edges of P where the branchings b 1 and b 2 differ and create a singular edge in a neighborhood of these points whose branching coincides with the one induced by b 2 on the edges.
First of all, note that on an edge of a spine one can put exactly 6 different branchings (of the possible 8 combinations two are to be excluded since the regions touching the edge orient it the same way). Moreover, each branching on an edge together with the orientation of M , produces a cyclic ordering of the regions touching it and a notion of up and down near it, so that we can define as shown in Figure 7 the regions of type 1, 2 and 3 near the branched edge.
Let e be an edge of P where b 1 and b 2 are different. If the region touching e which is of type 1 for b 1 is oriented in the opposite way by b 2 then in the preceding step we applied a bubble-move over this region and created In the picture we use the right-hand rule and we stipulate that the positive normal to the regions is the upward one.
a disc R ′ i on the upper (with respect to b 1 ) face of it. Hence, if we apply a lune-move to slide R ′ i over a little disc contained in the region of type 2 (with respect to b 1 ) and containing the center of e in its boundary, we produce a small arc near the center of e where the branching of the spine is different and, more precisely, differs from the one induced on e by b 1 exactly by the orientation of the region of type 1 with respect to b 1 (see Figure 8 ). Now we do the reverse to exchange the roles of R ′ i and R i . More precisely, we apply another lune-move near the center of e to slide the region R i onto a little disc contained in the region R ′ i , as shown in the lower part of the same figure.
Let us keep calling e the edge formed by ∂R ′ i and the other two regions initially touching e. The effect of the sequence of moves just described is to change the branching near the center of e only by the orientation of the region which is of type one with respect to b 1 and to create two pairs of new vertices positioned symmetrically with respect to the center of e. Now, let us call (with an abuse of notation) b 1 the branching near the center of e obtained by the preceding sequence of moves; if b 1 and b 2 are the same near this point we have finished the second step on the edge e, otherwise they differ in at least another region of type 1 or 2 with respect to b 1 (they cannot differ only in a region of type 3 because otherwise one of b 1 and b 2 would not define a branching near the center of the edge).
They cannot differ in the orientation of the region which is of type 1 with respect to b 1 : indeed such region corresponds to the region we already modified and hence its orientation must be the same as the one prescribed by b 2 .
view near the center lune Figure 8 . In this picture we show the sequence of moves we use to revert the orientation of a region of type 1 near the center of an edge. The first move is a lune move shifting R ′ i over R i ; then we concentrate on the central part of the picture and we apply another lune-move to slide R i over R ′ i .
Hence they differ by the orientation of the region of type 2. We apply then a procedure similar to the preceding one: let R j be the region of type 2 with respect to b 1 and let R ′ j be the disc attached on the upper face of R j in Step 1. We apply a sliding lune-move to push R ′ j onto a little disc contained in the region of type 3 with respect to b 1 and containing the center of e in its boundary, then, we apply another sliding lune-move to push R j over R ′ j near the center of the edge and, as before keep calling e the new edge no formed by R ′ j and the other two regions initially touching e. Again, the effect of this sequence of moves has been of changing the branching near the center of e and producing two pairs of new vertices disposed symmetrically with respect to it. More precisely, the new branching is obtained from b 1 by changing the orientation of the region of type 2. Now, we still call b 1 the new branching obtained near the center of e and re-apply Step 2 to b 1 and b 2 : if they are equal we are finished, otherwise
view near the center Figure 9 . In this picture we show how to revert the orientation of a region of type 2 near the center of an edge. In the first step we apply a sliding lune-move to push R ′ i over R i , then we concentrate on the center part of the picture and we apply another sliding lune-move to push R i over R ′ i .
they can differ only in the orientation of one region since the other two regions have been oriented the same way by the preceding moves. By applying the above procedure to each edge of P , one obtains a new branched spine which we will still call P . This spine, near the centers of all the edges is branched as prescribed by the branching b 2 , but near the vertices it is still branched as prescribed by b 1 . Moreover on each edge, some new vertices have been introduced by the preceding moves in the path joining the center of the edge to one vertex.
Step 3. In this final step we show how to modify the branching near each vertex of P to get to the final branching b 2 . To do this, on the neighborhood of each vertex we identify three particular regions which in Figure 7 are indicated as regions of type 1, 2 and 3 (the branching we use is the one induced by b 1 on the vertex). We can tell regions of type 1 from those of type 3 by means of the orientation of M : the type 1 is the lower one with respect to the positively oriented normal to the spine in the vertex. From now on, every time we will talk about a region of type i near a vertex we will mean of type i with respect to the branching induced on the vertex by b 1 .
Note that if one changes exactly one orientation of one of the three above described regions, one gets a new branching near the vertex of the spine (since the branching condition 2.2 keeps holding on all the 4-edges touching the vertex) which obviously differs from the first only in the orientation of one region. Moreover, let b 1 and b 2 two branchings on a regular neighborhood of a vertex of a spine; it is not difficult to see that it is possible to get from b 1 to b 2 passing through branchings on the vertex by iterating the following procedure: if some of the regions of type i = 1, 2, 3 are oriented differently by b 1 and b 2 , change the orientation of the one of these which has of lowest type for b 1 ; then keep calling b 1 the new branching obtained that way. It is clear that in at most 6 steps, one modifies the branching b 1 to get b 2 : indeed two branchings on a vertex can differ at most in the orientation of all the 6 regions touching the vertex and at each step the above procedure reduces by 1 the number of regions where the two branchings differ. Moreover, two different branchings on a vertex must differ on the orientation of at least one of the regions of type 1, 2 and 3, indeed otherwise it is simple to show that one of the two branchings does not satisfy condition 2.2.
By the preceding observations, it is sufficient to show how to use the bubbles added in step 1 to change the orientation of a region of type 1, 2 or 3 near each vertex of P . It is crucial in the proof, the fact that the order we used to revert the orientation of the regions on each edge coincides with the order we will use on the vertices.
Suppose that b 1 and b 2 orient differently the region R i which is of type 1 near a vertex v. Let e 1 and e 2 be the two edges touching v and contained in the boundary of R i . Note that R i is of type 1 also for the two edges (see Step 2) and hence the first moves applied on these two edges during Step 2 are lune-moves shifting R ′ i over small discs contained in the regions of type 2 respectively for e 1 and for e 2 and which, near v appear as horizontal. Then, applying a reverse version of a 2 → 3-move we complete the shifting of R ′ i near v and then, applying another 2 → 3-move and two reverse lune-moves we slide also near v the region R i over R ′ i (see Figure 10 ). That way, the four vertices coming from the "waves" on the edges disappear and, locally, the roles of R i and of R ′ i are exchanged. Call again b 1 the new branching obtained on v by the above procedure and repeat Step 3. Figure 10 . In this picture we show how to revert the orientation of a region of type 1 near a vertex v. The initial situation is the one depicted in the upper-left square since in Step 2 we slid R ′ i over R i on both the edges contained in the boundary of the region and touching the vertex. Then we apply an inverse of a 2 → 3-move and we are left with the situation depicted in the third drawing: indeed in Step 2 we also slid R i over R ′ i . To finish, then we apply two inverse lune-moves and we end up with the last drawing.
If near v the two branchings b 1 and b 2 induce the same orientation on the region of type 1 and differ on the region of type 2 then let R j be such region. We show now how to slide the region R ′ j created during the first Step over the vertex to exchange it role with the one of the region R j , obtaining as a result a new branching near the vertex which differs from the initial one only by the orientation of this region. Let again e 1 and e 2 be the two edges in the boundary of R j touching v. Note that R j is of type 1 for one of the two edges (say e 1 ) and of type 2 for the other one (e 2 ). Moreover, note that the region near v which is of type 1 for e 2 is also of type 1 for v, hence, by hypothesis, this region is oriented the same way by b 1 and b 2 . Hence the moves applied on e 1 during Step 2, consist on sliding the region R ′ j over the center of the edge and then slide R j on a little disc contained in R ′ j . On e 2 , the moves of Step 2 consist in applying a lune-move to R ′ j near the center of the edge to slide it over a small disc contained in the region of type 3 for e 2 ; then, to apply another lune-move to slide R j over R ′ j . Hence, near v, the situation is the one depicted in Figure 11 . Figure 11 . In this picture we show how to revert the orientation of a region of type 2 near a vertex v. The initial situation is the one depicted in the upper-left square since in Step 2 we pushed R ′ j over R j on both the edges contained in the boundary of the region. Then we apply an inverse of a branched 2 → 3-move and then we are left with the situation depicted in the third drawing: indeed in Step 2 we also pushed R j over R ′ j . To finish, then we apply one 2 → 3-move and two inverse lune-moves and we end up with the last drawing. Note that, for the sake of clarity, in the above picture we often omitted the drawing of the regions and limited ourselves to outline their boundary curves.
By applying the reverse version of a branched 2 → 3-move, one shifts R ′ j over v and then, applying a 2 → 3-move and two reverse lune-moves one slides R j over R ′ j exchanging the roles of the two regions near v and reverting the orientation of the region of type 2 near v (see Figure 11 ). We keep calling b 1 the branching we obtain and then we re-apply Step 3 to this new branched vertex.
Until now we have showed how to revert the orientations of the regions of type 1 and 2 near a branched vertex v, and we noticed that the order we followed was compatible with the order followed on the edges. Now we examine the last case: how to revert the orientation of the region R k of type 3 near v. So, suppose that b 1 and b 2 induce the same orientations on the regions of type 1 and 2 and the different ones on R k .
Let again e 1 and e 2 be the two edges in the boundary of R k so that e 2 is also in the boundary of the region which is of type 2 with respect to v. Note that R k is of type 2 for both the edges. Moreover, by hypothesis, the regions of type 1 and 2 near v are oriented the same way by b 1 and b 2 , this implies that also the region near v which contains in its boundary e 1 and orients it in the same way as R k is oriented the same way by b 1 and b 2 (otherwise one of the two would not be a branching). Hence, the moves we applied on the edges e 1 and e 2 during Step 2 are the following: two lune-moves (one per edge) sliding R ′ k over the centers of the edges followed by other two lune-moves sliding R k over two little discs contained in R ′ k . Then we apply a reverse 2 → 3-move near v to slide R ′ k over the horizontal plane and then a 2 → 3-move and two reverse lune-moves to slide R k over R ′ k (see Figure 12 ). It is clear that all the moves we used are branched. We keep calling b 1 the so obtained branching near v and re-apply Step 3.
Iterating Step 3 over each vertex one transforms the initial branching b 1 into b 2 ; the final position is described by the b 2 -branched spine P with a set of bubbles over the regions R ′ i , i = 1, .., n which correspond to the regions R i after all the above described moves. Then, we finish the proof by applying the reverse bubble-moves to delete these regions R i .
Until now we proved the first part of the theorem; we are now left to show that we can refine our construction so that at each step we pass through standard branched spines. It is straightforward to show that standard moves are sufficient to connect P 1 and P 2 to P and hence P is standard. To connect the two different branched versions of P , it is sufficient to do the following: for each region R i of P equipped with the branching b 1 choose an edge e j ⊂ ∂R i of Sing(P ) and apply the branched bubble moves of Step 1, in a standard version on e, positioning the bubbles on the upper side of R i . This simply shortens Step 1 and 2 and produces a bubbled" version of P ready to be treated as explained in Step 2 and 3. Note that there are 3 possible version for a standard bubble move according to which region incoming on e j is not touched by the bubble, and that, when an edge has been chosen for two different regions, it is sufficient to perform the bubble moves in the correct order to get the same situation we would get in Step 2 after two lune-moves applied on the edge. Figure 12 . In this picture we show how to revert the orientation of a region of type 3 near a vertex v. The initial situation is the one depicted in the upper-left square since in Step 2 we slid R ′ k over R k on both the edges contained in the boundary of the region. Then we apply an inverse of a sliding 2 → 3-move and then we are left with the situation depicted in the third drawing: indeed in Step 2 we also slid R i over R ′ i . To finish, then we apply two inverse sliding lune-moves and we end up with the last drawing. Also in this picture, for the sake of clarity, we omit the drawing of some regions and we limit to draw their boundary curves.
