ABSTRACT. Let f : X Ñ Y be a morphism between normal complex varieties, where Y is Kawamata log terminal. Given any differential form σ, defined on the smooth locus of Y, we construct a "pull-back form" on X. The pull-back map obtained by this construction is O Y -linear, uniquely determined by natural universal properties and exists even in cases where the image of f is entirely contained in the singular locus of Y.
1. INTRODUCTION 1.1. Introduction and statement of main result. Differential forms and sheaves of differentials are fundamental objects and indispensable tools in the study of smooth varieties and complex manifolds. It is well-known that for singular spaces, there is no single notion of "differential form" that captures all features of the smooth case. Instead, there are several competing definitions, each generalising certain aspects. The following two classes of differential forms are particularly important.
Main result. The main result asserts the existence of a useful pull-back morphism in a more general setting. Remark 1.4 (Reference to precise statement). The "natural universal properties" mentioned in Theorem 1.3 are a little awkward to formulate. Precise statements are given in Theorem 5.2 and Section 5.3. In essence, it is required that the pullback morphisms agree with the pull-back of Kähler differentials wherever this makes sense, and that they satisfy the composition law.
Discussion of the main result. It should be noted that Theorem 1.3 does not require the image of f to intersect the smooth locus of Y reg . One particularly relevant setting to which Theorem 1.3 applies is that of a klt space Y, and the inclusion (or normalisation) of the singular locus, say f : X " Y sing Ñ Y. It might seem surprising that a pull-back morphism exists in this context, because reflexive differential forms on Y are, by definition, differential forms defined on the complement of Y sing , and no boundary conditions are imposed that would govern the behaviour of those forms near the singularities.
In essence, Theorem 1.3 asserts that differential forms defined on the complement of Y sing determine forms on Y sing . The following immediate corollary gives a precise formulation. we obtain a sequence of induced forms σ i P H 0`Yi , Ω p Y i˘, for all 0 ă i ă k. Remark 1.6. The singularity stratification defined in Corollary 1.5 is the coarsest stratification whose strata are locally closed and smooth. The conclusion also holds for finer stratifications, such as Whitney stratifications used in the discussion of intersection homology and perverse sheaves.
Optimality of the result.
The following two examples show that it is generally not possible to construct reasonable pull-back morphisms for reflexive differentials on even the simplest log canonical spaces. Setting 1.7 (Setting for Examples 1.8 and 1.9). Let C Ă P 2 be a smooth elliptic curve, and let X Ă C 3 be the affine cone over E. An elementary computation shows that X is normal and has an isolated, Gorenstein, log canonical singularity at the vertex point x P X. The canonical bundle ω X " Ω r2s X is in fact even trivial. We denote the blow-up of the vertex point x by β : r X Ñ X. The variety r X is then smooth. Denoting the β-exceptional curve by E, there exists an isomorphism Example 1.8 (Problems arising from differential forms with poles). We maintain assumptions and notation of Setting 1.7. To give a pull-back map that agrees outside of E with the usual pull-back map for Kähler differentials, it is then equivalent to give a sheaf morphism
that is isomorphic away from E. Such a morphism does not exist. If σ P H 0`X , ω X˘d enotes a global generator of the canonical sheaf, there is no section r σ P H 0`r X, ω r
X˘t
hat agrees with σ away from the exceptional set E.
Example 1.9 (Impossibility to satisfy composition law). We maintain assumptions and notation of Setting 1.7. We consider reflexive one-forms on X and assume there were pull-back morphisms Let τ C P H 0`C , Ω 1 C˘z t0u be any non-vanishing differential form on the elliptic curve C, and let r τ :" d Kähler πpτq P H 0`r X, Ω 1 r X˘b e its pull-back to r X. Since r XzE and X reg " Xztxu are isomorphic, the form r τ induces a (reflexive) differential form on X, say τ P H 0`X , Ω This clearly contradicts Property (1.9.2), showing that pull-back morphisms satisfying these compatibility conditions cannot exist.
In the setting of Example 1.8, there does exist a differential form with logarithmic poles along E, say r σ P H 0`r X, ω r X b O r X pEq˘, that agrees with σ away from the singular set. One could argue that r σ should be taken as a pull-back of σ. While this might be a viable definition when discussing the blow-up morphism β, problems occur as soon as one wishes to pull-back σ via the composition ι E˝β .
In addition to the problems originating from the existence of poles, Example 1.9 shows that there are other and more fundamental reasons why reasonable pullback maps cannot be defined for log canonical varieties: there is in general no way to define a pull-back map in a way that is compatible with the usual composition law.
1.3. Idea of proof and outline of paper. The proof of our main result is technically somewhat involved. The main idea, however, is quite elementary and straightforward. Consider the following simple setting. Setting 1.10 (Setting for Examples 1.11 and 1.12). Let Y be a variety with klt singularities. Assume that the singular locus is a smooth curve C and that the singularities of Y are resolved by a single blow-up of the curve C, say π : r Y Ñ Y. Assume further that the exceptional set E of this resolution map is irreducible and smooth over C.
Y˘b e any given reflexive differential form on Y. Theorem 1.1 asserts the existence of a regular differential form r σ P H 0`r Y, Ω 1 r Y˘t hat agrees outside of E with the form σ.
Example 1.11 (Pulling back reflexive differentials via a resolution map). In Setting 1.10, define r σ as the pull-back of the form σ to r Y. This choice is unique if we require our pull-back form to agree on the smooth locus with the usual pull-back of Kähler differentials. Example 1.12 (Pulling back reflexive differentials in more generality). In Setting 1.10, let X be a smooth variety and f : X Ñ Y a morphism whose image is contained in C. We aim to define a pull-back form σ X P H 0`X , Ω 1
X˘.
A fundamental theorem of Hacon and McKernan, [HM07, Cor. 1.5], asserts that the fibres of π| E : E Ñ C are rationally connected manifolds. Recalling that rationally connected manifolds do not admit non-trivial differential forms, the long exact sequence of the relative differential sequence,
shows that the restriction of r σ to E really is the pull-back of a form τ P H 0`C , Ω 1 Cȏ n C. Let σ X be the standard pull-back of the Kähler differential τ to X.
The choice of σ X is unique if we require that the pull-back morphisms satisfy the composition law. To this end, recall Graber-Harris-Starr's generalisation of Tsen's theorem, [GHS03, Thm. 1.1], which gives the existence of a section s : To overcome the Problem 1.13, we need to consider the sheaves q Ω p of "Kähler differentials modulo torsion" and discuss their properties on reduced, reducible, and not necessarily normal schemes. This is done in Part I. There, we establish a number of fundamental universal properties and show that reduced, reducible, rationally chain connected schemes with simple normal crossings do not admit any "Kähler differential modulo torsion". The notions of torsion and torsion-free sheaves on reducible spaces do not seem be discussed much in the literature. For the reader's convenience, we recall the definition and establish basic properties in Appendix A.
The Problem 1.14 does not pose fundamental difficulties. However, it does make the proof of our main theorem, given in Part II of this paper, somewhat awkward and lengthy as we constantly need to switch between the spaces in question and suitable coverings, for which a section s exists.
Notation and global conventions.
Throughout the text, we work over the complex number field. We discuss several notions of differential forms on singular spaces, and in each case define pull-back morphisms. To avoid the obvious potential for confusion, we clearly distinguish between the various notions of pulling back. 
Part I discusses the sheaf of Kähler differentials modulo torsion, traditionally denoted as q Ω p X :" Ω p X { tor. As we will see in Section 2, there exists a meaningful notion of pulling back sections is this sheaf. The associated morphisms of sheaves and vector spaces are denoted as
Part II discusses reflexive differentials. The sheaf of reflexive differentials will always be denoted by Ω rps X :"`Ω p X˘˚˚. Following the notation introduced in Theorem 1.2, pull-back morphisms for reflexive differentials will be denoted by d refl f . Notation 1.16 (Sheaves defined on subschemes). Let X be a scheme and Y Ď X a subscheme, with associated inclusion map ι : Y Ñ X. Sheaves F on Y will often be viewed as sheaves on the ambient space X. If no confusion is likely to arise, we follow standard notation and write F as a shorthand for the technically more correct ι˚F . 1.5. Acknowledgements. The author would like to thank the members of the algebraic and arithmetic geometry groups at the University of Freiburg for many inspiring discussions. Example 1.9 was perceived in discussion with Patrick Graf. Fritz Hörmann suggested a simplified proof of Theorem 2.4. Fred Rohrer (Tübin-gen) and Angelo Vistoli (Bologna) kindly answered questions and provided references.
After the paper appeared in preprint form, we have learned from Clemens Jörder that parts of Section 2 overlap with [Fer70] , which discusses torsion-free differentials in a related settung, but using rather different language.
Part I. Torsion-free differentials 2. TORSION-FREE DIFFERENTIALS AND THEIR PULL-BACK PROPERTIES 2.1. The definition of torsion-free differentials. As indicated in the introduction, we need to discuss sheaves of "Kähler differentials modulo torsion". The following notation will be used. We refer to Appendix A for a discussion of torsion sheaves on reduced, but possibly reducible spaces.
Notation 2.1 (Torsion differentials and torsion-free differentials). Let X Ñ Y be a morphism of reduced, quasi-projective schemes. Given any number p, define q Ω p X{Y as the cokernel of the sequence Remark 2.2 (Characterisation of torsion and torsion-free differentials). Torsion differentials are characterised among Kähler differentials as those that vanish at general points of all irreducible components of X. A torsion-free differential on X vanishes if and only if it vanishes generically on all irreducible components of X. We refer to Explanation A.4 for further discussion. Notation 2.3 (Morphisms α X{Y and β X{Y ). Sequence (2.1.1) is obviously of great importance in the discussion of torsion-free differentials. We will therefore maintain the meaning of the symbols α X{Y and β X{Y throughout the present Section 2. Again, if Y is a point, we write α X instead of α X{Y .
2.2. Pull-back properties. Given a morphism between two varieties, we aim to show that the usual pull-back map of Kähler differentials always induces a pullback map of torsion-free differentials, even if the image of the morphism is contained in the singular set of the target variety. The following proposition, which asserts that the pull-back of a torsion-differential is always torsion, is a first step in this direction. 
The figure sketches a special case of Proposition 2.4. Here, it can be shown by elementary computation that the restriction of any torsion differential on X to the singular locus X sing " tz " y " 0u vanishes.
To be more precise, if ι : X sing Ñ X denotes the inclusion map, then pd Kähler ιq| tor Ω p X " 0. Before giving a proof of Proposition 2.4 in Section 2.3, we note a number of corollaries which will be relevant in the further discussion. Among these, the existence of a pull-back map for torsion-free differentials is the most important. 
Lemma 2.9 (Composition law for pull-back of sheaves of torsion-free differentials). In the setting of Corollary 2.7, let g : X 1 Ñ X be any morphism from a reduced, quasiprojective scheme X 1 . Then
Proof. Consider the commutative diagram of sheaf morphisms,
obtained by composing the right commutative square of Diagram (2.7.1) for the morphism g with the g-pull-back of the commutative square for the morphism f . Using the composition law for the pull-back of Kähler differentials,
the outer square of (2.9.2) is thus written as
As the pull-back of a surjective sheaf morphism, the map g˚f˚β Y is surjective itself. A comparison of Diagram (2.9.3) with the right square of Diagram (2.7.1) for the composed morphism f˝g thus immediately shows Equation (2.9.1), as claimed.
Notation 2.10 (Pull-back for globally defined torsion-free differentials). In the setting of Corollary 2.7, the sheaf morphism d tfree f induces a morphism between vector spaces of globally defined torsion-free forms, which we will again denote
Remark 2.11 (Composition law for globally defined torsion-free differentials). In the setting of Corollary 2.7, given given a further morphism g : X 1 Ñ X, Lemma 2.9 implies that the following diagram is commutative,
2.3. Proof of Proposition 2.4. We are grateful to Fritz Hörmann for help with the following proof. We maintain notation and assumptions of Proposition 2.4 and assume that σ is a torsion form on Y. Assumption without loss of generality 2.12. The scheme X is irreducible and smooth.
Second consequence: Let Y 0 Ď Y be an irreducible component that contains the image f pXq. The morphism f factors via the inclusion map,
Kähler ι 0 pσq vanishes at general points of Y 0 , and is therefore a torsion form on Y 0 . Proposition 2.4 will therefore follow for our given morphism f if we can prove it for f 0 . We can therefore assume without loss of generality that the following holds.
Assumption without loss of generality 2.13. The scheme Y is irreducible.
End of proof. Let π Y : r
Y Ñ Y be a resolution of singularities which exists because Y is irreducible. Choose a component of r X Ď XˆY r Y that surjects onto X, and let r X be a desingularisation of that component. We obtain a commutative diagram,
Since σ vanishes at general points of Y and since π Y is birational, it is clear that the pull-back d Kähler π Y pσq vanishes at general points of r Y. But since r Y is smooth by Assumption 2.12, this means that it vanishes everywhere, (2.14.1)
Since Ω X is torsion-free and π X is generically smooth, we see that the pull-back morphism d Kähler π X of globally defined forms is in fact injective. It follows that d Kähler f pσq " 0 if and only if pd Kähler π X q`d Kähler f pσq˘" 0. This last pull-back is easily computed to be zero,
This ends the proof of Proposition 2.4.
TORSION-FREE DIFFERENTIALS IN THE RELATIVE SNC SETTING
In the course of the proof of our main theorem, we will frequently need to consider klt spaces X, strong resolution maps π : r X Ñ X, and discuss torsion-free differentials on the exceptional set E, which is an snc divisor embedded into the smooth space r X. This section gathers several elementary facts about the sheaf q Ω p E which are needed in the discussion. Most of the material here will be known to experts. We have nonetheless chosen to include full proofs for lack of an adequate reference.
3.1. Relatively snc divisors and associated differentials.
SNC divisors.
To fix notation used later, we recall the definition and basic properties of snc pairs.
Definition 3.1 (SNC pairs [KM98, 0.4(8)]). Let X be a normal, quasi-projective variety and D an effective Weil divisor on X. Given a point x P X, we say that the pair pX, Dq is snc at x if there exists a Zariski-open neighbourhood U of x such that U is smooth and such that supppDq X U is either empty, or a divisor with simple normal crossings. The pair pX, Dq is called snc if it is snc at every point of X.
Given a pair pX, Dq, let pX, Dq reg be the maximal open set of X where pX, Dq is snc, and let pX, Dq sing be its complement, with the induced reduced subscheme structure.
The following notation and remark can be used to give an alternate definition of "snc pair". This will be used later to define snc in the relative setting. If t P T is any point, set X t :" φ´1ptq and D t :" D X X t . Then X t is smooth and pX t , D t q is an snc pair.
Example 3.6 (SNC morphisms). The morphism ψ α , shown in Figure 6 .1 on page 23 is a prototypical example of an snc morphism. If pX, Dq is an snc pair, then the identity map Id X : X Ñ X is an snc morphism if and only if D " 0. Again assuming that pX, Dq is an snc pair, the constant map from X to a point is always an snc morphism.
Assume we are given an pair pX, Dq and a point x P X such that pX, Dq is snc at x. It is well-known that there exists a neighbourhood U " Upxq, open in the analytic topology, and holomorphic coordinates x 1 , . . . , x n P O X pUq such that supp D X U " tx 1¨¨¨xr " 0u, for a suitable number 0 ď r ď n. The following is the relative analogue of this fact. 
Characterisation of torsion-free differentials.
Given an snc pair pX, Dq, the following two propositions describe the sheaf of torsion-free differentials on D by relating them to the sheaves of differentials on each component of D and to logarithmic differentials on X, respectively. These descriptions will later be used in the discussion of relative torsion-free differentials. 
Then the image of ψ is naturally isomorphic to the sheaf of torsion-free differentials on D, that is, Imagepψq
Proof. Recall from Proposition A.8 that the push-forward sheaves pι i q˚Ω
are torsion-free sheaves on the reducible space D. Since subsheaves of torsion-free sheaves are torsion-free, Corollary A.7, it follows that Imagepψq is itself torsionfree. The universal property of torsion-freeness, Proposition A.6, therefore gives a factorisation of ψ as follows:
The finish the proof, it suffices to show that q ψ is injective. That, however, follows from Proposition A.9 because q ψ is generically injective: as a matter of fact, both ψ and q ψ are isomorphic away from the singular set of D.
In the absolute case, the following statement appears without proof in [Nam01b, p. 129]. 
, the kernel of η is then this intersection of the kernels of all the η i , that is,
The kernels of the η i are well understood. As a matter of fact, an elementary computation in adapted coordinates shows 2 that
In particular, we see that ker η i are locally free subsheaves of Ω p X{Y
. Since the intersection of two reflexive subsheaves is reflexive, Equations (3.9.2) and (3.9.3) show that ker η is a reflexive sheaf on X, and isomorphic to Ω Given a smooth morphism X Ñ Y, it is well-known that the restriction of Ω p X{Y to any fibre F equals Ω p F . Using the descriptions given above, we show that the same holds for torsion-free differentials in the relative snc setting. Recall from Example 3.6 that the constant map from X y to a point is an snc morphism of the pair pX y , D y q. An application of Proposition 3.9 therefore identifies the cokernel of Sequence (3.10.2) as q Ω p D y
Corollary 3.10 (Restriction to fibres
, finishing the proof.
3.3. Filtrations for torsion-free differentials in the relative snc setting. Given a smooth morphism X Ñ Y, the sequence of relative differentials on X induces a canonical filtration on the sheaf Ω p X . The following proposition shows that the same statement holds for torsion-free differentials in the relative snc setting.
Proposition 3.11
and for all 0 ď r ď p sequences
Proof. Since φ is smooth, the sequence of relative differentials on X is a short exact sequence of locally free sheaves on X,
Following [Har77, II.5 Ex 5.16], there exists an induced filtration
and sequences for all 0 ď r ď p,
Recalling Sequence (3.9.1) of Proposition 3.9, we define filtrations of Ω With these definitions, it is clear that | F r -F r {F r plogq, for all indices r. We aim to understand the sheaves | F r in more detail. An explicit computation in adapted coordinates, which we leave to the reader, reveals two facts. First, there is an isomorphism
Secondly, one obtains the description of the natural map between quotients given in the following commutative diagram
In particular, since A p´r X{Y is injective and since φ˚Ω r Y is locally free on X, it follows that q is injective. The Snake Lemma thus yields a commutative diagram of coherent sheaves on X as follows,
(3.11.3)
In summary, we obtain the following description of the successive quotients in the filtration of
This finishes the proof of Proposition 3.11.
TORSION-FREE DIFFERENTIALS ON RATIONALLY CHAIN CONNECTED SPACES
It is well-known that rationally chain connected compact manifolds do not admit any differential forms. Here, we show that the same holds for torsion-free differentials on rationally chain connected varieties with arbitrary singularities. Theorem 4.1 (Torsion-free differentials on rationally chain connected spaces). Let X be a reduced, projective scheme. Assume that X is rationally chain connected. Then
In Theorem 4.1, we do not assume that X is irreducible.
Warning 4.3 (Kähler differentials on rationally chain connected spaces). The statement of Theorem 4.1 becomes wrong if one replaces torsion-free differentials with Kähler differentials. For an example, let X " X 1 Y X 2 be the union of two distinct lines in P 2 . The reducible variety X is then clearly rationally chain connected. The sheaf Ω 1 X of Kähler differentials contains a non-trivial torsion subsheaf, supported at the intersection point X 1 X X 2 . As a skyscraper sheaf supported at a single point, tor Ω 1 X , and hence Ω 1 X , do have non-trivial sections. Similar examples exist where X is irreducible and rationally connected. The paper [GR11] discusses cones where tor Ω 1 X is non-trivial, and supported at the vertex point.
Warning 4.4 (Reflexive differentials on rationally chain connected spaces). The statement of Theorem 4.1 becomes wrong if one replaces torsion-free differentials with reflexive differentials; Example 1.9 on page 4 discusses a non-trivial reflexive form on the (rationally chain connected) cone over an elliptic curve. The
The arguments used to prove of Theorem 4.1 follow the standard proof for the non-existence of Kähler differentials on rationally connected manifolds.
Proof of Theorem Let σ
X˘b e any reflexive differential. By Remark 2.2, it suffices to show that σ vanishes at the general point of every irreducible component of X. In other words, given any irreducible component X 0 Ď X with inclusion map ι : X 0 Ñ X, we need to show that d tfree ιpσq " 0.
The assumption that X is rationally chain connected implies that there exists a fixed point y P X, such that general points of X 0 can be connected to y using a finite-length chain of rational curves. The following is thus an immediate consequence. 
Then the following two equations hold for all indices
1 ď j ď k d tfree µ p j pσq " 0 P H 0`Hˆt p j u, Ω p Hˆtp j u˘a nd (4.6.1) d tfree µ C j pσq " 0 P H 0`HˆC j , Ω p HˆC j(
4.6.2)
Assuming for a second that Lemma 4.6 holds, consider Equation (4.6.2) for j " 1. Write µ C 1 : HˆC 1 as a composition Claim 4.9 (Inductive step II). For all indices 1 ă j ď k, Equation (4.6.1) holds for the index j´1 if Equation (4.6.2) holds for j.
Proof of Claim 4.7.
For j " k, Equation (4.6.1) follows from (4.5.2), which asserts that µ p k is constant. The pull-back map of Kähler differentials is thus zero, dµ p k " 0. By Lemma 2.8, the pull-back map of torsion-free differentials is therefore zero too, so that d tfree µ p k " 0 as claimed.
Proof of Claim 4.8.
Let 1 ď j ď k be any given index, and assume that Equation (4.6.1) holds for j. The following morphisms are relevant in our discussion
The product structure of HˆC j immediately gives a splitting
σ B , we aim to show that both q σ A and q σ B are zero. First, if F " thuˆC j -P 1 is any fibre of π H , then B| F -O P 1 p´2q '‚ is antiample. It follows that B only has the trivial section, so q σ B " 0. Secondly, if follows from Equation (4.6.1) and from the composition law for pull-back of torsion-free differentials, Lemma 2.9, that
In summary, we have seen that d tfree µ C j pσq is zero, as asserted in Claim 4.8.
Proof of Claim 4.9.
Let 1 ă j ď k be any given index, and assume that Equation (4.6.2) holds for the index j. Since p j´1 P C j , we obtain a factorisation
The composition law for the pull-back of torsion-free differentials, Lemma 2.9, then asserts that 5.1. Formulation of the main result. We aim to construct a pull-back map for reflexive differentials, which will turn out to be uniquely determined by universal properties. To formulate these properties ("composition law", "compatibility with Kähler differentials") in a technically correct manner, it seems easiest to use the language of functors. The following definition fixes the category.
Definition 5.1 (Category of klt base spaces). Let X be a normal, irreducible variety. We call X a klt base space if there exists a Q-divisor D on X such that the pair pX, Dq is klt. A morphism between klt base spaces is simply a morphism of varieties.
The following theorem contains the main result of this paper. Its proof is given in Sections 6-7, starting on Page 21. An extension of Theorem 5.2 to morphisms with arbitrary domain is discussed in Section 5.3 on page 21. This justifies the use of the word "restriction" in Diagram (5.2.2). Since X and Z are normal, hence smooth in codimension one, the restriction maps restriction X and restriction Z are clearly isomorphic.
Remark 5.4 (Compatibility with Kähler differentials in special cases). Consider a morphism f : Z Ñ X of klt base spaces whose image is contained in the singular locus of X. In this case, the set Z˝discussed in Theorem 5.2 is empty. The compatibility condition formulated in the theorem is then also empty, that is, always satisfied. This does not mean that d refl f is an arbitrary map. The pull-back map d refl f is in fact uniquely defined by the functorial properties ("composition rule"), and by the requirement that the pull-back maps of other, dominant, morphisms need to satisfy compatibility with Kähler differentials. The proof of Proposition 5.9 will illustrate this principle. The proof of Proposition 5.9 makes use of the following elementary construction, which we note for later reference.
Proposition 5.7 (Morphisms to smooth target spaces). Let f : Z Ñ X be any dominant morphism between klt base spaces, where X is smooth. Then d refl f equals the composition of the following maps
Construction 5.11. Let f : Z Ñ X be any morphism between normal varieties, and let π : r X Ñ X be a resolution of singularities. Then there exists a smooth variety V and a commutative diagram, 
There are two situation where this is easily true. Proposition 5.9 is hence shown for dominant morphisms, and for morphisms with smooth target. If f is neither, apply Construction 5.11 to obtain a commutative diagram as in (5.11.1). We have seen above that d refl g is O Z pZq-linear. It is injective by Proposition 5.8. To prove (5.12.1), it will therefore suffice to prove the analogous equation for the composed morphism f˝g, . This description of reflexive differentials immediately allows to define reflexive wedge products, that is, for all p and q morphismŝ
:
that, on the smooth locus of X, agree with the usual wedge products. We define C-linear reflexive exterior derivatives in the same fashion, for all p,
X˘.
In this setting, the proof of Proposition 5.9 applies almost verbatim to give the following compatibility result.
Proposition 5.13 (Compatibility with wedge products and exterior derivatives).
Let f : Z Ñ X be any morphism between normal varieties. Then the pull-back maps for reflexive differentials and sheaves of reflexive differentials commute with reflexive wedge products and reflexive exterior derivatives.
5.3.
Morphisms with arbitrary domain. The properties listed above allow for the construction of a meaningful pull-back map even for morphisms where only the target is assumed to be a klt base space.
To this end, let f : Z Ñ X be any morphism between normal varieties and assume that X a klt base space. Observing that the smooth locus Z reg is a klt base space as well, and recalling that the restriction map
s isomorphic, define a pull-back map for reflexive differentials as the composition of the following two maps,
As there is no possibility of confusion, we denote this map again by d refl f . Is is easy to show that all properties listed in Section 5.2 also hold for this generalised map. In particular, d refl f is induced by a sheaf morphism. We have thus constructed
Z˘f or all indices p.
PREPARATION FOR THE PROOF OF THEOREM 5.2
Given a morphism of klt base spaces and a reflexive form on the target space, the following proposition constructs a reflexive form on the domain that satisfies a weak universal property. 
where V is smooth, let r σ P H 0`r X, Ω p r X˘b e the unique differential form on r X that agrees with σ wherever π is isomorphic. Then
Remark 6.2 (Existence of r σ, restriction of reflexive differentials). The existence of the form r σ used in the formulation of Proposition 6.1 is the main result of the paper [GKKP11] . We refer to [GKKP11, Thm. 1.4 and Rem. 1.5.2] for details. In analogy with Remark 5.3, we have used the canonical identification Ω
implicitly in the formulation of Equation (6.1.2).
Remark 6.3 (The case where f pZq Ć X sing ). In the setting of Proposition 6.1, if f pZq is not contained in the singular locus of X, then it follows immediately from the universal property (6.1.2) that τ is the unique reflexive form whose restriction to the open set Z˝:" Z reg X f´1pX reg q satisfies τ| Z˝" 
Remark 6.4 (Existence of V, a and g for given resolution π). Given an arbitrary resolution of singularities π : r X Ñ X, Construction 5.11 shows that there always exist smooth varieties V and morphisms a, g as in Diagram (6.1.1).
6.1. Preparation for the proof of Proposition 6.1. We will see in Section 6.2 that Proposition 6.1 is in fact a corollary of the following, seemingly weaker lemma. Remark 6.6 (Relation between Lemma 6.5 and Proposition 6.1). We will later see that the form τ constructed in Lemma 6.5 for one specific resolution map will also work for any other.
The remainder of the present Section 6.1 is devoted to the proof of Lemma 6.5. Though not extremely involved on a conceptual level, the proof is somewhat lengthy to write down. To help the reader maintain an overview, we have subdivided the proof into a number of relatively independent steps, given in Sections 6.1.1-6.1.6 below.
6.1.1. Proof of Lemma 6.5: setup of notation, simplification. We maintain assumptions and notation of Lemma 6.5 throughout the proof. In order to construct a reflexive form on Z, it suffices to construct the form away from a set of codimension two. Since Z is a klt base space, hence normal, we can therefore assume without loss of generality that the following holds.
Additional Assumption 6.7. The space Z is smooth.
In case where the image of f is not contained in the singular set of X, it has been shown in [GKKP11, Thm. 4.3] that there exists a differential form τ on Z that agrees on the open set f´1pX reg q with the usual pull-back of the Kähler differential σ| X reg . The differential τ clearly satisfies all requirements stated in Lemma 6.5, so that the proof is already finished in this case. We will therefore assume without loss of generality that the following holds.
Additional Assumption 6.8. The image of f is contained in the singular set of X.
We define T Ď X as the Zariski closure of the image of f , that is, T :" f pZq. Choose a desingularisation π : r X Ñ X with the additional property that the preimage π´1pTq Ă r X has pure codimension one and forms a divisor with simple normal crossing support. Finally, let E Ă π´1pTq be the union of those components that dominate (=surject onto) the irreducible variety T. Its irreducible components are denoted as
The figure sketches the situation of Lemma 6.9 in case where X is a threefold and T is a curve. Over T α , the exceptional set of the resolution map π is a reducible divisor, E " E 0 Y E 1 . The composed map ψ α is an snc morphism of the pair p r U α , E α q.
FIGURE 6.1. Projection to general points of T
Proof of Lemma 6.5: projection to general points of T.
One way to describe the geometry of X near general points of T is by looking at a family of sufficiently general complete intersections pH t q tPT , and by studying the varieties H t at their intersection points with T. At general points of T, the family defines a morphism, and it is often notationally convenient to discuss the varieties H t as being fibres of that morphism. This idea is not new, and is explained in great detail in [GKKP11, Sect. 2.G]. The following lemma summarises the results and fixes notation used throughout the remainder of the proof of Lemma 6.5. Figure 6 .1, taken from the preprint version of the paper [GKKP11] , illustrates the setup. 
Lemma and Notation 6.9 (Projection to general points of T). In the setup of
each canonically identified with U α . Choosing one V α,‚ for each given set U α , the morphisms φ α and ψ α are immediately obtained from these identifications. Conditions (6.9.4) and (6.9.5) follow from the properties of φ and ψ.
6.1.3. Proof of Lemma 6.5: construction of a differential form on T˝. We follow the ideas outlined in Section 1.3. Given any point t P T α , a fundamental result of Hacon-McKernan asserts that the fibre E t :" π´1ptq is rationally chain connected. Using the results obtained in Section 4, this implies that relative differentials in Ω p r U α {T α vanish modulo torsion when restricted to any component of E t . This is a first indication of the principle that "the restriction of any differential to E˝comes from T˝", as formulated and proven in the following lemma.
Lemma 6.10 (Restriction of any differential to E˝comes from T˝). In the setup of Section 6.1.2, the pull-back map of torsion-free differentials,
is isomorphic.
Proof.
Choosing an open cover of T˝as in Lemma 6.9, it suffices to show that the pull-back maps associated with the restricted morphisms,
are isomorphisms, for all α P A. Let α P A be any given index. The pull-back map d tfree pπ| E α q is clearly injective. To prove surjectivity, consider the filtration and the sequences introduced in Proposition 3.11,
which exist for all 0 ď r ď p. Observe that in case where r " p, Sequence (6.10.2) yields |
. To prove Lemma 6.10, we aim to show that
Since the vector bundles, ψα q Ω r
are trivial by Assertion (6.9.1) of Lemma 6.9, Equation (6.10.3) will follow from an inductive argument using the Sequences (6.10.2) once we show that
Using Corollary 3.10 to identify the restriction q Ω q E α {T αˇEt
for all points t P T α and all fibres E t :" π´1ptq Ă E α , Equation (6.10.4) will in turn follow from the stronger claim that
" 0, for all t P T α and all q ą 0.
To prove (6.10.5), recall that X˝is a klt base space. A fundamental result of HaconMcKernan [HM07, Cor. 1.5(1)] thus implies that fibres E t , being fibres of the birational resolution map π, are rationally chain connected. The vanishing asserted in (6.10.5) is therefore an immediate consequence of the non-existence of torsionfree forms in rationally chain connected spaces, as asserted in Theorem 4.1.
Remark 6.11. Using the standard fact that klt base spaces have rational singularities, it might be possible to give a proof of Lemma 6.10 using Namikawa's analysis of mixed Hodge structures, [Nam01a, Lemma 13.3 )
Equation (6.13.2) then follows easily from the composition law for pull-back of torsion-free differentials formulated in Lemma 2.9 and from the commutativity of the diagrams considered so far. 
Observing that the pull-back of the forms r σ and r σ 1 to the common resolution p X agree on the preimage of X reg , we obtain an equality of differential forms,
An application of Lemma 6.5 with a " p˝a 2 , g " g 1˝g2 therefore yields the following chain of equalities, 
The following reflexive forms, defined as explained above using Proposition 6.1, will appear in the computation
We have seen in Remark 6.3 that this definition implies that r σ is the unique differential form on r X that agrees with the pull-back σ at points where π is isomorphic. The analogue statement holds for r τ and τ, so that our notation is consistent with the notation used earlier. A repeated application of Proposition 6.1, using the fact that two reflexive forms on a normal space agree if they agree on the smooth locus, now shows the following Since g is surjective, Remark 6.3 immediately implies that d refl g is injective. Equation (7.5.1) therefore follows from the computation. In summary, we have shown that the definition of pull-back given above does satisfy the composition law. This finishes the proof of the existence statement in Theorem 5.2.
Part III. Appendix

APPENDIX A. TORSION SHEAVES ON REDUCIBLE SPACES
In Parts I and II, we need to discuss torsion sheaves and torsion-free sheaves on reducible spaces. While no fundamental issues arise, it seems that almost all standard books, such as [Har77] , [Gro60] or [GR84] restrict themselves to the irreducible case. The few existing references touch the subject only very briefly. For completeness' sake, we have thus chosen to recall the relevant definitions and to include proofs of all the properties used in this paper. Notation A.1 (Sheaf of rational functions, [DG71, I.8.3]). Let X be a reduced, quasiprojective scheme. We denote the sheaf of rational functions on X by R X .
3 The definition presented here is found in [DG71] but not in [Gro60] . At the time of writing this paper, the book [DG71] was not listed on MathSciNet and did not show on www.springer.com. Explanation A.2. In the setting of Notation A.1, the sheaf of rational functions is quasi-coherent. If X˝Ď X is an affine open set, say X˝" Spec A, then R X pX˝q is the ring of rational functions on X. This ring is isomorphic to the localisation S´1 A, where S is the multiplicatively closed set of non-zerodivisors in A. 
Define the torsion subsheaf of F as tor F :" ker ψ F . The sheaf F is called torsion sheaf if ψ F " 0, and torsion-free if ψ F is injective. Explanation A.4. In the setting of Definition A.3, let X˝Ď X be any affine open set, say X˝" Spec A. Denoting the A-module associated with the sheaf F by F :" F pX˝q, the sheaf F b O X R X of Definition A.3 is expressed as follows,
In summary, we see that a section σ P F pX˝q is a section of the torsion subsheaf tor F if and only if there exists a non-zerodivisor f P O X pX˝q that annihilates it.
In particular, σ is a section of the torsion subsheaf if and only if there exists dense open U Ď X˝such that σ| U " 0. 
If ψ is injective, then q φ is injective as well.
Proof. Observing that F { tor " Image ψ F and G { tor " Image ψ G , the claim is immediate from right-exactness and from universal properties of the tensor product. Proof. Let X˝Ă X be any affine open subset. If X˝is disjoint from X 0 , then ι˚F | Xi s the zero sheaf, which is torsion-free. Now assume that X˝X X 0 " H, and let σ P ptor ι˚F qpX˝q Ď pι˚F qpX˝q be any section, with associated section τ P F pX˝X X 0 q. We need to show that σ " 0, or equivalently τ " 0. To this end, let X 1 Ă X denote the union of all irreducible components different from X 0 . Let U Ă X˝be a dense open subset such that σ| U " 0. The set U˝:" U X pX 0 zX 1 q is then open and dense on X 0 and σ| U˝" 0. In particular, τ| U˝" 0. Since F is torsion-free, this shows that τ " 0, as claimed.
Proposition A.9 (Injectivity of morphisms Proof. Assume we are given an affine open set X˝Ď X and a section σ P ker φ.
Observe that U :" X˝zY is dense in X˝, and that σ| U " 0. Since F is torsion-free this implies that σ " 0.
