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Abstract
Este trabajo de fin de grado consiste en el desarrollo de un sistema en el lenguaje Python que
realiza inferencia lo´gica, implementando una redefinicio´n del dialecto de reglas de produccio´n del
esta´ndar Rule Interchange Format, un lenguaje para la unificacio´n de documentos de reglas en
diferentes lenguajes. En adicio´n, el motor de inferencia desarrollado usa ontolog´ıas escritas en un
subconjunto de OWL 2, e implementa una versio´n del algoritmo Rete para la realizacio´n de mat-
ching en reglas. Este trabajo se engloba en las tecnolog´ıas de la web sema´ntica, y pretende ser
una alternativa co´moda y fa´cil de usar que no requiera de traductores entre lenguajes de reglas.
Tambie´n se ha realizado un estudio de rendimiento del motor, en el que se observa el peso que tiene
el pobre rendimiento de Python sobre el motor y la influencia del taman˜o de la red Rete sobre el
tiempo de ejecucio´n.
Aquest treball de fi de grau consisteix en el desenvolupament d’un sistema en el llenguatge Pyt-
hon que realitza infere`ncia lo`gica, implementant una redefinicio´ del dialecte de regles de produccio´
de l’esta`ndard Rule Interchange Format, un llenguatge per a la unificacio´ de documents de regles
en diferents llenguatges. A me´s, el motor d’infere`ncia desenvolupat utilitza ontologies escrites en un
subconjunt d’OWL 2, i hi implementa una versio´ de l’algorisme Rete per a la realitzacio´ de matching
en regles. Aquest treball s’engloba en les tecnologies de la web sema`ntica, i prete´n ser una alterna-
tiva co`moda i fa`cil d’utilitzar que no requereixi de traductors entre llenguatges de regles. Tambe´
s’ha realitzat un estudi de rendiment del motor, en el que s’observa el pes que te´ el pobre rendi-
ment de Python sobre el motor i la influe`ncia de la mida de la xarxa Rete sobre el temps d’execucio´.
This end-of-degree project consists in the development in the language Python of a system that
performs logical inference, implementing a redefinition of the production rule dialect of the Rule
Interchange Format (RIF) standard, a language to unify rule documents written in different langua-
ges. Furthermore, the developed inference engine uses ontologies written in a subset of OWL 2 and
implements a version of the Rete algorithm to perform rule matching. This project is encompassed
in the semantic web technologies, and pretends to be an easy and convenient alternative that does
not require translators between rule languages. A performance study has also been done, in which
the weight of the poor performance of Python over the engine and the influence of the size of the
Rete network over the execution time can be observed.
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Este trabajo de fin de grado esta´ realizado por Adria´n Tormos Llorente, estudiante de la espe-
cialidad de Computacio´n de Ingenier´ıa Informa´tica en la Universitat Polite`cnica de Catalunya. En
esta rama se forma a los alumnos en el desarrollo de sistemas informa´ticos completos, complejos y
eficientes, tratando sectores tales como la visualizacio´n de gra´ficos, la inteligencia artificial, la pro-
gramacio´n lo´gica, la teor´ıa de la computacio´n, compiladores, o el procesado de informacio´n masiva.
De los campos anteriores, este trabajo se centra en la representacio´n del conocimiento y los
sistemas basados en reglas. El primero de estos es parte del sector de la inteligencia artificial,
y en pocas palabras, se refiere a la representacio´n de informacio´n de tal manera que pueda ser
interpretada por un sistema informa´tico. El segundo campo, tambie´n relacionado con la inteligencia
artificial, engloba a aquellos sistemas que manipulan conocimiento mediante el uso de reglas. Por
otra parte, tambie´n gira en torno al concepto de la web sema´ntica, del que extrae tanto ideas como
lenguajes.
1.1.1. Conceptos y te´rminos
En pocas palabras, este trabajo de fin de grado consiste en el desarrollo de un sistema informa´ti-
co (programado en el lenguaje Python) basado en reglas que, mediante la inferencia lo´gica, genera
nuevo conocimiento a partir de una base de informacio´n o, en su defecto, un conjunto de hechos.
Este tipo de sistemas son llamados motores de inferencia. A continuacio´n, se definen los conceptos
ma´s importantes relacionados con los campos anteriores y con el trabajo en s´ı:
Web sema´ntica El concepto de una representacio´n del contenido de la World Wide Web de
una manera fa´cilmente procesable por ma´quinas, en contraposicio´n al paradigma actual de la red,
en que su contenido y conocimiento se muestran en un formato preparado para el entendimiento
de los humanos: la web sinta´ctica [1, p. 4-6]. La iniciativa de la web sema´ntica fue creada por el
World Wide Web Consortium (W3C), y es importante destacar que no se trata de una nueva red
paralela a la actual, sino una evolucio´n de la red actual [2, p. 3].
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Representacio´n del conocimiento Segu´n [3, p. 4], el campo de estudio del uso de s´ımbolos
formales para representar una serie de proposiciones que un agente (informa´tico o no) cree como
ciertas.
Razonamiento Manipulacio´n formal de representaciones del conocimiento para producir nue-
vas proposiciones lo´gicas. La inferencia lo´gica, por ejemplo, es un me´todo de razonamiento en
que se extraen consecuencias lo´gicas (que son proposiciones) a partir de otras ciertas proposiciones
iniciales dadas como premisas [3, p. 3-4].
Sistema basado en el conocimiento Sistema informa´tico caracterizado por la presencia y el
uso de una base de conocimiento, una representacio´n del conocimiento que simboliza aquello que
cree como cierto, y que es usada para razonar. [3, p. 5-7] Una ontolog´ıa, a su vez, es una definicio´n
de conocimiento formada por objetos, propiedades y relaciones entre ellos [3, p. 31-32].
Sistema basado en reglas Aplicacio´n informa´tica construida para usar sistemas de pro-
duccio´n, un tipo de sistema informa´tico que razona mediante reglas de una cierta forma llamadas
reglas de produccio´n. Este tipo de reglas tienen la forma si Condicio´n (se cumple) entonces
Accio´n (se ejecuta) [3, p. 117-119].
Motor de inferencia Sistema informa´tico que usa la inferencia lo´gica para, dado un conjunto
de proposiciones lo´gicas, las premisas, extraer consecuencias lo´gicas de ellas.
Notar que de muchos de los conceptos mencionados tanto aqu´ı como en la seccio´n de Objetivos
se hablara´ en detalle en apartados posteriores.
1.1.2. Identificacio´n del problema
La World Wide Web ha cambiado el mundo. El funcionamiento de las empresas, la comunicacio´n
entre las personas, o incluso la forma en que la gente ve pel´ıculas es diferente a como era antes de
la red. De la misma manera, ha habido un cambio en la percepcio´n general de los ordenadores: de
servir para ca´lculos complejos, a procesar informacio´n con propo´sitos tan diferentes como adminis-
trar bases de datos o jugar a videojuegos.
El contenido de la red ha sido presentado tradicionalmente en un formato adecuado al entendi-
miento humano, siendo usado por ejemplo para buscar informacio´n, interactuar con otras personas,
o hacer la compra. A menudo se usa los llamados motores de bu´squeda, como Google o DuckDuck-
Go, que recopilan pa´ginas web segu´n tienen o no las palabras clave que el usuario quiere [2, p. 1-2].
Sin embargo, y en general, los mismos motores de bu´squeda no interpretan el significado de esos
resultados que encuentran para el usuario [1, p. 1].
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La web sema´ntica es una iniciativa creada e impulsada por el W3C con el objetivo de desarro-
llar una serie de tecnolog´ıas que permitan representar el conocimiento de una manera fa´cilmente
procesable por sistemas informa´ticos. Estas tecnolog´ıas se clasifican principalmente en dos campos
estrechamente relacionados: la representacio´n del conocimiento y la inferencia lo´gica [4]. Es obvio
el por que´ del primer campo. Por otra parte, el propo´sito del segundo en la web sema´ntica es el de
la generacio´n de nuevo conocimiento por parte de procesos automatizados. Las reglas definen un
mecanismo con el que, mediante la inferencia, manipular la informacio´n y generar nuevo conoci-
miento. A su vez, las reglas tambie´n se consideran una forma de informacio´n [5].
Las tecnolog´ıas para la representacio´n del conocimiento que el W3C ha desarrollado (o cuyo uso
recomienda) son, entre otras, Resource Description Framework (RDF) y Web Ontology Language
(OWL) [4]. Para cubrir el campo de las reglas y la inferencia, el W3C ha disen˜ado Rule Interchange
Format (RIF), cuyo principal propo´sito es servir de lenguaje intermediario entre otros sistemas de
reglas para posibilitar su intercambio [6].
Este u´ltimo lenguaje (concretamente uno de sus tres dialectos, el de reglas de produccio´n) es
el que nos atan˜e: aunque su propo´sito es permitir el intercambio de reglas entre sistemas, ¿se
puede realizar inferencia lo´gica sobre reglas escritas directamente en este? ¿Es co´modo? ¿Potente?
¿Suficientemente expresivo? Este es el tipo de preguntas que, desarrollando un motor de inferencia
que usa RIF para razonar, espero poder resolver.
1.1.3. Actores implicados
En general, RIF es un lenguaje dirigido a los usuarios de tecnolog´ıas para el desarrollo de siste-
mas basados en reglas. A su vez, los sistemas basados en reglas suelen ser aquellos que presentan
una solucio´n a problemas para los que no hay una solucio´n algor´ıtmica obvia o eficiente, la lo´gica
de los cuales var´ıa con frecuencia (por ejemplo, para gestionar clientes o stocks en una fa´brica), o
que pertenecen a campos en los que existen expertos que pueden proporcionar informacio´n pero
que no disponen de la capacidad te´cnica para desarrollar algoritmos [7]. Estos sistemas pueden ser,
tambie´n, una porcio´n de un proceso mayor.
El W3C ha compilado con los an˜os una serie de casos de uso, [8], para ilustrar diferentes situa-
ciones y propo´sitos para los que RIF puede ser usado.
Por ejemplo, un caso con dos empresas, A y B. A suministra productos a B, y ambas deben
ponerse de acuerdo en las condiciones del mismo suministro, como el precio, plazos, etc. Por ejemplo,
B podr´ıa proponer la regla “Si A realiza una entrega 10 o ma´s d´ıas tarde, sera´ rechazada por B”. A
y B usan una misma base de conocimiento, fundamental para entenderse, pero motores de inferencia
diferentes para su gestio´n. Para poder negociar, A y B deben poder entenderse en un formato comu´n
para evitar ambigu¨edades y malentendidos: RIF.
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En otro caso de uso se habla del uso conjunto de lenguajes de ontolog´ıas como OWL y de
lenguajes de reglas. En campos como la medicina, biolog´ıa, o servicios web, un grupo de actores
puede necesitar intercambiar informacio´n en forma de reglas y ontolog´ıas por partes iguales. En
este caso, se usar´ıan una o ma´s ontolog´ıas OWL para describir datos, y una base de reglas para
describir sus propiedades y funcionamiento. Esta base de reglas, si se mantiene en el lenguaje RIF,
permite su traduccio´n a otros lenguajes de reglas que los agentes puedan utilizar de manera sencilla.
Estos son ejemplos en los que RIF se usa entre empresas, o entre usuarios. Tiene sentido, sabien-
do cua´l es el principal propo´sito del lenguaje. Pero, ¿por que´ no ir un paso ma´s alla´? Si fuera viable
un motor de inferencia en el mismo RIF, ¿co´mo cambiar´ıa la situacio´n? ¿Que´ ventajas supondr´ıa?
Si se extendiera el uso de RIF ma´s alla´ del intercambio de reglas, de la misma forma que OWL esta´
extendido para describir ontolog´ıas. Si los usuarios de RIF sustituyeran los diferentes motores de
inferencia de que disponen actualmente por uno comu´n que usara RIF, ¿que´ cambiar´ıa?
Sin ir ma´s lejos, podr´ıan ahorrarse la doble traduccio´n (Lenguaje 1 Ñ RIF Ñ Lenguaje 2) que
ahora mismo deben realizar si quieren intercambiar reglas. Por otro lado, podr´ıan establecer plata-
formas colaborativas para la creacio´n y manipulacio´n de reglas en tiempo real entre ellos (ser´ıa una
mejora significativa en el primer caso de uso, donde A y B no depender´ıan de un intercambio de
mensajes que podr´ıa retrasar o alargar sus negociaciones innecesariamente), que no tendr´ıan que
ser traducidas a ningu´n otro lenguaje para ser usadas.
As´ı pues, el desarrollo de este trabajo esta´ dirigido a los actuales usuarios de RIF, que cambiar´ıan
sus lenguajes de reglas actuales por RIF, pasando a usar este motor de inferencia y ahorrando as´ı
tiempo y recursos. Hay que tener en cuenta, sin embargo, que un motor de inferencia no es nada
novedoso, y su desarrollo sin ma´s no es algo destacable. Aun as´ı, en el peor de los casos, este trabajo
sera´ una alternativa ma´s que los usuarios mencionados tendra´n a su disposicio´n. De todas formas,
espero que (con un poco de suerte) pueda ser el primer paso de algo mayor.
1.2. Justificacio´n
En este apartado de la memoria se discuten proyectos anteriores relacionados con este y se habla
de soluciones aprovechables ya existentes para ciertas porciones del trabajo a realizar.
1.2.1. Trabajo previo
Antes de entrar en sistemas estrechamente relacionados con este trabajo de fin de grado, es in-
teresante ver cua´n atra´s remontan los motores de inferencia. Los primeros motores usaban sintaxis
basadas en Lisp, pues es fa´cilmente interpretable y manipulable. Un ejemplo de este tipo de motores
(y una de las inspiraciones de este trabajo) es C Language Integrated Production System (CLIPS),
desarrollado entre los an˜os 1985 y 1996 en el Johnson Space Center de la NASA. Se describe como
“un lenguaje de programacio´n basado en reglas u´til para crear sistemas expertos”[9], que es de las
mayores aplicaciones que han tenido los motores de inferencia a lo largo del tiempo. Otro ejemplo es
Eclipse, presentado en [10, p. 1], que fue desarrollado en 1990 por Hewlett-Packard. Curiosamente,
integra CLIPS y an˜ade funcionalidades sobre e´l.
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Con el e´xito del lenguaje OWL, han aparecido toda una serie de sistemas informa´ticos que,
desde diferentes enfoques, razonan de alguna manera con e´l. Un ejemplo de ello es Jena, que se
define como “un framework para la creacio´n de aplicaciones para la web sema´ntica”, desarrollado
por la Apache Software Foundation. Jena contiene APIs para trabajar con RDF, OWL y un motor
de inferencia propio. [11] Otro ejemplo es Racer, trabajo de Haarslev y Mo¨ller. En [12], los creadores
explican que tiene soporte para DAML+OIL (otro lenguaje para representar conocimiento) [13],
RDF y OWL. Racer es u´nicamente un motor de inferencia, a diferencia de Jena.
Estos son solo dos ejemplos de un nu´mero bastante mayor de sistemas. Sin embargo, lo que
tienen en comu´n es que no usan RIF como su lenguaje de reglas: para poder trabajar con reglas en
este lenguaje, deben ser traducidas al que cada uno de estos sistemas usa. As´ı pues, este trabajo
ofrece una alternativa en lo que se refiere a que´ lenguaje usa para razonar.
1.2.2. Soluciones ya existentes
La realizacio´n de este motor de inferencia se puede dividir en varias secciones, que se pueden
desarrollar de manera ma´s o menos independiente (que no paralela, pues el desarrollo de algunas
depende de que otras existan). Sin ningu´n orden en particular, se trata del ana´lisis le´xico, grama-
tical y sema´ntico del co´digo en RIF, su paso a eXtensible Markup Language (XML) (un formato
mucho ma´s manejable para el motor), la preparacio´n de la ejecucio´n (preprocesado para crear las
estructuras internas que el motor necesite), la ejecucio´n en s´ı, y la importacio´n de ontolog´ıas. Evi-
dentemente, este trabajo no busca reinventar la rueda, as´ı que en aquellas secciones en que sea
posible, se aprovechara´n soluciones ya existentes. A continuacio´n, se presentan brevemente estas
soluciones.
Para el ana´lisis le´xico y gramatical del lenguaje se usara´ ANother Tool for Language Recogni-
tion (ANTLR), una herramienta para la creacio´n de analizadores le´xicos y sinta´cticos que genera
un programa que permite recorrer a´rboles de sintaxis abstracta [14].
Para importar ontolog´ıas se usara´ la librer´ıa RDFLib, un paquete para Python que permite
trabajar fa´cilmente con el lenguaje RDF [15].
Durante la ejecucio´n del motor de inferencia se aprovechara´n algoritmos ya existentes como el
algoritmo Rete, base de muchos motores de inferencia actuales, que permite de manera eficiente
comprobar si una regla se debe activar con ciertos hechos de la base de conocimiento [3, p. 127-129].
Para el resto de secciones no existe una solucio´n que se pueda adaptar o aprovechar.
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1.3. Alcance
En esta seccio´n se habla de cua´les son los objetivos del trabajo, y cua´les son los posibles obsta´cu-
los y riesgos que se pueden encontrar a lo largo del desarrollo del proyecto.
1.3.1. Objetivos
Para este trabajo se han identificado tres objetivos gene´ricos, a partir de los que se han especi-
ficado subobjetivos concretos que cumplir.
Aprendizaje sobre nuevos conceptos y tecnolog´ıas Parte del conocimiento necesario para
realizar este trabajo se aleja de aquello que se puede adquirir en el grado de Ingenier´ıa Informa´tica,
en su mayor´ıa por tratarse de conceptos ma´s especializados de lo que se puede cubrir en el mismo.
As´ı pues, es necesaria una bu´squeda de informacio´n sobre ciertos temas, en primer lugar para tener
una visio´n ma´s amplia y general sobre el marco que engloba al trabajo, y despue´s, para poder
entender y desarrollar con e´xito las diferentes partes del proyecto. Caben destacar los siguientes dos
campos:
Sobre las tecnolog´ıas de la web sema´ntica La iniciativa de la web sema´ntica, como se
explica en apartados anteriores, es fundamental para este trabajo. Es tan importante entender
los motivos de la iniciativa y el contexto en que se origina como las tecnolog´ıas que se han
derivado de la misma, como los lenguajes RIF o RDF, que se usan en este trabajo.
Sobre te´cnicas para la inferencia lo´gica Comprender las te´cnicas para razonar mediante
inferencia lo´gica de manera eficiente es primordial, dado el tema del trabajo. Algoritmos como
Rete van a tener que ser entendidos, implementados, y si es posible, optimizados.
Desarrollo de un motor de inferencia Es evidente que lo ma´s importante en este trabajo es
el desarrollo de un motor de inferencia que funcione correctamente y sea lo ma´s completo posible.
Este objetivo, muy general, se puede dividir en las siguientes metas:
Ana´lisis de co´digo escrito en RIF Las reglas que el motor de inferencia use estara´n escritas
en el lenguaje RIF, por lo que es indispensable poder analizar le´xica, gramatical y sema´nti-
camente el lenguaje. Los dos primeros pasos se realizara´n sobre su sintaxis de presentacio´n, y
el tercero sobre una estructura XML equivalente.
Gestio´n de bases de conocimiento en RDF Las bases de conocimiento que usara´ el motor
estara´n representadas en el lenguaje RDF, por lo que se debera´ poder interpretar y manipular
de las formas que sean necesarias para el correcto funcionamiento del motor. Opcionalmente,
si el desarrollo avanza sin dificultades, se podr´ıa evaluar extender el proyecto de manera que
tambie´n pudiera interpretar lenguajes ma´s complejos como RDF Schema u OWL.
Preprocesado La fase del preprocesado es la preparacio´n de una ejecucio´n del motor dados
un conjunto de reglas y una base de conocimiento. Incluye la creacio´n y rellenado de las es-
tructuras de datos que necesitara´ el motor para su correcto funcionamiento, por ejemplo para
el algoritmo Rete, y la manipulacio´n de reglas para transformarlas en otras lo´gicamente equi-
valentes pero ma´s eficientes para el motor (por ejemplo, transformando varios cuantificadores
existenciales anidados en uno solo). El segundo proceso podr´ıa, como alternativa, modificar
un archivo de reglas directamente.
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Gestio´n y manipulacio´n de la base de hechos Es muy importante la correcta gestio´n de
la base de hechos, la informacio´n que el motor considera que conoce en un cierto momento de
la ejecucio´n. Tanto la adicio´n y eliminacio´n de hechos cuando es necesario como los efectos
que tiene sobre las reglas que se pueden ejecutar.
Implementacio´n de un algoritmo de pattern matching en reglas Se implementara´ el
algoritmo Rete, el ma´s usado para ello. Si se puede, se buscara´ optimizarlo.
Implementacio´n de una estrategia de resolucio´n de conflictos Se produce un conflicto
cuando existen a la vez varias reglas que se pueden ejecutar y hay que escoger un orden para
llevarlas a cabo [16]. Es necesaria como poco una estrategia para determinar este orden, y de
manera opcional se puede incluir la opcio´n de escoger entre varias.
Desarrollo de una interfaz gra´fica En un principio, el motor va a funcionar con una
interfaz simple en consola. Si el proyecto se desarrolla sin problemas, se programara´ una
interfaz gra´fica, mejorando as´ı la usabilidad del sistema.
Correccio´n El motor de inferencia debe funcionar sin fallos, por lo que es necesario comprobar
tanto teo´ricamente como mediante una fase de testing que todo se ejecuta correctamente, de la
manera en que debe hacerlo.
Correccio´n de cada una de las partes del programa Se obvia la explicacio´n de los
subobjetivos de este punto por cuestiones de brevedad. En pocas palabras, la correccio´n de
cada seccio´n del programa es un subobjetivo de esta meta gene´rica.
Notar que de muchos de los conceptos mencionados tanto aqu´ı como en la seccio´n de Conceptos
y te´rminos se hablara´ en detalle en apartados posteriores.
1.3.2. Riesgos
Los siguientes son los posibles riesgos y obsta´culos que se pueden encontrar durante el desarrollo
de este trabajo:
Dificultades en la bu´squeda de informacio´n Como se ha podido comprobar en el apartado
anterior, para el correcto desarrollo de este trabajo es necesaria la investigacio´n sobre un buen
nu´mero de nuevos conceptos. Por una parte, puede ser dif´ıcil encontrar informacio´n u´til, sobre todo
en lo que refiere a te´cnicas de inferencia lo´gica y razonamiento. Por otra parte, tambie´n pueden ser
dif´ıciles la asimilacio´n y el entendimiento de los mismos. Por ejemplo, los detalles y complejidades
de los lenguajes RIF y RDF pueden ser dif´ıciles de comprender sin experiencia previa con lenguajes
similares.
Dificultades en el desarrollo del sistema La creacio´n de un motor de inferencia se divide en
un nu´mero importante de secciones o tareas. Para la programacio´n de cada una de ellas, es necesario
primero el entendimiento de una serie de conceptos avanzados (esto puede ser un problema en s´ı,
ver el punto anterior), y despue´s tener la capacidad de adaptarlos y usarlos correctamente en la
programacio´n del motor. Por poner un ejemplo, para la parte del pattern matching con reglas
se usara´ el algoritmo Rete. Sera´ importante encontrar informacio´n sobre el mismo, entenderla
ra´pidamente y tener la capacidad de programarlo sin problemas. Este ejemplo concreto es, adema´s,
crucial, pues se trata de uno de los elementos ma´s importantes del motor.
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Problemas de rendimiento Durante la fase de planificacio´n es muy dif´ıcil predecir cua´l va
a ser el rendimiento del motor. Si alguno de los procesos del mismo tuviera un rendimiento poco
razonable (ya sea en tiempo de ejecucio´n o en cantidad de memoria usada), habr´ıa que invertir ma´s
tiempo del esperado en su optimizacio´n.
Condiciones externas Siempre hay que tener en cuenta que pueden existir situaciones ines-
peradas en el futuro que ralenticen el desarrollo del trabajo. Sin ir ma´s lejos, teniendo en cuenta
que este trabajo de fin de grado se desarrolla a la vez que se cursan otras asignaturas, siempre se
puede dar el caso de que estas requieran ma´s tiempo del que originalmente se cre´ıa, haciendo ma´s
dif´ıcil invertir en el trabajo la cantidad de tiempo recomendada.
1.4. Metodolog´ıa
Para este trabajo de fin de grado, se usara´ el proceso de desarrollo iterativo e incremental para
la programacio´n del motor de inferencia.
En este tipo de procesos, se divide el desarrollo del producto en una serie de periodos de una
cierta duracio´n fija llamados iteraciones. El producto a desarrollar se divide en subconjuntos de
funcionalidades, y en cada una de las iteraciones se trabaja en uno de ellos. De esta manera, tras
cada una de las iteraciones, se obtiene una versio´n funcional del producto a desarrollar que, aunque
no dispone de todas las funcionalidades y caracter´ısticas que el producto debera´ tener, sirve de base
para seguir an˜adiendo funcionalidades en la siguiente iteracio´n [17].
En cada una de las iteraciones se pasa por todas las fases del desarrollo de software tradicional:
se inicia por el ana´lisis de requisitos y el disen˜o, se pasa a la implementacio´n, y por u´ltimo se verifica
el correcto funcionamiento de la versio´n [18].
Esta metodolog´ıa tambie´n permite desarrollar varias iteraciones de manera paralela siempre que
no existan dependencias entre funcionalidades de diferentes iteraciones [17], pero esto no se usara´
en este trabajo.
Se ha considerado adoptar tambie´n alguna metodolog´ıa a´gil, dado que estas se basan en el desa-
rrollo iterativo de software, pero se ha decidido no hacerlo puesto que este tipo de metodolog´ıas
esta´ ma´s enfocado al trabajo en equipo y este es un trabajo individual [19].
En lo que atan˜e al seguimiento del desarrollo, se recurrira´ a la propia organizacio´n personal y
la creacio´n de un proyecto en la herramienta de control de versiones Git. Se usara´n herramientas
como el diagrama de Gantt (Figura 2.1) disen˜ado, y te´cnicas como el bullet journaling para tener
en mente cua´l el progreso dentro del conjunto global del trabajo.
Git es un software de control de versiones de proyectos con gran e´nfasis en el soporte a desarro-
llos no lineales (por ejemplo, con las herramientas para ramificaciones), gestio´n distribuida (cada
desarrollador tiene una copia local del proyecto sobre la que trabaja), visualizacio´n del historial
del proyecto, y otras caracter´ısticas [20]. Esta herramienta permitira´ poder comprobar y validar la
fecha en las que cierto objetivo se cumple, permitiendo el seguimiento del desarrollo.
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Si se diera el caso de surgir imprevistos y verse afectado por alguno de los obsta´culos descritos
en la seccio´n de Riesgos, se actuar´ıa de la manera descrita en la seccio´n de Gestio´n del riesgo,
ma´s adelante. Se hablara´ con el director de manera perio´dica para controlar el progreso, y si fuera
necesario en este caso, tambie´n para llegar a una hoja de ruta alternativa.
1.5. Leyes y regulaciones
No se ha encontrado ninguna ley ni regulacio´n que este´ relacionada con motores de inferencia o




La realizacio´n de este trabajo abarca varios meses: el trabajo en s´ı comienza la u´ltima semana
de agosto de 2019 con el primer acercamiento y estudio del tema del trabajo, y esta´ planeado que
termine a finales de enero de 2020 con la lectura del trabajo, que se producira´ entre los d´ıas 23 y
29 de enero.
Se ha estimado que este proceso durara´ unas 611 horas (el equivalente a unos 25.5 d´ıas) repartidas
en aproximadamente 150 d´ıas (unos 5 meses). Para comprender mejor la planificacio´n a continuacio´n
es importante notar que se dedicara´n al trabajo una media de entre 5 y 6 horas diarias. Por supuesto,
el tiempo dedicado en un d´ıa concreto dependera´ de factores como disponibilidad o la carga de
trabajo de otras asignaturas que se cursan a la vez.
2.1.1. Lista de tareas
A continuacio´n se listan las tareas identificadas, agrupadas segu´n la seccio´n del trabajo al que
pertenecen. Se obvian tareas de “Documentacio´n” o “Validacio´n”, pues cada seccio´n del proyecto
excepto la de escritura de la memoria escrita las tiene y es evidente que consisten en, respecti-
vamente, documentar el co´digo realizado en esa seccio´n y comprobar que el funcionamiento de la
misma es correcto de manera exhaustiva.
Escritura de la memoria escrita
Aprendizaje general (10h) Estudio de los conceptos que rodean y engloban al proyecto de
manera general, antes de profundizar en cada uno de ellos cuando toca.
Contexto y alcance (15h) Escritura de la seccio´n correspondiente al contexto y al alcance
del trabajo.
Planificacio´n temporal (10h) Realizacio´n de la planificacio´n temporal del trabajo, y es-
critura de la seccio´n correspondiente.
15
CAPI´TULO 2. PLANIFICACIO´N 16
Presupuesto y sostenibilidad (15h) Estudio de los recursos necesarios para el trabajo, su
sostenibilidad, y escritura de la seccio´n correspondiente.
Documento final (GEP) (15h) Preparacio´n del documento final de la fase inicial y correc-
cio´n de las secciones anteriores.
Base teo´rica (20h) Escritura del conocimiento teo´rico necesario para entender la memoria
escrita. Esta seccio´n puede ser extendida a lo largo del desarrollo si es necesario.
Ana´lisis de reglas en RIF (15h) Escritura de la seccio´n referente a la programacio´n del
ana´lisis de co´digo escrito en RIF.
Importado de ontolog´ıas en RDF (7h) Escritura de la seccio´n referente al importado de
bases de conocimiento en formato RDF.
Manipulacio´n de reglas (5h) Escritura de la seccio´n correspondiente a la programacio´n
de las manipulaciones de reglas efectuadas por el motor.
Estructuras de datos (10h) Escritura de la seccio´n que trata las estructuras de datos
internas que usa el motor.
Implementacio´n del algoritmo Rete (15h) Escritura de la seccio´n referente a la progra-
macio´n del algoritmo Rete, y las optimizaciones realizadas sobre el mismo.
Flujo de ejecucio´n (20h) Escritura de la seccio´n correspondiente a la estructura del motor
de inferencia y al flujo de la ejecucio´n del mismo.
Rendimiento (15h) Escritura de la seccio´n que trata los diferentes estudios de rendimiento
realizados a lo largo del desarrollo del proyecto.
Documento de seguimiento (10h) Preparacio´n del documento de seguimiento, con revisio´n
y limpieza de la memoria existente hasta el momento.
Finalizacio´n de la memoria (25h) Ampliacio´n de las secciones anteriores donde se necesite,
escritura de las secciones finales de la memoria escrita, y revisio´n y limpieza del documento
entero.
Preparacio´n de la presentacio´n (30h) Preparacio´n de la lectura del trabajo ante tribunal
y creacio´n del material de apoyo necesario.
Ana´lisis de reglas en RIF
Aprendizaje sobre RIF (15h) Estudio del lenguaje que se interpretara´, en que las reglas
esta´n construidas.
Descripcio´n del lenguaje (14h) Descripcio´n del le´xico y sintaxis del lenguaje mediante
una grama´tica incontextual.
Traduccio´n a XML (7h) Programacio´n de la traduccio´n de reglas en RIF a estructura
XML, para su posterior tratamiento.
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Ana´lisis sema´ntico (16h) Programacio´n del ana´lisis de la correccio´n sema´ntica de las reglas
en XML.
Gestio´n de bases de conocimiento
Aprendizaje sobre RDF (5h) Estudio del lenguaje que usara´ el motor para representar
ontolog´ıas.
Importado de ontolog´ıas (RDF) (7h) Programacio´n del importado de ontolog´ıas escritas
en RDF para su posterior uso.
Aprendizaje sobre OWL (10h) Estudio de OWL, un lenguaje ma´s potente que RDF para
representar ontolog´ıas, que pasara´ a ser el usado tras tener una versio´n con los elementos
fundamentales del motor funcionando correctamente.
Importado de ontolog´ıas (OWL) (7h) Ana´logamente a la tarea de importado anterior,
ahora con ontolog´ıas escritas en RDF.
Adaptacio´n del motor a OWL (20h) Adaptacio´n del motor a las nuevas caracter´ısticas
y capacidades que pasan a ser posibles con conocimiento representado en OWL.
Preprocesado y preparacio´n
Manipulacio´n de reglas (6h) Programacio´n del tratado de reglas necesario para ser fa´cil-
mente procesables por el motor.
Aprendizaje sobre el algoritmo Rete (10h) Estudio en profundidad del algoritmo Rete,
para pattern matching, y co´mo implementarlo.
Creacio´n de la red de Rete (15h) Programacio´n del proceso para crear la red Rete, una
estructura de datos necesaria para el funcionamiento del algoritmo homo´nimo, en base a la
lista de tareas con las que el motor trabajara´.
Estructuras para bloques de acciones (10h) Programacio´n de las estructuras de datos
necesarias para representar las acciones que una regla puede llevar a cabo (an˜adir o eliminar
hechos de la base de hechos, por ejemplo).
Ejecucio´n del motor
Aprendizaje sobre motores de inferencia (20h) Estudio en profundidad de la estructura
de los motores de inferencia y del flujo general de su funcionamiento.
Flujo general de la ejecucio´n (15h) Programacio´n del esqueleto del funcionamiento del
motor en s´ı.
Implementacio´n del algoritmo Rete (ejec.) (18h) Programacio´n del resto del algoritmo
Rete, la porcio´n que se lleva a cabo durante el funcionamiento del mismo motor.
Resolucio´n de conflictos (6h) Programacio´n de la parte referente a la resolucio´n de con-
flictos, y la estrategia de resolucio´n de conflictos necesaria.
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Otras estrategias de resolucio´n de conflictos (4h) Programacio´n de estrategias alter-
nativas de resolucio´n de conflictos.
Estudio del rendimiento (10h) Una serie de pruebas para comprobar cua´l es el rendimiento
del motor.
Optimizaciones (15h) Modificaciones al motor de inferencia para mejorar su rendimiento.
Optimizaciones con paralelismo (15h) Modificaciones al motor, usando el paralelismo,
para mejorar mejorar su rendimiento.
Estudio del rendimiento (10h) Ana´logamente al otro estudio, pero con la nueva versio´n
del motor.
Interfaz gra´fica
Aprendizaje sobre interfaces en Python (8h) Estudio del funcionamiento de las inter-
faces gra´ficas y co´mo programarlas en Python.
Interfaz gra´fica (25h) Desarrollo de una interfaz gra´fica para el motor.
Tal como se describe en el diagrama de Gantt (Figura 2.1) ma´s abajo, se inicia el desarrollo por
el ana´lisis de reglas y el importado de ontolog´ıas. Tras ello, se completa el preprocesado y se trabaja
en la ejecucio´n del motor para obtener una primera versio´n con todo lo necesario para funcionar. A
la vez, se va trabajando en las secciones correspondientes de la memoria escrita, de manera que este
documento nunca se deje de lado. El objetivo de esta planificacio´n es poder obtener una versio´n
funcional del motor antes de pasar al desarrollo de las extensiones y las partes ma´s opcionales: el
importado de ontolog´ıas en OWL, las optimizaciones y la interfaz gra´fica, en este orden.
Este es un trabajo en el que se desarrolla un software. Son necesarios, evidentemente, recursos
f´ısicos como un PC de suficiente potencia o herramientas de programacio´n. En cuanto a lo u´ltimo,
para la totalidad de las tareas de programacio´n se usara´ el editor de texto Atom. Para validar la
correccio´n del programa se usara´ unit testing con el paquete de Python unittest [21]. Tambie´n se
usara´ Gitlab en lo que se refiere a seguimiento del desarrollo (ver Metodolog´ıa). Por otra parte,
para las tareas de aprendizaje, se recurrira´ a bibliograf´ıa tanto en formato f´ısico como digital: libros,
papers, revistas, noticias (f´ısicas y digitales), documentacio´n de software, especificaciones, y otros
tipos.
En la Tabla 2.1 se listan los recursos materiales para el desarrollo de cada tarea. Se obvian aque-
llas tareas, en aras de la brevedad, donde los u´nicos recursos materiales necesarios son un ordenador
y Atom.
En cuanto a recursos humanos, la totalidad se realizara´ por el autor del trabajo de fin de grado,
desepen˜ando diferentes roles como jefe de proyecto, disen˜ador, desarrollador o ingeniero de testing.
As´ı pues, el autor (con la gu´ıa del director del trabajo) es el u´nico recurso humano necesario. Ma´s
detalle en la seccio´n de Presupuesto.
En la Tabla 2.2 se puede observar un resumen de la planificacio´n temporal del trabajo. Se
agrupan y resumen las tareas para ser breves.




con el tema a estudiar
Base teo´rica
Aprendizaje sobre RIF, RDF y OWL
Aprendizaje sobre el algoritmo Rete
Aprendizaje sobre motores de inferencia
Aprendizaje sobre interfaces en Python
Tareas de validacio´n unittest
Tabla 2.1: Recursos materiales necesarios por tarea.
Elaboracio´n propia.
ID Descripcio´n Horas Dependencias
1.1 Documentacio´n inicial 65 -
1.2 Secciones del programa 107 1.1, 2.3, 3.3, 4.3, 5.3
1.3 Documento de seguimiento 10 1.2
1.4 Finalizacio´n de la memoria 25 1.3, 3.6, 5.5, 6.3
1.5 Preparacio´n de la lectura 30 1.4
2.1 Aprendizaje: RIF 15 -
2.2 Ana´lisis de reglas en RIF 37 2.1
2.3 Documentacio´n y validacio´n 11 2.2
3.1 Aprendizaje: RDF 5 -
3.2 Importado de ontolog´ıas (RDF) 7 3.1
3.3 Documentacio´n y validacio´n 8 3.2
3.4 Aprendizaje: OWL 10 -
3.5 Importado (OWL) y adaptacio´n 27 3.4
3.6 Documentacio´n y validacio´n 14 3.5
4.1 Aprendizaje: Rete 10 -
4.2 Preprocesado y preparacio´n 31 4.1
4.3 Documentacio´n y validacio´n 13 4.2
5.1 Aprendizaje: motores 20 -
5.2 Ejecucio´n del motor 43 5.1
5.3 Docum., valid. y rend. 28 5.2
5.4 Optimizaciones 30 5.3
5.5 Docum., valid. y rend. 26 5.4
6.1 Aprendizaje: interfaces 8 5.5
6.2 Interfaz gra´fica 25 6.1
6.3 Documentacio´n 6 6.2
TOTAL: 611h






















Figura 2.1: Diagrama de Gantt de la planificacio´n de este trabajo.
Elaborado con [22].
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2.1.2. Gestio´n del riesgo
En esta seccio´n se describen las soluciones a los posibles obsta´culos y dificultades que se pueden
encontrar durante el trabajo, descritas en el apartado de Riesgos.
Dificultades en la bu´squeda de informacio´n Si se producen dificultades encontrando la
informacio´n necesaria para las tareas de aprendizaje, lo ma´s probable es que suceda en las de OWL
y el algoritmo Rete.
En el primer caso, OWL, se puede estudiar programar la importacio´n de ontolog´ıas con la al-
ternativa RDF Schema, un lenguaje a medio camino entre RDF y OWL [23]. Se limitar´ıa un poco,
por tanto, el alcance del trabajo, pero a cambio se reducir´ıa ligeramente la duracio´n de la nueva
tarea de aprendizaje resultante (es un lenguaje a priori ma´s fa´cil de entender y menos complejo
que OWL), compensando en parte la pe´rdida de tiempo.
En el segundo caso, al no existir realmente una alternativa viable a una parte tan fundamental
del motor como el algoritmo Rete, la u´nica estrategia es la identificacio´n lo ma´s pronta posible del
problema, y un cambio en el enfoque de la misma bu´squeda de informacio´n. Es decir, buscar otro
tipo de fuentes de informacio´n (en vez de bibliograf´ıa, por ejemplo, buscar directamente expertos
en la materia). El impacto temporal ser´ıa inevitable, se estima que unas 5 horas ma´s de trabajo.
Dificultades en el desarrollo del sistema Si se encuentran problemas durante el desarrollo
de una porcio´n del sistema, se evaluara´n tanto la importancia de la porcio´n en el conjunto del
sistema como la gravedad del problema encontrado.
Si se trata de una porcio´n opcional o poco importante (segu´n lo dicho en la seccio´n de Objeti-
vos), se reducira´ a algo ma´s sencillo o se eliminara´ por completo del desarrollo, dependiendo de la
gravedad del problema y el impacto temporal que significara´. Si se trata de una parte fundamental,
no quedara´ ma´s remedio que buscar ma´s informacio´n o pedir ayuda a expertos como el director del
trabajo para reducir al mı´nimo posible el impacto temporal.
Problemas de rendimiento Para los posibles problemas de rendimiento que surjan existen
las tareas de optimizacio´n. En caso de existir problemas muy graves en alguna de las partes del
programa, las tareas de optimizacio´n se centrara´n en la misma. Si no, consistira´n en buscar opti-
mizaciones de manera ma´s general.
Condiciones externas Para reducir el mı´nimo el impacto de las condiciones externas, impre-
visibles por naturaleza, lo mejor es el trabajo constante y continuado. Adicionalmente, si se acaban
tareas antes de la fecha prevista, no esperar a las fechas de inicio de las posteriores a realizar sino
comenzar a trabajar en ellas antes de lo previsto. Cuanto antes se vayan acabando las tareas, ma´s
impacto temporal se podra´ recibir despue´s.
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2.2. Presupuesto
En este apartado se analiza el coste econo´mico de la realizacio´n de este trabajo de fin de grado.
En primer lugar se identifican los diferentes costes del trabajo, y tras ello se estimara´ el valor de
cada uno de ellos. Finalmente, se estima el presupuesto total para realizar el trabajo, y se dan
mecanismos para controlar los costes del proyecto.
Estos costes se han separado en las siguientes categor´ıas: costes de recursos humanos, costes
materiales y costes generales. Los primeros se refieren a aquellos gastos relacionados con las personas
que trabajan en el desarrollo, los segundos a aquellos relativos al software y hardware necesarios, y
los u´ltimos a los ma´s gene´ricos como de electricidad, desplazamiento u otros recursos.
2.2.1. Costes de recursos humanos
En este desarrollo solo se dispone de una persona que hace, segu´n la tarea a realizar, las veces
de jefe de proyecto, desarrollador, disen˜ador, e ingeniero de testing. En los ca´lculos posteriores se
entiende la consultor´ıa del director del trabajo como un servicio gratuito ofrecido por la universidad,
y por tanto no se incluye ninguna partida al respecto.
En la Tabla 2.3 se muestran los sueldos brutos anuales y por hora medios en Espan˜a de cada
uno de estos roles, extra´ıdos de [24], y su sueldo final teniendo en cuenta el coste de Seguridad
Social (un 35 % adicional). Se asume una jornada laboral anual de 1,764 horas, el ma´ximo por ley
[25].
Rol Sueldo anual (AC) Sueldo por hora (AC) Sueldo con S. S. (AC)
Jefe de proyecto 35,746AC 20.26AC 27.35AC
Desarrollador 25,809AC 14.63AC 19.75AC
Disen˜ador 32,033AC 18.16AC 24.52AC
Ingeniero de testing 30,375AC 17.22AC 23.24AC
Tabla 2.3: Sueldos brutos anuales y por hora de los recursos humanos.
Elaboracio´n propia.
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Conocidos los sueldos de los diferentes roles, se calculan en la Tabla 2.4 los costes de recursos
humanos por grupo de tarea (por cuestiones de brevedad), segu´n los grupos de tareas de la tabla
resumen de la planificacio´n temporal del apartado anterior.
ID Descripcio´n Roles Horas Coste
1.1 Documentacio´n inicial Jefe de proyecto 65 1,777.75AC
1.2 Secciones del programa Jefe de proyecto 107 2,926.45AC
1.3 Documento de seguimiento Jefe de proyecto 10 273.50AC
1.4 Finalizacio´n de la memoria Jefe de proyecto 25 683.75AC
1.5 Preparacio´n de la lectura Jefe de proyecto 30 820.50AC
2.1 Aprendizaje: RIF Desarrollador 15 296.25AC
2.2 Ana´lisis de reglas en RIF Desarrollador 37 730.75AC
2.3 Documentacio´n y validacio´n
Ing. de testing 8 185.92AC
Desarrollador 3 59.25AC
3.1 Aprendizaje: RDF Desarrollador 5 98.75AC
3.2 Importado de ontolog´ıas (RDF) Desarrollador 7 138.25AC
3.3 Documentacio´n y validacio´n
Ing. de testing 5 116.20AC
Desarrollador 3 59.25AC
3.4 Aprendizaje: OWL Desarrollador 10 197.50AC
3.5 Importado (OWL) y adaptacio´n Desarrollador 27 533.25AC
3.6 Documentacio´n y validacio´n





4.2 Preprocesado y preparacio´n
Disen˜ador 12 294.24AC
Desarrollador 19 375.25AC
4.3 Documentacio´n y validacio´n





5.2 Ejecucio´n del motor
Disen˜ador 11 269.72AC
Desarrollador 32 632.00AC
5.3 Docum., valid. y rend.
Ing. de testing 12 278.88AC
Desarrollador 16 316.00AC
5.4 Optimizaciones Desarrollador 30 592.50AC
5.5 Docum., valid. y rend.
Ing. de testing 12 278.88AC
Desarrollador 14 276.50AC
6.1 Aprendizaje: interfaces Desarrollador 8 158.00AC
6.2 Interfaz gra´fica Desarrollador 25 493.75AC
6.3 Documentacio´n Desarrollador 6 118.50AC
TOTAL: 14,211.32AC
Tabla 2.4: Coste de los recursos humanos del trabajo, por grupos de tareas.
Elaboracio´n propia.
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2.2.2. Costes de recursos materiales
Los recursos materiales comprenden el hardware y el software usados para el desarrollo del tra-
bajo.
El trabajo tiene estimadas 611 horas de duracio´n (ver Planificacio´n temporal para ma´s detalle),
y para calcular los costes asociados a los recursos en cuestio´n, se asume que se usan en la totalidad
del mismo. El u´nico hardware a tener en cuenta es un ordenador personal y un monitor. En cuanto
a software, se usara´n Git (con Gitlab), LATEX (con Overleaf), TeamGantt y Windows 10. Todos
menos el u´ltimo son servicios gratuitos [26].
La Tabla 2.8 muestra los costes estrictamente mayores a 0AC de los recursos materiales, asumiendo
una amortizacio´n de 4 an˜os para el hardware, de 3 an˜os para el software y una jornada laboral anual
de 1,764 horas, el ma´ximo por ley [25].
Recurso material Coste (AC) Coste proporcional (AC)
Ordenador 1000AC 86.59AC
Monitor 150AC 12.99AC
Windows 10 145AC 12.56AC
TOTAL: 112.14 AC
Tabla 2.5: Costes materiales del trabajo.
Elaboracio´n propia.
2.2.3. Costes generales
A nivel de costes generales, dado que el trabajo no se realiza en una empresa y por tanto no
existe local del que calcular gastos, solo se contemplan los costes relativos al transporte para las
reuniones con el director del trabajo o los viajes para buscar material bibliogra´fico.
Recurso material Coste (AC)
T-Jove 142AC
TOTAL: 142AC
Tabla 2.6: Costes generales del trabajo.
Elaboracio´n propia.
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2.2.4. Contingencia
Dada la larga duracio´n de un proyecto como el de este trabajo, se asume un sobrecoste general
para cubrir obsta´culos, problemas imprevistos y desviaciones en la planificacio´n temporal.
Tipo Coste (AC) Ratio Contingencia (AC)
Recursos humanos 14,211.32AC 15 % 2,131.70AC
Recursos materiales 112.14AC 15 % 16.82AC
Generales 142AC 15 % 21.30AC
TOTAL: 2,169.82AC
Tabla 2.7: Costes de contingencia del trabajo.
Elaboracio´n propia.
2.2.5. Riesgos
De producirse todos los imprevistos detallados en la seccio´n de riesgos, se estima que el impacto
temporal ser´ıa de entre unas 10 y 12 horas, todas ellas con rol de desarrollador. Los ca´lculos se
realizan con el valor de 12 horas, para ponerse en la peor situacio´n.
Descripcio´n Roles Horas Coste (AC)
Retrasos en el desarrollo Desarrollador 12 237AC
TOTAL: 237AC
Tabla 2.8: Costes derivados de los posibles imprevistos del trabajo.
Elaboracio´n propia.
2.2.6. Presupuesto total
Con todos los diferentes costes identificados y estimados, se puede llevar a cabo el ca´lculo del








Tabla 2.9: Presupuesto total del trabajo.
Elaboracio´n propia.
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2.2.7. Control de gestio´n
Para llevar un control de los costes del proyecto, se llevara´ al d´ıa una tabla de horas dedicadas
a cada una de las tareas especificadas en la seccio´n de costes de recursos humanos por rol, y al final
de cada fase del trabajo de fin de grado se calculara´ el coste hasta ese momento.
Si se diera el caso de que la variacio´n en los costes supera el 15 % (de manera que el fondo de
contingencia no es capaz de cubrirlo enteramente), se realizara´ un estudio para identificar en que´
momento se han producido los desv´ıos respecto a la previsio´n, usando la tabla anterior si se trata
de una variacio´n provocada por la cantidad de horas dedicadas a ciertas tareas.
Para calcular estas desviaciones, para cada una de las diferentes partidas por separado, se usara´
el indicador nume´rico siguiente:
d “ 100 pcreal ´ cestq
cest
Donde creal es el coste real de la partida, calculada a partir del coste de cada recurso y el tiempo
que ha sido usado, y cest es el coste estimado para esa misma partida. El valor resultante del ca´lculo
para una partida, d, corresponde al porcentaje de desviacio´n de la misma, por lo que si supera el
15 % se tratara´ de una variacio´n en los costes de la partida en cuestio´n que el fondo de contingencia
no podra´ cubrir.
2.3. Cambios en la metodolog´ıa
De la metodolog´ıa que se hab´ıa previsto usar al inicio de la realizacio´n del trabajo a la que se
ha llevado a cabo finalmente, se pueden encontrar dos pequen˜as diferencias.
En primer lugar, se ha pasado a usar PyCharm, un entorno de desarrollo integrado para el desa-
rrollo de software en Python. Este entorno es de pago, pero se ha usado una licencia de estudiante
para obtenerlo de manera gratuita.
En segundo lugar, se ha desechado la idea de realizar unit testing, pues el desarrollo de la
estructura para llevarlo a cabo, dada la gran extensio´n del trabajo, hubiera necesitado demasiados
recursos temporales. De la misma forma, la realizacio´n de unit testing en s´ı para cada una de las
unidades del sistema tambie´n hubiera sido demasiado costosa. As´ı pues, se ha pasado a realizar
testing por casos y funcionalidades, definiendo documentos de reglas que cubren diferentes casos
(l´ımite o no) y probando que el resultado es el esperado en los diferentes mo´dulos del motor. Estas
pruebas se pueden encontrar junto al co´digo fuente del motor.
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2.4. Cambios con respecto a la planificacio´n y alcance ini-
ciales
La planificacio´n, a nivel inicial, estima una dedicacio´n temporal media de entre 5 y 6 horas al
d´ıa. Aunque ha sido posible en una buena cantidad de d´ıas alcanzar esa marca, ha habido otros
tantos en que no se ha podido. Tampoco ha sido posible recuperar estas pe´rdidas temporales, con
lo que la dedicacio´n ha sido algo menor a la estimada. Por otra parte, una proporcio´n elevada de
tareas ha sido realizada en menos horas de las estimadas en dicha planificacio´n. En consecuencia,
el desarrollo del proyecto no se ha retrasado tanto como uno podr´ıa esperar.
En relacio´n a los riesgos previstos en la seccio´n Riesgos de la Introduccio´n, los u´nicos que
realmente han entorpecido el desarrollo son aquellos relacionados con condiciones externas. Las
asignaturas que se cursan a la vez que se desarrollaba el trabajo han necesitado una dedicacio´n
que ha quitado, en ciertos momentos, recursos temporales al trabajo. Tambie´n ha habido ciertas
circunstancias personales que han entorpecido el trabajo, pero no es adecuado entrar en detalle
sobre ello.
Aunque ha acabado siendo inconsecuente, otro de los riesgos se ha manifestado: el de dificul-
tades en el desarrollo del sistema. Debido a lo complejo del algoritmo Rete, durante el periodo
temporal en que se implemento´ no se hab´ıa entendido del todo bien, con lo que la implementacio´n
existente en el prototipo es subo´ptima en cuanto a espacio usado. Sin embargo, la mejora de esta
implementacio´n se ha realizado junto a otras en la fase de optimizacio´n del sistema.
Para minimizar el impacto de estas condiciones se ha seguido lo definido en la seccio´n Gestio´n
del riesgo y se ha trabajado de manera continua en el proyecto.
En el momento temporal de la entrega de seguimiento, generalmente las tareas previstas con
la excepcio´n de las referentes a la adaptacio´n del motor al lenguaje OWL se hab´ıan realizado con
e´xito. Hay que exceptuar el primer estudio de rendimiento, que se ha decidido que no era relevante
porque el prototipo a estudiar iba a poder ser optimizado de todas formas, y la implementacio´n de
estrategias alternativas de resolucio´n de conflictos, que finalmente no han podido ser implementadas.
Hay que tener en consideracio´n tambie´n que debido a la extensio´n del proyecto y la gran cantidad
de funciones, funcionalidades y casos que tener en cuenta, realizar una validacio´n exhaustiva de todas
ellas llevar´ıa una cantidad de tiempo irrazonable dado el marco temporal de este trabajo. As´ı pues,
se han realizado algunas pruebas para asegurar el correcto funcionamiento de las caracter´ısticas
ba´sicas, pero es imposible garantizar que el sistema no tenga fallos.
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Dados los contratiempos mencionados, se decidio´ que lo mejor era no realizar las tareas referentes
a la interfaz gra´fica. Desde el primer momento, se ha tratado esta seccio´n del sistema como opcional
y relativamente prescindible, ya que su ausencia no provoca grandes cambios ni en el rendimiento
ni en el funcionamiento del sistema. Desde la entrega de seguimiento, se han realizado los grupos de
tareas restantes en este orden: integracio´n de OWL al motor, optimizaciones, estudio del rendimien-
to y finalizacio´n del documento escrito. Con la eliminacio´n del desarrollo de una interfaz gra´fica, se
estimaba que los tiempos de desarrollo del resto de tareas iban a poder mantenerse pra´cticamente
intactos (Figura 2.2). Finalmente, la dedicacio´n a las tareas de optimizacio´n ha tenido que ser un
poco menor para garantizar la finalizacio´n del documento escrito.
Estos pequen˜os cambios no han supuesto un gran impacto en los objetivos definidos en la sec-
cio´n Objetivos, pues como ya se ha mencionado, el desarrollo de una interfaz gra´fica para el sistema
siempre ha sido considerado algo opcional. Los objetivos fundamentales no se han visto afectados
en gran medida.
En cuanto a costes se refiere, dado que generalmente la mayor´ıa de tareas han sido terminadas
en menos tiempo de lo estimado (sea porque el cumplimiento de tarea requer´ıa menos tiempo, o
porque la dedicacio´n ha tenido que ser menor por restricciones temporales), el coste final del desa-
rrollo del trabajo no supera lo estimado inicialmente. Se puede apreciar en la Tabla 2.10 (en cursiva
los costes que han tenido que ser estimados porque la tarea no ha finalizado en el momento de la
entrega de este escrito) que el coste en cuanto a recursos humanos del trabajo ha sido menor de lo
estimado. Adema´s, se ha an˜adido a la lista de recursos usados el software PyCharm, pero dado que
se ha usado con una licencia de estudiante gratuita, no supone ningu´n sobrecoste.
Por tanto, dado que el resto de conceptos del presupuesto han mantenido su coste estimado, se





















Figura 2.2: Diagrama de Gantt de la planificacio´n actualizada, desde la entrega de seguimiento.
Elaborado con [22].
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ID Descripcio´n Roles Horas Coste
1.1 Documentacio´n inicial Jefe de proyecto 47 1,285.45AC
1.2 Secciones del programa Jefe de proyecto 49 1,340.15AC
1.3 Documento de seguimiento Jefe de proyecto 2.5 68.38AC
1.4 Finalizacio´n de la memoria Jefe de proyecto 6 164.10AC
1.5 Preparacio´n de la lectura Jefe de proyecto 30 820.50AC
2.1 Aprendizaje: RIF Desarrollador 15 296.25AC
2.2 Ana´lisis de reglas en RIF Desarrollador 36.5 720.88AC
2.3 Documentacio´n y validacio´n
Ing. de testing 5 116.20AC
Desarrollador 3.5 69.13AC
3.1 Aprendizaje: RDF Desarrollador 2 39.50AC
3.2 Importado de ontolog´ıas (RDF) Desarrollador 3.5 69.13AC
3.3 Documentacio´n y validacio´n
Ing. de testing 1 23.24AC
Desarrollador 1 19.75AC
3.4 Aprendizaje: OWL Desarrollador 5 98.75AC
3.5 Importado (OWL) y adaptacio´n Desarrollador 7.5 148.13AC
3.6 Documentacio´n y validacio´n





4.2 Preprocesado y preparacio´n
Disen˜ador 5 122.6AC
Desarrollador 15.5 306.13AC
4.3 Documentacio´n y validacio´n
Ing. de testing 6.5 151.06AC
Desarrollador 2 39.50AC
5.1 Aprendizaje: motores Desarrollador 5 98.75AC
5.2 Ejecucio´n del motor Desarrollador 25 493.75AC
5.3 Docum., valid. y rend.
Ing. de testing 9 209.16AC
Desarrollador 2 39.5AC
5.4 Optimizaciones Desarrollador 13 256.75AC
5.5 Docum., valid. y rend.
Ing. de testing 12 278.88AC
Desarrollador 1 19.75AC
TOTAL: 7,691.92AC





Las tecnolog´ıas de la informacio´n y la comunicacio´n, las TIC, se han convertido en algo universal
en el mundo moderno. Su llegada ha redefinido por completo el mundo, la sociedad y todo lo que
nos rodea, y es innegable que han tenido un impacto enorme en todos y cada uno de nosotros. Es
fundamental, entonces, poder comprender cua´l es el impacto medioambiental de una tecnolog´ıa de
tal magnitud como esta.
Sin embargo, a t´ıtulo personal, no puedo decir que tenga un gran entendimiento del tema. Aun-
que pueda conocer cua´les son las te´cnicas que permiten innovar e idear en el sector, no entiendo en
gran medida sobre la huella medioambiental y la sostenibilidad de los proyectos del a´mbito de las
TIC. Por supuesto, no obstante, es necesario tener intere´s por aprender sobre ello, y demostrar as´ı
la voluntad de aportar y mejorar tanto en el entorno de uno mismo como a la sociedad.
Este trabajo de fin de grado es una puerta para llegar a una mejor comprensio´n sobre el concepto
de sostenibilidad en las TIC. Sin ir ma´s lejos, se discuten los impactos ambientales, econo´micos y
sociales del proyecto en desarrollo, maneras de reducir su huella ambiental... Es importante, as´ı
pues, tomar con ganas e intere´s esta seccio´n del trabajo, pues aporta conocimiento en temas como
indicadores de sostenibilidad o ca´lculos de presupuesto que quedan lejos de aquello que se estudia
en este grado, y por ende, puede dar una visio´n ma´s amplia del desarrollo de proyectos a los alumnos.
Espero, con este trabajo, poder aprender todo lo necesario sobre lo que respecta a la sostenibi-
lidad en las TIC y poder plasmar, a su vez, ese conocimiento tanto aqu´ı como en futuros proyectos.
3.2. Dimensio´n ambiental
La potencia media de un ordenador de sobremesa cuando esta´ en uso es de 200W, mientras que
la de una pantalla LCD es de 25W [27][28].
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Para este trabajo, estos son los u´nicos recursos en cuanto a hardware que son necesarios. Asu-
miendo que se van a usar en las 611 horas que se estima que dura el trabajo (asuncio´n bastante
realista, puesto que incluso en las horas dedicadas al aprendizaje este puede o bien ser llevado a
cabo con el ordenador, o bien ser este usado para consultas ocasionales), el consumo energe´tico
asciende a 137.475kWh « 137.5kWh.
Es bien sabido que los ordenadores porta´tiles tienen un menor consumo energe´tico que los de
sobremesa [27], pero lamentablemente, no se dispone de ninguno para la realizacio´n de este trabajo.
Por otra parte, se intenta reducir la huella ambiental en el uso de material de apoyo (papel, etc.)
reutiliza´ndolo siempre que es posible, o usando material reciclado.
Como bien se explica en el apartado de Actores implicados de la seccio´n de Contexto, el lenguaje
RIF se usa como intermediario para el intercambio de reglas entre agentes tales como empresas o
equipos de investigacio´n. Para poder hacer inferencia, pues, es necesario para ellos traducir reglas
escritas en RIF al lenguaje nativo del motor que usen.
Con la introduccio´n de un motor de inferencia que usa nativamente RIF para razonar, se pretende
eliminar la necesidad de usar los traductores intermedios para poder reducir la huella ambiental
con respecto a las propuestas actuales.
3.3. Dimensio´n econo´mica
El coste econo´mico de la realizacio´n de este trabajo se ha estimado en 16,872.28AC, como se
puede observar en el apartado de Presupuesto.
De este, los gastos de recursos humanos (14,211.32AC) representan la mayor parte, mientras que
los gastos materiales y generales son solo una pequen˜a porcio´n. Todos estos gastos son, de una
manera u otra, inevitables, si bien los correspondientes a recursos humanos podr´ıan acabar siendo
menores si el trabajo se realiza en menos horas de las que la planificacio´n temporal indica.
Tambie´n es importante mencionar que este trabajo solo es una pequen˜a parte de la vida u´til de
los materiales que se usan, por lo que en ningu´n caso es necesario sustituirlos y retirarlos tras la
conclusio´n del trabajo.
En lo que concierne a la vida u´til del producto, una vez acabado su desarrollo, se vuelve a citar
el apartado de Actores implicados de la seccio´n de Contexto. Eliminar la necesidad de usar software
intermedio para traducir entre lenguajes de reglas implica una posible reduccio´n del coste econo´mico
para los agentes que usen RIF. De la misma manera, al ser el motor de inferencia desarrollado aqu´ı
open source, tambie´n se pueden reducir costes si se sustituye un motor de inferencia de pago por
este.
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3.4. Dimensio´n social
A nivel individual, este trabajo me deber´ıa permitir, en un principio, aprender sobre varios
temas que durante el grado que curso no se aprenden en profundidad como motores de inferencia.
Adema´s, ya desde el principio me ha permitido conocer la iniciativa de la web sema´ntica y las
tecnolog´ıas asociadas a esta. Como consecuencia, estoy descubriendo nuevos usos que tiene la red
y un nuevo modo de entenderla: como una gran red de informacio´n y datos que se podra´ usar en el
futuro pro´ximo por agentes informa´ticos.
Tras su finalizacio´n, tambie´n se espera que este trabajo tenga impacto social, aunque sea a
pequen˜a escala. Como se ha comentado en otros apartados (ver Contexto y Justificacio´n), se espera
que este trabajo sea una alternativa a los motores de inferencia actuales, y por tanto sea una nueva
opcio´n a disposicio´n de sus usuarios. Por otra parte, tambie´n se espera que este motor sea un paso
ma´s hacia la web sema´ntica antes mencionada.
Cap´ıtulo 4
Base teo´rica
En esta seccio´n del documento se detalla la teor´ıa necesaria para entender este trabajo de fin
de grado, incluyendo aquellos conceptos relevantes para el mismo.
4.1. Lo´gica de primer orden
La lo´gica ha sido usada para desarrollar sistemas basados en el conocimiento como el meca-
nismo para representar conocimiento y razonar, proporcionando las herramientas necesarias para
realizar inferencia lo´gica [29, p. 47].
Una lo´gica se define como el conjunto de una sintaxis, que define que´ es una fo´rmula, y una
sema´ntica, que define la interpretacio´n de una fo´rmula y cua´ndo se satisface.
En la lo´gica de primer orden, la sintaxis la forman tres tipos de s´ımbolos: las variables,
los s´ımbolos de funcio´n y los s´ımbolos de predicado. Ninguno de los tres conjuntos de s´ımbolos
tiene un taman˜o finito. Los s´ımbolos de funcio´n y de predicado tienen una aridad, un nu´mero ma-
yor o igual a 0 que representa el nu´mero de “argumentos”que reciben. Normalmente, se usan las
letras f, g, h... para representar s´ımbolos de funcio´n, y las letras p, q, r... para los de predicado. Pa-
ra los s´ımbolos de funcio´n de aridad 0, las llamadas constantes, se usan las letras a, b, c... [3, p. 16-17]
Hay tres tipos de expresiones sinta´cticamente correctas en la lo´gica de primer orden: los te´rmi-
nos, los a´tomos y las fo´rmulas.
Todas las variables son te´rminos, y un s´ımbolo de funcio´n con el mismo nu´mero de te´rminos
como “argumentos”que aridad tiene tambie´n lo es. Por ejemplo, x o fpx, yq son te´rminos va´lidos,
asumiendo que f tiene aridad 2.
Un s´ımbolo de predicado con los mismos te´rminos como “argumentos”que aridad tiene es un
a´tomo va´lido. La igualdad entre dos te´rminos tambie´n es un a´tomo va´lido (siempre que se considere
la lo´gica de primer orden con igualdad; en caso contrario, la igualdad no es parte del lenguaje). As´ı
pues, son ejemplos de a´tomos ppfpx, yqq, ppfpx, yq, gpgpyqqq o fpx, yq “ gpyq.
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Aunque los a´tomos son una expresio´n como tal en lo´gica de primer orden, por s´ı mismos son
fo´rmulas va´lidas. A estos, se les puede an˜adir los conectores de conjuncio´n, disyuncio´n y negacio´n
(^, _ y  respectivamente) y los cuantificadores universal y existencial (@ y D respectivamente).
Un ejemplo de fo´rmula con estos elementos es Dx@y pppx, aq ^  qpyqq.
Una fo´rmula, o un conjunto de ellas, adquiere un significado cuando se les asigna una inter-
pretacio´n. Una interpretacio´n I es un par xD, Iy, donde D es el dominio, un conjunto cualquiera
no vac´ıo de objetos, e I es un mapping.
El mapping define las relaciones para los s´ımbolos de funcio´n y de predicado. Un s´ımbolo de
funcio´n, f , de aridad n, sera´ una relacio´n f : Dn ÞÝÑ D mientras que un s´ımbolo de predicado, p,
de aridad n, sera´ una relacio´n f : Dn ÞÝÑ t0, 1u. Se define tambie´n mu como una asignacio´n para
cada variable a un elemento del dominio.
Dado un a´tomo α “ ppt1, t2, ..., tnq (ti son te´rminos), una interpretacio´n I y una asignacio´n µ, I
satisface α si segu´n I, el resultado de p con esos te´rminos por “argumentos”(una vez sustituidos los
s´ımbolos de funcio´n por los valores del dominio correspondientes segu´n la misma I) es 1. Adema´s,
dado un a´tomo t1 “ t2 (ti te´rminos), I satisface α si segu´n I, los te´rminos t1 y t2 tienen como valor
el mismo elemento del dominio. Se puede notar como I, µ |ù α. Se puede obviar µ en la notacio´n.
Sean α y β fo´rmulas cualesquiera, se definen las siguientes reglas cuando aparecen conectores o
cuantificadores:
I |ù  α ssi no sucede que I |ù α.
I |ù α^ β ssi I |ù α y I |ù β.
I |ù α_ β ssi I |ù α o I |ù β.
I |ù Dx, α ssi independientemente de la asignacio´n µ, existe alguna asignacio´n µ1 para x para
la que sucede I |ù α.
I |ù @x, α ssi independientemente de la asignacio´n µ, todas las asignaciones µ1 posibles para
x cumplen que I |ù α.
Dadas dos fo´rmulas F y G, se dice que G es consecuencia lo´gica de F si y solo si para cada
interpretacio´n I que cumple I |ù F , tambie´n se cumple que I |ù G.
Por u´ltimo, se dice que una fo´rmula esta´ en forma normal disyuntiva (DNF, disjunctive
normal form) cuando tiene la forma de una disyuncio´n de conjunciones: α1 _ ... _ αn, de manera
que cada αi tiene la forma t1 ^ ...tn, y los ti son te´rminos o fo´rmulas ato´micas [30, p. 30].
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4.2. Sistemas basados en el conocimiento y motores de infe-
rencia
En general, se llama sistema basado en el conocimiento (o sistema experto) a un sistema
informa´tico que usa conocimiento sobre cierto dominio para dar solucio´n a un problema de ese
mismo dominio como un experto sobre el dominio lo hubiera hecho [29, p. 21].
Si se sigue de manera estricta la definicio´n, se puede llegar a creer que la mayor´ıa de soluciones
puramente algor´ıtmicas son tambie´n sistemas basados en el conocimiento, pero sin embargo estos
nunca han sido considerados como tales. Hay tres caracter´ısticas que definen a estos sistemas [29,
p. 22], que los distinguen de soluciones algor´ıtmicas:
La separacio´n del conocimiento y el sistema en s´ı. El co´digo del sistema, que define el funcio-
namiento del mismo, no se mezcla con el conocimiento sobre el dominio del problema, sino
que este se encuentra separado en forma de base de conocimiento.
El uso de conocimiento de dominios muy espec´ıficos y especializados.
El uso del conocimiento de manera heur´ıstica en vez de algor´ıtmica, debido a querer imitar
la manera humana de resolver problemas.
El uso de sistemas expertos presenta mu´ltiples ventajas respecto a sistemas puramente algor´ıtmi-
cos, como por ejemplo la capacidad de distrbucio´n de conocimiento espec´ıfico (facilidad de distribu-
cio´n de un sistema basado en el conocimiento respecto a un experto humano), facilidad de edicio´n
del sistema (gracias a la separacio´n del conocimiento y el sistema), consistencia en las soluciones
(en cambio, diferentes expertos humanos podr´ıan dar respuestas diferentes a un mismo problema),
entre otras [29, p. 26-28].
Tambie´n presentan desventajas, como por ejemplo que su conocimiento esta´ limitado al dominio
definido, y por tanto podr´ıa darse el caso de dar respuestas ilo´gicas en consecuencia.
Un sistema basado en el conocimiento esta´ formado por dos elementos: la base de conoci-
miento y el motor de inferencia.
La base de conocimiento recopila todo la informacio´n relevante del dominio del problema. El
conocimiento puede ser de naturaleza algor´ıtmica o heur´ıstica, segu´n si se trata ma´s de conocimien-
to factual o de “reglas de oro” que seguir. El formato en que se almacena la base tambie´n puede
variar: puede almacenarse como predicados, reglas, redes asociativas, frames u objetos [29, p. 37-38].
El motor de inferencia es el componente que soluciona problemas del dominio. Usa los conte-
nidos de la base de conocimiento y la informacio´n conocida sobre el problema actual para extraer
conclusiones e informacio´n adicionales. Evidentemente, el motor debe ser compatible con el formato
en que esta´ representada la base de conocimiento.
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Para llegar a una solucio´n, se puede decir que el motor intenta encontrar conexiones entre
los datos que definen el problema y una de las posibles conclusiones. Estas “conexiones”pueden
ser creadas desde diferentes enfoques: desde la definicio´n del problema hasta la solucio´n (forward
reasoning), desde la solucio´n hasta la definicio´n del problema (backward reasoning), o desde ambos
hasta encontrarse a medio camino (bidirectional reasoning) [29, p. 38-39].
Adicionalmente, se llama sistema de produccio´n a un sistema que usa forward reasoning
junto a reglas de una cierta forma llamadas reglas de produccio´n. Un sistema de produccio´n
mantiene una memoria de trabajo (working memory) con aserciones, que puede cambiar durante
su ejecucio´n, a medida que se van disparando reglas. Estas reglas, adema´s, siguen la estructura si
Condicio´n (se cumple) entonces Accio´n (se ejecuta) [3, p. 117-119]. El conjunto de reglas que en
un momento dado se pueden ejecutar se llama conjunto de conflicto (conflict set), y bajo el supuesto
de que no se pueden ejecutar a la vez varias reglas, es necesaria una estrategia de resolucio´n de
conflictos para determinar en que´ orden se ejecutan estas [31, p. 21].
4.3. El algoritmo Rete
En un sistema de produccio´n, una regla puede ejecutarse cuando su condicio´n se satisface. Para
determinar que´ reglas pueden ser disparadas dada una memoria de trabajo concreta se usan algo-
ritmos de matching. El objetivo de estos es sen˜alar cua´les de las reglas se satisfacen, y para que´
elementos de la memoria de trabajo concretos lo hacen.
El algoritmo Rete es un algoritmo para realizar matching sobre reglas de manera eficiente desa-
rrollado y publicado por Forgy. E´l mismo explica en [31, p. 17] que los algoritmos existentes de
matching eran poco eficientes cuando se gestionaban muchas elementos y reglas diferentes, llegando
a ocupar hasta el 90 % del tiempo total de la ejecucio´n en algunos sistemas.
En pocas palabras, este algoritmo funciona como un mo´dulo que recibe los cambios en la me-
moria de trabajo y el conjunto de reglas (aunque no todos los motores de inferencia actualizan el
conjunto de reglas durante la ejecucio´n), y devuelve como salida los cambios correspondientes en el
conflict set (Figura 4.1) [32, p. 9].
El algoritmo presenta dos mejoras sobre la tradicional fuerza bruta (tras ejecutar una regla,
revisar para cada regla si se cumple para algu´n conjunto de datos en memoria, probando todas las
combinaciones necesarias). La primera, que permite no recorrer tras cada regla disparada todos los
elementos en la memoria de trabajo. La segunda, que elimina redundancias entre reglas.
La primera mejora se consigue almacenando informacio´n entre ejecuciones de reglas. Para cada
elemento de la working memory, el algoritmo almacena la lista de condiciones que cumple. Con
cada cambio en la memoria de trabajo, la lista se actualiza si es necesario. Cuando se an˜ade un
elemento a la memoria, se comprueba que´ condiciones de que´ reglas cumple, y se genera dicha lista.
Cada uno de estos cambios en la memoria de trabajo se representa como un token:
xAn˜adir{Eliminar,Elementoy
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Figura 4.1: El algoritmo Rete, visto como una “caja negra”.
Extra´ıdo de [32, p. 9].
Para evitar la redundancia en memoria entre reglas cuando estas comparten condiciones, el algo-
ritmo Rete genera una red en forma de a´rbol para realizar las comprobaciones pertinentes sobre los
tokens anteriores. Se podr´ıa decir que esta red es el componente principal de la anterior “caja negra”.
La red se divide en dos partes, la red Alfa y la red Beta. La red Alfa se encarga de realizar las
comprobaciones intra-elemento, es decir, aquellas en que solo interviene un elemento de la memoria
de trabajo. La red Beta se encarga de las comprobaciones inter-elemento, aquellas donde intervienen
varios elementos de la memoria de trabajo [31, p. 23-24]. Imaginemos que las condiciones tienen
la forma xsujeto, propiedad, predicadoy, y que las variables se representan como palabras con el




Cada uno de los nodos de la red Alfa representa una comprobacio´n a realizar sobre un elemento
de la working memory. Cuando la red recibe un token, lo env´ıa a la red Alfa, donde es distribuido
a todos los nodos para determinar cua´les de las comprobaciones supera. Los nodos cuyas compro-
baciones supera almacenan entonces dicho token. Los nodos de la red Alfa distribuyen el token, si
su comprobacio´n ha sido superada, a los nodos de la red Beta a los que esta´n conectados.
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Figura 4.2: Red Beta de una red Rete de ejemplo, usando nodos de unio´n.
Extra´ıdo de [32, p. 10].
Los nodos de la red Beta usan los tokens que reciben para determinar que´ combinaciones de
elementos de la memoria de trabajo cumplen las condiciones inter-elemento que comprueban. Algu-
nas implementaciones convierten estos nodos en nodos de unio´n (Join nodes), que no comprueban
directamente que se cumple la condicio´n si no que unen listas de elementos que cumplen condiciones
(Figura 4.2) [32, p.11-13]. Las condiciones inter-elemento pueden, entonces, pasar a ser comprobadas
en la red Alfa (Figura 4.3).
CAPI´TULO 4. BASE TEO´RICA 40
Figura 4.3: Red Alfa de una red Rete de ejemplo.
Extra´ıdo de [32, p. 14].
Tras las redes Alfa y Beta se encuentran los nodos objetivo (Goal nodes o Production nodes),
que simbolizan la satisfaccio´n de las condiciones de una regla concreta. A estos, solo llegan aquellos
conjuntos de tokens o elementos que cumplen todas las condiciones de la regla, tras haber pasado
por las redes Alfa y Beta.
En lenguajes con suficiente expresividad, la condicio´n de una regla puede ser una fo´rmula boo-
leana cualquiera, con conjunciones y disyunciones. El algoritmo Rete permite expresar condiciones
en forma normal disyuntiva, donde cada conjuncio´n de la disyuncio´n es representada en la red por
conjuntos de nodos diferentes, que forman caminos diferentes entre el inicio de la red Alfa y el nodo
objetivo correspondiente. Por cada conjuncio´n, un camino diferente.
CAPI´TULO 4. BASE TEO´RICA 41
4.4. La web sema´ntica
Se puede llamar web sinta´ctica a la World Wide Web (WWW) actual, una red mediante la
que se intercambian documentos y archivos multimedia. La red contiene una enorme cantidad de
informacio´n que se obtiene mediante navegadores web y motores de bu´squeda. Cuando un usuario
busca informacio´n en Internet sobre un cierto tema, usa un motor de bu´squeda sobre la WWW para
obtener recursos en forma de archivos o documentos digitales, preparados para ser interpretados
por usuarios humanos [1, p. 3-4].
Aunque la sintaxis de estos documentos es fa´cilmente entendible por sistemas informa´ticos (por
ejemplo, que´ es un t´ıtulo, que´ es una imagen, etc.), no tienen ninguna manera consistente de extraer
su significado [33]. Es por eso que aparece la iniciativa de la web sema´ntica, impulsada princi-
palmente por Tim Berners-Lee, uno de los creadores originales de la WWW. La web sema´ntica no
es una nueva red paralela a la anterior, sino que se trata de un nuevo paradigma de la red en que
sus archivos y su informacio´n se almacenan en un formato esta´ndar fa´cilmente procesable por los
sistemas informa´ticos antes mencionados, cuyo significado es por ende entendible para ellos [34]. Se
puede ver como una extensio´n a la red ya existente.
Marshall y Shipman exponen, en [35], tres definiciones diferentes que la web sema´ntica suele
tener.
En primer lugar, como una biblioteca universal, definicio´n que surgio´ como solucio´n al des-
orden que ten´ıa la red en la e´poca de su origen. En su momento exist´ıa seriamente el temor
a acumular en la red una cantidad inmanejable eficientemente de informacio´n y documentos,
pero el surgimiento de algoritmos de indexado de documentos lo apaciguo´, y esta visio´n de la
web sema´ntica ya no es tan relevante.
En segundo lugar, como una gran base de conocimiento global y distribuida, donde cada do-
cumento web tendr´ıa una versio´n preparada para humanos y otra para sistemas informa´ticos.
De esta forma, estos sistemas podr´ıan buscar, filtrar y preparar informacio´n para asistir al
usuario humano mientras navega [36].
Por u´ltimo, como infraestructura para el intercambio coordinado de datos y conocimiento.
Segu´n esta visio´n, desarrolladores crear´ıan bases de conocimiento distribuidas para cierto
dominio que usar´ıan aplicaciones del mismo.
4.5. Tecnolog´ıas para la web sema´ntica
Para llevar a cabo la extensio´n a la WWW antes mencionada, el W3C ha disen˜ado una serie de
tecnolog´ıas esta´ndar para propo´sitos tales como la creacio´n de ontolog´ıas y reglas para manejar y
manipular datos. En este escrito se habla de los lenguajes RDF, OWL y RIF, que son el conjunto
de tecnolog´ıas relevantes para este trabajo. Los dos primeros son modelos para representar datos,
y el u´ltimo un lenguaje para la representacio´n de reglas [6][37][38].
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4.5.1. RDF
El Resource Description Framework, RDF, es un modelo de representacio´n de informacio´n de
propo´sito general. Su principal propo´sito es representar metadatos (informacio´n que describe el
contenido de un documento o archivo; en pocas palabras, datos sobre datos) sobre recursos de la
red (pa´ginas web, por ejemplo), pero tambie´n puede ser usado para expresar informacio´n sobre
objetos de los que se puede encontrar informacio´n en la red. Por ello, puede ser empleado como un
lenguaje de ontolog´ıas ligero [1, p. 57, 62]. El esta´ndar de este modelo esta´ expuesto en [37].
La base de RDF son los llamados statements, que podr´ıan ser traducidos como afirmaciones.
Una afirmacio´n es una tripla pS, P,Oq, donde S es el sujeto, P la propiedad y O el predicado (en
ingle´s object) de la afirmacio´n. Dada una afirmacio´n pS, P,Oq, se puede decir que “S tiene una pro-
piedad P con valor O”[1, p. 62]. Cada uno de los elementos anteriores puede ser un Internationalized
Resource Identifier (IRI) o un literal.
El IRI es un esta´ndar definido en [39] por Duerst y Suignard para la creacio´n de identificadores
de recursos. Un identificador IRI representara´ cualquier objeto, concepto, persona, etc., del que se
quiera expresar informacio´n [1, p. 62][37]. Un ejemplo de IRI es:
http://www.perceive.net/schemas/relationship/enemyOf
Un namespace es una coleccio´n de identificadores, y tambie´n se identifica con un IRI. Estos
permiten, en algunas sintaxis de RDF, definir abreviaciones para los IRI. Si se define un prefijo,
una abreviatura para un namespace, este se puede unir al nombre de un recurso, separa´ndolo por
dos puntos (“:”), para formar un identificador va´lido. Por ejemplo, dado el prefijo foaf para el na-
mespace http://xmlns.com/foaf/0.1/, la propiedad http://xmlns.com/foaf/0.1/knows puede
ser abreviada como foaf:knows.
Un literal es una cadena de caracteres que representa una constante de un cierto tipo. Los
literales solo pueden usarse como predicados de afirmaciones, nunca como sujetos o propiedades.
Un literal esta´ formado por dos o tres elementos: una cadena de caracteres que representa el valor
de la constante, otra que representa su tipo (en forma de IRI) y opcionalmente, una etiqueta con





Figura 4.4: Representacio´n de una afirmacio´n RDF.
Extra´ıda de [37].
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Un documento RDF esta´ formado por un conjunto no ordenado de afirmaciones. Existen
varias sintaxis o notaciones para representar documentos RDF, como RDF XML, Turtle, RDFa,











Este se escribir´ıa en notacio´n Turtle [41] como:
@base <http://example.org/> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .





O en notacio´n TriG [42] como:
@prefix : <http://example.org/> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .
@prefix rel: <http://www.perceive.net/schemas/relationship/> .
:G1 { :spiderman a foaf:Person ;
rel:enemyOf :green-goblin ;
foaf:name "Spiderman" . }
La forma de las afirmaciones de RDF, las triplas, permite la fa´cil transformacio´n de un do-
cumento RDF a un grafo. De hecho, un conjunto de afirmaciones, lo que se ha llamado antes un
documento RDF, es tambie´n llamado grafo RDF. Un grafo RDF es dirigido, y puede ser visuali-
zado como un conjunto de nodos (los sujetos y los predicados) unidos por aristas dirigidas. Cada
arista une el sujeto de una afirmacio´n con el predicado correspondiente, y contiene como atributo
adicional la propiedad que representa.
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Ma´s alla´ de la propiedad rdf:type, RDF no presenta ningu´n medio para definir clases y propie-
dades espec´ıficas para una aplicacio´n. Para ello, existe la extensio´n RDF Schema, con la que
se pueden definir ambas y adema´s crear jerarqu´ıas. Esta extensio´n define el espacio de nom-
bres http://www.w3.org/2000/01/rdf-schema# [1, p. 71] y, usando el espacio anterior, prove´
los IRI rdfs:Class, rdfs:subClassOf, rdfs:Property, rdfs:subPropertyOf, rdfs:domain y
rdfs:range [1, p. 78].
La primera se usa para definir clases espec´ıficas, y la segunda para crear una jerarqu´ıa de clases.
Las dos siguientes funcionan ana´logamente para propiedades. Las dos u´ltimas sirven respectivamente
para definir el conjunto de clases a que se aplica una propiedad, y los posibles tipos de los valores
que una propiedad puede tener.
4.5.2. OWL
El Web Ontology Language, OWL, es un lenguaje que describe clases, propiedades y relaciones
entre conceptos. Es un vocabulario, tal como los lenguajes anteriores, y las ontolog´ıas escritas en
este tienen la misma estructura que en RDF y RDF Schema. OWL esta´ organizado en tres sublen-
guajes: OWL Lite, OWL DL y OWL Full, cada uno ma´s expresivo que el anterior. OWL Full se
define como una extensio´n a los lenguajes RDF y RDF Schema, mientras que los otros dos son
extensiones a versiones reducidas de los anteriores [1, p. 81]. Se puede encontrar una descripcio´n
del lenguaje en [43].
OWL define el namespace http://www.w3.org/2002/07/owl# y un conjunto de recursos IRI
que lo usan.
En primer lugar, define la separacio´n entre propiedades de objetos y de datos. Ls primeras
son aquellas propiedades cuyo rango son instancias de objetos, mientras que las segundas las
que tienen como rango un conjunto de tipos de datos. Para definirlas, se usan los constructos
owl:ObjectProperty y owl:DatatypeProperty. Tambie´n se pueden denotar dos o ma´s propieda-
des como equivalentes con owl:equivalentProperty.
Tambie´n introduce propiedades para las mismas propiedades, llamadas caracter´ısticas. Por ejem-
plo, se puede expresar que una propiedad es transitiva, sime´trica, funcional, o que tiene una
funcio´n inversa (y concretarla). Los IRI para expresar tales caracter´ısticas, respectivamente, son
owl:TransitiveProperty, owl:SymmetricProperty, owl:FunctionalProperty y owl:InverseOf.
Adema´s de las anteriores, an˜ade restricciones de cardinalidad para las propiedades, respecto a
las instanciasa definidas. Estas se pueden expresar con owl:cardinality (cardinalidad exacta),
owl:minCardinality y owl:Cardinality (cardinalidades mı´nima y ma´xima respectivamente).
OWL tambie´n expande la expresividad de las jerarqu´ıas de clases, an˜adiendo las clases owl:Thing
y owl:Nothing. La primera representa el universo entero, y todo individuo pertenece a ella. La se-
gunda representa el conjunto vac´ıo, y ningu´n elemento puede pertenecer a ella.
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Tambie´n permite operaciones de conjuntos con clases, como la unio´n, la interseccio´n y el com-
plemento, para la expresio´n de definiciones ma´s complejas en relacio´n a las clases. Se usan los
constructos owl:unionOf, owl:intersectionOf y owl:complementOf respectivamente.
Por u´ltimo, permite definir tambie´n clases equivalentes y disjuntas con owl:equivalentClass
y owl:disjointWith.
La u´ltima revisio´n del lenguaje es OWL 2, y an˜ade nuevas funcionalidades (tanto azu´car
sinta´ctico como realmente nuevas caracter´ısticas que an˜aden expresividad). Por ejemplo, mayo-
res capacidades para los tipos de datos, ma´s expresividad en las restricciones de cardinalidad o las
propiedades asime´trica, reflexiva y disjunta [38].
A continuacio´n se muestra una extensio´n del ejemplo anterior para RDF con algunas de las
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4.5.3. RIF
El Rule Interchange Format, RIF, es un lenguaje de reglas disen˜ado como un esta´ndar para
facilitar la integracio´n de conjuntos de reglas en diferentes lenguajes, formado por un conjunto
de dialectos interconectados que representan diferentes caracter´ısticas que los lenguajes de reglas
pueden tener [44].
El W3C define tres dialectos: el Core Dialect (RIF-Core), el Basic Logic Dialect (RIF-BLD) y
el Production Rule Dialect (RIF-PRD). El primero es un nu´cleo con las caracter´ısticas ma´s ba´sicas
que comparten todos los dialectos [44], el segundo es un dialecto para razonar con cla´usulas de Horn
[45] y el tercero, un dialecto para trabajar con reglas de produccio´n [16].
Para este trabajo, el dialecto relevante es PRD. Un documento de este dialecto esta´ formado
por una serie de directices import para importar documentos, la definicio´n de cero o ma´s prefijos
(cuyo funcionamiento es equivalente al de los prefijos en RDF) y cero o un grupos (que contienen
las reglas y otros grupos). Los grupos, adema´s de contener reglas y otros grupos, pueden tener
asignadas una prioridad y una estrategia de resolucio´n de conflictos. Sin embargo, solo se puede
especificar una estrategia de resolucio´n de conflictos por documento.
Una regla de produccio´n en PRD esta´ formada por una condicio´n y una o ma´s acciones (que
forman un bloque de acciones). Segu´n el tipo de condicio´n, se definen tres tipos de reglas: bloques
de acciones sin condicio´n, bloques de acciones con condicio´n y reglas con definicio´n de variables.
Esta es, respectivamente, su sintaxis:
Do (ACCIO´N*)
If CONDICIO´N Then Do (ACCIO´N*)
Forall VARIABLE* such that (CONDICIO´N+) (REGLA)
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Una condicio´n es una fo´rmula lo´gica formada por a´tomos, los conectores de conjuncio´n, disyun-
cio´n y negacio´n, y el cuantificador existencial. Sema´nticamente, son iguales a sus equivalentes en






Es importante notar que una condicio´n puede consistir en un solo a´tomo, sin cuantificadores ni
conectores. Tambie´n, que el W3C obliga por definicio´n a que estas fo´rmulas este´n siempre en forma
normal disyuntiva (DNF).
Los tipos de a´tomos que se definen son predicados, expresiones de igualdad, expresiones de per-
tenencia a una clase, expresiones de pertenencia de una clase a otra, frames, y predicados definidos
externamente. Tomando que todos los elementos s, t y v son te´rminos, a continuacio´n se define la





s[t1 -> v1, ..., tn -> vn]
External( t(s1, ..., sn) )
El W3C define en [46] una lista de predicados y funciones esta´ndar (ambos pueden verse
como llamadas a funciones, con la diferencia de que un predicado tiene como valor resultante un
booleano y una funcio´n no) que usar a la hora de crear reglas en RIF, aunque los usuarios del
lenguaje pueden especificar los suyos.
Por u´ltimo, se definen cuatro tipos de te´rminos: constantes, variables, listas y predicados (los
predicados se consideran elementos ba´sicos, te´rminos, pero pueden formar fo´rmulas por ellos mis-
mos). Una lista no puede contener variables.
La sintaxis de una constante es la misma que en el lenguaje RDF; la de una variable, ?NOMBRE
(donde NOMBRE es una secuencia de caracteres va´lida); la de una lista, List(e1, ..., en); y la de
los predicados esta´ definida encima.
Por otra parte, se definen cuatro tipos de acciones diferentes para los bloques de acciones: las
aserciones, las retracciones, las modificaciones y las ejecuciones. Se pueden realizar aserciones de
predicados, frames o pertenencias a clases; retracciones de predicados, frames (tambie´n se pueden
retractar varios frames correspondientes a un objeto), y todas las aserciones a la vez de un ob-
jeto; se pueden modificar frames; y se pueden ejecutar predicados (externamente definidos o no),
entendie´ndose como la ejecucio´n de funciones.
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Las tres sintaxis diferentes para las retracciones corresponden respectivamente a la retraccio´n
de un te´rmino simple (predicado, frame o membres´ıa), a la de todos los valores para un atributo
de un frame de un objeto, y a la de todos los hechos en memoria relacionados con un objeto concreto.
Adema´s, los bloques de acciones tambie´n permiten definir variables, llamadas variables de
accio´n (action variables).
El dialecto PRD, como todos los dialectos del W3C, tiene definidas dos sintaxis totalmente
equivalentes e intercambiables: una de presentacio´n y otra esta´ndar en XML. En los ejemplos
anteriores se ha usado la de presentacio´n, pues es mucho ma´s clara que la XML y se creo´ con la
intencio´n de ser la usada por humanos. A continuacio´n se presenta un ejemplo (extra´ıdo y adaptado
de [16]) de documento tanto en sintaxis de presentacio´n como en sintaxis XML:
Document (
Prefix( ex1 <http://www.example.com/2009/ex#> )
Prefix( rif <http://www.w3.org/2007/rif#> )
Prefix( pred <http://www.w3.org/2007/rif-builtin-predicate#> )
Group rif:forwardChaining 10 (
Forall ?customer such that (And( ?customer # ex1:Customer








































































Es importante especificar tambie´n en este trabajo, por u´ltimo, que RIF (y por consecuencia
PRD) explicita que en una ejecucio´n, una determinada regla solo puede ser disparada una vez para
un determinado conjunto de elementos de la working memory que satisfacen su condicio´n.
Se puede encontrar una definicio´n ma´s completa y ordenada del lenguaje, junto con una expli-
cacio´n en detalle de la sema´ntica del mismo, en [16].
Cap´ıtulo 5
Disen˜o e implementacio´n del
sistema
De los dos principales elementos que forman un sistema basado en el conocimiento, este trabajo
se centra en el desarrollo del motor de inferencia.
El sistema en s´ı, programado en Python, consta de varios mo´dulos: el de traduccio´n de reglas,
el de validacio´n de reglas, el de preparacio´n de la ejecucio´n, y el de la ejecucio´n en s´ı. De cada uno
de ellos se habla en detalle en su respectiva seccio´n.
El programa dispone de una simple interfaz de consola, en la que se pueden escribir varios
comandos para realizar una de las diferentes funciones del motor de inferencia. A continuacio´n se
da una breve explicacio´n de cada uno. Entre pare´ntesis se escriben los para´metros del comando.
translate (source) (dest) Traduce un documento RIF en sintaxis de presentacio´n, (source)
a un documento equivalente en sintaxis XML (dest).
validate (source): Comprueba la validez de un documento RIF en sintaxis XML (source).
Es decir, realiza todas las comprobaciones necesarias para asegurar que cumple todas los
requisitos para ser un documento RIF va´lido y compatible con el motor.
prepare (source) (id): Genera, para un documento RIF va´lido en sintaxis XML (source),
una red Rete que lo representa. Tras ello, la almacena internamente con el identificador id
para ser usada posteriormente por el motor. Este comando asume que el documento ha sido
validado anteriormente.
import (source) (id): Importa una ontolog´ıa OWL 2 (source) y la almacena internamente
con el identificador id.
execute (ont) (rules): El motor de inferencia ejecuta el documento RIF preparado y al-
macenado como rules con la ontolog´ıa preparada y almacenada como ont.
status: Escribe por pantalla una lista con todas las ontolog´ıas y documentos RIF almacenados
internamente y preparados para ser usados por el motor.
51
CAPI´TULO 5. DISEN˜O E IMPLEMENTACIO´N DEL SISTEMA 52
exit: Cierra el programa.
Cuando se quiere escribir el nombre de un archivo como para´metro, se debe tener en cuenta que
se necesita incluir la extensio´n del archivo.
5.1. Ana´lisis de reglas en RIF
El motor de inferencia funciona usando una base de conocimiento escrita en RDF y un docu-
mento de reglas escrito en RIF que referencia la base.
El ana´lisis le´xico y sinta´ctico de documentos RIF se ha realizado sobre la sintaxis de presenta-
cio´n con el soporte de la herramienta ANTLR4, que en base a la definicio´n de la grama´tica de un
lenguaje genera un analizador sinta´ctico (parser) para el mismo que genera a´rboles sinta´cticos que
pueden despue´s ser visitados [14].
El mo´dulo del ana´lisis le´xico y sinta´ctico de reglas, translator, esta´ formado por el co´digo
generador del analizador sinta´ctico, y el co´digo visitante de a´rboles sinta´cticos. Adema´s, como su
nombre indica, este mo´dulo traduce co´digo escrito en la sintaxis de presentacio´n del dialecto RIF-
PRD a co´digo equivalente en sintaxis XML.
Excepto rifActualVisitor, todas las clases del mo´dulo son autogeneradas por ANTLR4 a par-
tir de la grama´tica definida para el lenguaje, que se encuentra en el archivo rif.g4, de elaboracio´n
propia en base a la definicio´n del W3C en [16].
La clase rifVisitor es una interfaz que permite la implementacio´n de clases que trabajen
con a´rboles sinta´cticos, visita´ndolos nodo a nodo. La implementacio´n para este sistema es la clase
rifActualVisitor, que dado un documento RIF en sintaxis de presentacio´n, visita nodo a nodo el
a´rbol sinta´ctico generado por las clases rifLexer y rifParser para el mismo, y genera un nuevo
archivo XML con la traduccio´n del documento a sintaxis XML, de acuerdo con su definicio´n.
Figura 5.1: Diagrama UML de las clases del mo´dulo translator.
Generado con PyCharm y yFiles.
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La razo´n para generar traducciones a sintaxis XML es que el motor de inferencia trabaja inter-
namente con archivos en esta sintaxis, tanto para el ana´lisis sema´ntico como para la preparacio´n
de la ejecucio´n y la ejecucio´n propiamente dicha. La decisio´n de disen˜o de escoger esta sintaxis por
delante de la de presentacio´n viene motivada por la misma definicio´n del lenguaje RIF, en que se
insta a trabajar con esta puesto que es la u´nica propiamente normativa.
Es importante notar que dado que el principal propo´sito de RIF es ser usado como un esta´ndar
para integrar reglas en diferentes lenguajes, ha sido necesario realizar algunas pequen˜as adaptaciones
para usarse para hacer inferencia en este motor. Por ello, se han an˜adido algunas restricciones y
consideraciones adicionales, de las que se habla en el siguiente apartado.
5.2. Ana´lisis sema´ntico de reglas en RIF
El ana´lisis sema´ntico de las reglas corre a cargo del mo´dulo validator, y se realiza ya sobre
documentos RIF con sintaxis XML.
Antes de entrar en el proceso del ana´lisis en s´ı, es necesario especificar las diferencias entre el
lenguaje RIF-PRD especificado en [16] y el lenguaje que usa el motor, pues como se explica en el
apartado anterior, se han an˜adido algunas restricciones y consideraciones adicionales al funciona-
miento del lenguaje.
Los comentarios se usan para dar un nombre a las estructuras como grupos o reglas, mien-
tras que en el lenguaje original tienen un propo´sito ma´s amplio, por ejemplo sirviendo para
especificar el autor de una regla concreta.
Se omiten las directivas import, pasando a trabajar con un u´nico documento de reglas.
Los predicados y predicados externamente definidos pasan a representar hechos y llamadas
a funciones respectivamente, a diferencia del lenguaje original donde ambos ten´ıan ambos
propo´sitos.
Cualquier variable que se use en la condicio´n de una regla debe haber sido previamente
definida en una regla con definicio´n de variables o en un cuantificador existencial. En el
lenguaje original se pod´ıan usar variables sin definir previamente si estaban relacionadas de
alguna manera con otra que s´ı esta´ definida (por ejemplo, como valor en un frame donde el
objeto es una variable ya definida).
Los predicados externamente definidos no podra´n ser parte de otro a´tomo que no sea a su vez
un predicado externamente definido. Adema´s, solo los predicados externamente definidos que
resultan en un valor booleano pueden ser un a´tomo por s´ı mismos. En el lenguaje original, en
cambio, no exist´ıa ninguna definicio´n clara al respecto.
Se han limitado los tipos que soporta el motor a un subconjunto de los definidos para el
lenguaje: xsd:boolean, xsd:integer, xsd:decimal, xsd:double, xsd:string y rif:iri. De
la misma manera, tambie´n se ha implementado solo un subconjunto estricto de las funciones
definidas.
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Figura 5.2: Diagrama UML de las clases del mo´dulo validator.
Generado con PyCharm y yFiles.
Se permite, para la creacio´n de fo´rmulas como condiciones, el uso de fo´rmulas posicionales y
externas, a´tomos de pertenencia a clase y frames. Es un subconjunto de los a´tomos definidos
en el lenguaje original que no incluye ni a´tomos de igualdad ni de subclase.
La tercera consideracio´n tiene como motivo aumentar la claridad y legibilidad del co´digo escrito
en el lenguaje, mientras que el resto tienen como propo´sito reducir la complejidad de los co´mputos
internos del motor.
En el ana´lisis sema´ntico de las reglas, se validan todas las restricciones a la estructura de los
documentos RIF que son definidas para la sintaxis XML, junto con las restricciones sema´nticas del
lenguaje y las adicionales que se han an˜adido.
Dentro del mo´dulo validator, la clase rifValidator es la que se encarga de recorrer el docu-
mento RIF y comprobar que es un documento va´lido. Dado que el mo´dulo trabaja con documentos
en sintaxis XML, usa la librer´ıa cElementTree para recorrer los documentos como a´rboles, haciendo
un recorrido en preorden por los diferentes elementos del documento.
Por otra parte, la clase ValidationError tiene como propo´sito expresar los posibles errores
producidos durante la validacio´n. Todos los me´todos de rifValidator que forman parte del proceso
de validacio´n en s´ı devuelven un objeto ValidationError, ya que un valor False de su atributo
booleano err indica que no se ha producido ningu´n error. Algunos ejemplos de los posibles errores
que se pueden producir son encontrar una variable que no ha sido declarada anteriormente (o fuera
de su a´mbito de visibilidad), que un elemento XML no tenga la estructura correcta, o encontrar
una constante en una posicio´n en que su tipo de dato no se permite.
5.3. Importacio´n de ontolog´ıas
Las bases de conocimiento que este trabajo usa son ontolog´ıas escritas en un subconjunto de
OWL 2. De las caracter´ısticas que introducen tanto RDF Schema como OWL, el motor soporta las
siguientes:
Jerarqu´ıas de clases (rdfs:subClassOf, owl:Thing) y disyunciones (owl:disjointWith) dos
a dos.
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Equivalencia entre clases (owl:EquivalentClass) y equivalencia entre instancias (owl:sameAs,
owl:differentFrom).
Dominio y rango de propiedades (rdfs:domain, rdfs:range).
Caracter´ısticas sime´trica, asime´trica, irreflexiva, disjunta e inversa (owl:SymmetricProperty,
owl:AsymmetricProperty, owl:IrreflexiveProperty, owl:disjointWith, owl:inverseOf).
La importacio´n de las ontolog´ıas en el trabajo se realiza con la asistencia de la librer´ıa Owl-
ready2, una librer´ıa para la programacio´n orientada a ontolog´ıas y su gestio´n [47]. El proceso consta
de dos partes: el almacenamiento de la ontolog´ıa y el rellenado de la working memory.
La primera parte del proceso ocurre en el archivo main y simplemente consiste en la lectura del
archivo fuente de la ontolog´ıa por parte de Owlready2 y su almacenamiento como objeto propio de
esta librer´ıa.
El rellenado de la memoria de trabajo esta´ programado como una funcio´n de la clase que la
representa, WorkingMemory, situada en el mo´dulo datatypes. Esta funcio´n recibe una ontolog´ıa en
el formato de Owlready2, y por partes, almacena las clases, las caracter´ısticas de las propiedades,
y las instancias de la ontolog´ıa en diferentes diccionarios de un objeto WorkingMemory.
Estos objetos contienen dos diccionarios, para el almacenamiento de a´tomos y frames, y otros
para almacenar las clases equivalentes y disjuntas, la jerarqu´ıa de clases, y las diferentes carac-
ter´ısticas que pueden tener las propiedades.
Las claves del primer diccionario son los nombres de los a´tomos, y tienen como valores los
argumentos del a´tomo en cuestio´n. Las claves del segundo son los nombres de los elementos de
la working memory, que tienen como valor otro diccionario cuyas claves son las propiedades de
las afirmaciones RDF. Este u´ltimo diccionario tiene como valores conjuntos donde se almacenan
todos los predicados correspondientes a la propiedad. As´ı pues, dada una tripla RDF pS, P,Oq,
frames[S][P] = {0}, siendo frames el diccionario antes mencionado. Adema´s de frames, este
diccionario tambie´n almacena los hechos correspondientes a membres´ıa a una clase, pues puede
ser expresada como una tripla pS, http://www.w3.org/1999/02/22-rdf-syntax-ns#type, Oq. Las
claves para el resto de diccionarios son los nombres de las clases o propiedades en s´ı, y el valor son
las clases o caracter´ısticas correspondientes, respectivamente.
5.4. Manipulacio´n de reglas
Una vez un documento RIF ha sido declarado va´lido por el motor para trabajar con e´l, puede ser
preparado para ello por el mo´dulo preparator. Este mo´dulo tiene dos funciones: la transformacio´n
de las reglas del documento a las estructuras de datos internas que el motor puede procesar y la
optimizacio´n de su estructura, y la creacio´n de la red Rete del documento. En esta seccio´n se trata






































Figura 5.3: Diagrama UML de las clases referentes a reglas en preparator.
Generado con PyCharm y yFiles.
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La manipulacio´n de las reglas corre a cargo de la clase ruleManipulator, usada para leer un
documento va´lido RIF almacenado en memoria y transformarlo en una estructura de datos interna,
transformando durante el proceso las condiciones de las reglas del documento a DNF. Es impor-
tante ver que aunque el W3C delimita las reglas va´lidas a aquellas cuyas condiciones esta´n escritas
en forma normal disyuntiva, se ha decidido dar libertad al programador de escribir las condiciones
como prefiera y hacer la transformacio´n a DNF internamente, en vez de obligarle a trabajar siempre
con esa forma.
El proceso sigue el siguiente curso:
Crear una estructura de datos, un GroupNode, que contiene todo el documento RIF.
A partir del documento, encontrar todas las reglas del documento y almacenarlas en una lista.
Para cada regla de la lista, simplificar su estructura transforma´ndola en un objeto GenericRule
y pasando la fo´rmula lo´gica que es su condicio´n a forma normal disyuntiva.
Durante la creacio´n del GroupNode que representa todo el documento, se recorre el archivo RIF
en profundidad, tal como se hace en la validacio´n, y se van creando durante el mismo recorrido las
estructuras adecuadas. Por ejemplo, DoNode representa un bloque de acciones, y TermNode repre-
senta te´rminos como constantes o variables.
Para la posterior recopilacio´n de todas las reglas en una lista, se realiza ahora un recorrido en
profundidad por el GroupNode resultado del anterior paso. Para agilizar este recorrido, durante el
paso anterior ya se asigna a cada una de las reglas atributos como su prioridad, que en el documento
original vienen especificadas en los grupos.
La transformacio´n de las condiciones de las reglas a DNF es un proceso con varios pasos que
se explican en detalle por separado. El proceso recibe una regla, que puede ser un ForallNode
(representa estructuras Forall), un ImpliesNode (representa estructuras If Then), o un DoNode
(representa estructuras Do).
Durante la creacio´n del GroupNode que representa todo el documento, se recorre el archivo RIF
en profundidad, tal como se hace en la validacio´n, y se van creando durante el mismo recorrido las
estructuras adecuadas. Por ejemplo, DoNode representa un bloque de acciones, y TermNode repre-
senta te´rminos como constantes o variables.
Para la posterior recopilacio´n de todas las reglas en una lista, se realiza ahora un recorrido en
profundidad por el GroupNode resultado del anterior paso. Para agilizar este recorrido, durante el
paso anterior ya se asigna a cada una de las reglas atributos como su prioridad, que en el documento
original vienen especificadas en los grupos.
La transformacio´n de las condiciones de las reglas a DNF es un proceso con varios pasos que
se explican en detalle por separado. El proceso recibe una regla, que puede ser un ForallNode
(representa estructuras Forall), un ImpliesNode (representa estructuras If Then), o un DoNode
(representa estructuras Do).
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procedure ruleToDNF(r)
r Ð emptyForallPatterns(r, rs)






Durante la creacio´n del GroupNode que representa todo el documento, se recorre el archivo RIF
en profundidad, tal como se hace en la validacio´n, y se van creando durante el mismo recorrido las
estructuras adecuadas. Por ejemplo, DoNode representa un bloque de acciones, y TermNode repre-
senta te´rminos como constantes o variables.
Para la posterior recopilacio´n de todas las reglas en una lista, se realiza ahora un recorrido en
profundidad por el GroupNode resultado del anterior paso. Para agilizar este recorrido, durante el
paso anterior ya se asigna a cada una de las reglas atributos como su prioridad, que en el documento
original vienen especificadas en los grupos.
La transformacio´n de las condiciones de las reglas a DNF es un proceso con varios pasos que
se explican en detalle por separado. El proceso recibe una regla, que puede ser un ForallNode
(representa estructuras Forall), un ImpliesNode (representa estructuras If Then), o un DoNode
(representa estructuras Do).
procedure ruleToDNF(r)
r Ð emptyForallPatterns(r, rs)






El primer paso, emptyForallPatterns, recorre la regla vaciando, para toda estructura Forall
que se encuentra, sus patrones (recordar que estas estructuras tienen una serie de declaraciones de
variables, una serie de condiciones llamadas patrones, y una regla). Estos son an˜adidos posterior-
mente a la regla del mismo Forall, repitiendo recursivamente el proceso si es necesario.
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procedure emptyForallPatterns(r, p “ tp1, ..., pnu)
if r is DoNode ^ |p| ą 0 then
r Ð new ImpliesNode
r.condÐ And(p)
if r is ImpliesNode ^ |p| ą 0 then
r.condÐ And(tp, r.condu)





En el segundo paso, simplifyStructure, se transforman los tres posibles tipos de nodos que
pueden representar una regla a un tipo gene´rico, GenericRule, que almacena las variables declara-
das en la regla (las declaraciones de todos los ForallNode), y la condicio´n y la accio´n de la regla
original (en caso de haber). Se omiten detalles de la implementacio´n para no dificultar la lectura
del pseudoco´digo.
procedure simplifyStructure(r, v “ tv1, ..., vnu)










if r is ForallNode then
v Ð v Y r.vars
sÐ simplifyStructure(r.rule, v)
return s
El tercer paso, moveNot, mueve las negaciones en las condiciones de las reglas lo ma´s profundo
posible, hasta que son solamente a´tomos los que esta´n negados o no. Estas son las transformaciones
que realiza:
  pñ p
 pp1 ^ p2 ^ ...^ pnq ñ  p1 _ p2 _ ..._ pn
 pp1 _ p2 _ ..._ pnq ñ  p1 ^ p2 ^ ...^ pn
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procedure moveNot(cond)
q Ð cond
while q not empty do
eÐ q.first
if e is Not(c) then
if c is Not(x) then
eÐ And(And(x))
if c is And(x1, ..., xn) then
eÐ Or(Not(x1), ..., Not(xn))
if c is Or(x1, ..., xn) then
eÐ And(Not(x1), ..., Not(xn))
if e is And(x1, ..., xn) _ e is Or(x1, ..., xn) then
q Ð q Y tx1, ..., xnu
if e is D v1, ..., vm such that c then
q Ð q Y t c u
return s
Por detalles de la implementacio´n interna, la negacio´n de una negacio´n pasa a ser una conjuncio´n
de una conjuncio´n en este paso. En el quinto paso esta doble conjuncio´n se acaba eliminando para
resultar en la expresio´n correcta (  p ñ p), pero es importante notar que la doble conjuncio´n es
tambie´n equivalente as´ı que no se pierde la equivalencia lo´gica.
El cuarto paso, simplifyExists, busca fo´rmulas existenciales en las condiciones de las reglas
y las simplifica. Si encuentra existenciales dentro de otros existenciales, los transforma a uno solo
que au´ne ambos.
Dx1Dx2... Dxn pñ Dx1, ..., xn p
procedure simplifyExists(cond, insideExists, v)
if cond is FormulaNode then Ź cond es And, Or o Not
for c P cond.children do
simplifyExists(c)
if c is ExistsNode ^ insideExists then
cÐ c.rule
if cond is ExistsNode then
v1 Ð v Y cond.vars
cond.condÐ simplifyExists(cond.cond, True, v1)
return cond
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El quinto paso, simplifyRedundancies, simplifica las expresiones booleanas de las condiciones
de las reglas que son redundantes, como por ejemplo conjunciones de conjunciones.
AndpAndpp1, ..., pnqq Ñ Andpp1, ..., pnq
OrpOrpp1, ..., pnqq Ñ Orpp1, ..., pnq
Adema´s, es en este paso que se realiza el paso a DNF de las condiciones de los cuantificadores
existenciales.
procedure simplifyRedundancies(cond)
if cond is And(x1, ..., xn) _ cond is Or(x1, ..., xn) then
originalElementsÐ x1, ..., xn
for i P x1, ..., xn do
if xi is And(y1, ..., ym) ^ cond is And(x1, ..., xn) then
condÐ And(x1, ..., xi-1, y1, ..., ym, xi+1, ..., xn)
if xi is Or(y1, ..., ym) ^ cond is Or(x1, ..., xn) then
condÐ Or(x1, ..., xi-1, y1, ..., ym, xi+1, ..., xn)
if x1, ..., xn has been modified then
condÐ simplifyRedundancies(cond)
if cond is FormulaNode then
for i P x1, ..., xn do
xi Ð simplifyRedundancies(xi)





Por u´ltimo, distributive aplica la propiedad distributiva sobre las condiciones ahora simplifi-
cadas de las reglas, para transformarlas finalmente a DNF.
procedure distributive(cond)
if cond is Or(x1, ..., xn) then
for i P x1, ..., xn do
xi’ Ð distributive(xi).children
condÐ Or(x1’, ..., xn’)
if cond is And(x1, ..., xn) then
E ÐŚni“1 distributive(xi).children
condÐ And(E)
if  cond is Or(x1, ..., xn) ^ cond is And(x1, ..., xn) then
condÐ Or(And(cond))
return cond
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5.5. Creacio´n de la red Rete
La segunda de las funciones del mo´dulo preparator es la creacio´n de la red para el algoritmo
Rete del documento RIF, cuyas reglas en este momento ya esta´n en forma normal disyuntiva.
La clase ReteNetworkCreator es la encargada de generar la red Rete a partir de una lista de
reglas, para lo cual dispone de una serie de clases que representan los diferentes nodos con los que
puede trabajar.
El proceso comienza creando una red vac´ıa. La funcio´n createReteNetwork recorre la lista de
reglas del documento generada por ruleManipulator, y se an˜aden a la red los nodos correspondien-
tes a las comprobaciones de cada una de las conjunciones de su condicio´n. Durante este recorrido,
la funcio´n tambie´n identifica los bloques de accio´n (aquellas reglas sin ninguna condicio´n) y los
almacena por separado.
procedure createReteNetwork(l “ tr0, ..., rnu)
network Ð new TopNode
for ri P l do
g Ð new GoalNode(ri.do,ri.vars)
if |ri.cond| “ 0 then
network.actionblocksÐ network.actionblocksY triu
for c P ri.cond.children do Ź c es una conjuncio´n de la condicio´n de la regla ri
network Ð buildAnd(c, ri.vars, g, network)
return network
Antes de proseguir con la explicacio´n de la funcio´n buildAnd, que an˜ade a la red Rete parcial
los nodos necesarios para representar la conjuncio´n que recibe, es mejor explicar el rol de cada uno
de los diferentes nodos que conforman una red Rete en este motor de inferencia. Estos nodos esta´n
situados en datatypes.rete, y sus funciones son las siguientes:
TopNode: Este nodo representa el nodo ra´ız de la red, por el que entran los tokens, y tam-
bie´n parte de la red Alfa. Almacena que´ reglas no tienen condicio´n (bloques de accio´n), que´
variables de que´ reglas no tienen ninguna comprobacio´n que realizar, y la estructura de las
comprobaciones a realizar. Las dos primeras esta´n representadas como listas de nodos mientras
que la tercera esta´ representada como un conjunto de diccionarios (Figura 5.5).
Cada uno de estos diccionarios almacena comprobaciones de un cierto tipo (a´tomos, frames,
pertenencia a una clase...), y tiene como claves los elementos clave, valga la redundancia, de
las comprobaciones.
El diccionario que almacena comprobaciones de membres´ıa a una clase almacena los nombres
de las clases como clave; el que almacena comprobaciones de a´tomos almacena primero el
nombre del a´tomo, luego el nu´mero de argumentos que debe tener, y por u´ltimo los argu-
mentos en s´ı; el que almacena frames almacena primero el nombre del atributo, despue´s un
nu´mero que identifica el tipo de comprobacio´n (dada una comprobacio´n de frame pS, P,Oq,
respectivamente: la variable es O, la variable es S, o ambos son variables) y despue´s el valor






































Figura 5.4: Diagrama UML de las clases referentes a la red Rete en preparator.
Generado con PyCharm y yFiles.
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Para cada comprobacio´n de a´tomo o de frame, sea inter-elemento o intra-elemento, se almacena
dicha comprobacio´n en la red Alfa. Es la AlphaWorkingMemory correspondiente, sin embargo,
la que comprueba que adema´s de tener la estructura correcta, se puede extraer del token un
mapping variable-objeto va´lido.
Con esta implementacio´n, no es necesario enviar un token concreto a todos los nodos de la
red Alfa, sino que solo sera´ enviado a realizar aquellas comprobaciones que vaya a superar.
AlphaWorkingMemory: Estos nodos almacenan la lista de nodos de la red Beta a los que enviar
los tokens que superan una cierta comprobacio´n, organizados por los diferentes mappings
variable-objeto.
Por ejemplo, pongamos una comprobacio´n de frame en que tanto objeto como valor son varia-
bles. Sin embargo, en el documento de reglas, nos encontramos dos comprobaciones diferentes
de este tipo: ?x[foo ->?x] y ?x[foo ->?y]. Ambas comprobaciones, en el TopNode, estara´n
almacenadas como la misma comprobacio´n e ira´n a parar a la misma AlphaWorkingMemory.
No obstante, esta memoria asegurara´, para superar la primera de las dos comprobaciones, que
objeto y valor son iguales y por tanto se puede extraer un mapping va´lido, mientras que no
lo hara´ en el segundo caso porque todo mapping sera´ va´lido.
BetaJoinNode: Estos nodos almacenan listas de conjuntos de objetos que han superado sus
correspondientes comprobaciones y realiza comprobaciones de consistencia entre esos conjun-
tos de objetos, de manera que solo aquellos conjuntos de objetos que han superado todas las
comprobaciones que llevan a este nodo son enviados a los siguientes nodos.
BetaFreeJoinNode: BetaJoinNode especiales para unir conjuntos de objetos de variables que
no aparecen en ninguna comprobacio´n con el resto de conjuntos.
BetaExistsNode: Colocados siempre tras todos los BetaJoinNode. Almacenan comprobacio-
nes intra-elemento de aquellas variables no existencialmente cuantificadas en forma de una
lista de AlphaCheckNode. Debido a que los elementos solo deben satisfacer estas condiciones
como parte de la comprobacio´n existencialmente cuantificada, se ha decidido no an˜adirlos a
la red Alfa. Tambie´n almacena comprobaciones inter-elemento como una lista de BetaNode.
BetaExistsJoinNode: Nodos de funcionamiento similar a los BetaJoinNode que determinan
que´ conjuntos de elementos satisfacen al menos una de las conjunciones de la condicio´n de la
comprobacio´n cuantificada existencialmente.
BetaNode: Estos nodos, solamente usados en el interior de los BetaExistsNode, representan
comprobaciones inter-elemento de diferentes tipos. Cada una de las clases derivadas de esta re-
presenta un tipo de comprobacio´n inter-elemento diferente: BetaFrameNode para comprobacio-
nes con frames, BetaPositionalNode para comprobaciones con a´tomos y BetaExternalNode
para comprobaciones mediante llamadas a funciones.
Los BetaExistsNode tambie´n son un tipo de BetaNode, pero por definicio´n nunca se encon-
trara´n en el interior de otro BetaExistsNode.
ConstNode: Estos nodos se situ´an justo antes de los GoalNode y realizan todas aquellas com-
probaciones de constante (aquellas en que no interviene ninguna variable) que, sin embargo,
dependan del estado de la memoria de trabajo. Por ejemplo, una comprobacio´n de frame para
un objeto y valor concretos.
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Figura 5.5: Red Alfa de ejemplo implementada con diccionarios.
Extra´ıdo de [32, p. 16].
GoalNode: Estos nodos representan la satisfaccio´n de la condicio´n de una regla para aquellos
conjuntos de elementos de la memoria de trabajo que reciben. Tienen informacio´n sobre la
regla que representan (su prioridad y un identificador u´nico), para poder enviar al motor
durante la ejecucio´n instancias (regla y elementos que satisfacen su condicio´n), y as´ı poder
dispararlas.
La funcio´n buildAnd es la encargada, dada una conjuncio´n de una regla, de crear y an˜adir a la
red Rete todos los nodos necesarios para representarla correctamente, siguiendo los roles especifi-
cados anteriormente.
Lo primero que realiza la funcio´n es clasificar las condiciones de la conjuncio´n en constantes,
cuantificadas existencialmente y otras. Esta clasificacio´n se realiza recorriendo cada una de las con-
diciones, comprobando cua´l es su tipo y contando cua´ntas variables aparecen en esta.
Tras esto, comprueba si existe entre las comprobaciones constantes alguna que sea imposible de
satisfacer, como por ejemplo External(pred:is-literal-integer("Hola mundo!")). En caso de
existir, cancela la creacio´n de los nodos para la representacio´n de la conjuncio´n de la regla, pues
sera´ imposible que se satisfaga.
CAPI´TULO 5. DISEN˜O E IMPLEMENTACIO´N DEL SISTEMA 66
En caso de no existir ninguna comprobacio´n imposible, continu´a normalmente con el proce-
so an˜adiendo al TopNode las comprobaciones correspondientes, y generando los BetaJoinNode,
BetaExistsNode y ConstNode necesarios, siendo unidos a las AlphaWorkingMemory u otros nodos,
segu´n corresponda.
procedure buildAnd(conj “ tc1, ..., cnu, vars “ tv1, ..., vmu, g, network)
C Ð tci, vars(ci)“ 0u Ź Comprobaciones constantes
E Ð tci, vars(ci)“ ´1u Ź Comprobaciones cuantificadas existencialmente
I Ð tci, ci P C^ impossible(ci)u Ź Comprobaciones constantes imposibles
O Ð conj zpC Y Eq Ź Otras comprobaciones
if |I| “ 0 then
M Ð ∅
for ci P O do
m, v, neg Ð addAlphaCheck(ci, network) Ź m la AlphaWorkingMemory de ci
M ÐM Y pm, v, negq Ź v variables de ci, neg si ci esta´ negada
V Ð ∅ Ź Variables que no esta´n en ninguna comprobacio´n
for pmi, vi, negiq PM do
lastÐ addBetaJoin(mi, vi, negi, last)
V Ð V Y vi
for vi R V do
lastÐ addFreeBetaJoin(vi, last)
for ci P E do





Notar que en esta funcio´n, dada una comprobacio´n c, vars(c) corresponde al nu´mero de variables
diferentes que intervienen en c (excepto si es una comprobacio´n existencialmente cuantificada, en
cuyo caso vars(c)“ ´1) e impossible(c) es cierto solo cuando c es una comprobacio´n imposible de
satisfacer.
Tambie´n que aunque en el pseudoco´digo anterior se omite, se gestionan aspectos como cua´l es
el u´ltimo nodo creado de la red Beta (y si este existe siquiera), o que el primer BetaJoinNode, al
no estar conectado con ningu´n otro, recibe todas sus listas de AlphaWorkingMemory (a diferencia
del resto, que recibe una lista de AlphaWorkingMemory y otra del BetaJoinNode con el que esta´
conectado).
En aras de la brevedad, se omiten los pseudoco´digos para las funciones addAlphaCheck y
addBetaJoin y addFreeBetaJoin.
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En pocas palabras, addAlphaCheck construye una tupla con toda la informacio´n necesaria para
llevar a cabo la comprobacio´n, y la env´ıa al TopNode para que este an˜ada al diccionario correcto
(segu´n el tipo de comprobacio´n) la clave referente a la comprobacio´n (o claves en el caso de frames o
a´tomos). Despue´s, se da como valor de esta clave una AlphaWorkingMemory (si la comprobacio´n no
exist´ıa todav´ıa). La AlphaWorkingMemory, entonces, an˜ade la lista de variables de la comprobacio´n.
La funcio´n addBetaJoin (que realmente es un proceso dentro de buildAnd), por su parte, crea
un BetaJoinNode y lo enlaza con la AlphaWorkingMemory correspondiente y el BetaJoinNode an-
terior, excepto si es el primer BetaJoinNode, en cuyo caso lo enlaza con las AlphaWorkingMemory
de las dos primeras comprobaciones.
addExistentialCheck, dada una comprobacio´n existencialmente cuantificada, recorre cada una
de las conjunciones de su condicio´n, en DNF. Para cada una de las conjunciones, comprueba que
no existen comprobaciones imposibles de satisfacer y an˜ade al TopNode las comprobaciones intra-
elemento de las variables cuantificadas existencialmente. El resto de comprobaciones son almacena-
das en el BetaExistsNode que se crea para la conjuncio´n, para ser comprobadas a la vez cuando
un conjunto de elementos llega al nodo. Adema´s, se crea un BetaExistsJoinNode, que enlaza a
todos los nodos de las diferentes conjunciones y gestiona el env´ıo de los conjuntos de elementos que
superan la comprobacio´n a los nodos que corresponda.
procedure addExistentialCheck(c, network, vars “ tv1, ..., vmu)
joinnodeÐ new BetaExistsJoinNode
for ki “ tc1, ..., cnu P c.cond do Ź c.cond es una DNF y ki es una conjuncio´n
AÐ tci, vars(ci)“ 1^ vˆ P c.varsu Ź Sea vˆ la variable de la comprobacio´n
B Ð tci, vars(ci)ě 1^ ci R Au
C Ð tci, vars(ci)“ 0u Ź Comprobaciones constantes
I Ð tci, ci P C^ impossible(ci)u Ź Comprobaciones constantes imposibles
if |I| “ 0 then
M Ð ∅
for ci P A do
m, v, neg Ð addAlphaCheck(ci, network)
M ÐM Y pm, v, negq
for ji P J do
if ji has not been used then
network.freejoinsÐ network.freejoinsY tjiu
nodeÐ new BetaExistsNode(B Y C) Ź B Y C se almacena dentro del mismo nodo
V Ð ∅ Ź Variables que no esta´n en ninguna comprobacio´n
for pmi, vi, negiq PM do
mem.addChild(vi, node, negi)
V Ð V Y vi
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Notar que addFreeWM an˜ade una AlphaWorkingMemory directamente conectado con el TopNode
y la enlaza con el BetaExistsNode en cuestio´n.
5.6. Ejecucio´n
Dentro del sistema, la ejecucio´n es el proceso en que dados una ontolog´ıa y un documento de
reglas, el motor los usa para inferir nuevo conocimiento y extraer conclusiones. Este proceso es
llevado a cabo por el mo´dulo execution donde, en vez de haber definida una clase que lleva a cabo
el proceso, se recopilan una serie de funciones en el archivo engine.py que permiten realizar la
ejecucio´n.
El proceso comienza con la creacio´n y rellenado de un objeto WorkingMemory, una clase situada
en datatypes.workingmemory cuya funcio´n es almacenar los hechos de la memoria de trabajo de
manera ordenada y fa´cilmente accesible. Este proceso se explica en la seccio´n Importacio´n de onto-
log´ıas.
Tras esto, que se realiza todav´ıa en el menu´ principal, se llama a la funcio´n execute, que recibe
un objeto WorkingMemory, una red Rete (un TopNode), y la lista de nodos objetivo (GoalNode) por
separado.
Antes de continuar con el proceso, es necesario comentar brevemente de dos clases, ConflictSet
y RuleInstance.
Los objetos RuleInstance esta´n formados por el identificador de una regla, su prioridad, y un
conjunto de elementos de la working memory que satisfacen su condicio´n. Estos almacenan toda la
informacio´n necesaria para ser ordenados correctamente por el conjunto de conflicto, y son genera-
dos por los GoalNode cuando reciben un conjunto de elementos.
La clase ConflictSet representa un conflict set, y esta´ implementado como una cola de prio-
ridad. En la cola de prioridad, las instancias se ordenan en primer lugar segu´n su prioridad, y en
segundo lugar segu´n cua´ndo se han ejecutado por u´ltima vez. En caso de empate, tambie´n se ordena
segu´n el identificador de la regla. La clase tiene, adema´s, funciones para an˜adir, eliminar y modificar
elementos de dicha cola. La gestio´n sobre el tiempo pasado desde la u´ltima ejecucio´n de cada regla
se realiza en la misma funcio´n execute.
La funcio´n execute comienza rellenando el conflict set con los bloques de accio´n del documen-
to. Seguidamente se env´ıan todos los hechos de la memoria de trabajo recie´n rellenada a la red
Rete para determinar que´ reglas pueden ejecutarse con que´ elementos, generar las RuleInstance
correspondientes y actualizar el conjunto de conflicto.
Tras esta inicializacio´n se entra en un bucle en que se ejecuta la primera regla del conjunto
de conflicto, elimina´ndola as´ı del conjunto, se marca la RuleInstance correspondiente como ya
disparada (recordemos que cada conjunto regla-elementos u´nico solo puede ser disparado una vez
en una ejecucio´n). Los cambios en la memoria de trabajo provocados por la regla son enviados a
la red Rete, que a su vez devuelve los adiciones y eliminaciones de RuleInstance a realizar en el
conjunto de conflicto. Tras modificar tambie´n acordemente en el conflict set los tiempos pasados
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desde la u´ltima ejecucio´n de la regla que se acaba de ejecutar, comienza una nueva iteracio´n del
bucle. Este dura hasta que el conjunto de conflicto queda vac´ıo.
procedure execute(wm “ tf1, ..., fnu, network, g “ tg1, ..., gmu)
csÐ new ConflictSet
cs.add(network.actionblocks)
for fi P wm do
network.sendFact(fi) Ź Se env´ıa fi a la red Rete
while |cs| ą 0 do
riÐ cs.first
goalÐ gi, gi.id “ ri.id Ź Se escoge el GoalNode correspondiente a la RuleInstance
changesÐ goal.fire(ri.wmelements, wm) Ź Disparar ri devuelve los cambios en wm
for ti P changes do
network.sendFact(fi)
En el pseudoco´digo se omite la gestio´n de la informacio´n de las reglas para que quede ma´s claro,
pero esta se realiza en la funcio´n mediante un diccionario llamado ruleinfo, que tiene por claves los
identificadores y por valores sus prioridades, la iteracio´n del bucle en que se ejecutaron por u´ltima
vez y los conjuntos de elementos para los que todav´ıa pueden ser disparadas. Cuando una regla se
dispara, el conjunto de elementos con que lo ha hecho se elimina del vector, y se actualiza la itera-
cio´n de u´ltima ejecucio´n. Con la informacio´n de este vector se pueden modificar los elementos del
conflict set, que debido a su implementacio´n necesita que se le pase una copia exacta del elemento
a modificar.
El env´ıo de tokens y conjuntos de objetos por la red Rete se realiza mediante la funcio´n sendFact.
Cada tipo de nodo que interviene en el proceso tiene su propia funcio´n sendFact, cuyo funciona-
miento var´ıa ligeramente entre nodos.
Los tokens se representan mediante los objetos TokenFact, que almacenan el tipo de hecho que
representan, si se trata de la asercio´n o la eliminacio´n de un hecho, y el hecho en s´ı.
En el TopNode, primero se comprueba el tipo del token recibido, y tras ello se comprueba en el
diccionario correspondiente si existe alguna comprobacio´n de misma estructura.
procedure sendFact(token)
if token.type “ atom then
checkAtom(token)
if token.type “ frame then
if token.factr1s “ http://www.w3.org/1999/02/22-rdf-syntax-ns#type then
checkMembership(token)
if token.factr1s ‰ http://www.w3.org/1999/02/22-rdf-syntax-ns#type then
checkFrame(token)




for c P positional[op][|args|] do
passÐ True
for e P c do Ź Comprobar que token sigue la estructura de c
if  pe is None) then
passesÐ e “ argsris






if D membership[obj] then
membership[obj].sendFact(token, pNone, objq, token.add)
checkFrame funciona ana´logamente a checkMembership con la diferencia de que se comprueban
las claves 1, 2 y 3 cuando el atributo del token se encuentra en el diccionario (ma´s detalle en la expli-
cacio´n del TopNode del apartado Creacio´n de la red Rete). As´ı pues, dado un token que representa
la afirmacio´n RDF pS, P,Oq, se comprueban frame[P][1][S], frame[P][2][O] y frame[P][3],
para los tres tipos posibles de comprobaciones.
La funcio´n sendFact en las AlphaWorkingMemory tiene dos funciones. En primer lugar comprue-
ba, para cada una de las disposiciones de variables que almacena, si el token que ha recibido es com-
patible con esta. En segundo lugar, env´ıa el token a los nodos de la red Beta correspondientes a aque-
llas disposiciones compatibles con el token. Referirse a la explicacio´n de las AlphaWorkingMemory
de la seccio´n Creacio´n de la red Rete para un ejemplo de diferentes disposiciones de variables.
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procedure sendFact(token, template, add)
if token.type “ frame then




if templater0s is None then
objsÐ tdirks ÞÑ token.factr0s
k “ 1
if templater1s is None then
if dirks P objs^ token.factr2s ‰ token.factr0s then
passesÐ False
if dirks R objs then
objsÐ objsY tdirks ÞÑ token.factr2su
if passes then
for nodej , indexj P ids[di] do
nodej .sendFact(objs, indexj , addq
if token.type “ atom then
for di P ids do




if ej is None then
if dirks R objs then
objsÐ objsY tdirks ÞÑ token.factr1srjsu
if dirks P objs then
passesÐ objsrdirkss “ token.factr1srjs
k “ k ` 1
if passes then
for nodej , indexj P ids[di] do
nodej .sendFact(objs, indexj , addq
La funcio´n sendFact para los BetaJoinNode (que por definicio´n tienen dos listas de conjuntos),
cuando recibe un mapping objeto-variable, lo an˜ade o elimina de la lista correspondiente.
Cuando un conjunto de elementos esta´ en una lista, es porque satisface la comprobacio´n o com-
probaciones correspondientes a esa lista (o no satisface la comprobacio´n, si esta esta´ negada). As´ı
pues, el nodo deja pasar aquellos conjuntos de elementos que pasan las comprobaciones correspon-
dientes a la otra lista, y que son compatibles con el mapping que ha recibido. Si la lista a la que
se an˜ade el mapping corresponde a una comprobacio´n negada, se realizara´ justo lo contrario a lo
dicho.
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procedure sendFact(token “ tn1 ÞÑ e1, ..., nn ÞÑ enu, index, add)
if add^ token R tokenlists[index] then
tokenlists[index] Ð tokenlists[index]Ytoken
otherindexÐ 1´ index
if  neglists[index]^ neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
for ti P C do
child.sendFact(tokenY ti, child.index, True)
if  neglists[index]^neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
if |C| “ 0 then
child.sendFact(token, child.index, True)
if neglists[index]^neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
if |C| “ 0 then
child.sendFact(tokenY ti, child.index, False)
if  add^ token P tokenlists[index] then
tokenlists[index] Ð tokenlists[index]Ytoken
otherindexÐ 1´ index
if  neglists[index]^ neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
for ti P C do
child.sendFact(tokenY ti, child.index, False)
if  neglists[index]^neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
if |C| “ 0 then
child.sendFact(token, child.index, False)
if neglists[index]^neglists[otherindex] then
C Ð tti, ti P tokenlists[otherindex]^token ď tiu
if |C| “ 0 then
child.sendFact(tokenY ti, child.index, True)
Notar que se define la funcio´n a ď b en conjuntos de objetos como que el subconjunto de claves
de a que se puede encontrar en b es compatible. Es decir, que los valores para esas claves son igua-
les. Notar tambie´n que neglists contiene que´ listas se corresponden a comprobaciones negadas, y
tokenlists es la lista de listas de mappings.
Los BetaFreeJoinNode reciben todo objeto que llega como parte de un token al TopNode. Su
sendFact funciona de manera similar a los BetaJoinNode, pero dado que por defincio´n los mappings
de listas diferentes nunca compartira´n variable (es decir, dos listas diferentes no contendra´n valores
para la misma variable) simplemente se env´ıa al siguiente nodo la combinacio´n del conjunto de
objetos que recibe con todos los de la otra lista.
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Los BetaExistsNode, cada vez que reciben un conjunto de elementos para ciertas variables, lo
unen con el producto cartesiano de los elementos candidatos a tomar valor del resto de variables
y, para cada uno de los conjuntos resultantes, realizan todas las comprobaciones pertinentes a
la conjuncio´n correspondiente al nodo de la comprobacio´n existencialmente cuantificada a la que
pertenecen.
procedure sendFact(objs “ tn1 ÞÑ e1, ..., nn ÞÑ enu, add, index)
if add^ objs R tokenlists then
tokenlists[index]Ð tokenlists[index]Ytsubju
if  add^ objs P tokenlists then
tokenlists[index]Ð tokenlists[index]ztsubju
for p PŚ|tokenlistsztokenlistsrindexs|i“1 L do
pÐ pY objs
passedÐ p P results
passesÐŹ|existsvars|j“1 existsvars[j] P p^Ź|checks|j“1 check(checks[j])
if p not^ passed^ passesq _ pnot^ passed^ passesq then
for ii, nodei P children do
nodei.sendFact(p,True, iiq
if p not^passed^ passesq _ pnot^passed^ passesq then
for ii, nodei P children do
nodei.sendFact(p,False, iiq
Notar que en la asignacio´n a passes, la primera de las dos operaciones de la conjuncio´n se re-
fiere a que p debe tener una asignacio´n para cada una de las variables cuantificadas existencialmente.
Por su parte, cada una de las comprobaciones internas del BetaExistsNode se realizan en
el correspondiente BetaNode y, aunque ligeramente diferentes, consisten en uno o ma´s accesos a
la memoria de trabajo para comprobar la existencia o no existencia de un hecho (excepto los
BetaExternalNode, que consisten en la evaluacio´n de una funcio´n).
Los BetaExistsJoinNode son los que reciben aquellos conjuntos de elementos que env´ıan los
BetaExistsNode, y que consecuentemente env´ıan a sus hijos en la red Beta.
Por u´ltimo, el GoalNode an˜ade o elimina de sus memorias los conjuntos de elementos que recibe,
y realiza el producto cartesiano de la misma manera que los BetaExistsNode para generar los
RuleInstance correspondientes.
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procedure sendFact(objs “ tn1 ÞÑ e1, ..., nn ÞÑ enu, add, index)
if add then Ź tokenlists son las diferentes listas de elementos que ha recibido el nodo
tokenlists[index]Ð tokenlists[index]Ytsubju
if  add then
tokenlists[index]Ð tokenlists[index]ztsubju
LÐ tokenlists z tokenlists[index]
for p PŚ|L|i“1 L do
pÐ pY objs
if |p| “ |vars| then
if add^ p R results then
results Ð resultsYp
addToConflictSet(new RuleInstance(priority,id,p))
if  add^ p P results then
results Ð resultsz p
removeFromConflictSet(new RuleInstance(priority,id,p))
El disparo de una regla se realiza a trave´s de la funcio´n fire de los GoalNode, que llaman a la
funcio´n fire de execution.engine.
fire, en primer lugar, crea todas las variables de accio´n. A las que tiene que dar valor se lo da,
accediendo a la memoria de trabajo. A aquellas que representan nuevos objetos, les da como valor
un BNode, un objeto de la librer´ıa RDFLib que representa un recurso ano´nimo (blank node) [37] al
que en este motor posteriormente se le pueden an˜adir propiedades como a cualquier otro objeto.
Tras ello, lleva a cabo las acciones que se detallan en la regla (aserciones, eliminaciones, modifi-
caciones y ejecuciones). Estas acciones (exceptuando las ejecuciones) se llevan a cabo en la working
memory, que tras realizarlas, devuelve la lista de cambios en la memoria de trabajo en forma de
tokens que hay que enviar a la red Rete.
La funcio´n eval, por su parte, recibe un nodo representando una funcio´n que evaluar, y un mapeo
con todos nos nombres de variable y sus valores que puede contener la funcio´n. Tras sustituir las
variables en los argumentos por sus valores correspondientes, y evaluar recursivamente las funciones
que tambie´n figuraran como argumento, evalu´a la funcio´n. Las funciones esta´n almacenadas en un
diccionario cuyas claves son sus nombres de funcio´n, la mayor´ıa de ellas como funciones lambda, y
son llamadas por eval cuando es necesario.
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procedure fire(actions “ ta1, ..., anu, actionvars “ tv1, ..., vmu,mapping, wm)
avmapping Ð ∅
for vi P actionvars do
if vi is New() then
avmapping Ð avmapping Y ti ÞÑ new BNodeu
if vi is not New() then
avmapping Ð avmapping Y ti ÞÑ wm.framesrmappingrvi.objectssrvi.attributesu
T Ð ∅
for ai P actions do
for m PŚ|avarmapping|i“1 avarmapping do
for avi P m do
mappingpvi.valueq Ð avi
if ai.type “ assert then
tÐ wm.assert(ai.target)
if ai.type “ retract then
tÐ wm.retract(ai.target)
if ai.type “ modify then
tÐ wm.modify(ai.target)
if ai.type “ execute then
eval(ai.target,mapping)




Con el objetivo de evaluar el rendimiento del motor que se ha desarrollado en relacio´n a otros
sistemas de similar utilidad, se ha llevado a cabo un pequen˜o estudio.
6.1. Metodolog´ıa
El estudio realizado compara los tiempos de ejecucio´n del motor con los de los programas CLIPS
y JessRules en ejecuciones de documentos de reglas similares (adaptados al formato de cada motor)
con las mismas ontolog´ıas (tambie´n adaptadas segu´n el formato de cada motor).
CLIPS es un lenguaje de programacio´n basado en reglas que se usa para la creacio´n de siste-
mas basados en el conocimiento implementado en C [9]. Para medir su rendimiento se ha usado
el entorno de desarrollo que prove´, ya que tiene integradas herramientas para la medicio´n de tiempo.
Por su parte, JessRules es una librer´ıa para Java que pone a disposicio´n del usuario un motor
de inferencia que usa la Java Virtual Machine (JVM) [48]. Se ha medido el tiempo de ejecucio´n de
JessRules usando funciones por defecto de Java.
Se han medido tiempos de ejecucio´n para cinco documentos de reglas diferentes, cada uno cen-
trado en caracter´ısticas diferentes de los motores, con cuatro ontolog´ıas de diferentes taman˜os (50,
250, 500 y 1000 instancias). Las ontolog´ıas contienen personas con un tipo (hombre o mujer), un
nombre de entre tres posibles por ge´nero y algunas de ellas, un marido o esposa. Los documentos
de reglas previamente mencionados contienen condiciones que aluden a estas propiedades.
La construccio´n de las reglas de los documentos se ha basado en los Berlin SPARQL Benchmarks
(BSBM), una serie de pruebas esta´ndar para el estudio del rendimiento de consultas en sistemas de
almacenamiento que implementan el protocolo SPARQL [49]. Estos benchmarks introducen casos
de uso tanto de exploracio´n de bases de conocimiento como actualizaciones de las mismas [49][50].
A continuacio´n, una pequen˜a descripcio´n de cada uno de los documentos:
Test 1: Escribir por pantalla todas aquellas instancias que tienen marido o esposa.
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Test 2: Realizar una asercio´n de a´tomo (o equivalente) por cada persona que tiene marido o
esposa.
Test 3: Realizar una asercio´n de a´tomo (o equivalente) por cada persona que tiene marido o
esposa y un nombre concreto.
Test 4: Realizar una asercio´n de a´tomo (o equivalente) por cada persona que tiene marido
o esposa y un nombre concreto, donde la asercio´n se realiza sobre una variable de accio´n (o
equivalente).
Test 5: Eliminar de la memoria de trabajo aquellas instancias que tienen un nombre concreto,
y posteriormente realizar una asercio´n por cada hombre con un nombre concreto que tiene
marido o esposa.
Para obtener cada uno de los tiempos, se han realizado tres ejecuciones y se ha calculado la
media.
Adicionalmente, tambie´n se calculan los tiempos de ejecucio´n corrigiendo la influencia del len-
guaje de programacio´n en que los sistemas esta´n escritos, para poder obtener una comparacio´n ma´s
justa. Para ello, se ha usado el trabajo de Pereira et al. [51], en el que se estudia el rendimiento de 27
lenguajes comu´nmente usados en cuanto a uso energe´tico, tiempo de ejecucio´n y uso de memoria.
Para ello, usan los benchmarks proporcionados por The Computer Language Benchmarks Game
[52] para la comparacio´n de lenguajes. El resultado (y los valores que se usara´n en el ca´lculo) es
que Java es de media 1.89 veces ma´s lento que C, mientras que Python lo es 71.9 veces.
6.2. Resultados
De los resultados obtenidos (Tabla 6.2) se pueden extraer varias conclusiones. Notar que el lla-
mado pyRIF en las tablas es el motor de inferencia desarrollado en este trabajo.
La primera de ellas es que el tiempo de ejecucio´n en pyRIF parece escalar segu´n la cantidad de
condiciones en la red Rete. En ontolog´ıas de 1000 instancias, los tests con condiciones ma´s complejas
tienen hasta el doble de tiempo de ejecucio´n, mientras que el resto de motores siguen obteniendo
tiempos de ejecucio´n similares. Tambie´n escala mucho en funcio´n del nu´mero de instancias de la
ontolog´ıa, pero esto puede explicarse por el rendimiento de Python en comparacio´n con el de los
otros lenguajes.
Se puede observar que la escritura por pantalla no es un factor relevante en el motor (aunque
se puede observar), pues la diferencia entre los tiempos de las dos primeras pruebas es bastante
pequen˜a, y estas solo difieren en si hay escritura por pantalla o una asercio´n por instancia que
cumple la condicio´n de la regla.
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Test 1 Test 2
50 250 500 1000 50 250 500 1000
pyRIF 0.006 0.026 0.086 0.273 0.002 0.021 0.065 0.223
CLIPS 0.037 0.211 0.379 0.760 0.009 0.014 0.020 0.037
JessRules 0.016 0.024 0.023 0.049 0.013 0.027 0.025 0.047
Test 3 Test 4
50 250 500 1000 50 250 500 1000
pyRIF 0.003 0.025 0.102 0.446 0.003 0.025 0.103 0.457
CLIPS 0.009 0.014 0.032 0.034 0.010 0.016 0.025 0.035
JessRules 0.019 0.036 0.025 0.042 0.034 0.042 0.041 0.041
Test 5
50 250 500 1000
pyRIF 0.005 0.034 0.130 0.498
CLIPS 0.010 0.014 0.021 0.036
JessRules 0.031 0.027 0.024 0.035
Tabla 6.1: Tiempos de ejecucio´n (en segundos) por test, motor de inferencia y taman˜o de ontolog´ıa.
Elaboracio´n propia.
Otra caracter´ıstica cuyo peso en el rendimiento parece negligible es la del uso de variables de
accio´n en las producciones. La prueba 4, la que las usa, tiene los mismos tiempos que la prueba 3
(solo difieren en el acceso a atributos de un elemento que satisface las condiciones de la regla). En
cambio, parece que la mayor cantidad de accesos a la memoria de trabajo efectuados por el test 5
se reflejan en unos tiempos de ejecucio´n algo superiores a los del resto.
Hay que notar, de todas formas, que las diferencias temporales se ven enfatizadas por el peor
rendimiento de Python.
En cuanto a la comparacio´n con CLIPS y JessRules, hay dos aspectos a destacar. En primer
lugar, que para los taman˜os de ontolog´ıa pequen˜os (50 y 250 instancias), el motor tiene menores
tiempos de ejecucio´n que el resto de manera consistente. En segundo lugar, como se dec´ıa previa-
mente, el motor presenta un escalado mucho ma´s exagerado segu´n el nu´mero de condiciones en
la red Rete que el resto de motores, donde el tiempo de ejecucio´n no parece verse afectado por
variaciones tan pequen˜as en el nu´mero de condiciones.
Una curiosidad a destacar es el mal rendimiento de CLIPS en la prueba 1, la u´nica que tiene
escrituras por pantalla. La explicacio´n es sencilla: el entorno de desarrollo que usa es muy ineficiente
en cuanto al output. Otro detalle a notar es que las pequen˜as inconsistencias en los tiempos de
JessRules son causadas por el uso de la JVM, que provoca una mayor variabilidad en los tiempos
de ejecucio´n que los del resto de motores.
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Test 1 Test 2
50 250 500 1000 50 250 500 1000
pyRIF (Python) 0.0001 0.0004 0.0012 0.0038 0.0001 0.0003 0.0009 0.0031
CLIPS (C) 0.037 0.211 0.379 0.760 0.009 0.014 0.020 0.037
JessRules (Java) 0.0083 0.0125 0.0120 0.0261 0.0067 0.0145 0.0134 0.0249
Test 3 Test 4
50 250 500 1000 50 250 500 1000
pyRIF (Python) 0.0001 0.0003 0.0014 0.0062 0.0001 0.0005 0.0018 0.0064
CLIPS (C) 0.009 0.014 0.032 0.034 0.010 0.016 0.025 0.035
JessRules (Java) 0.0102 0.0140 0.0323 0.0343 0.01 0.0160 0.0247 0.035
Test 5
50 250 500 1000
pyRIF (Python) 0.0001 0.0005 0.0018 0.0069
CLIPS (C) 0.010 0.014 0.021 0.036
JessRules (Java) 0.0166 0.0141 0.0125 0.0183
Tabla 6.2: Tiempos de ejecucio´n (en segundos) corrigiendo la influencia del rendimiento del lenguaje.
Elaboracio´n propia.
En definitiva, lo ma´s importante que se puede extraer del estudio es que en el motor, la mayor
influencia sobre el tiempo de ejecucio´n (adema´s del nu´mero de elementos con el que se trabaja)
parece tenerla el taman˜o de la red Rete. Adema´s, parece que este taman˜o tiene una influencia mayor
que la que deber´ıa tener, provocando un mayor escalado que en el resto de motores.
Por otra parte, cuando se aplica la correccio´n de la influencia del lenguaje (recordemos, Java es
ma´s lento que C de media 1.89 veces, y Python 71.9 veces), los tiempos de ejecucio´n del motor son
mucho menores que los de CLIPS y JessRules. Es decir, si los tres motores estuvieran programados
en un lenguaje comu´n (en este caso C), la implementacio´n de pyRIF ser´ıa la ma´s ra´pida. Sin em-
bargo, se puede observar que incluso en este caso el motor escala peor que CLIPS y JessRules: los
tiempos en la ontolog´ıa de 1000 instancias son unas 3 o 4 veces aproximadamente mayores que los
obtenidos en la ontolog´ıa de 50 instancias en los casos de los dos u´ltimos motores, mientras que en
pyRIF puede llegar hasta las 60 veces o ma´s. As´ı pues, con taman˜os de ontolog´ıas suficientemente
grandes, pyRIF acabar´ıa siendo ma´s lento. Tambie´n se puede ver que el problema del escalado con
respecto al taman˜o de la red Rete sigue ah´ı.
De todas formas, hay que recordar que los valores usados en la correccio´n son experimentales,
resultado de un solo estudio. Y aunque los valores reales este´n probablemente cerca de los que resul-
taron del estudio, hay que tomarlos como puramente orientativos. As´ı pues, los tiempos corregidos
han de tratarse como una aproximacio´n.
Cap´ıtulo 7
Conclusiones
En este trabajo de fin de grado se ha presentado conocimiento sobre lo´gica de primer orden,
web sema´ntica y sus tecnolog´ıas, sistemas basados en el conocimiento e inferencia lo´gica. Muchos de
estos temas son necesarios para el desarrollo de software para la web sema´ntica, y el conocimiento
de todos ellos es imprescindible cuando se habla de la implementacio´n de motores de inferencia.
Este conocimiento ha sido aplicado en este trabajo mediante el desarrollo e implementacio´n de
un motor de inferencia en Python basado en el dialecto de reglas de produccio´n del lenguaje RIF,
y OWL, lenguaje para la descripcio´n de ontolog´ıas.
En primer lugar, el motor consta de un traductor que permite el paso de documentos de reglas
escritos en la sintaxis de presentacio´n de RIF, mucho ma´s co´moda para la creacio´n de reglas, a
documentos equivalentes en la sintaxis XML del mismo lenguaje, que es la sintaxis normativa del
lenguaje y la que el motor usa para trabajar con los documentos de reglas en el resto de seccio-
nes. Tambie´n posee un mo´dulo validador de documentos de reglas, que permite comprobar si un
documento en la sintaxis XML antes mencionada se atan˜e a la redefinicio´n del dialecto de reglas de
produccio´n de RIF que se ha efectuado para ser compatible con las necesidades de este motor.
En cuanto al motor de inferencia propiamente dicho, se ha programado una implementacio´n del
algoritmo Rete, de manera que a partir de un documento de reglas va´lido, el programa genera una
red Rete capaz de realizar mathing para encontrar que´ objetos de la base de conocimiento cumplen
las reglas en cuestio´n. En adicio´n, se ha implementado la importacio´n de ontolog´ıas en lenguaje
OWL, con compatibilidad con algunas de las caracter´ısticas de este. La importacio´n permite usar ba-
ses de conocimiento escritas en ese lenguaje para realizar inferencia junto a un documento de reglas.
Por u´ltimo, por supuesto, se ha programado la ejecucio´n del motor de inferencia propiamente
dicha: el proceso en que, dado un documento de reglas en forma de red Rete y una ontolog´ıa, el
motor genera nuevo conocimiento. Se ha implementado el funcionamiento de la red Rete, la memoria
de trabajo, un conflict set y una estrategia de resolucio´n de conflictos.
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Para el co´modo uso de los mo´dulos que forman el sistema, se ha programado una sencilla interfaz
de comandos. Aunque se marcaba como objetivo inicialmente el desarrollo de una interfaz gra´fica,
esto no ha sido posible. De todas formas, no es una parte fundamental ni necesaria del trabajo e
incluso se defin´ıa como objetivo opcional.
Aun as´ı, se puede decir que se ha cumplido el objetivo principal propuesto, el desarrollo del
motor de inferencia. Aunque se han tenido que redefinir o limitar ciertas secciones del lenguaje RIF
para adaptarlo a las necesidades del proyecto, el resultado final es un sistema que realiza inferencia
lo´gica a partir de reglas y ontolog´ıas.
Se puede decir lo mismo de los objetivos relacionados con el aprendizaje y la teor´ıa tras el tra-
bajo, pues se ha podido encontrar y asimilar todo el conocimiento necesario para su desarrollo.
Por u´ltimo, en cuanto a la correccio´n del motor, no ha sido posible garantizar totalmente el
correcto funcionamiento debido a la gran extensio´n del proyecto. Por poner un ejemplo, el motor
tiene definidas ma´s de 60 funciones preparadas para ser usadas en los documentos de reglas como
funciones definidas externamente. Solo el testing exhaustivo de esa pequen˜a porcio´n de una de las
funciones del motor llevar´ıa una cantidad importante de tiempo. As´ı pues, aunque se puede afirmar
que el motor funciona en los casos generales, pueden existir casos l´ımite para los que el programa
de resultados incorrectos. Se pueden encontrar las pruebas que el motor ha superado junto a su
co´digo fuente.
En lo que respecta a lo personal, este trabajo ha servido para introducirme en ramas de la
informa´tica que no se tratan ma´s que superficialmente durante el grado. Me ha permitido, pro-
fundizar en mis conocimientos sobre ana´lisis le´xico, sinta´ctico y sema´ntico de lenguajes, aprender
sobre te´cnicas de inferencia lo´gica y desarrollo de motores de inferencia, e introducirme en muchas
de las tecnolog´ıas relacionadas con la web sema´ntica. As´ı que a nivel personal, se puede decir que
este trabajo de fin de grado ha sido muy provechoso.
7.1. Competencias te´cnicas
Este trabajo de fin de grado se hah realizado siguiendo una serie de competencias te´cnicas. En
este apartado se justifica su correcto seguimiento.
CCO1.1: Evaluar la complejidad computacional de un problema, conocer estrategias
algor´ıtmicas que puedan llevar a su resolucio´n, y recomendar, desarrollar e implemen-
tar la que garantice el mejor rendimiento de acuerdo con los requisitos establecidos.
(Un poco)
En este trabajo no se han evaluado directamente complejidades computacionales, pero s´ı se ha
aplicado una de las mejores te´cnicas algor´ıtmicas para la resolucio´n del problema de matching en
reglas, el algoritmo Rete, para poder aspirar al mejor rendimiento posible del motor.
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CCO1.2: Demostrar conocimiento de los fundamentos teo´ricos de los lenguajes de
programacio´n y las te´cnicas de procesamiento le´xico, sinta´ctico y sema´ntico asociadas,
y saber aplicarlas para la creacio´n, el disen˜o y el procesamiento de lenguajes. (Bastante)
El sistema desarrollado en este trabajo consta de un traductor entre dos sintaxis del lenguaje
RIF y un validador de documentos en una de ellas. Entre ambos mo´dulos se efectu´an ana´lisis le´xi-
cos, sinta´cticos y sema´nticos sobre lenguajes de programacio´n. Es en estas partes del trabajo donde
se han aplicado las te´cnicas de las que trata esta competencia.
CCO2.1: Demostrar conocimiento de los fundamentos, de los paradigmas y de las
te´cnicas propias de los sistemas inteligentes, y analizar, disen˜ar y construir sistemas,
servicios y aplicaciones informa´ticas que usen estas te´cnicas en cualquier a´mbito de
aplicacio´n. (En profundidad)
Los motores de inferencia son la base de cualqueir sistema basado en el conocimiento. Por ello,
es fundamental tener conocimiento sobre sistemas inteligentes y sus aplicaciones. Para el desarrollo
del motor de inferencia ha sido necesario conocer en profundidad te´cnicas de inferencia lo´gica y
tecnolog´ıas de la web sema´ntica.
CCO2.2: Capacidad para adquirir, obtener, formalizar y representar el conocimien-
to humano de una forma computable para la resolucio´n de problemas mediante un
sistema informa´tico en cualquier a´mbito de aplicacio´n, particularmente en los que
esta´n relacionados con aspectos de computacio´n, percepcio´n y actuacio´n en ambientes
o entornos inteligentes. (Bastante)
En este trabajo se han tratado modelos de formalizacio´n y representacio´n del conocimiento como
RDF u OWL, y se han usado para la realizacio´n de inferencia lo´gica junto a documentos de reglas
de produccio´n. No solo eso, sino que tambie´n se ha trasladado conocimiento de los a´mbitos de la
lo´gica y la algoritmia a la implementacio´n del motor de inferencia.
7.2. Trabajo futuro
Aunque se puede afirmar que se han cumplido los objetivos planteados para este trabajo de fin
de grado, ha habido una serie de caracter´ısticas que o bien no se han podido implementar en el
sistema, o bien han tenido que ser limitadas o recortadas. En esta seccio´n se detallan, junto a las
posibles extensiones existentes para el trabajo:
Correccio´n del sistema Como se ha explicado anteriormente, el testing exhaustivo de este
motor hubiera requerido una cantidad de recursos temporales que caen fuera del alcance del
trabajo de fin de grado. Por ello, es evidente que garantizar el correcto funcionamiento del
motor de inferencia ser´ıa una prioridad si se continuara trabajando en e´l.
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Optimizaciones En el estudio de rendimiento se ha podido observar que el tiempo de ejecu-
cio´n del motor escala en mayor proporcio´n respecto al taman˜o de la red Rete que los motores
con los que se lo ha comparado. As´ı pues, se puede trabajar en la implementacio´n de opti-
mizaciones del algoritmo Rete como la reutilizacio´n de nodos iguales (actualmente el motor
crea diferentes nodos de unio´n aunque su estructura sea la misma), el reciclado de listas de
objetos en los nodos de unio´n o mejoras generales como el Rete/UL, trabajo de Doorenbos
[32].
Tambie´n se puede estudiar la implementacio´n de un sistema ma´s eficiente de almacenamiento
del conocimiento que el actual.
Paralelismo Se puede aplicar paralelismo en secciones del motor como la transformacio´n de
las reglas a DNF o la validacio´n de documentos de reglas para aumentar su eficiencia.
Nuevas caracter´ısticas Algunas de las caracter´ısticas del lenguaje RIF han sido limitadas
o redefinidas para ser adaptadas a las necesidades del motor, como por ejemplo la separa-
cio´n entre a´tomos y a´tomos externamente definidos (en la definicio´n original, ambos pueden
tratarse de llamadas a funciones o simples a´tomos) [16]. Tambie´n se ha prescindido de las
condiciones de subclase o de igualdad, y ser´ıa interesante an˜adirlas al motor.
Por otra parte, un objetivo opcional que se hab´ıa definido es la implementacio´n de ma´s de
una estrategia de resolucio´n de conflictos, y tambie´n ser´ıa bueno llevar esto a cabo. An˜adir
estas caracter´ısticas dar´ıa ma´s versatilidad al motor y una mayor utilidad de cara al usuario.
En adicio´n, se podr´ıa implementar la importacio´n de funciones definidas externamente para
ser usadas en los documentos de reglas. De esa forma, se dar´ıa la opcio´n al usuario del motor
de definir sus propias funciones, aumentando as´ı las capacidades del motor.
Por u´ltimo, el programa solo implementa algunas de las propiedades que OWL y OWL 2
definen en su gestio´n de ontolog´ıas. Aumentar el nu´mero de caracter´ısticas de OWL que se
tratan permitir´ıa una mayor expresividad en las ontolog´ıas y a la hora de definir reglas. A
su vez, proporcionar´ıa una mayor compatibilidad con otros softwares y tecnolog´ıas de la web
sema´ntica.
Interfaz gra´fica La interfaz es uno de los objetivos opcionales que quedo´ por implementar.
As´ı pues, para una mayor comodidad del usuario del motor, ser´ıa positivo la creacio´n de una
interfaz gra´fica ma´s intuitiva que la interfaz actual por comandos.
Migracio´n a otro lenguaje A pesar de haber escogido Python como lenguaje para el
desarrollo para el motor por su legibilidad, la facilidad para el desarrollo de software, o la
cantidad de librer´ıas existentes, es innegable que a efectos pra´cticos el motor tiene un mucho
mayor tiempo de ejecucio´n que otros motores de inferencia mayoritariamente por el menor
rendimiento del lenguaje con respecto a otros como C o Java [51]. As´ı pues, el paso del sistema
a lenguajes ma´s ra´pidos como los anteriores, C++ o Rust tendr´ıa como resultado un motor
mucho ma´s ra´pido y, por ende, mucho ma´s u´til para el usuario.
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