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17 Mean square of zeta function, circle problem and divisor problem revisited
J. Bourgain* and N. Watt
1. Introduction and Statements
This paper is closely related to the recent work [BW17] of the same authors and our purpose is to elaborate
more on some of the results and methods from [BW17]. More specifically our goal is two-fold. Firstly, we
will indicate how a simple variant related to §4 in [BW17] leads to the following improvement of Theorem 3
in [BW17].
Theorem 1. Denote
I(t, U) =
1
2U
∫ t+U
t−U
∣∣∣ζ(1
2
+ iτ
)∣∣∣2dτ (1.1)
the mean square of the zeta function on
[
1
2 + i(t− U), 12 + i(t+ U)
]
. Then for all ε > 0
I(t, tρ+ε) = O(log t) as t→∞ with ρ = 7159
22824
= 0.313661 . . . . (1.2)
Recall that in [BW17] the exponent 12734053 = 0.314088 · · · was obtained.
Switching to the Dirichlet divisor and Gauss circle problems, let
∆(x) =
∑
0<mn<X
1
2
−X logX − (2γ − 1)X (1.3)
(with γ the Euler-Mascheroni constant)
R(X) =
∑
m2+n2≤X
1− πX. (1.4)
Theorem 2. For X →∞, we have the bounds
∆(X) = O(Xθ+ε) and R(X) = O(Xθ+ε) (1.5)
for all ε > 0, where
θ =
517
1648
= 0.31371... (1.6)
* This author was partially supported by NSF grant DMS-1301619
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Previously the best bounds for ∆(X) and R(X) were those of M. Huxley, in [H03]: as a corollary of
[H03, Theorems 4 and 5], he obtained the bounds in (1.5) with θ = 131416 = 0.31490 . . . .
Like the series of contributions to this type of problem over recent decades, including [BW17], our work
in this paper relies on the method of Bombieri and Iwaniec, pioneered in their paper [BI86] on bounding
ζ(12 + it) for t → ∞. The first implementation of this approach in the context of the divisor and circle
problems appears in [IM88], to which we will also refer later. Let us just recall at this point that the method
involves two distinct basic components, which are the ‘first and second spacing problems’ resulting from a
large sieve application. See the discussion in §5, especially that following (5.17). The novelty in our present
approach lies in the treatment of the first spacing problem and the use of Lq-norms for certain q > 4 (the
L4-norm, used in both [IM88] and [H03]) turns out not to be always optimal). The relevant inequalities
are Propositions 2 and 3 in Section 3, below (for the proof of Theorem 1 we require instead Propositions 1
and 1′, from Section 2 of this paper). These inequalities are combined with estimates on the second spacing
problem going back to Huxley’s work.
2. On the first spacing problem for the mean square of the zeta function
For k ∼ K, ℓ ∼ L, define
ω(k, ℓ) =
1
3
(
(k + ℓ)3/2 − (k − ℓ)3/2) = k 12 ℓ+ ck− 32 ℓ3 + · · · (2.1)
and let η > 0 be a small parameter. A main novelty from [BW17] in treating the first spacing problem for
the mean square of |ζ(12 + it)| is to consider moments∥∥∥ ∑
k∼K,ℓ∼L
akℓ e
(
ℓx1 + kℓx2 + ω(k, ℓ)x3
)∥∥∥
Lq
#
(|x1|<1,|x2|<1,|x3|< 1
ηL
√
K
)
(2.2)
for certain q > 4, while the ‘classical’ treatment
(
going back to [IM88] for ∆(X) and R(X)
)
involves q = 4.
In (2.2), akℓ are arbitrary coefficients s.t. |akℓ| ≤ 1, e(x) = e(2πix), and Lq# refers to the average Lq-norm.
The main inequality from [BW17] pertaining to (2.2) is the following.
Proposition 1. ([BW17], Theorem 1). Assume 1KL < η <
1
K <
1
L and let ν ≥ 3, qν = 13ν−123ν−5/2 . Then, for
q = qν
(2.2)≪
(
1 + η
K2
L
) 3(ν−1)
13ν−12
(
1 +
L3
K2
) ν−1
2(13ν−12)
(
1 +
L2ν−3
Kν
+ (ηKL)
L2ν−6
Kν−2
) 1
2(13ν−12)
K
1
2+εL
1
2 . (2.3)
Theorem 1 in [BW17] is obtained by interpolation of the mixed-norm inequalities [BW17], Proposition
8 and 9. More specifically, Proposition 8 bounds the norm
(
q = 245
)
∥∥∥ ∑
k∼K,ℓ∼L
akℓ e(ℓx1 + kℓx2 + ω(k, ℓ)x3
∥∥∥
L4
#
Lq
#
(x+[|x1|<NL ,|x2|< NKL ,|x3|< N√KL ])
(2.4)
and Proposition 9 bounds norms of the form∥∥∥ ∑
k∼K,ℓ∼L
akℓ e(ℓx1 + kℓx2 + ω(k, ℓ)x3)
∥∥∥
L2ν
#
L2
#
(x+[|x1|<NL ,|x2|< NKL ,|x3|< N√KL])
(2.5)
2
for certain 1 < N < 1η and denoting, given boxes 0 ∈ B1 ⊂ B2 ⊂ R3
‖f‖Lr
#
Ls
#
(x+B1) =
( 1
|B2|
∫
B2
‖f‖rLs
#
(x+B1)
dx
) 1
r
. (2.6)
Recalling (2.1) and introducing normalized variables s = kK , t =
ℓ
L , a key ingredient in the [BW17] analysis
in the fact that the surface
C˜ :

z = t
y = st
x = s
1
2 t− cε2s− 12 t2 + · · ·
(
ε = LK
) (2.7)
describes a truncated perturbed cone. Returning to (2.4), the first step (see [BW17], Proposition 4) consists
in bounding the inner Lq-norm by interpolation between a (trilinear) L2 → L3 inequality (going back to the
[BCT06] multi-linear restriction theory and stated as Proposition 2 and 2′ in [BW17]) and the L6-decoupling
inequality for the cone in angular slabs proven in the paper [BD15].
Our main observation here (leading eventually to the improved Theorem 1) is that the bound on (2.5)
stated as Proposition 9 in [BW17] is actually also a bound for the (stronger) L2ν# L
3
#-norm. In order to
control the inner L3#-norm we again appeal to the same tri-linear inequalities given by Proposition 2 and 2
′.
Recall that the procedure to reduce linear to multi-linear inequalities in restriction theory goes back to the
paper [BG11] and has been repeatedly exploited in later works). Of course, it has to be checked that this
reduction does not come with an additional penalty. This was done in [BW17] and the same conclusion
holds with the present modification.
In view of the preceding discussion, we may now interpolate between L4L24/5 and L2νL3 leading to the
following strengthening of Proposition 1.
Proposition 1′. Let qν =
6(3ν−4)
4ν−5 for ν ≥ 3. Under the assumptions of Proposition 1, for q = qν , we have
(2.2)≪
(
1 + η
K2
L
) 2ν−3
3(3ν−4)
(
1 +
L3
K2
) ν−1
6(3ν−4)
(
1 +
L2ν−3
Kν
+ (ηKL)
L2ν−6
Kν−2
) 1
6(3ν−4)
K
1
2+εL
1
2 . (2.8)
Based on this new inequality, one may then eventually deduce Theorem 1 following the analysis (also
including the second spacing problem) from [BW17].
3
3. First spacing problem for divisor and circle problem: New estimates
The divisor and circle problems lead to estimating (2.2) with ω(k, ℓ) replaced by the simpler expression
√
kℓ.
Thus ∥∥∥ ∑
k∼K,ℓ∼L
akℓ e(ℓx1 + kℓx2 +
√
kℓx3)
∥∥∥
Lq
#
(|x1|<1,|x2|<1,|x3|< 1
ηL
√
K)
. (3.1)
In all previous work (starting from [IM88]) q was taken to be q = 4 and our aim in this section is to establish
certain inequalities for q > 4.
Remark.
In fact, rather then (3.1), the first spacing problem involves an expression in 4 variables, nℓ∥∥∥ ∑
k∼K,ℓ∼L
e(ℓx1 + kℓx2 +
√
kℓx3 +
ℓ√
k
x4)
∥∥∥
Lq
#
(|x1|<1,|x2|<1,|x3|< 1
ηL
√
K
,|x4|< 1
ηL
√
K)
(3.2)
(note that insertion of the coefficients akℓ in (3.1) permits to bound (3.2) by the 3-variable expression).
If η < 1K , one expects clearly better bounds for (3.2). It turns out however that in the 4D setting, the
linear-multilinear reduction comes with a larger penalty that can not be ignored anymore. This complicates
matters seriously and the resulting benefits turn out to be quite modest. This is why we did not pursue this
direction here, only pointing out that it leads to further small improvements in Theorem 2 of this paper (not
affecting the 3rd decimal place.) A similar comment applies to Theorem 1.
The analysis of (3.1) involves the surface
C :
{
z = t
y = st
x = s
1
2 t
(3.3)
which is purely conic. Going back to (2.4) and choosing 1 < N < 1η , Proposition 4 in [BW17] holds, leading
to the inequality
Lemma 1. Let q = 245 . Then for 1 < N <
1
η and all ε > 0∥∥∥ ∑
k∼K,ℓ∼L
akℓ e(ℓx1 + kℓx2 +
√
kℓx3)
∥∥∥
L4
#
Lq
#
(x+[|x1|<NL ,|x2|< NKL ,|x3|< N√KL ])
≪
N
1
8+ε
(∑
σ
‖Fσ‖4L4
#
[|x1|<1,|x2|<1,|x3|< 1
η
√
KL
]
) 1
4
(3.4)
where {σ} is a partition of [k ∼ K] in intervals of size N− 12K, Fσ refers to the same exponential sum as in
the l.h.s. of (3.4) but restricting k ∈ σ.
Clearly the expression ∑
σ
‖Fσ‖4L4
#
[|x1|<1,|x2|<1,|x3|< 1
η
√
KL
]
amounts to evaluating the number of integral solutions ki ∼ K(1 ≤ i ≤ 4), ℓi ∼ L(1 ≤ i ≤ 4) of the system
ℓ1 + ℓ2 = ℓ3 + ℓ4
ℓ1k1 + ℓ2k2 = ℓ3k3 + ℓ4k4
ℓ1
√
k1 + ℓ2
√
k2 = ℓ3
√
k3 + ℓ4
√
k4 +O(ηL
√
K)
(3.5)
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with the additional constraint
diam (k1, k2, k3, k4) . N
− 12K. (3.6)
Bounding the number of solutions to (3.5) was one of the key steps in [IM88]. Their result was refined in
[W90]. It turns out that a modification of the argument in [W90] allows to implement also condition (3.6).
The statement is as follows
Lemma 2. The number of solutions to (3.4), (3.5) is bounded by
Kε(N−
1
2K2L2 +KL3 +K2L+ ηK3L2). (3.7)
Inserting (3.7) in (3.4) implies then
Lemma 3. The l.h.s. of (3.4) is bounded by
(
1 +N
1
2
L
K
+N
1
2
1
L
+ ηN
1
2K
) 1
4
K
1
2+εL
1
2 . (3.8)
As before, we combine with a bound on∥∥∥ ∑
k−K,ℓ∼L
akℓ e(ℓx1 + kℓx2 +
√
kℓx3)
∥∥∥
L2ν
#
L3
#
(x+[|x1|<NL ,|x2|< NKL ,|x3|< N√KL ])
. (3.9)
Bounding (3.9) is carried out similarly to §4 in [BW17] with the additional input made in the previous
section of using again the [BCT06] trilinear bound in order to control L3# from L
2
#. Denoting
F (x1, x2, x3) =
∑
k∼K,ℓ∼L
akℓ e(ℓx1 + kℓx2 +
√
kℓx3) (3.10)
we estimate (3.9) by ∥∥∥(∑
τ
|Fτ |2
) 1
2
∥∥∥
L2ν
#
[|x1|<1,|x2|<1,|x3|< 1
η
√
KL
]
(3.11)
where {τ} refers to a partition of [k ∼ K]× [ℓ ∼ L] in rectangles Iα × Jβ with |Iα| ∼ 1 + KN , |Jα| ∼ 1 + LN .
Specifying the ℓ-variable, one finds
(3.11)≪
(
1 +
L
N
) 1
2− 12ν
(3.12)
1
2ν (3.13)
where (3.12) refers to the number of integral solutions of
ℓ1(k1 − k′1) + · · ·+ ℓν(kν − k′ν) = 0 (3.14)
ℓ1(
√
k1 −
√
k′1) + · · ·+ ℓν(
√
kν −
√
k′ν) = O(ηL
√
K) (3.15)
|ki − k′i| ≤ 1 + KN (1 ≤ i ≤ ν) (3.16)
In the sequel, we assume
N < K. (3.17)
An easy calculation shows that
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Lemma 4. Assuming (3.17), the number of solutions to (3.14)-(3.16) may be bounded by
Kε
(
KνLν +
K2ν−2Lν−1
Nν−1
+ η
K2ν−1Lν−1
Nν−2
)
. (3.18)
¿From (3.12), (3.17), one concludes
Lemma 5. Assume N < min(K, 1η ). Then for all ε > 0
(3.9)≪
(
1 +
L
N
) 1
2− 12ν (
1 +
K
1
2− 1ν
L
1
2νN
1
2− 12ν
+ η
1
2ν
K
1
2− 12ν
L
1
2νN
1
2− 1ν
)
K
1
2+εL
1
2 . (3.19)
Next we specify N distinguishing the cases K < L2 and K ≥ L2.
Let K < L2. Set then N = K
2
L2 , noting that N < K <
1
η .
(3.8) becomes (
1 + η
K2
L
) 1
4
K
1
2+εL
1
2 (3.20)
and for the r.h.s. of (3.19) we get
(
1 +
L3
K2
) 1
2− 12ν (
1 +
L1−
3
2ν
K
1
2
+ (KLη)
1
2ν
L1−
3
ν
K
1
2− 1ν
)
. (3.21)
Interpolating the L4L24/5 and L2νL3-norms implies therefore
Proposition 2. Assume K < L2. Denote qν =
6(3ν−4)
4ν−5 for ν ≥ 3. Then with F given by (3.10)
‖F‖Lqν
#
[|x1|<1,|x2|<1,|x3|< 1
η
√
KL
] ≪(
1 + η
K2
L
) 2ν−3
3(3ν−4)
{(
1 +
L3
K2
)ν−1(
1 +
L2ν−3
Kν
+ ηKL
L2(ν−3)
Kν−2
)} 1
6(3ν−4)
K
1
2+εL
1
2 .
(3.22)
Next, assume K > L2. Take N = L2; assuming η < 1K , also N <
1
η .
In this situation, (3.8) becomes
(1 + ηKL)
1
4 K
1
2+εL
1
2 (3.23)
while the r.h.s. of (3.19) is bounded by
(1 + ηKL)
1
2ν
(
1 +
K
1
2− 1ν
L1−
1
ν
)
K
1
2+εL
1
2 . (3.24)
Interpolation gives then
Proposition 3. If 1η & K ≥ L2, the l.h.s. of (3.22) is bounded by
(1 + ηKL)
1
qν
(
1 +
Kν−2
L2(ν−1)
) 1
6(3ν−4)
K
1
2+εL
1
2 (3.25)
with qν as in Proposition 2.
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4. New Estimates for Exponential Sums
Theorem 3. Let ε > 0 and C1, C2, . . . , C5 ≥ 2 be real constants. Let ν ≥ 3 be an integer constant, and let
q = qν =
6(3ν − 4)
4ν − 5 and ̺ = ̺ν =
{
1
q − 16 , if ν ≤ 5,
4
q − 56 , otherwise.
.
Let F (x) be a real function that is three times continuously differentiable for 1 ≤ x ≤ 2, and let g(x), G(x)
be functions of bounded variation on the interval [1, 2]. LetM and T be large positive parameters, let H ≥ 1,
and let
S =
∑
H≤h≤2H
g
(
h
H
) ∑
M≤m≤2M
G
(m
M
)
e
(
hT
M
F
(m
M
))
.
Suppose moreover that, on the interval [1, 2], the derivatives F (1)(x), F (2)(x), F (3)(x) satisfy:
Cr ≥
∣∣∣F (r)(x)∣∣∣ ≥ C−1r (r = 1, 2, 3) (4.1)
and ∣∣∣F (1)(x)F (3)(x)− 3F (2)(x)2∣∣∣ ≥ C−14 . (4.2)
Then one has the following, in which B0 is a small positive constant constructed from C1, . . . C5.
(A) If H , M and T satisfy the three conditions
H ≥M−9T 4(log T ) 171140 if M < T 716 , (4.3)
H ≥M11T−6(logT ) 171140 if M > T 916 , (4.4)
H ≤MT− 49164 , (4.5)
then
S
M
≪
(
1 +
(
H
M
) 99
25
T
247
200
)̺ 1 + (MH ) 1975− 1425q
T
1
25q+
13
400
+
(
H
M
)α1
Tα2
(H
M
) 22
25q+
41
50
T
33
100q+
49
200+ε , (4.6)
where
(α1, α2) =

(
79
25q − 4375 , 137200q − 1331200
)
, if ν ≤ 5,(
31
15 − 21825q , 5780 − 15150q
)
, otherwise.
(B) If H , M and T satisfy the two conditions
M ≤ C5T 12 , (4.7)
H≤ min
{
M
35
69 T−
2
23 , B0M
3
2 T−
1
2
}
, (4.8)
then either
S
M
≪
(
1 +
T
29
40H
327
80
M
45
16
)̺ (
1 +
M
5
2q− 4396
H
53
160− 910q T
7
5q− 67240
+
Hβ1T β2
Mβ3
)
T
11
20q+
3
40+εH
33
40q+
69
80
M
11
8q+
7
16
, (4.9)
7
where
(β1, β2, β3) =

(
297
80q − 111160 , 89240 − 6140q , 4996 − 2916q
)
, if ν ≤ 5,(
65
32 − 17120q , 4148 − 3710q , 22996 − 414q
)
, otherwise,
or else
S
M
≪
(
1 +
T
3
2H
7
2
M
9
2
)̺ 1 +
(
M3
T
) 7
36− 23q
H
2
3q− 136
+
Hβ
∗
1(
M3
T
)β∗2
 T 1151q+ 13+εH 5551q+ 23
M1+
11
17q
, (4.10)
where
(β∗1 , β
∗
2) =

(
7
6q − 536 , 116q − 1336
)
, if ν ≤ 5,(
79
36 − 283q , 2336 − 83q
)
, otherwise.
Remarks. In applying Part (B) of Theorem 3, one uses the weaker, not the stronger, of the bounds (4.9),
(4.10) (for the theorem leaves open the possibility of the stronger one being false). The relative strength of
these bounds is essentially determined by which of the two arguments of the ‘minimum’ function in (5.19)
is the smaller. Guided by this, one finds that (4.9) is as strong as (4.10) when M135H47 ≪ T 62, while
(4.10) is as strong as (4.9) when M135H47 ≫ T 62. One observes something quite similar when comparing
(4.9) or (4.10) with (4.6). It is useful to describe this in some detail, so we take X = X(H,M, T ; ε, ν),
Y = Y (H,M, T ; ε, ν) and Z = Z(H,M, T ; ε, ν), to denote the values of the expressions on the right-hand
side of the relations “≪” in (4.6), (4.9) and (4.10), respectively (supposing, of course, that q, ̺, α1, α2,
β1, β2, β3, β
∗
1 and β
∗
2 depend on ν in the way that the theorem states). Calculation reveals that, for
ε > 0, ν ∈ {3, 4, 5, . . . } and H,M, T ≥ 1, one has Y/X ≍ (HM9T−4)υ and Z/X ≍ (T 53H−92M−108)ζ ,
with exponents υ = υ(H,M, T ; ν) and ζ = ζ(H,M, T ; ν) satisfying {24υ, 612ζ} ⊂ (0.67, 1.12]. A particular
consequence of this is that, when
M−
27
23 T
53
92 < H < M−9T 4(logT )
171
140 , (4.11)
one will have
max {Y (H,M, T ; ε, ν), Z(H,M, T ; ε, ν)} ≪ (log T )0.057X(H,M, T ; ε, ν) . (4.12)
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5. The Application of the Bombieri-Iwaniec Method in Proving Theorem 3
In this section (and the next) we present our proof of Theorem 3.
Iwaniec and Mozzochi [IM88] pioneered the application of the Bombieri-Iwaniec method (invented in
[BI86]) to sums of the form S, and thereby obtained the estimates in (1.5) for θ = 722 = 0.31˙8˙ and any
constant ε > 0. Huxley (in several works, culminating in [H03]) generalised and improved upon this work of
Iwaniec and Mozzochi, showing (ultimately) that one has the estimates in (1.5) for θ = 131416 = 0.31490 . . .
and any constant ε > 0. Theorem 3 supplies new estimates for S. We show (in Section 7) that these new
estimates lead to a proof of the case θ = 5171648 = 0.31371 . . . of the bounds in (1.5).
Our proof of Theorem 3 is dependent on some modification of one particular aspect of Huxley’s ap-
plication of the Bombieri-Iwaniec method in [H03, Sections 2 and 3] and [H96, Chapter 8], which is the
implementation (and exploitation) of the large sieve inequality occurring in [H03, (3.2)]: to be specific, we
use instead the variant form of the ‘double large sieve’ developed in [BW17, Section 5]. This leads us to
a variant of the ‘First Spacing Problem’ (the problem discussed in [H96, Chapter 13]), which we handle
(as best we can) principally through the application of Propositions 2 and 3: at the corresponding point in
[H03], an essentially optimal estimate is provided by [H03, Lemma 3.1], so the flexibility of the variant form
of the double large sieve plays a crucial part in enabling us to improve on some of Huxley’s estimates for the
sum S.
We assume the main hypotheses of Theorem 3 (i.e. everything prior to Parts (A) and (B) of the
theorem): in particular, we assume a fixed choice of ν ∈ {3, 4, 5, . . . }. By partial summation, it is enough
to consider the cases in which one has
S =
∑
H≤h≤H2
∑
M≤m≤M2
e
(
hT
M
F
(m
M
))
, (5.1)
for some H2,M2 with 1 ≤ H2/H,M2/M ≤ 2. We may assume also that F (2)(x) is positive valued (as S may
be replaced by its complex conjugate, if necessary). As in [H03, (2.1)-(2.5)] (and in [H96, (8.1.4)-(8.1.7)]),
we suppose it possible to choose a positive integer N that satisfies
64C2H ≤ N ≤M/10 (5.2)
and is such that, with
R =
⌈(
C2M
3
NT
)1/2⌉
, (5.3)
one has both
2C2
√
H + 1 ≤ R ≤ H (5.4)
and
HN2 ≤MR2 . (5.5)
Note that the hypotheses of Theorem 3 and the first inequality of (5.4) together imply that R ≥ 5, and so
ensure that, by (5.3), one has R ≍ √C2M3/
√
NT (a fact we use in later calculations).
In [H03] the range of summation M ≤ m ≤M2 is divided into intervals Ik = [M +(k− 1)N,M + kN ]∩
[M,M2] (k = 1, 2, . . . , ⌈(M2 −M)/N⌉). Each Ik is then assigned (in accord with certain rules) a new index
a/q = ak/qk, a rational number in lowest terms (and with qk > 0) lying in the ‘arc’ Jk = {TM−2F (1)(x/M) :
x ∈ Ik}, so that ‘I(a/q)’ (resp. ‘J(a/q)’) subsequently denotes that interval Ik (resp. arc Jk) for which one
has Jk ∋ a/q. Arcs (and the corresponding I(a/q)’s) are classified as ‘major’ or ‘minor’, depending on the
size of q. Minor arcs have R ≤ q ≤ 3H (see [H03, Pages 168-169]).
There is, in [H03, Section 2], a distinction made between the minor arcs J(a/q) that intersect with
certain ‘bad intervals’ and those that do not: the corresponding I(a/q)’s are ‘bad’ or ‘good’ accordingly, and
9
in either case I(a/q) is also classified according to the value of Q ∈ {2b−1R : b ∈ N} for which [Q, 2Q) ∋ q.
The good I(a/q)’s are further classified with regard to the greatest value of A ∈ {2a−1 : a ∈ N} such that
[H03, (2.13)] holds for some pair e/r < f/s of consecutive convergents to the continued fraction for a/q,
while (as a somewhat arbitrary notational device) we put A = 0 whenever I(a/q) is bad. Here a/q, Q and A
will always satisfy R ≤ Q ≤ 3H and 0 ≤ A ≤ q < 2Q, so that (through the above classifications) the set of
all minor I(a/q)’s is divided up into a total of no more that O((logH)2) pairwise disjoint classes: C(A,Q)
(Q ∈ {2b−1R : b ∈ N} ∩ [R, 3H ], A ∈ {⌊2a−1⌋ : a ∈ Z} ∩ [0, 2Q)). By [H96, Lemma 8.2.1] and (5.4), it
follows that one of these classes C(A,Q) is such that, for U equal to the union of the I(a/q)’s in this class,
and S′ equal to that part of the sum over h and m in (5.1) in which m runs over U ∩ Z, one has
S ≪ MR logH√
HN
+ |S′|(logH)2 . (5.6)
The application of the lemmas of [H96, Section 8.3], followed by a ‘dyadic’ partitioning of ranges of summa-
tion, and some estimation of error terms arising from the truncation of binomial series, is then enough to
show that, for the relevant pair Q,A, satisfying
R ≤ Q ≤ 3H and 0 ≤ A < 2Q , (5.7)
and some L,K ∈ R satisfying
Q
R2
≤ L
H
,
2K
N
≤ 48C
2
2Q
R2
and
H
9N
≤ L
K
≤ 24H
N
, (5.8)
one will have a bound of the form
S′ ≪ |C(A,Q)|Q
R
√
HN logN +
R2
Q
∑
I(a/q)∈C(A,Q)
∣∣∣∣∣∣∣∣
∑ ∑
L≤ℓ<2L
K≤k<2K
ω
(a/q)
k,ℓ e
(
x(a/q) · y(k,ℓ)
)∣∣∣∣∣∣∣∣ , (5.9)
where ω
(a/q)
k,ℓ equals
√
K/k if the point (k, ℓ2/k) lies in a certain rectangle [K
(a/q)
3 ,K
(a/q)
4 ]× [P (a/q)1 , P (a/q)2 ] ⊆
[K, 2K]× [L2/(2K), 4L2/K] and is otherwise equal to zero, while
y(k,ℓ) =
(
ℓ, ℓk, ℓ
√
k, ℓ/
√
k, ℓ/
√
k3
)
∈ R5
and x(a/q) is, for all I(a/q) ∈ C(A,Q), a point in R5, determined by I(a/q) and satisfying
max
j=1,2
∣∣∣x(a/q)j ∣∣∣ ≤ 12 and maxj=3,4,5
∣∣∣x(a/q)j ∣∣∣ ≤ 4(NR2Q3
)1
2
= X (say).
At this point the dependence of the support of the functions (ℓ, k) 7→ ω(a/q)k,ℓ upon I(a/q) necessitates
some work on enabling the application of the large sieve inequality [BW17, (5.5)]. Let ψa/q = e(−ϑa/q),
where ϑa/q denotes an argument of the value of the sum over k and ℓ in (5.9). Then, by applying (for the
appropriate values of ξ) the approximate formula
1
2πi
∫ K
−K
(
ξit − 1) dt
t
= O
(
1
1 +K| log ξ|
)
+
{
1/2, if ξ ≥ 1,
−1/2, if 0 < ξ < 1,
(from [H-B82]), one can deduce from (5.9), (5.2) and (5.7) that either
S′ ≪ |C(A,Q)|Q
R
√
HN logN , (5.10)
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or else
S′ ≪ (R log(1 +K))2Q−1|D| , (5.11)
where, for a certain fixed pair (t1, t2) ∈ [−K,K]2, one has:
D =
∑
I(a/q)∈C(A,Q)
∑ ∑
L≤ℓ<2L
K≤k<2K
e
(
x(a/q) · y(k,ℓ)
)
βa/q αk,ℓ ,
with
αk,ℓ = K
1/2ki(t2−t1)−1/2ℓ−2it2
and
βa/q = σ
(
K
(a/q)
4 ,K
(a/q)
3 ; t1
)
σ
(
P
(a/q)
2 , P
(a/q)
1 ; t2
)
ψa/q ,
where
σ (R2, R1; t) = (R1R2)
it/2
(
1 + |t|
2π
)
log
(
R2
R1
)
sinc
(
t
2π
log
(
R2
R1
))
,
with sinc(0) = 1 and sinc(φ) = (πφ)−1 sin(πφ) when φ 6= 0. Note that here
2π |σ (rR1, R1; t)| ≤ |log(r)| + 2 (r, R1 > 0 and t ∈ R),
and so (given that 1 ≤ K(a/q)4 /K(a/q)3 , P (a/q)2 /P (a/q)1 ≤ 8, always) one will have both
|αk,ℓ| =
√
K/k ≤ 1 and
∣∣βa/q∣∣ < ∣∣ψa/q∣∣ = 1
in the above sum D.
The way is now almost clear for the estimation of |D| by means of the large sieve inequality [BW17,
(5.5)]. We skip the remaining steps to achieve this, as these are similar to steps taken in [BW17, Section 9]
(see also the initial paragraphs of [BW17, Sections 10 and 11]). What one finds (by way of [BW17, (5.5)])
is that, for any p > 2 and V ≥ 1, one has:
D ≪ |C(A,Q)|1− 2p (R−8H4N2Q2V B(A,Q;V )Ap) 1p , (5.12)
where
B(A,Q;V ) =
∣∣∣∣{(I(a/q), I(a′/q′)) ∈ C(A,Q)× C(A,Q) : 1 > maxj=1,...,4 ∣∣∣x(a/q)j − x(a′/q′)j ∣∣∣E[V ]j
}∣∣∣∣ ,
with E[V ] = (2L, 4LKV, 3L
√
K, 2L/
√
K, 2L/
√
K3) ∈ R5, while
Ap = max−X≤ξ≤X
1
X2
1∫
0
1∫
0
X∫
−X
X∫
−X
∣∣∣∣∣∣∣∣
∑ ∑
L≤ℓ<2L
K≤k<2K
α∗k,ℓ(ξ)e
(
x ·
(
ℓ, ℓk, ℓ
√
k, ℓ/
√
k
))∣∣∣∣∣∣∣∣
p
dx4 · · · dx1 (5.13)
≤ max
−X≤ξ,ξ′≤X
1
X
1∫
0
1∫
0
X∫
−X
∣∣∣∣∣∣∣∣
∑ ∑
L≤ℓ<2L
K≤k<2K
α∗∗k,ℓ(ξ, ξ
′)e
(
x ·
(
ℓ, ℓk, ℓ
√
k
))∣∣∣∣∣∣∣∣
p
dx3dx2dx1 = A
+
p (say), (5.14)
with x = (x1, x2, x3) in (5.14), whereas x = (x1, . . . , x4) in (5.13), and with α
∗
k,ℓ(ξ) = α˜k,ℓe(ξℓ/
√
k3) and
α∗∗k,ℓ(ξ, ξ
′) = α∗k,ℓ(ξ)e(ξ
′ℓ/
√
k), where the α˜k,ℓ’s are certain {0, 1}-valued coefficients that are here independent
of x1, . . . , x4 (and of ξ and ξ
′).
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As noted in [H03, Lemma 2.3], we certainly have here
|C(A,Q)| ≪ MR
2
NQ2
. (5.15)
It therefore follows by (5.6), (5.10)-(5.12), (5.2), (5.4), (5.7) and (5.8), that either
S ≪ (logH)2(logN)M
(
H
N
)1/2
, (5.16)
or else
S ≪ (logH)2(logN)2 (|C(A,Q)|R/Q)1− 2p (R−6H4N2V B(A,Q;V )Ap) 1p R . (5.17)
Our results in Theorem 3 are arrived at via the cases p = 4 and p = qν = 6(3ν − 4)/(4ν − 5) of (5.17).
Note that ‘q’ will denote qν in what follows. Since 3 ≤ ν <∞, we have 307 ≤ q < 92 , and so 4 < q < 5.
For any useful application of (5.17) it is necessary to have strong enough results concerning both the
First Spacing Problem (estimation of A
1/p
p ) and the Second Spacing Problem (estimation of V B(A,Q;V )).
We shall firstly address the latter of these two problems, relying (for its resolution) on results of Huxley that
are detailed in [H03, Sections 2 and 3].
Let V0 = (H/R)
18/17, V1 = R
4/(HN) and V2 = M
2/(HN3). As in [H03, Section 3] (and for the same
reasons as are given there, concerning optimisation of results) we take H , M , T and N to be such that we
are in at least one of the following two cases:
Case (A) , in which the conditions (4.3)-(4.5) are satisfied and one has
N ≍ H
(
M
H
) 41
25
T−
49
100 (logT )
969
14000 and min {V1, V2} ≫ V0 ; (5.18)
Case (B) , in which the conditions (4.7) and (4.8) are satisfied and one has
N ≍ min
{
M
7
8 (log T )
969
5600
T
3
20H
29
40
,
B′7M
2
H
1
3T
2
3
}
, (5.19)
where B′7 is a certain (small) positive constant constructed from C1, . . . , C5.
The above specifications of N are the special case κ = 310 , λ =
11
70 +
1
4 of the those in [H03, (3.19)-(3.21)].
The ‘bad intervals’, that were mentioned earlier, are determined by a choice of parameters η ∈ (0, 1) and
Q′ ∈ (1,∞), as discussed in [H03, Section 2]. We require that η and Q′ satisfy the condition [H03, (2.10)],
and also that one can choose an auxilliary parameter ∆′ so as to satisfy the case κ = 310 of the conditions [H03
and (3.13)-(3.16)] (which also involve η and Q′). We put η = (R/H)(2/51)/(q−2), Q′ = B−15 (R/H)
41/119ηR
and ∆′ = (R/H)4/119∆2 (with constant B5 and parameter ∆2 as in [H03, (3.13) and (3.14)]): as q > 4, this
meets all the requirements just mentioned, provided that one has both
(
B25B6
) 357
113 ≤ H
R
≤
(
HT
2B5M2
)357
487
(5.20)
(with constant B6 as in [H03, (3.15)]).
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Let Q2 = R(H/R)
39/119(log(2H/R))−3/4, Q3 = R(H/R)1/3(log(2H/R))−1 and Q4 = B5R(H/R)41/119.
By (5.4), one has R≪ Q2 ≪ Q3 ≪ Q4 ≪ H . Let V0 = (H/R)18/17 and V ∗0 = H/R. We choose a parameter
V3 satisfying either V3 = V0 ≥ 1, or else V3 = max{1, R4/(HN)}. The former choice of V3 is allowed only
in Case (A), the latter only in Case (B) (where Cases (A) and (B) overlap we permit either choice of V3).
Similar rules govern our choice of a further parameter V ∗3 ≥ 1: the only difference is that V ∗0 takes over the
part played by V0. When (5.20) holds, and when one has also
MR2
HN
≫ V 20 (5.21)
(i.e. the case κ = 310 of [H03, (3.12)]), it then follows by the application of [H03, Lemmas 2.4 and 3.2], or
[H03, Lemmas 2.3, 2.5 and 3.4], that in Case (A), or in Case (B), one obtains the bounds:
|C(0, Q)| ≪ MR
2
NQ2
(
R
H
) 2
51(q−2)
(
1 +
Q
Q4
)
and V ∗3 B (0, Q;V
∗
3 )≪
M2R4
H2N4(H/R)
2
3
(
1 +
Q
Q3
)
,
and, when A > 0,
|C(A,Q)| ≪ MR
2
NQ2
min
{
1,
logN
A
}
and V3B (A,Q;V3)≪ A
11
70M2R4(logN)
1
4
H2N4(H/R)
12
17
(
1 +
Q
Q2
)
.
By the last two pairs of estimates we find that, in either one of Cases (A) and (B), the application of
(5.17) for p = q enables one to conclude that, if Q≪ Q2, then
S ≪ (logH)2(logN)2+ 57140q
(
MR3
NQ3
)1− 2
q
(
M2R4
H2N4(H/R)
12
17
) 1
q
(
H4N2
R6
Aq
) 1
q
R
< (logN)5
(
R
Q
)3− 6
q
(
MR
N
)(
H
R
) 22
17q
A
1
q
q (5.22)
(i.e. this holds regardless of whether it is ‘good’ or ‘bad’ I(a/q)’s that are contained in C(A,Q)).
The upper bound that we have used for V ∗3 B (0, Q;V
∗
3 ) is also an upper bound for V
∗
3 B (A,Q;V
∗
3 ) when
A ∈ {2a−1 : a ∈ N} (indeed, by [H03, Lemma 3.2], it is an upper bound for V ∗3
∑∞
a=0B
(⌊2a−1⌋, Q;V ∗3 )).
By this, (5.15) and the estimate for A4 (and A
+
4 ) supplied by [H03, Lemma 3.1], in combination with (5.17)
for p = 4, we find that
S ≪ (logH)2(logN)2
(
MR3
NQ3
) 1
2
(
M2R4
H2N4(H/R)
2
3
(
1 +
Q
Q3
)) 1
4
(
H6N4Q4 logN
R14
) 1
4
R
< (logH)2(logN)
9
4
(
R
Q
) 1
2
M
(
H
N
) 1
2
(
H
R
) 1
3
(
1 +
Q
Q3
) 1
4
. (5.23)
Note that, unlike (5.22), this last bound for S will hold regardless of whether or not one has Q≪ Q2.
Putting
Q5 = Q5(ν) = R
(
H
R
) 2
3− 4417q
,
we note that, since 4417q ∈ (4485 , 4468 ) ⊂ (12 , 23 ), one will have R ≤ Q5 ≤ R(H/R)1/6 ≪ Q2 ≪ Q3 ≪ H . Therefore
(5.23) implies that, if Q ≥ Q5, then
S ≪ (logH)2(logN) 94
(
R
Q5
) 1
2
M
(
H
N
) 1
2
(
H
R
) 1
3
= (logH)2(logN)
9
4M
(
H
N
) 1
2
(
H
R
) 22
17q
. (5.24)
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Since a bound of the form A
1/q
q ≪ (KL)1/2 ≍ (NQR−2HQR−2)1/2 = (Q/R)(N/R)(H/N)1/2 would be
essentially best-possible (if it could be proved), it follows that the bound on |S| in (5.24) is stronger, by a
factor ≫ (logN) 34 , than the very best that (5.22) can lead to if Q = R. For this reason we are content to
have (5.24) as our bound for |S| in cases where Q ≥ Q5, and so shall assume henceforth that R ≤ Q < Q5.
By this assumption we have Q ≪ Q2, so that (5.22) is applicable. We consider the application of (5.22) in
the next section, where use will be made of the bounds on A
1/q
q implied by Proposition 2 and Proposition 3.
6. Utilisation of New Results on the First Spacing Problem: Proof of Theorem 3 Completed
By (5.13) and (5.14), it follows that, for some ξ, ξ′ ∈ R, one has:
A
1
q
q ≤
(
A+q
) 1
q = ‖F‖
Lq
#
[
|x1|<1,|x2|<1,|x3|< 1
η
√
KL
] , (6.1)
where
F (x1, x2, x3) =
∑
K≤k<2K
∑
L≤ℓ<2L
αk,ℓ (ξ, ξ
′) e
(
ℓx1 + klx2 +
√
kℓx3
)
(x ∈ R3)
and η = (
√
KLX)−1 =
√
Q3/
√
16NR2KL2 (note that this is not the same ‘η’ as occurs in our discussion
above (5.20)).
By (5.8), the above η satisfies both η ≍ (Q/R)2(KL)−1 and ηK ≤ (3Q)/(4H). Given that Q < Q5 ≤ H ,
we have ηK < 1. Therefore, supposing now that
L2 > K , (6.2)
it follows by Proposition 2 that we obtain the upper bound (3.22), for K, L, η and F as in (6.1). Regarding
this instance of (3.22), we observe firstly that
1 +
ηK2
L
≍ 1 +
(
Q
R
)2
K
L2
< 1 +
(
Q
R
)2
≤ 2
(
Q
R
)2
(as we assume that (6.2) holds, and have Q ≥ R) and, secondly, that
1 +
L2ν−3
Kν
+ (ηKL)
L2(ν−3)
Kν−2
≪
(
1 +
(
1 +
L3
K2
)
L2(ν−3)
Kν−2
)(
Q
R
)2
.
We therefore find that, subject to (6.2) holding, one has:
A
1
q
q ≪
(
Q
R
) 2
q
((
1 +
L3
K2
)ν−1 (
1 +
(
1 +
L3
K2
)
L2(ν−3)
Kν−2
)) 16(3ν−4)
K
1
2+εL
1
2 . (6.3)
Suppose now that, instead of (6.2), we have:
L2 ≤ K . (6.4)
In this case it follows by (6.1) and Proposition 3 that
A
1
q
q
K
1
2+εL
1
2
≪
(
Q
R
) 2
q
(
1 +
Kν−2
L2(ν−1)
) 1
6(3ν−4)
≍
(
Q
R
) 2
q
((
1 +
L3
K2
)ν (
1 +
Kν−2
L2(ν−1)
)) 1
6(3ν−4)
. (6.5)
14
In view of (6.3) and (6.5), we may conclude that, regardless of which of the alternatives (6.2), (6.4) holds,
we are certain to have:
A
1
q
q ≪
(
Q
R
) 2
q
((
1 +
L3
K2
)ν−1 (
1 +
(
1 +
L3
K2
)(
Kν−2
L2(ν−1)
+
L2(ν−3)
Kν−2
))) 16(3ν−4)
K
1
2+εL
1
2 . (6.6)
Given that (5.8) and (5.2) imply that L is less than K, the estimates (6.3) and (6.5) (conditional upon (6.2)
and (6.4), repectively) can be recovered from (6.6).
In order to simplify (6.6), we note the trivial inequality:
1 +
(
1 +
L3
K2
)(
Kν−2
L2(ν−1)
+
L2(ν−3)
Kν−2
)
≤
(
1 +
L3
K2
)(
1 +
Kν−2
L2(ν−1)
+
L2(ν−3)
Kν−2
)
.
We choose to use this inequality if ν ≥ 6 (as one then has L2(ν−3)/Kν−2 > 1 if L3/K2 > 1); otherwise we
use that
1 +
(
1 +
L3
K2
)(
Kν−2
L2(ν−1)
+
L2(ν−3)
Kν−2
)
≪ 1 + K
ν−2
L2(ν−1)
+
L2ν−3
Kν
if ν ∈ {3, 4, 5}
(which holds by virtue of our having both L ≥ H/R ≥ 1 and K/L >> N/H > 1). In either case (ν > 5, or
ν ≤ 5), we deduce from (6.6) and (5.8) an upper bound for Q(6/q)−3A1/qq that (provided we have 4q < 1− ε)
is monotonic decreasing, as a function of Q. Since 4q ≤ 4/q3 = 1415 , and since it will be enough to establish the
validity of the results of Theorem 3 in cases where 0 < ε < 115 , we may therefore take for granted that the
bound obtained for Q(6/q)−3A1/qq is weakest when Q = R (i.e. when Q is minimal, subject to the constraints
in (5.7)). Bearing this in mind (along with the earlier observations of this paragraph), we deduce from (5.8),
(5.22) and (6.6) that if ν ≥ 6, then, for δ = H/N and ∆ = H/R ≍ √C2H2NT/
√
M3, one has
S
Mδ
1
2∆
22
17qN2ε
≪ (1 + δ2∆) ν6(3ν−4) (1 + δ2−ν∆−ν + δν−2∆ν−4) 16(3ν−4)
≍ (1 + δ2∆) 4q− 56 (1 + δ 2q− 12∆ 56− 4q + δ 12− 2q∆ 116 − 8q ) , (6.7)
while if instead ν ≤ 5, then (for the same δ and ∆) one has
S
Mδ
1
2∆
22
17qN2ε
≪ (1 + δ2∆) ν−16(3ν−4) (1 + δ2−ν∆−ν + δν∆ν−3) 16(3ν−4)
≍ (1 + δ2∆) 1q− 16 (1 + δ 2q− 12∆ 56− 4q + δ 4q− 56∆ 76− 5q ) . (6.8)
In Case (A), it follows by (6.7), (6.8), the first part of (5.18) and (4.3)-(4.5) that one obtains (4.6). In
Case (B), it follows by (6.7), (6.8), (5.19), (4.7) and (4.8) that one obtains (4.9).
The remainder of the proof is simply a matter of checking that all of the assumptions made on the
way to arriving at (6.7) and (6.8) can be justified. This task is complicated (to some extent) by virtue of it
not always being possible to choose N,R ∈ N satisfying (5.2)-(5.5), (5.20), (5.21) and whichever of (5.18),
(5.19) is appropriate (for the part of Theorem 3 that one considers). In particular, neither (4.3)-(4.5) (in
conjunction with a choice of N satisfying the first part of (5.18)), nor (4.7) and (4.8) (in conjunction with
a choice of N satisfying (5.19)), are sufficient to ensure it follows by (5.3) that one will have R ≤ H (as we
have assumed in (5.4)). Huxley addressed this issue in [H96, Page 377] (and see also [H03, (3.26), (3.27)]).
His solution to it is based on the observation that one can estimate each sum over m in (5.1) using a pair
of ‘classical’ results on exponential sums: [GK91, Theorem 2.1], due to Kusmin (or Landau), and [GK91,
Theorem 2.2], due to van der Corput. This leads to the bound
S ≪
((
HT
C1M2
)−1
+M
(
C2HT
M3
) 1
2
(C2 + C1)
)
H ≍ H
3
2T
1
2
M
1
2
(6.9)
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(we use here the fact that (4.4) and (4.5) certainly imply M ≪ T 3/5 ≤ (HT )3/5, as does (4.7)). Huxley
observes that, if one has
H
T ε
≤
(
M3
NT
) 1
2
= R1 (say),
then, by (6.9), one obtains the estimate
S ≪M
(
H
N
) 1
2 H
R1
≤ T εM
(
H
N
) 1
2
(
H
R1
) 22
17q
, (6.10)
which (if one recalls how (4.6), and the alternatives (4.9) and (4.10), are derived from (6.7) and (6.8)) is sure
to give (4.6) if N satisfies the first part of (5.18), while giving either (4.9), or else (4.10), if (instead) (5.19)
holds. This deals satisfactorily with all cases where R1 ≥ H/T ε, and so, in what remains of this proof, we
can assume that R1 < H/T
ε.
In Case (A) we have one other problem to which we can apply (6.9). This problem is that it is only when
one has H ≫ (log T )171/140max{T 4/M9,M11/T 6} = H∗ (say) that the assumptions in (5.18) are consistent
with having R ≍ √C2M3/
√
NT , and so it is not a straightforward matter to justify (5.18) in cases where
one has T 7/16 ≤ M ≤ T 9/16 (given that (4.3) and (4.4) cease to have implications concerning H when M
falls into this range).
Putting
N∗ =
(log T )
969
5600
H
29
40
max
{
M
7
8
T
3
20
,
M
103
40
T
}
,
one finds that N∗ will be greater than N is assumed to be in Case (A), provided only that one has
H < H∗ . (6.11)
Moreover, when T
7
16 ≤ M ≤ T 916 (and T is sufficiently large), the inequality (6.11) will imply also that
one has H/T ε ≤
√
M3/
√
TN∗ = R∗ (say). We are consequently able to deduce from (6.9) that, when
T
7
16 ≤ M ≤ T 916 and (6.11) holds, the bounds in (6.10) will remain valid following the substitution of N∗
and R∗ for N and R1, respectively. This leads (by virtue of having N∗ ≫ N) to a bound for S that is strong
enough to imply (4.6). We conclude that the only cases of Part (A) of Theorem 3 requiring further proof
are those where one does not have both T
7
16 ≤ M ≤ T 916 and the inequality (6.11). Given this, along with
(4.3) and (4.4), it follows that, throughout our remaining discussion of the proof of Part (A) of Theorem 3,
we may assume that H ≥ H∗, so that, whenever R and N satisfy both R ≍ √C2M3/
√
NT and the first
part of (5.18), it will then also be the case that the other part of (5.18) is satisfied.
We now seek to justify the assumptions made in (5.2) and (5.4) (taking (5.3) as the definition of
R). In Case (A), the conditions (4.3)-(4.5) and choice of N (as in (5.18)) can be shown to imply the
inequalities in (5.2): note that they also imply that one has T 141/328 < M < T 187/328 (which is helpful in
establishing the second inequality in (5.2)). In Case (B), the combination of (4.8) and (5.19) yields the first
inequality in (5.2), while the second inequality there follows by virtue of (5.19) implying that one certainly
has N ≪ MT−1/10. By (5.3) (and the hypotheses C2 ≥ 2, H ≥ 1), the first inequality in (5.4) will hold
if one has 9C2HTN ≤ M3. One obtains this inequality, in Case (A), by virtue of the choice of N , the
condition (4.5) and the fact that M > T 141/328; in Case (B) one obtains it by (5.19) and (4.8). As a
consequence of having justified the first part of (5.4) (and of having 2C2
√
H ≥ 2C2 ≥ 4), it may henceforth
be assumed that one has
√
C2R1 ≤ R ≤
√
2C2R1. In Case (A), or Case (B), we obtain the remaining
inequality in (5.4) (that is, R ≤ H), by virtue of being able to assume that R1 < H/T ε (so that one has, in
fact, R ≤ √2C2R1 < H/T ε/2, whenever T ≥ (2C2)1/ε): this also takes care of the lower bound on H/R in
(5.20).
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We observe next that, by (5.18), one has V1, V2 ≫ V0 = (H/R)18/17 > T ε/2, in Case (A). In Case (B), it
follows from (4.7) and (5.19) that one has V1 ≫ C22 (B′7)−3 and V1/V2 ≪ C22C45 , so that V1, V2 ≥ 1 (provided
that B′7 is chosen to be sufficiently small, in terms of C5). Therefore, in either Case (A) or Case (B), we will
have M2R4/(H2N4) = V1V2 ≥ 1, so that (5.5) will hold.
In Case (B), the upper bound on H/R in (5.20) follows by virtue of (4.7) and (5.4), since these imply
HT/M2 ≫ H ≥ (H/R)2, where we can assume that H/R ≥ T ε/2; in Case (A), the same bound on H/R
follows, since then T 2/M4 ≍ V2/V1 > 1/V1 = HN/R4, so that HT/M2 ≫
√
H3N/R4 > (H/R)2 (by (5.2)).
The only assumption that remains to be justified is (5.21). In Case (A), it suffices to note that, by
(5.18), (5.2) and (5.4), we have: MR2/(HN) =
√
V1V2N ≫ V0N > V0H > V0(H/R)2 = (H/R)16/17V 20 . In
Case (B), we observe instead that (4.7) and (5.19) imply NH29/40 ≪ M23/40(logM)969/5600 ≪ M3/5, and
so M ≫ N5/3H29/24: by this, together with (5.2) and (5.4), one finds that MR2/(HN) > M/N ≫ H15/8 >
(H/R)15/4 = (H/R)111/68V 20 . As H/R ≥ T ε/2 may be assumed to hold (both in Case (A) and in Case (B)),
this completes both the justification of (5.21) and the proof of Theorem 3 
7. The Divisor and Circle Problems: Proof of Theorem 2
By [GK91, Theorems 4.5 and 4.8], one has
∆(X)
2
= O(1)−
∑
m≤√X
ψ
(
X
m
)
(7.1)
and
R(X)
4
= O(1) +
1∑
j=0
(−1)j
 ∑
m≤
√
X
ψ
(
X
4m
+
(−1)j
4
)
−
∑
m≤
√
X/4
ψ
(
X
4m+ (−1)j
) , (7.2)
where ψ(y) = (y − ⌊y⌋) − 12 . Note that, in (7.2), we have corrected (and reformulated) the statement of
[GK91, Theorem 4.8]: the correction in question being based on what the proof supplied on [GK91, Page 44]
actually shows. In view of (7.1) and (7.2), we now consider the sum
R(M,T ; a, b) =
∑
M≤m≤2M
ψ
(
4T
4m+ a
+
b
4
)
, (7.3)
where a, b ∈ Z and M,T > 0 are given parameters, and are assumed to satisfy both |a| + |b| ≤ 1 and
3 ≤M ≤ √T .
Let θ = 5171648 = 0.31371 . . . , as in (1.6), and let ε be any positive constant. We will show that, subject
only to the hypotheses mentioned immediately below (7.3), one has:
R(M,T ; a, b) = O
(
T θ+2ε
)
. (7.4)
This result suffices for the proof of Theorem 2, for ‘dyadic’ division of each summation over m in (7.1) and
(7.2) leads to the conclusion that, when X ≥ 36 (say), there will exist a pair of integers a′, b′, satisfying
|a′|+ |b′| = 1, and some M1,M2 ≤
√
X/2 =
√
X/4 such that one has ∆(X)≪ (logX)(1 + |R(M1, X ; 0, 0)|)
and R(X)≪ (logX)(1 + |R(M2, X/4; a′, b′)|).
If M ≤ T θ+2ε, then we are content with the trivial estimate |R(M,T ; a, b)| ≤ (M + 1)/2. If instead√
T ≥M > T θ+2ε, then we apply (in (7.3)) the well-known approximation
ψ(y) = O
(
1
1 +K‖y‖
)
−
∑
0<h≤K
sin(2πhy)
πh
,
17
taking K = 2MT−θ > 2T 2ε: this leads one, by way of the elementary estimates∣∣∣∣{m′ ∈ Z : 3 ≤ m′M ≤ 9 and
∥∥∥∥16Tm′
∥∥∥∥ ≤ ∆}∣∣∣∣ ≤ ∑
ℓ
|ℓ−16T |≤9∆M
∑
m′|ℓ
1≪ε (1 + ∆M)T ε ≍ ∆MT ε
(for ∆ ∈ {2−j : j ∈ N} satisfying ∆ ≥ 1/K = T θ/(2M)), to the conclusion that
R(M,T ; a, b) = O
(
T θ+2ε
)− Im
 ∑
0<h≤K
1
πh
∑
M≤m≤2M
e
(
4hT
4m+ a
+
hb
4
) .
Given that |Im(z)| ≤ |z|, for all z ∈ C, and given that both π log 2 and K are greater than 2, it follows from
the points noted above that either there exists some H ∈ [1,K/2] = [1,MT−θ] such that
(
H
logK
)
|R(M,T ; a, b)| <
∣∣∣∣∣∣
∑
H≤h≤2H
H
h
∑
M≤m≤2M
e
(
4hT
4m+ a
+
hb
4
)∣∣∣∣∣∣ = |S(H,M, T ; a, b)| (say), (7.5)
or else the estimate (7.4) is (in this instance) valid, so that nothing more is required of us. It may therefore
be assumed henceforth that H ∈ [1,MT−θ] is such that (7.5) holds.
Our goal is still verification of (7.4): the key to achieving this is bounds on |S(H,M, T ; a, b)|/H that
will enable us to deduce (7.4) as a consequence of (7.5). In particular, since (27 ,
4
7 ) is an exponent pair
(expressible as BAAB(0, 1), in the terminology of [GK91, Section 3]), and since |a| ≤ 1 < M ≤ √T , it can
be deduced from [GK91, (3.3.4)] and trivial estimates, that
∑
M≤m≤2M
e
(
4hT
4m+ a
)
≪
(
hT
M2
) 2
7
M
4
7 +
M2
hT
≍ (HT ) 27 (H ≤ h ≤ 2H).
By these bounds and (7.5), one obtains:
R(M,T ; a, b)≪ (HT ) 27 logK ≪ H 27 T 27+ε .
As this last bound will imply the desired result (7.4) if H ≤ T (7θ−2)/2, we may suppose now that
MT−θ ≥ H > T 7θ−22 . (7.6)
We consider the application of Theorem 3, with the present choice of parameters H , M and T , and with
the relevant functions F , g and G being given by: F (x) = (x + a/(4M))−1 + (bM)/(4T ), g(x) = x−1 and
G(x) = 1. In this case, the sum S (as defined in the theorem) is identical to the sum S(H,M, T ; a, b) occurring
in (7.5), and so we shall refer to the latter simply as ‘S’, henceforth. For the function F just specified, one
can verify that the conditions (4.1) and (4.2) will be satisfied if one chooses to put C4 = C3 = C2 = C1 = 14
(for example). Therefore, when ν, q = qν and ̺ = ̺ν are as stated in Theorem 3, it will follow by Part (A)
of that theorem that one has the bound on S/M that is stated in (4.6), provided only that the conditions
(4.3)-(4.5) are satisfied; if (4.7) and (4.8) hold, then, by Part (B) of Theorem 3, at least one of the two
bounds on S/M that are stated in (4.9) and (4.10) will be valid.
The plan now is to show (using Theorem 3 and Huxley’s [H03, Theorem 1]) that one has
S
H
= O
(
T θ+ε
)
. (7.7)
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This will complete our proof of (7.4) (and, for the reasons given below (7.4), will simultaneously complete
our proof of Theorem 2), for by (7.5) and (7.7), one obtains: R(M,T ; a, b) = O(T θ+ε logK)≪ T θ+2ε. Note
that, in discussing the application of Theorem 3, we shall initially be assuming a given (but unspecified)
choice of ν ∈ {3, 4, 5, . . . }, while supposing also that q = qν and ̺ = ̺ν are as stated in the theorem.
Particular values of ν will be considered at a later stage.
In determining what bounds on |S| can be obtained (from Theorem 3, in particular), we find it is helpful
to distinguish between the following two cases:
Case I , in which one has
HM9 ≥ T 4(log T ) 171140 or M > T 716 (logT ) 19448 ; (7.8)
Case II , in which neither of the inequalities in (7.8) holds.
Considering firstly Case I, we note that, since logT > 1, it follows by (7.8) that (4.3) is satisfied. The
condition (4.4) is satisfied also, by virtue of our having M ≤ T 1/2 < T 9/16. Since 49164 < 310 , it follows by
(1.6) and the first inequality of (7.6) that we have (4.5). We have verified that all three of the conditions
(4.3)-(4.5) are satisfied, so (as discussed below (7.6)) we therefore have the estimate (4.6), in Case I.
There is a certain subcase of Case I in which we obtain better results by application of Huxley’s [H03,
Theorem 1] (instead of our Theorem 3). The relevant conditions (sufficient to justify this application) are
[H03, (1.7)] and the cases r = 1, 2, 3 of [H03, (1.5) and (1.6)] (all of which hold, with our choice of C1, . . . , C4,
by virtue of (4.1) and (4.2) already having been verified), and also the case κ = 310 , λ =
57
140 , C5 = C6 = 1
of [H03, (1.9), (1.13) and (1.14)]: note here that, as the ‘B1’ in [H03, (1.9)] may be assumed to satisfy
B1 ≤ 1, these last three conditions will imply the same case of the condition [H03, (1.8)], provided that one
has T > 3610 (say). The relevant case of [H03, (1.9)] is the inequality H ≤ B1MT−49/164(log T )969/22960,
and this inequality follows from the (already verified) condition (4.5), provided that one has T ≥ exp(B−241 )
(say). The relevant case of [H03, (1.13)] holds, in Case I, by virtue of (7.8) (to which it is equivalent).
The relevant case of [H03, (1,14)] is also satisfied, since we have 3 ≤ M ≤
√
T (and so do not have
M ≥ T 9/16(logT )−λ/32κ = T 9/16(log T )−19/448). As we may take the ‘B1’ mentioned above to be a positive
absolute constant (for this see the statements of [H03, Theorem 1 and Proposition 1]), we are therefore able
to conclude from the preceding observations that, if (7.8) holds and T is sufficiently large (in absolute terms),
then, by [H03, Theorem 1], we will have the case κ = 310 , λ =
57
140 of the upper bound on |S| in [H03, (1.10)].
It follows that we have:
S
H
≪
(
H
M
) 1
25
T
131
400+ε (in Case I) (7.9)
(this being trivial when T = O(1), given that we have 1 ≤M ≤ √T and H ≥ 1).
Before moving on to a discussion of the application of the bounds (4.6) and (7.9) (in respect of Case I),
we shall first consider the estimation of |S|/H in Case II. Seeking to apply Part (B) of Theorem 3, we begin
by verifying that the relevant conditions, (4.7) and (4.8), are satisfied. Since we are assuming that M ≤ √T ,
we certainly have the case C5 = 2 of (4.7). Turning to (4.8), we note firstly that, by (7.6), (1.6) and the
negation of the first inequality in (7.8), one has:
H <
(
M
T θ
) 328
345
(
T 4(logT )
171
140
M9
) 17
345
= M
35
69 T−
7189
71070 (logT )
969
16100 .
As 718971070 = (
2
23 )(1+
1009
6180 ) > (
2
23 )(
8
7 ), whereas
969
16100 = (
2
23 )(
969
1400 ) <
2
23 , we therefore haveH < M
35/69T−2/23,
provided that T > 227 (say). Secondly, we note that (7.6) and (1.6) imply also that
1
H
(
M3
T
) 1
2
> H
1
2T
3θ−1
2 > T
13θ−4
4 = T
129
6592 ,
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so that one will have H < B0M
3/2T−1/2, provided that T > B−520 (say). Subject to T being sufficiently
large (in absolute terms), the verification (in Case II) of (4.7) and (4.8) is now complete. By Part (B) of
Theorem 3, with ε/2 substituted for the ε there, it follows that in Case II we obtain at least one of the two
estimates (4.9) and (4.10) (with, in each case, ε/2 in place of ε), meaning that we have
S
M
≪ max
{
Y
(
H,M, T ;
ε
2
, ν
)
, Z
(
H,M, T ;
ε
2
, ν
)}
in Case II, (7.10)
where the functions Y , Z here are as in (4.12). We now wish to combine (7.10) with (4.12), but first must
verify (4.11) (in order to be sure that (4.12) holds). By (7.6), we have H46M54 > T 23(7θ−2)+27(9θ−2) =
T 404θ−100, and so (as (1.6) implies 404θ − 100 = 26.740 . . . > 532 ) it follows that H > M−27/23T 53/92. By
this and the negation of the first inequality in (7.8), we conclude that the condition (4.11) will be satisfied
in Case II, and that we therefore (in that case) have (4.12), for all ε > 0. By the combination of (4.12),
with ε/2 substituted for ε, and (7.10), we deduce that in Case II one has S/M ≪ T ε2X(H,M, T ; ε/2, ν) =
X(H,M, T ; ε, ν): that is, in Case II (as in Case I, earlier) we obtain the estimate (4.6).
We shall utilise only two cases of (4.6): the case ν = 6, and the case ν = 3. As (4.6) is (for any ν ≥ 3) a
somewhat complicated bound, it is worth examining how the cases ν = 6 and ν = 3 of (4.6) simplify (under
our present hypotheses), before we make use of these estimates. According to Theorem 3, in (4.6) we have:
q = q3 =
30
7 and α2/α1 =
49
164 = 0.29878 . . . if ν = 3; q = q6 =
84
19 and α2/α1 =
247
792 = 0.3118˙6˙ if ν = 6. By
(7.6) and (1.6), we have H ≤ MT−θ, where θ = 0.31371 . . . > 247792 = (247200 )/(9925 ) > 49164 , and so the terms
(H/M)99/25T 247/200 and (H/M)α1Tα2 , occurring in (4.6), will both be of size O(1) when ν ∈ {6, 3} (and
can therefore be ignored in our subsequent calculation). Using the relevant values for q = qν , we calculate
that the estimates
S
H
≪
(
H
M
) 19
750
T
161
500+ε +
(
M
H
) 73
750
T
1681
6000+ε (in Case I or Case II) (7.11)
and
S
H
≪
(
H
M
) 2
105
T
179
560+ε +
(
M
H
) 113
1050
T
146
525+ε (in Case I or Case II) (7.12)
are obtained in consequence of (4.6) for ν = 3 and (4.6) for ν = 6 (respectively).
By (7.12) and (1.6) (alone), we find that, if T−513/1648 ≥ H/M ≥ T−30817/93112, then one obtains the
desired estimate (7.7). Note here that we do (at least) have T−513/1648 ≥ H/M , as a consequence of (7.6) and
(1.6). By (7.11) and (1.6) (alone), we find also that, if one has T−5121/15656 ≥ H/M ≥ T−71/206, then the
desired estimate (7.7) is (again) obtained. Therefore, given that 3081793112 = 0.330967 . . . >
5121
15656 = 0.327095 . . . ,
we may now conclude that (7.7) holds provided only that H ≥MT−71/206 = MT−0.344660... .
Suppose now that H < MT−71/206. It follows, by (7.6) and (1.6), that M > T (71/206)+(7θ/2)−1 =
T 1459/3296: as 14593296 =
1
16 (7 +
17
206 ) >
7
16 +
1
224 , we may therefore conclude that, provided we have T > 36
10
(say), the condition (7.8) (attached to Case I) will be satisfied. The bound in (7.9) therefore applies, and so
we have S/H ≪ T ε+(131/400)−(1/25)(71/206) = T ε+(517/1648), which is, given (1.6), exactly the desired estimate
(7.7). Note that the estimates (7.9) and (7.11) are equally strong for HM = T
− 71206 (the final term in (7.11)
being greater than the other term in this case) and so it is this case that plays the critical role in limiting
how small we are able to take θ to be.
By our conclusions in the preceding two paragraphs, it follows that (with the constant θ as specified
in (1.6)) we obtain the estimate (7.7), for S = S(H,M, T ; a, b), whenever a, b ∈ Z satisfy |a| + |b| ≤ 1 and
H ≥ 1, M ≥ 3 and T ≥M2 are such that (7.6) holds: as noted below (7.7), this was all that was needed to
complete both our proof of (7.4) and our proof of Theorem 2. 
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8. The Mean Square of |ζ(12 + it)| over a Short Interval: Proof of Theorem 1 Sketched
In this section we sketch our proof of Theorem 1. We assume that ε is a positive constant, and that ρ has
the value stated in (1.2). The variable parameter t ∈ R is assumed to be large and positive.
By [BW17, Theorem 3], we are assured of the validity of those cases of (1.2) in which the exponent
c = ρ+ ε is greater than 12734053 , and so may suppose henceforth that
ρ =
7159
22824
= 0.313661 . . . < ρ+ ε = c ≤ 1273
4053
= 0.314088 . . . . (8.1)
By arguing as in the proof of [BW17, Theorem 3], we find that it follows from [BW17, Lemmas 13.2 and
13.3] and (8.1) that either one has I(t, tρ+ε) = O(log t) (as stated in (1.2)), or else it is the case that, for
some T,H,H1,M,M1 > 0, satisfying 2
1/c < T ≍ t, H ≥ H1 ≥ H/2, M ≥M1 ≥M/2,
HT c ≤M ≤
√
2T (8.2)
and
H > T
7c−2
2 , (8.3)
one has
I (t, tc)≪ (log t)
2 |S∗|
M
, (8.4)
where S∗ = S∗(T ;H,H1;M,M1) is the exponential sum given by:
S∗ =
∑
H1≤h≤H
∑
M1≤m≤M
(
m+ h
m− h
)2πiT
=
∑
H1≤h≤H
∑
M1≤m≤M
e
(
T log
(
m+ h
M
)
− T log
(
m− h
M
))
.
We sketch (below) our proof that, in the latter case, the sum S∗ will satisfy
S∗ = O
(
M
log T
)
. (8.5)
¿From this, Theorem 1 follows: for the combination of (8.1), (8.4) and (8.5) implies that we have I(t, tρ+ε)≪
(log t)2/ logT = O(1) + log t.
Using the same ‘exponent-pair’ theory as was utilised in the proof of Theorem 2 (see above (7.6)), we
find that if one has M/H ≥ T 11/35 (say) then S∗/M ≪ (H/M)(HT/M2)2/7M4/7 ≤ T−11/35(HT )2/7, and
so, given that 1135 =
1273.8
4053 , we will obtain (8.5) provided it is the case that (HT )
2/7 ≤ T 12734/40530 = U
(say); we also obtain (8.5) if M/H ≥ T 11/35 and (HT )2/7 > U = T 12734/40530, for then UH < T 11/35H ≤M
and H > U7/2T−1, and so (given that M ≤ √2T ) it follows by [BW17, Lemma 13.1] that (8.5) holds.
Consequently it may henceforth be supposed that
H > MT−
11
35 . (8.6)
This implies that we have H > 32C
1/3
3 MT
−1/3 (the condition [BW17, (7.1)]) provided that C3 = 54 (as
is appropriate for the case F (x) = log(x) of [BW17, (6.1) and (6.2)]), and that T is sufficiently large, in
absolute terms. We are therefore able to apply the Bombieri-Iwaniec method to S∗, in the way outlined in
[BW17, Sections 7, 8 and 9]. By [BW17, (7.6)-(7.8)] and either [BW17, (8.10)-(9.8)], or else [BW17, (8.9)],
one obtains the analogue, for S∗, of our (alternative) bounds on S in (5.16) and (5.17). That is, we obtain
either (5.16), with S∗ substituted for S, or else (5.17), with S∗ substituted for S and (at the same time)
C(A,Q), B(A,Q;V ) and Ap replaced by certain analogous terms: C∗(A,Q), B∗(A,Q;V ) and A∗p (say). Note
that the constraints in [BW17] on H ,M , T , N , R, A, Q and V do not differ significantly from the constraints
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on those parameters in Section B of the present paper (provided one makes allowance for the role of F (1)(x)
in Section B being that of 2F (2)(x) in [BW17, Section 7]).
By the results of Huxley detailed in [BW17, Section 10], the bound (5.15) and the bounds on |C(0, Q)|,
|C(A,Q)|, V ∗3 B(0, Q;V ∗3 ) and V3B(A,Q;V3) below (5.21) all remain valid when one substitutes C∗ for C and
B∗ for B. That is, we can obtain (in our work on S∗) all of the same estimates in respect of the ‘Second
Spacing Problem’ of the Bombieri-Iwaniec method as were used in our work, in Section B, on the estimation
of the sum S. However, with regard to the ‘First Spacing Problem’ (estimation of (A∗p)
1/p), we are now in
a slightly weaker position than was the case in our proof of Theorem 3. This is for two reasons. The first of
these is that, whereas we were able to use the estimate A4 = O(Q
4R−8H2N2 logN) in deducing (5.23) from
the case p = 4 of (5.17), we are now comparatively disadvantaged, in that we do not have the analogous
estimate for A∗4: we choose to make do (instead) with the bound A
∗
4 = O(Q
5R−9H2N2(logN)7/2), from
[W10, Lemma 1] (although use of [W04, Theorem 1.1] would enable us to substitute (Q/R)−1/3Nε in place
of the factor (logN)7/2 here). Because of this, our analogue (for S∗) of the bound (5.23) on S has the
factors (logN)23/8(R/Q)1/4 in place of the factors (logN)9/4(R/Q)1/2: this alteration (just) fails to change
the monotonicity of the bound (as a function of Q), but nevertheless causes us to depart from the choice
of Q5 indicated above (5.24) (we now put Q5 = (H/R)
(4/3)−(88/17q)R, which, happily, does still satisfy the
requirement to have R ≤ Q5 ≪ Q2, when 307 ≤ q < 92 ).
The other reason our position is weaker is that we do not know it to be the case that Proposition 3
remains valid when the supposition that F be given by (3.10) is replaced by the supposition that one has
instead F (x1, x2, x3) =
∑
k∼K,ℓ∼L akℓe(ℓx1+ kℓx2+ω(k, ℓ)x3), with ω(k, ℓ) as defined in (2.1): we therefore
have no analogue, for A∗q , of the estimate (6.5). What we do have, however, is (6.3) with A
∗
q substituted
for Aq (and with some choice of parameters K,L satisfying K ≍ NQ/R2, L ≍ HQ/R2, as in (5.8)). This
follows by [BW17, (11.1)-(11.7)] and the estimate (2.8) from Proposition 1′: note here that, since N is either
as stated in (5.18), or else is given by (5.19), one can (with the help of (8.1)-(8.3) and (8.6)) show that the
inequality L2 > K will be satisfied (as was assumed, and made use of, in our deduction of (6.3) from (3.22),
when proving Theorem 3), provided only that T be sufficiently large, in absolute terms.
¿From (6.3), with A∗q substituted for Aq, one trivially obtains (6.6), with the same substitution made.
Therefore, by steps similar to those that follow (6.6) (in our proof of Theorem 3), we find that, for ε > 0,
C5 ≥ 2, ν ∈ {3, 4, 5, . . . } and q = qν , ρ = ρν as indicated in Theorem 3, what is stated in both Part (A) and
Part (B) of Theorem 3 remains valid when S∗ is substituted for S throughout (the interpretation of B0 is
somewhat altered by this substitution, but this causes no difficulty, for we have F (x) = log(x), and so are
able to take B0 to be some positive absolute constant). As we shall be using only the case ν = 7, C5 = 2
of these conclusions, it is henceforth to be supposed that ν = 7, C5 = 2, q = q7 =
102
23 = 4.43478 . . . and
̺ = ̺7 =
7
102 (this ‘̺’ should not be confused with the ‘ρ’ in (1.2)!).
We now observe that (8.1) and (8.2) imply (4.4), (4.5) and (4.7) (provided that T ≥ 28, say), and so
all three of the conditions (4.3)-(4.5) will be satisfied if HM9 ≥ T 4(logT )171/140. On the other hand, by
calculations similar to those which preceded (7.10) (in our proof of Theorem 2), we find now, by (8.1)-(8.3),
that if HM9 < T 4(logT )171/140 then, provided that T is sufficiently large (in absolute terms), both of the
conditions (4.7) and (4.8) will be satisfied. These last two observations, when combined with our conclusions
in the paragraph preceding them, enable us to deduce now that either (4.6) holds, with S∗ substituted for S,
or else HM9 < T 4(logT )171/140 and the weaker of (4.9) and (4.10) holds, with S∗ substituted for S. In the
latter case both of the inequalities in (4.11) are satisfied (the first by virtue of (8.1)-(8.3)), and so, by (4.12)
and the estimate logT = O(T ε/6) (say), we find that (4.6) holds with S∗ and 1.01ε substituted for S and
ε, respectively. Therefore, given that H/M ≤ T−c (by (8.2)), where (8.1) implies c > (247200 )/(9925 ) = 0.3118˙6˙,
we find that (with ν = 7, q = 10223 ) one obtains, in all cases, the estimate:
S∗
M
≪
(
1 +
(
M
H
) 54
425
T−
847
20400 +
(
H
M
) 128
1275
T
643
20400
)(
H
M
) 2597
2550
T
543
1700+1.01ε
22
=(
H
M
) 2597
2550
T
543
1700+1.01ε +
(
1 +
(
M
H
) 58
255
T−
149
2040
)(
H
M
) 951
850
T
7159
20400+1.01ε . (8.7)
By (8.6), we have here (M/H)58/255T−149/2040 < 1 (given that ( 1492040 )/(
58
255 ) =
149
464 = 0.321 . . . >
11
35 =
0.314 . . . ). Since we have also(
543
1700
+ 1.01ε
)/(
2597
2550
)
=
1629
5194
+
(
2575.5
2597
)
ε and
(
7159
20400
+ 1.01ε
)/(
951
850
)
= ρ+
(
858.5
951
)
ε ,
where ρ = 715922824 = 0.313661 . . . >
1629
5194 = 0.313631 . . . , it therefore follows by (8.1), (8.2) and (8.7) that we
obtain the estimate S∗/M ≪ T−φε with φ = min{ 92.5850 , 21.52550} > 0. By this, we obtain the bound (8.5), from
which Theorem 1 follows 
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