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Abstract
For the structure of the thin electrical double layer (EDL) and the property related
to the EDL capacitance, we analyze boundary layer solutions (corresponding to the
electrostatic potential) of a non-local elliptic equation which is a steady-state Poisson–
Nernst–Planck equation with a singular perturbation parameter related to the small
Debye screening length. Theoretically, the boundary layer solutions describe that those
ions exactly approach neutrality in the bulk, and the extra charges are accumulated near
the charged surface. Hence, the non-neutral phenomenon merely occurs near the charged
surface. To investigate such phenomena, we develop new analysis techniques to investi-
gate thin boundary layer structures. A series of fine estimates combining the Pohozˇaev’s
identity, the inverse Ho¨lder type estimates and some technical comparison arguments are
developed in arbitrary bounded domains. Moreover, we focus on the physical domain
being a ball with the simplest geometry and gain a clear picture on the effect of the cur-
vature on the boundary layer solutions. The content involves three contributions. The
first one focuses mainly on the boundary concentration phenomena. We show that the
net charge density behaves exactly as Dirac delta measures concentrated at boundary
points. The second one is devoted to pointwise descriptions with curvature effects for
the thin boundary layer. An interesting outcome shows that the significant curvature
effect merely occurs in the part of the boundary layer close to the boundary, and this
part is extremely thinner than the whole boundary layer. The third contribution gives
a connection to the EDL capacitance. We provide a theoretical way to support that the
EDL has higher capacitance in a quite thin region near the charged surface, not in the
whole EDL. In particular, for the cylindrical electrode, our result has a same analogous
measurement as the specific capacitance of the well-known Helmholtz double layer.
Mathematics Subject Classification. 34E05 · 35J67 · 35Q92 · 35R09.
Keywords. Non-local electrostatic model, Boundary concentration phenomenon, Pointwise description,
Boundary curvature effect, Electrical double layer capacitance.
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1 Introduction
The electrical double layer (EDL) is an important electrochemical phenomenon involving the
transfer of electrons/ions in semiconductors, electrokinetic fluids and electrolyte solutions (cf.
[2, 4, 10, 11, 20, 34]). In particular, in electrolyte solutions the EDL merely has the thickness
of nanometer and behaves as a novel energy storage device obeying a high-capacity electro-
chemical capacitor (usually called the supercapacitor [45]). A boundary layer problem for the
Poisson–Nernst–Planck (PNP) model with small Debye screening length [53] arises in order to
deal with the micro-phenomenon of the EDL, and an important approach for investigating the
structure of the thin EDL is played by the boundary layer solution (corresponding to the elec-
trostatic potential) of a steady-state (time independence) PNP equation (cf. [5, 23, 33, 46]);
that is the charge-conserving Poisson–Boltzmann (CCPB) equation [48, 52]. Here boundary
layer solutions mean that the profiles of solutions form boundary layers near boundary points
and become flat in the interior domain (cf. [29, 42, 43, 44]).
The aim of this work is threefold – (i) the pointwise description of the net charge density
(introduced in Section 1.2) near the charged surface; (ii) the effect of the charged surface
curvature on thin EDL structures; (iii) a physical connection to the curvature effects on the
EDL capacitance. To study (i)–(iii), we consider the dimensionless model with a singular per-
turbation parameter related to a small Debye screening length and develop rigorous analysis
techniques. In Section 1.1, we shall start with the motivation and the basic issue treated in
this work. It is worth stressing that the boundary layer solution of the dimensionless model
is a quite crucial way to study the curvature effect on the thin EDL structure. In order for
readers to gain a clear picture of this work, in Section 1.2 we go back to the dimensionless for-
mulation of the model and the related background information such as the net charge density
and the EDL capacitance. In Section 2, as a summary of the main theorems, we shall review
previous related works [26, 28, 29, 38] and summarize the main contributions and technical
analysis for the present work. The main theorems and their corresponding proofs will be
stated in Sections 3–6.
1.1 Background and problem formulation
The concept of the EDL was proposed firstly by Helmholtz in 1879, and has been fully
treated theoretically by Grahame (see, e.g., [19]) in the 1950s. The EDL is a structure
2
of charge accumulation/separation formed at the charged surface (metal charged surfaces,
calcium silicates, electrode surfaces, or other solid materials at the surface [1]). Due to the
property of the charged surface and the effect of the electric field on ion transport, the EDL
attaching to the charged surface usually presences in a nanoscale region [24]. In particular,
the charged surface shape (geometry structure) plays a crucial role on the behavior of the
electrostatic potential in the EDL (cf. [7, 13, 15]). For more than half a century, some
electrostatic models such as Poisson–Boltzmann (PB) type equations are widely developed
for exploring the behavior of the electrostatic potential in the nanometer-scale EDL; see,
e.g., [12, 16, 28, 29, 32, 35, 37] and references therein. Due to their reasonable success for
describing the behavior of the EDL, a crucial issue on the EDL structure arises concerning
the boundary curvature effect on boundary layer solutions of these models.
Indeed, in order to develop theoretical frameworks for the EDL, most PB type equations
have been investigated via numerical simulations [6, 18, 22, 48, 50, 52, 54], multiple-scale
method [41] and the method of matched asymptotic expansions [46]. Such frameworks fo-
cus mainly on the linear PB theory (Debye–Hu¨ckel approximation [8, 9]). Some fundamental
works describing the EDL structure in “symmetric electrolytes” via nonlinear PB type models
can also be found in [12, 26, 28, 29, 38]. Despite the importance of these works, the investi-
gation for the influence of the mean curvature of the charged surface on the EDL structure
at a microscopic level is rarely to be acquired in literatures. Foremost among reasons is that
in the electrolyte environment, the width of the thin EDL is sufficiently small compared with
the characteristic length of the physical domain. Hence, under the physical dimensionless
formulation, these PB type equations become singularly perturbed models with a singular
perturbation parameter associated with the ratio of the Debye screening length (the charac-
teristic length of the EDL) over the characteristic length of the physical domain [2, 16, 27, 33].
Consequently, the related issue is exactly a boundary layer problem for boundary layer solu-
tions of those singularly perturbed PB models.
To describe clearly the curvature effects on the thin EDL, it suffices to establish pointwise
descriptions for boundary layer solutions near the boundary. Based upon [28, 29, 38, 48, 52]
for boundary layer solutions of the CCPB equations, in this work we focus mainly on an
electrolyte environment involving the mixture of one anion species with the charge valence
−pe0 and one cation species with the charge valence +qe0 (p, q > 0 and e0 is the elementary
charge). Let Ω be a bounded domain in RN (N ≥ 2), where the boundary ∂Ω associated
with the charged surface is smooth. The model can be represented as
2∇ · (g∇u) = Ae
puffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
in Ω, (1.1)
and u is imposed by the Neumann boundary condition
2∂νu = Cbd on ∂Ω. (1.2)
Here, 0 <  1 is a singular perturbation parameter; the unknown variable u ≡ u(x) stands
for the electrostatic potential; g ≡ g(x) ∈ C∞(Ω) is a positive smooth function independent
of ; ∇ · (g∇ ) := ∑Ni=1 ∂∂xi (g ∂∂xi), ∂ν := ∑Ni=1 νi ∂∂xi denotes the normal derivative at the
boundary ∂Ω in the outward direction ν = (ν1, ..., νN ), and
ffl
Ω
:= 1|Ω|
´
Ω
denotes the average
integral over Ω (where |Ω| stands for the Lebesgue measure of Ω in RN ); A, B, p and q
are positive constants independent of . For simplicity, the surface charge Cbd is assumed a
constant which is uniquely determined by A, B and g as follows:
Cbd =
|Ω| (A−B)´
∂Ω
g dSx
. (1.3)
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Indeed, integrating equation (1.1) over Ω, one formally obtains 2
´
∂Ω
g∂νu dSx = |Ω|(A−B).
Along with (1.2) yields (1.3).
Note also that equation (1.1) with the Neumann boundary condition (1.2) satisfies the
shift-invariance. Without loss of generality, we would make a constraint
ˆ
Ω
u(x) dx = 0 for the Neumann boundary condition (1.2). (1.4)
On the other hand, we also study the equation (1.1) with a Robin boundary condition
u + η∂νu = 0 on ∂Ω, (1.5)
where η is a non-negative parameter depending on . Note that (1.5) is equivalent to u +
η∂νu = k due to a shift-invariance of (1.1) under the replacement of u by u + k for any
constant k.
The physical background and the dimensionless formulation of (1.1), the Neumann bound-
ary condition (1.2) and the Robin boundary condition (1.5) will be introduced in Section 1.2.
In summary, we classify these two problems as follows:
(N). The Neumann problem: The equation (1.1) with the Neumann boundary condi-
tion (1.2) and constraints (1.3) and (1.4).
(R). The Robin problem: The equation (1.1) with the Robin boundary condition (1.5).
Existence and uniqueness for the problem (R) has been proven in Theorem 1.1 of [25].
Following the same argument, one can show that the problem (N) has a unique solution u ∈
C∞(Ω) ∩ C1(Ω). In particular, when A = B, we have Cbd = 0 due to (1.3), and the unique-
ness immediately implies that (1.1)–(1.2) only has a trivial solution u ≡ 0. The same
situation also holds for the problem (R). Hence, in order to avoid trivial cases and to study
asymptotics of non-trivial solutions of this model as  approaches zero, we assume
A 6= B. (1.6)
Condition (1.6) means non-electroneutrality [31]; that is, the total concentration of anion
species is not equal to that of cation species in the whole electrolyte system. Investigating
problems (N) and (R) is of quite importance in physics and of great value in mathemati-
cal researches because in electrolyte solutions non-electroneutral phenomena may occur near
the charged surface when systems involve empirical tests of boundary conditions (1.2) and
(1.5) at charged surfaces to take into account of electrochemical reactions. For example, the
Faradaic current is driven by redox reactions occurring at the surface of electrodes where the
non-electroneutrality phenomenon appears naturally (cf. [1, 31, 40]). Due to the previous
works [25, 26, 28, 29, 38] on the non-electroneutral case, a corresponding mathematical prob-
lem is to investigate boundary concentration phenomena for solutions of problems (N) and
(R) as  approaches zero.
Physically, the thin EDL is a high-capacity electrochemical capacitor (usually called the
supercapacitor) which can be viewed as a novel energy storage device [3, 39, 45]. The cor-
responding voltage-dependent capacitance is influenced by a number of factors including the
permittivity and the charged surface curvature [7, 13]. It is expected that for the EDL, the
curvature effect on the capacitance in the region near the charged surface is more strongly than
that near the bulk. However, such a theoretical description seems unclear, which motivates us
to study the curvature effects on these two distinct regions within the thin EDL. Investigating
the effect of the mean curvature of the charged surface on boundary layer solutions of these
models seems to be of a great challenge.
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Hence, the main goal of this paper is to develop rigorous analysis for the structure of
boundary layer solutions in problems (N) and (R) under the constraint (1.6). Moreover,
according to these mathematical results we may provide theoretical applications on calculat-
ing the electrostatic potential, the net charge density ρ and the capacitance C including
the curvature effect in the thin EDL region (these physical quantities will be introduced in
Section 1.2).
Equation (1.1) is a non-local one because the appearance of those terms
´
Ω
epu(y) dy and´
Ω
e−qu(y) dy’s imply that (1.1) is not a pointwise identity. This causes some mathematical
difficulties making the study of (1.1) particularly interesting. In order to better communicate
our ideas presented in Section 2, we shall state some difference between this model and
other singularly perturbed models and point out some difficulties in treating this problem.
Firstly, we compare model (1.1)–(1.2) with standard singularly perturbed semilinear elliptic
models 2∆φ = f(φ) in a bounded domain (∆ stands for the usual Laplace operator in
RN , and φ is imposed by zero Dirichlet boundary conditions). We refer the reader to some
pioneering works [14, 21, 36]. These investigations focus mainly on the existence of positive
solutions under some specific assumptions of f ; e.g., f satisfies the logistic-type nonlinearity.
Furthermore, they established various arguments to show that φ is uniformly bounded to
, and the outward normal derivatives ∂νφ at the boundary points are bounded by the
quantity −1 as 0 <  1. However, for model (1.1) with the boundary condition (1.2) and
constraints (1.3) and (1.6), those non-local coefficients depend on the unknown solution, and
∂νu ∼ −2 is strongly singular on ∂Ω as  ↓ 0. Hence, this model is totally different from the
standard singularly perturbed elliptic models, and those arguments are not to be applied to
problems (N) and (R).
We also want to point out again that the non-local coefficients of (1.1) can be regarded
as extra parameters varying with respect to the major parameter . As  approaches zero,
the asymptotic behavior of these non-local coefficients seem not easy to be obtained in an
intuitive way, and traditional asymptotic analysis technique and the multiple-scale method
are also difficult to capture the asymptotic blow-up behavior of boundary layer solutions of
this model.
Let us review some related works. For the CCPB model (1.1), the previous works merely
investigated the asymptotic behaviors of boundary layer solutions in the case of p = q, i.e.,
the case of symmetric electrolyte solutions. In [26, 28, 29], the one-dimensional (1D) solutions
of equation (1.1) subject to Robin boundary conditions have been studied. When (1.6) holds,
we showed that the 1D solution asymptotically blows up (for  ↓ 0) at boundary points,
and established the exact leading order terms for the boundary asymptotic behavior (see
Theorem 1.6 of [28] and Theorem 1.5 of [29]). From the physical point of view, these results
support a phenomenon that the ionic distribution approaches electroneutrality in the bulk,
and the extra charges (associated with |A−B|) are accumulated near the charged surface and
develops boundary concentration phenomena (see Theorem 1.5 of [28]). As a consequence,
non-electroneutral phenomenon merely occurs near the charged surface.
Although 1D solutions for the case p = q provide basic understanding on the behavior of
ion transport and ion–ion interaction in the EDL, when p 6= q, their arguments merely give
different lower and upper bounds for those non-local coefficients and cannot determine the
exact leading order terms for asymptotic expansions of boundary layer solutions. In [26], for
the high-dimensional CCPB model (1.1) with p = q, we established a lower-bound estimate for
the boundary blow-up behavior of solutions (cf. Theorem 1.1 of [26]). The main argument
is based on the corresponding Pohozˇaev’s identity (cf. Lemma 4.2 of [26]) and technical
comparison theorems. As an extension of [26], in this work we also apply these arguments to
problems (N) and (R) under the constraint (p− q)(A−B) ≥ 0; see Theorem 2.2 in Section 2.
We stress that this result makes an improvement for Theorem 1.1 of [26]. However, because of
the limitation of these comparison arguments, the approaches established in [26, 28, 29] seem
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difficult to deal with solutions of problems (N) and (R) in the situation (p − q)(A − B) < 0
(cf. Remark 2 in Section 3.1). Another difficulty for studying this model comes from these
non-local coefficients, because as  approaches zero, the limits of these non-local coefficients
of (1.1) seem unpredictable. In the present work, we shall deal with the case of p 6= q and
establish an inverse Ho¨lder type estimate (cf. Lemma 2.1) for those non-local coefficients to
study the asymptotics of boundary layer solutions u. As will be clear from our main results
presented below, we can precisely depict the first-two order terms for asymptotic expansions
of u near the boundary as  ↓ 0.
We shall stress that in recent related works, the boundary asymptotic behavior of bound-
ary layer solutions u is not completely clear, much less the curvature effect on the boundary
layers. As the first step on such an issue, we concentrate ourselves to the domain Ω be-
ing a ball with the simplest geometry, which is also of practical significance in the field of
electrochemistry [35, 41]. This work fully addresses some prospective issues as follows:
(i) Boundary concentration phenomenon. Continuing the work [28, 29] related to
the 1D solutions (i.e., N = 1) of (1.1) with non-electroneutral constraint (1.6), we
shall refine our estimates for high-dimensional solutions (i.e., N ≥ 2) and illustrate
boundary concentration phenomena with curvature effects for 2|∇u|2 (associated with
the electric energy) and the net charged density ρ. Such phenomena occur mainly due
to the concentration difference |A−B|, and can be described via Dirac delta functions
concentrated at boundary points.
(ii) Structure of the thin boundary layer. In order to investigate the thin boundary
layer structure, we establish pointwise descriptions for thin boundary layers and the
influences of surface dielectric constant, the charged surface curvature and the concen-
tration difference on the boundary layer. Mathematically, for x ∈ Ω sufficiently close to
the boundary, we establish the exact first two order terms for the asymptotic expansion
of u(x) with respect to , and analyze the curvature effects on u(x). As  approaches
zero, the leading order term of u(x) asymptotically blows up, the second order term of
u(x) keeps bounded, and the other terms of u(x) tends to zero. Moreover, the influ-
ences of the boundary curvature and the concentration difference on u(x) are strongly
in the region where x satisfies lim
↓0
−2dist(x, ∂Ω) < ∞. In this region, such effects
exactly appear in the second order term of u(x) as 0 <   1. However, when x
is located outside of this region, such effects become quite weak because the curvature
and the concentration difference appear in the other order terms tending to zero as 
approaches zero. As a consequence, our result supports that the significant curvature
effect merely occurs in the part of the EDL sufficiently close to the charged surface, but
not in the whole EDL.
(iii) Connection to the physical application. As an application, we shall explore the
high-capacity of the EDL via a theoretical way (rigorous mathematical analysis). We
use pointwise estimates of the boundary layer to provide formulas for calculating the net
charge density and the capacitance of the EDL in quite thin regions. We also compare
it with the capacitance of the Helmholtz double layer for cylindrical electrode of radius
R (cf. [20, 50]).
Our main results for these issues will be contained in Theorem 2.2 (Section 2), Theorem 4.1
(Section 4), Theorems 5.1–5.2 (Section 5) and Theorem 6.1 (Section 6); see also, Section 2
for summary of main results.
We stress that the CCPB equation (1.1)–(1.2), regarding the ion as a point-like particle,
is an electrostatic model without the ion size effect. Our results reveal that its solution (the
electrostatic potential) asymptotically blows up near the boundary. Moreover, we obtain high
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concentrations having behavior as Dirac delta functions and a quite steep boundary layer with
the slope of the order −2 in a thin region attaching to the boundary (see Theorems 4.1 and
5.1(II-c) for the details). Such a blow-up behavior more or less points out the importance of
ion size effects. Indeed, ion size plays critical roles in the Stern layer formulation which is
an extremely important improvement of layer structures in the Gouy–Chapman model [49]
and agrees well with experimental results. In recent years, there are lots of topics related to
the ion size effects in electrolytes; see, e.g., [6, 17, 18, 22, 23, 32, 54] and references therein.
Theoretically, the finite size effects on the structure of the EDL can be understood via the
pointwise asymptotic behavior of the boundary layer solutions of these models. A natural
question arises, which consists in asking what would be the main difference between boundary
layer solutions of these models. This is also our ongoing project.
We use the following notations in the sequel.
• o(1) always denotes a small quantity tending towards zero as  approaches zero.
• O(1) always denotes a “non-zero” bounded quantity independent of .
• For those estimates presented in this paper, we will frequently abbreviate ≤ C to .,
where C > 0 is a generic constant independent of .
1.2 Some physical quantities
The CCPB equation (1.1) is a dimensionless model of the Poisson equation
−∇ · (D∇φ) = ρ(φ) (1.7)
with a position-dependence dielectric coefficient D (cf. [26]) and the net charge density ρ(φ)
represented as
ρ(φ) = −
(
Ae0ffl
Ω
e
pe0
kBT
φ
dy︸ ︷︷ ︸
reference concentration
of the anion species
e
pe0
kBT
φ − Be0ffl
Ω
e
− qe0kBT φ dy︸ ︷︷ ︸
reference concentration
of the cation species
e
− qe0kBT φ
)
, (1.8)
where kB is the Boltzmann constant, T is the absolute temperature and e0 is the elementary
charge. On the other hand, (1.7)–(1.8) is also called the ion-conserving Poisson–Boltzmann
(IC-PB) equation [48]. Each term in (1.8) corresponds to the Boltzmann distribution of each
ion species, where the reference concentration is defined as the bulk concentration at the zero
potential [48]. Besides, A and B are total number concentrations of anion and cation species in
the electrolyte solution, respectively. Hence, the constraint (1.6) means non-electroneutrality,
as was mentioned previously.
To explain 0 <  1 which appears in (1.1), we apply the standard dimensionless analysis
(cf. Section 2.2 of [27]) to (1.7)–(1.8). We use the symbol [P ] as the basic dimension of the
physical quantity P , and P1 ∼ P2 means that P1 and P2 have the same physical dimension
and P1P2 and
P2
P1
both are bounded. According to the Debye–Hu¨ckel approximation [8, 9], the
Debye screening length λD measuring the thin EDL satisfies
λD ∼
√
kBTD∑
j q
2
j e
2
0cj
, (1.9)
where qje0 and cj correspond to the charge valence and the number concentration of the
jth ion species, respectively. For the sake of carefulness, we double check (via (1.9)) that
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[λD] =
[√
kBTD
e0
]
= L is the physical dimension of the length since qj and cj are dimensionless.
Due to the microscopic phenomenon of the thin EDL that is extremely small compared
with the diameter diam(Ω) of the physical domain Ω, we may assume λD ∼ diam(Ω) and
0 <  1. As a consequence, by (1.9) we have
D ∼ e
2
0λ
2
D
kBT
∼ e
2
0
kBT
g(x) (diam(Ω))
2
, (1.10)
where g is a dimensionless variable associated with the dielectric coefficient D. It is worth
mentioning that the physical dimension of average integrals in (1.8) are quite important
because |Ω| has physical dimension LN , and number concentrations A and B have physical
dimensions
[A] = [B] = L−N . (1.11)
Accordingly, following the same argument as in Section 2.2 of [27] gets
[∇ · (D∇φ)] =
[
(Ae0) e
pe0
kBT
φ
( 
Ω
e
pe0
kBT
φ
dy
)−1]
(1.12)
=
[
(Be0) e
− qe0kBT φ
( 
Ω
e
− qe0kBT φ dy
)−1]
= [e0]L
−N ,
i.e., all ∇ · (D∇φ), (Ae0) e
pe0
kBT
φ
(ffl
Ω
e
pe0
kBT
φ
dy
)−1
and (Be0) e
− qe0kBT φ
(ffl
Ω
e
− qe0kBT φ dy
)−1
have
the same physical dimensions. Note also that by (1.8),
[´
Ω
ρ(φ) dx
]
= [|Ω|(A − B)e0] = [e0]
due to the fact that |Ω|(A − B) is dimensionless. Consequently, setting u = e0kBT φ (which
is a dimensionless variable) and using (1.10)–(1.12) under a suitable length scale associated
with diam(Ω), we may transform (1.7)–(1.8) into (1.1).
For the charged surface ∂Ω, the setting of boundary conditions is important in a wide
range of applications and provides various effects on the electrostatic potential and the net
charge density in the bulk of electrolyte solutions. The Neumann boundary condition (1.2)
is considered for a given surface charge distribution Cbd at the charged surface; the Robin
boundary condition (1.5) is related to the capacitance effect of the EDL, where η is related
to the thickness of the Stern layer [2]. We refer the reader to [25, 37, 40, 48, 52] for the
more details of the physical background information of the model (1.7)–(1.8) and boundary
conditions (1.2) and (1.5).
Traditionally, for the EDL being formed as a parallel striped or an annular structures,
such as the planar EDL, the cylindrical EDL and the spherical EDL, the EDL capacitance
can be predicted via PB type models for dividing the total charge in the EDL by the re-
spective potential difference; see, e.g., [50] for the definition and the derivation. To the best
of the author’s knowledge, for the general domain Ω the EDL capacitance seems difficult to
calculate because the concept of “respective potential difference” in the region of the EDL is
ambiguously. For the sake of generalization, for a physical region K0 is contained in Ω, we
define a quantity C+(φ;K0) via the model (1.7)–(1.8) in K0 as
C+(φ;K0) =
∣∣∣´K0 ρ(φ(z))dz∣∣∣
max
x,y∈K0
|φ(x)− φ(y)| . (1.13)
We stress that for one-dimensional and radially symmetric cases, formula (1.13) (at most
preceded by a minus sign) is equivalent to the capacitance of the planar EDL, the cylindrical
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EDL and the spherical EDL provided that φ is monotonic near the boundary. On the other
hand, an analogous measurement called the differential capacitance is defined as the derivative
of the surface charge with respect to the electric surface potential, which describes the rate
of the change of the surface charge to that of the electric surface potential. In the general
situation, these two approaches are directly proportional to the voltage, making the similar
concept on the EDL capacitance [50].
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                              (𝑰)                                            (𝑰𝑰)             (𝑰𝑰𝑰)             (𝑰𝑽) 
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boundary curvature is significant. 
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The parameter 𝑘(𝑟𝜖,𝛽) ∈ (0,1) depends on the position of 𝑟𝜖,𝛽 . 
Region (𝑰𝑽) = ⋃ [𝑅 − 𝛾𝜖2, 𝑅]𝛾>0 : 
𝑼𝝐(𝒓𝝐) =
𝟐
𝒒
 𝐥𝐨𝐠𝝐 + 𝑶𝟏
𝑹
(𝟏) + 𝒐𝝐(𝟏). 
𝑟 
Figure 1: A schematic representation for the limiting behavior (as  ↓ 0) of u(x) ≡ U(r) for
r = |x| ∈ [0, R] in the case of 0 < A < B (cf. Theorems 5.1 and 5.2). Note that region (I) ⊂ {r ∈
[0, R] : lim↓0 R−r = ∞}, region (III) ⊂ {r ∈ [0, R] : lim↓0 R−r2 = ∞ and lim↓0 R−r = 0}, and
region (IV ) ⊂ {r ∈ [0, R] : lim sup↓0 R−r2 < ∞}. As  ↓ 0, we have U → 0 in region (I), and
U asymptotically blows up in regions (III) and (IV ). Moreover, the curvature
1
R
exactly appears
in the second order term O 1
R
(1) of the asymptotic expansion of U(r) for r lying in region (IV ).
However, outside of this region, 1
R
appears in the term tending to zero as  ↓ 0. We also establish
complicated asymptotic expansions for U at some points in region (II); see Theorem 5.2.
Organization of the paper. The remainder of this paper goes as follows. In Section 2,
we summarize the main contributions for asymptotics of solutions u in an arbitrary bounded
domain (i.e., the problems (N) and (R)) and the radially symmetric solution in a ball. We shall
stress that in order to investigate the asymptotic behavior of u, we require a series of technical
estimates for those non-local coefficients as 0 <   1. In Section 2.1, for problems (N) and
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(R) we establish the inverse Ho¨lder type estimate (cf. Lemma 2.1). In addition, under a
constraint A 6= B and (A−B)(p−q) ≥ 0, we establish a lower bound for the boundary blow-up
behavior of u as  approaches zero (cf. Theorem 2.2). In Section 2.2, for radially symmetric
solutions we summarize the main results containing boundary concentration phenomenon (cf.
Theorem 4.1 in Section 4), the exact pointwise description and the curvature effect for the
thin boundary layer (cf. Theorems 5.1 and 5.2 in Section 5). We also provide theoretical
analysis and applications for the EDL capacitance (cf. Theorem 6.1 in Section 6). It is worth
mentioning that we use different approaches on studying asymptotics of radially symmetric
solutions so that we do not require the constraint (A−B)(p− q) ≥ 0. In Section 2.3, we state
main difficulty and analysis techniques for radially symmetric solutions.
All rigorous proofs are given in Sections 3–6. In Section 3.1, we prove Lemma 2.1 and
Theorem 2.2. As the preliminaries of the main theorems stated in Sections 4–6, we first
establish basic estimates including the Pohozˇaev’s identities and gradient estimates for the
radially symmetric solutions in Section 3.2. Using these arguments, we also establish the
exact first two order terms with curvature effects for boundary asymptotic expansions. After
the preparation, we give the proof of Theorem 4.1 (cf. Section 4). We state the proof of
Theorems 5.1 and 5.2 in Sections 5.1 and 5.2, respectively. Finally, the proof of Theorem 6.1
is given in Section 6.
2 Overview of the main results and applications
In this section, we provide a guideline for readers in gaining clear pictures of the present work,
and state our main ideas for the rigorous proofs.
2.1 Asymptotic blow-up analysis in arbitrary bounded domains
Let Ω be an arbitrary bounded domain. As mentioned previously, problems (N) and (R) have
unique solutions u ∈ C∞(Ω) ∩ C1(Ω). For the asymptotic behavior of u, we establish the
inverse Ho¨lder type estimate for those non-local coefficients and some estimates of the net
charge density (1.8) as follows:
LEMMA 2.1. Assume A, B, p and q are positive constants independent of , and Ω is a
bounded smooth domain in RN (N ≥ 2). Let u ∈ C∞(Ω) ∩ C1(Ω) be the unique solution of
problem (N) for  > 0. Then
(I) (i) If 0 < A < B, then
A−B ≤ max
Ω
(
Aepuffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
)
≤ 0. (2.1)
(ii) If 0 < B < A, then
0 ≤ min
Ω
(
Aepuffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
)
≤ A−B. (2.2)
(iii) (Inverse Ho¨lder type estimate for eu and e−u) The following estimate holds:
∥∥eu∥∥
Lp(Ω)
∥∥e−u∥∥
Lq(Ω)
≤ |Ω| 1p+ 1q max
{(
B
A
) 1
q
,
(
A
B
) 1
p
}
. (2.3)
(II) In addition, we assume
(A−B)(p− q) ≥ 0 and A 6= B. (2.4)
Then
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(i) If 0 < A < B and 0 < p ≤ q, then
min
Ω
(
Aepuffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
)
≤ A−B
α
. (2.5)
(ii) If 0 < B < A and 0 < q ≤ p, then
max
Ω
(
Aepuffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
)
≥ A−B
α
. (2.6)
Here α is a positive constant independent of .
We stress that the inverse Ho¨lder type estimate (2.3) does not require the constraint (2.4).
Such an estimate is novel and never appears in [26, 28, 29].
Now we assume that (2.4) holds. Using Lemma 2.1 we may generalize the method used
in [28, 29] and follow the comparison argument established in Theorem 1.1 of [26] to establish
the following:
THEOREM 2.2. Under the same hypotheses as in Lemma 2.1, in addition, we assume that
(2.4) holds. Then the maximum difference satisfying max
x,y∈Ω
|u(x)− u(y)| ≥ 1
max{p, q} log
1

+
O(1) asymptotically blows up as  ↓ 0. Moreover, we have
(I) If 0 < A < B and 0 < p ≤ q, then u attains its maximum value at an interior point
and minimum value at a boundary point, and
0 <max
Ω
u ≤ 1
q
log
B
A
, ∀  > 0, (2.7)
min
∂Ω
u ≤− 1
q
log
1

+O(1), for 0 <  1. (2.8)
(II) If A > B > 0 and p ≥ q > 0, then u attains its minimum value at an interior point
and maximum value at a boundary point, and
−1
p
log
A
B
≤ min
Ω
u < 0, ∀  > 0, (2.9)
max
∂Ω
u ≥ 1
p
log
1

+O(1), for 0 <  1. (2.10)
(III) For any compact subset K of Ω, there exists positive constants CK and MK independent
of  such that
max
x,y∈K
|u(x)− u(y)|
max
x,y∈Ω
|u(x)− u(y)| ≤ CKe
−MK , (2.11)
which exponentially decays to zero as  goes to zero.
The proof of Lemma 2.1 and Theorem 2.2 are given in Section 3.1.
Theorem 2.2 shows that if (2.4) holds, then as  approaches zero u asymptotically blows
up at a boundary point, and (2.11) shows that the potential difference in the bulk is quite
small compared with that over the whole domain Ω. In Section 2.2, we will see that for the
situation Ω a ball and u radially symmetric, max
x,y∈Ω
|u(x) − u(y)|e−
MK
 also exponentially
decays to zero as  goes to zero.
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2.2 Fine asymptotics with the curvature effect in a ball
We consider Ω = BR ≡ {x ∈ RN : |x| < R} for R > 0 with the simplest geometry in
order to describe precisely the curvature effect on the boundary layer. Due to the uniqueness,
u(x) = U(|x|) is radially symmetric, and U satisfies
2g(r)
[
U ′′ (r)+
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
(2.12)
=
RN
N
(
AepU(r)´ R
0
sN−1epU(s) ds
− Be
−qU(r)´ R
0
sN−1e−qU(s) ds
)
, r ∈ (0, R)
(for convenience, here we set the surface area of the unit N -dimensional sphere is equal to 1),
and
ρ(r) = −R
N
N
(
AepU(r)´ R
0
sN−1epU(s) ds
− Be
−qU(r)´ R
0
sN−1e−qU(s) ds
)
, (2.13)
where ρ is the net charge density defined in (1.8).
Similar to problems (N) and (R), we shall study the following problems for U:
(N*). Neumann problem for U: The equation (2.12) with the constraint
ˆ R
0
sN−1U(s) ds = 0, (2.14)
and the boundary condition
U ′(0) = 0, and U
′
(R) =
R(A−B)
2Ng(R)
. (2.15)
(R*). Robin problem for U: The equation (2.12) with the boundary condition
U ′(0) = 0, and U(R) + ηU
′
(R) = 0. (2.16)
Multiplying (2.12) by rN−1, integrating the result over (0, R), and using (2.16), we find
that the boundary condition (2.16) at r = R can be decoupled into
U ′(R) =
R(A−B)
2Ng(R)
and U(R) =
ηR(B −A)
2Ng(R)
. (2.17)
Note that the first one of (2.17) has the same form as (2.15). Let UR∗, be the unique
solution for problem (R*), and let UN∗, be the unique solution for problem (N*). Then by
(2.14)–(2.16) and the uniqueness, one immediately obtains
UR∗, − N
RN
ˆ R
0
sN−1UR∗,(s) ds = UN∗,. (2.18)
On the other hand, by (2.17) and (2.18), we have UR∗,(R) =
ηR(B−A)
2Ng(R) and UR∗,(R) −
UR∗,(r) = UN∗,(R)−UN∗,(r), for r ∈ [0, R). Consequently,
UR∗,(r) =
ηR(B −A)
2Ng(R)
+UN∗,(r)−UN∗,(R). (2.19)
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This shows that the asymptotic behavior of UR∗,(r) can be directly obtained from UN∗,(r)
and (2.19). Hence, we focus on the asymptotics of solutions U of the problem (N*) for  ↓ 0.
Without loss of generality, we may assume 0 < A < B.
We stress that in problem (N*), we do not need the constraint (2.4) because we can use
different approaches such as the Pohozˇaev’s identity (see (3.30)) and (pointwise) gradient
estimates to get much more fine estimates for the radially symmetric solutions. (Such ap-
proaches cannot work for general solutions in arbitrary domains.) Note also that the inverse
Ho¨lder type estimate for the solution u of the problem (N) can be directly applied to the
solutions U of the problem (N*).
For (N*), we show that as  approaches zero, U asymptotically blows up near the boundary
and develops boundary concentration phenomenon (cf. Theorem 4.1). Moreover, we establish
new appraoches to obtain the exact first two terms asymptotic expansions of U and analyze
the curvature effect on U near the boundary (cf. Theorems 5.1 and 5.2). Besides, as an
application, we use those pointwise asymptotic expansions to calculate (1.13) for φ = U,
which is related to the EDL capacitance (cf. Theorem 6.1).
The main results for the asymptotic behavior of U require lengthy statements. For the
reader’s convenience, we are in a position to make brief summaries for those results. (The
related theorems and their corresponding proofs will be contained in Sections 3–6.) Some
results for problem (N*) are stated as follows:
(A). Boundary concentration phenomena (cf. Theorem 4.1).
To illustrate the boundary concentration phenomenon in problem (N*), we introduce a
Dirac delta function δR concentrated at the boundary point r = R as follows.
DEFINITION 1. It is said that functions f ⇀ CδR weakly in C([0, R];R) with a weight
C 6= 0 as  ↓ 0 if there holds
lim
↓0
ˆ R
0
h(r)f(r) dr = Ch(R)
for any continuous function h : [0, R]→ R independent of .
Note that U is the electrostatic potential, and (U
′
)
2 is related to the electric energy.
As  approaches zero, (U ′)
2 and the net charge density ρ develop boundary concentration
phenomena in the following senses:
(a1). As  ↓ 0, ( U ′)2 and ( U ′)θ for θ ∈ (0, 2) have totally different asymptotic behaviors in
[0, R]: 
( U ′)
2
⇀
2R(B −A)
qNg(R)
δR weakly in C([0, R];R),
|| U ′||Lθ((0,R)) . min{1,
2
θ−1}
(
log
1

)χ(θ)
as 0 <  1,
(2.20)
where δR is a Dirac delta function concentrated at the boundary point r = R, χ(θ) = 1
if θ ∈ (0, 1]; χ(θ) = 0 if θ ∈ (1, 2). In other words, ( U ′)2 has boundary concentration
phenomenon but  U ′ → 0 strongly in Lθ((0, R)).
(a2). As  ↓ 0, ρ develops a thin layer and has the concentration phenomenon near the
boundary. More precisely, there holds
ρ ⇀
R(B −A)
N
δR weakly in C([0, R];R).
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However, for R˜ ∈ (0, R) independent of ,
max
[0,R˜]
|ρ| −→ 0
exponentially as  ↓ 0.
Here we give a connection between (a2) with a physical phenomenon of the ion distribu-
tions in the bulk and near the charged surface. The net charge density ρ defined in (2.13)
can be regarded as the concentration difference at each interior point. (a2) presents that ρ
possesses the charge neutrality (zero net charge) in the bulk of [0, R). Our result indicates
that the extra charges are accumulated near the boundary, and hence the non-electroneutral
phenomenon only occurs near the boundary. It is worth mentioning that the boundary
concentration phenomenon occurs mainly due to the difference |A − B| between the total
concentrations of cation and anion species.
The boundary concentration phenomenon of (U ′)
2
seems a novel phenomenon, which
occurs mainly due to the boundary condition with strongly singular perturbation parame-
ter −2. To the best of our knowledge, such a result is not found in other related literatures.
(B). Pointwise descriptions for the boundary layers (cf. Figure 1 and Theo-
rems 5.1 and 5.2).
We analyze the effects of the boundary curvature 1R , the boundary dielectric constant g(R)
and the concentration difference |A−B| on the structure of the boundary layer as follows:
(b1). Let κ ∈ (0, 1). Then max
r∈[0,R−κ]
|U(r)| . κ log 1

and max
r∈[0,R−κ]
|rN−1 U ′(r)| ≤ e−
C
1−κ
as 0 <   1, where C is a positive constant independent of . Hence, in the re-
gion [0, R − κ], the net charge density ρ tends to electroneutrality, and the effects of
the curvature 1R , the boundary dielectric constant g(R), and the concentration differ-
ence |A−B| on the electrostatic potential U are quite slight.
On the other hand, if r is sufficiently close to the boundary such that r ∈
⋃
β>1
[R− β , R]
as 0 <   1, then U(r) asymptotically blows up as  approaches zero. We stress that the
leading-orders of asymptotic expansions of U(r) have various blow-up rates depending on
the position of r. A variety of asymptotic blow-up behavior of U(r) and pointwise estimates
of U ′(r) and ρ(r) are clearly stated in Theorems 5.1 and 5.2. Moreover, we show that as
r locates at the region {
r ∈ [0, R) : lim sup
↓0
R− r
2
<∞
}
, (2.21)
the curvature effect on the boundary layer of U(r) is quite strong. Outside of this region,
such effects become quite weak; see more details in Theorems 5.1 and 5.2. For the sake
of simplicity, in following (b2) and (b3) we merely summarize the effects of the boundary
curvature 1R and the concentration difference |A−B| on U(r,β) in the case that r,β satisfies
lim
↓0
R− r,β
β
= γβ for β > 1 (cf. (5.5)):
(b2). The part of the boundary layer where the effects of the curvature and the
concentration difference are quite slight. For β ∈ (1, 2) and γβ ∈ (0,∞), we have
U(r,β) = −2
q
(β − 1) log 1

+
2
q
(
log
√
A
2qg(R)
+ log(γβq)
)
︸ ︷︷ ︸
without the effect of the curvature R−1
+o(1).
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Consequently, the influences of the curvature 1R and the concentration difference |A−B|
seem quite slight because these quantities appear in the terms tending to zero as  ↓ 0.
(b3). The part of the boundary layer where the effects of the curvature and the
concentration difference are significant. For β ≥ 2, the curvature 1R , the surface
dielectric constant g(R), and the concentration difference |A−B| exactly appear in the
second order term O(1) of U(r,β), which is stated as follows:
(b3-1). If β = 2 and γβ > 0, then
U(r,β) = −2
q
log
1

+
2
q
[
log
√
A
2qg(R)
+ log
(
γβq +
1
R︸︷︷︸
(e1)
· 2Ng(R)
B −A︸ ︷︷ ︸
(e2)
)]
+ o(1),
where (e1) presents the effect of the boundary (corresponding to the charged sur-
face) curvature, and (e2) is about the effect of the difference between the total
concentrations of cation and anion species.
(b3-2). If β > 2, then
U(r,β) = −2
q
log
1

+
2
q
[
log
√
A
2qg(R)
+ log
(
1
R
· 2Ng(R)
B −A
)]
+ o(1).
Note that the first two order terms are independent of γβ .
Similar phenomena are also obtained for the case of 0 < B < A. On the other hand, in
Theorem 5.2 we provide some novel asymptotic behaviors, such as that of U(R−γβ(log 1 )l)
and U(R − γβ()) which are not the cases of Theorem 5.1, where γ > 0 and l 6= 0 are
independent of , and β() > 1 satisfies lim↓0 β() = 1. For more detailed results, such as the
influences of the curvature, the boundary dielectric constant, and the concentration differ-
ence on the slope of the boundary layer, we refer the reader to the main theorems in Section 5.
(C). Applications to calculating the EDL capacitance (cf. Theorem 6.1).
Due to the monotonicity of solutions U of (2.12)–(2.15) (cf. Theorem 5.1), the quan-
tity (1.13) related to the EDL capacitance is equivalent to
C+(U; [r, R]) :=
∣∣∣∣∣
´ R
r
ρ(r)r
N−1 dr
U(R)− U(r)
∣∣∣∣∣ , (2.22)
where r ∈ (0, R) and the net charge density ρ is defined in (2.13). We stress that (2.22)
corresponds to the EDL capacitance in an annular region {x ∈ RN : |x| = r ∈ [r, R]}
attaching to the charged surface.
We provide a theoretical point of view to see the influences of the surface dielectric con-
stant g(R), the surface curvature 1R , and the concentration difference |A − B| on the EDL
capacitance as follows:
(c1). If lim
↓0
R− r∞
2
=∞, then C+(U; [r∞ , R]) = o(1) as  ↓ 0.
(c2). If lim
↓0
R− rγ
2
= γ ∈ (0,∞), then
C+(U; [r
γ
 , R]) =
Cbq
2N
(
1 + 2NR
N−1g(R)
Cbγq
)
log
(
1 + C
bγq
2NRN−1g(R)
) + o(1),
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where Cb = RN |A − B| represents the extra charge near the charged surface. (Note
that |[r∞ , R]| = R − r∞  R − rγ = |[rγ , R]|.) For a physical case that the region
[rγ , R] lying in the Stern layer is quite thinner, i.e., 0 < γ  1, we further lead a formal
approximation
1
C+(U; [R− γ2, R]) ≈
1
C1
+
1
C2
,
where C1 =
RN−1g(R)
γ =
RN−12g(R)
γ2 and C2 =
Cbq
2N (cf. Remark 5). In particular, C1 =
RN−1g(R)
γ =
RN−1g(R)2
γ2 can be regarded as the capacitance of a capacitor constructed of
two parallel plates separated by a distance γ2 (the thickness of [R−γ2, R]). Moreover,
C+(U; [rγ , R]) has the same analogous measurement as the specific capacitance of the
Helmholtz double layer for the cylindrical electrode of radius R (cf. [50]).
An interesting outcome shows that C+(U; [rγ , R]) is getting higher as the thickness (∼
γ2) of the region [rγ , R] becomes thinner (i.e., γ becomes smaller). This provides a theoretical
way to support that the EDL has higher capacitance in a quite thin region near the charged
surface, not in the whole EDL. Those results are stated in Theorem 6.1.
2.3 Main difficulty and analysis techniques
As pointed out previously, the major challenges for analysis of the problem (N*) come from
its non-local dependence on the unknown variable U and the Neumann boundary condi-
tion (2.15) having strongly singular perturbation parameter 12 . Indeed, the exact asymp-
totics of those non-local coefficients (as  ↓ 0) seem difficult to be captured via an intuitive
way before we have any estimate for U, which may increase an extra difficulty for inves-
tigating the asymptotic behavior of solutions to the problem (N*). On the other hand,
because of the shift-invariance of (2.12), it is not easy to guess the exact leading order term
of the boundary value U(R) from (2.14) and (2.15). Based upon the analysis techniques in
[26, 28, 29, 30, 38], we derive the corresponding Pohozˇaev’s identities (3.30) which presents
a relationship between those non-local coefficients and the boundary value U(R). Moreover,
using the inverse Ho¨lder type estimate (cf. Lemma 2.1(I-iii)), the standard Jensen’s inequality
and the constraint (2.14) asserts that both
´ R
0
sN−1epU(s) ds and
´ R
0
sN−1e−qU(s) ds have
positive lower and upper bounds independent of  (cf. Lemma 3.5). Combining this estimate
with the Pohozˇaev’s identities and some comparison principles, we reach the exact leading
order terms of those non-local coefficients (cf. Lemma 3.9)
ˆ R
0
sN−1epU(s) ds =
RN
N
+ o(1),
ˆ R
0
sN−1e−qU(s) ds =
BRN
AN
+ o(1) (0 < A < B),
(2.23)ˆ R
0
sN−1epU(s) ds =
ARN
BN
+ o(1),
ˆ R
0
sN−1e−qU(s) ds =
RN
N
+ o(1) (0 < B < A),
(2.24)
for any p, q > 0, and establish the exact first two order terms of U(R) with respect to 
(cf. (3.74)). We stress that in [26, 28, 29, 38], the authors can merely deal with the non-
neutral CCPB equation under the case p = q because the analysis techniques is not enough to
establish the inverse Ho¨lder type estimate for p 6= q. We state these arguments in Section 3.2.
We emphasize that for a general case without the constraint (2.14),
´ R
0
sN−1U(s) ds
indeed affects asymptotics of all non-local coefficients for small  > 0. Their exact leading
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order terms are depicted as follows:
ˆ R
0
sN−1epU(s) ds =
(
RN
N + o(1)
)
exp
(
p
´ R
0
sN−1U(s) ds
)
,
ˆ R
0
sN−1e−qU(s) ds = BA
(
RN
N + o(1)
)
exp
(
−q ´ R
0
sN−1U(s) ds
) (0 < A < B),
(2.25)
and
ˆ R
0
sN−1epU(s) ds = AB
(
RN
N + o(1)
)
exp
(
p
´ R
0
sN−1U(s) ds
)
,
ˆ R
0
sN−1e−qU(s) ds =
(
RN
N + o(1)
)
exp
(
−q ´ R
0
sN−1U(s) ds
) (0 < B < A),
(2.26)
respectively.
Moreover, for the case of 0 < A < B, by (2.23) and (2.24) we establish the following
estimates for U:
• as 0 <  1, there holds
2U ′(r) = −
√
2A
qg(r)
exp
(
−q
2
(
U(r)− 2
q
log 
))
+ o(1)
for r ∈ [κ, R] and 0 < κ < 1 (cf. (4.10) and (4.11));
• if R− r,β = (γβ + o(1))β as 0 <  1, then
exp
(
−q
2
(
U(r,β)− 2
q
log 
))
=
(
N
R(B −A)
√
2Ag(R)
q
+ o(1)
)
+ β−2
(
γβ
√
qA
2g(R)
+ o(1)
)
,
where β and γβ are constants independent of  (cf. (5.31)). Undoubtedly, the sign of
β − 2 strongly affects the asymptotics of U(r,β).
These estimates play crucial roles in dealing with the boundary concentration phenomena of
(U ′)
2
and ρ and the pointwise descriptions for the boundary asymptotic behavior of U.
3 Preliminary estimates
3.1 Technical estimates for problems (N) and (R)
3.1.1 The inverse Ho¨lder type estimate
When 0 < A < B, by (1.2) and (1.3), we have ∂νu < 0 on ∂Ω. Hence, u must attain its
maximum value at interior points of Ω. On the other hand, by following the same argument
as in Theorem 3.1(i) of [25], we can obtain that u attains its minimum value at boundary
points. Similarly, when A > B > 0, u must attain its minimum value at interior points of Ω
and attains its maximum value at boundary points.
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Now we want to prove Lemma 2.1(I). Assume 0 < A < B. For each u we define
w(x) =
Aepu(x)ffl
Ω
epu(y) dy
− Be
−qu(x)ffl
Ω
e−qu(y) dy
for x ∈ Ω. (3.1)
Since the maximum value of u is located at an interior point x0 ∈ Ω, by (1.1) and (3.1) one
finds w(x0) = 
2∇ · (g∇u)(x0) ≤ 0. This immediately implies
w(x) ≤ w(x0) ≤ 0 for x ∈ Ω (3.2)
due to the fact that w is monotonically increasing with respect to u. As a consequence, we
obtain
e(p+q)u(x) ≤ B
A
∣∣∣∣eu∣∣∣∣p
Lp(Ω)
∣∣∣∣e−u ∣∣∣∣−q
Lq(Ω)
, for x ∈ Ω. (3.3)
On the other hand,
max
Ω
(
Aepuffl
Ω
epu(y) dy
− Be
−quffl
Ω
e−qu(y) dy
)
=
Affl
Ω
ep(u(y)−u(x0)) dy
− Bffl
Ω
e−q(u(y)−u(x0)) dy
≥A−B.
Along with (3.2) gives (2.1). Similarly, for the case of 0 < B < A, we can prove (2.2).
Now we shall prove (2.3). Integrating (3.3) over Ω and applying the Ho¨lder inequal-
ity to the expansion, one may check that
(
|Ω|− 1p ∣∣∣∣eu ∣∣∣∣
Lp(Ω)
)p+q
≤ |Ω|−1∣∣∣∣eu ∣∣∣∣p+q
Lp+q(Ω)
≤
B
A
∣∣∣∣eu ∣∣∣∣p
Lp(Ω)
∣∣∣∣e−u ∣∣∣∣−q
Lq(Ω)
which immediately gives
∥∥eu∥∥
Lp(Ω)
∥∥e−u∥∥
Lq(Ω)
≤ |Ω| 1p+ 1q
(
B
A
) 1
q
.
Applying the Ho¨lder inequality again, we find∣∣∣∣eu∣∣∣∣
Lp(Ω)
∣∣∣∣e−u ∣∣∣∣
Lq(Ω)
=
(∣∣∣∣∣∣e pqp+qu∣∣∣∣∣∣
L
p+q
q (Ω)
∣∣∣∣∣∣e− pqp+qu ∣∣∣∣∣∣
L
p+q
p (Ω)
) 1
p+
1
q
≥|Ω| 1p+ 1q .
Hence, we obtain (2.3) for the case 0 < A < B.
Similarly, for the case 0 < B < A, we can prove
|Ω| 1p+ 1q ≤ ∥∥eu∥∥
Lp(Ω)
∥∥e−u∥∥
Lq(Ω)
≤ |Ω| 1p+ 1q
(
A
B
) 1
p
.
Therefore, we get (2.3) without the constraint (2.4) and complete the proof of Lemma 2.1(I).
Now we deal with (2.5) under the constraint (2.4). Firstly, we establish a lower bound of
pAepu´
Ω
epu(y) dy
+ qBe
−qu´
Ω
e−qu(y) dy on Ω. By (2.3) and the Young’s inequality, one obtains the estimate
pAepu´
Ω
epu(y) dy
+
qBe−qu´
Ω
e−qu(y) dy
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= pA
(
eu∥∥eu∥∥
Lp(Ω)
)p
+ qB
(
e−u∥∥e−u∥∥
Lq(Ω)
)q
≥ (p+ q)

(
pA
q
) 1
p
(
qB
p
) 1
q∥∥eu∥∥
Lp(Ω)
∥∥e−u∥∥
Lq(Ω)

pq
p+q
(3.4)
≥A(p+ q)|Ω|
(
q
p
) p−q
p+q
.
Hence, by (1.1), (2.1), (3.1), (3.2) and (3.4), we have
2∇ · (g∇w) =
(
pAepuffl
Ω
epu(y) dy
+
qBe−quffl
Ω
e−qu(y) dy
)
w
+ 2
(
p2Aepuffl
Ω
epu(y) dy
− q
2Be−quffl
Ω
e−qu(y) dy
)
g|∇u|2 (3.5)
≤A(p+ q)
(
q
p
) p−q
p+q
w.
Here we have used (2.1), (3.2), (3.4) and the condition 0 < p ≤ q to verify
2
(
p2Aepuffl
Ω
epu(y) dy
− q
2Be−quffl
Ω
e−qu(y) dy
)
g|∇u|2 ≤ 0, (3.6)
which gives the final estimate in (3.5).
In order to estimate w, we consider a linear equation as follows:
2∇ · (g∇v) = A(p+ q)
(
q
p
) p−q
p+q
v in Ω, v = 1 on ∂Ω, (3.7)
which has a unique solution satisfying v ≥ 0. Since A(p+ q)
(
q
p
) p−q
p+q
is a positive constant
independent of , v possesses the following property:
LEMMA 3.1. (cf. Proposition 2 of [26])
(i) There exists a positive constant α independent of  such that for  > 0,
 
Ω
v dx ≤ α. (3.8)
(ii) For any compact subset K of Ω, there exist positive constants βK and MK independent
of  such that
max
K
v ≤ βKe−
MK
 . (3.9)
Now we want to prove (2.5). Note that
(
min
Ω
w
)
v = min
Ω
w ≤ w on ∂Ω. Hence, by
(3.5) and (3.7),
(
min
Ω
w
)
v is a subsolution of w, i.e.,(
min
Ω
w
)
v ≤ w in Ω. (3.10)
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Note also that
ffl
Ω
w dx = A−B < 0. Hence, by the combinations of (3.1), (3.8) and (3.10),
it yields
min
Ω
w ≤
ffl
Ω
w dxffl
Ω
v dx
≤ A−B
α
. (3.11)
By (3.1) and (3.11) we get (2.5) and complete the proof of Lemma 2.1(II-i). Similarly, we
can prove Lemma 2.1(II-ii). Therefore, we complete the proof of Lemma 2.1.
3.1.2 A boundary blow-up estimate
. In this section we give the proof of Theorem 2.2. Assume 0 < A < B and 0 < p ≤ q. We
now deal with (2.7). By (2.3) and (3.3), we have
e(p+q)u(x) ≤
B
∥∥eu∥∥p
Lp(Ω)
A
∥∥e−u∥∥q
Lq(Ω)
=
B
A
∥∥eu∥∥Lp(Ω)∥∥e−u∥∥Lq(Ω)∥∥e−u∥∥1+ qpLq(Ω)
p
≤
(
B|Ω|
A
)1+ pq ∥∥e−u∥∥−(p+q)
Lq(Ω)
(3.12)
=
(
B
A
)1+ pq
e−(1+
p
q ) log(|Ω|−1
´
Ω
e−qu dy)
≤
(
B
A
)1+ pq
, for x ∈ Ω.
Here we have used the Jensen’s inequality and the constraint (1.4) to get log
(ffl
Ω
e−qu dy
) ≥
−q ffl
Ω
u dy = 0, which justifies the last term of (3.12). Hence, we arrive at u(x) ≤ 1q log BA
which gives the right-hand inequality of (2.7). On the other hand, since u is a smooth
nontrivial function satisfying
´
Ω
u dx = 0, we immediately get max
Ω
u > 0. This completes
the proof of (2.7).
Next, we deal with min
Ω
u. By (2.5), one may check that
A−B
α
≥ −Be
−qminΩ uffl
Ω
e−qu dy
≥ −Beq(maxΩ u−minΩ u).
Along with (2.7) gives
min
Ω
u ≤max
Ω
u − 1
q
log
B −A
Bα
≤− 1
q
log
1

+
1
q
log
B2α
A(B −A) .
Therefore, we get (2.8) and complete the proof of Theorem 2.2(i). For the case A > B > 0,
we may follow the same argument to prove Theorem 2.2(ii).
It remains to prove (2.11). Recall that u attains its maximum value at an interior
point x0 ∈ Ω. Let us consider the difference U(x) ≡ u(x0)− u(x) for x ∈ Ω. Then
U ≥ 0 in Ω, (3.13)
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and by (1.1) and (3.2), one may check that
2∇ · (g∇U)(x) = −w(x) ≥ w(x0)− w(x). (3.14)
We shall claim:
LEMMA 3.2. There holds
w(x0)− w(x) ≥ A(p+ q)
(
q
p
) p−q
p+q
U(x), ∀ x ∈ Ω. (3.15)
Proof. If U(xˆ) = 0 at a point xˆ ∈ Ω, then (3.15) holds at xˆ trivially due to (3.2). Hence,
without loss of generality, we may assume U(x) > 0 for x ∈ Ω. Using the inequality (ea −
eb)(a− b) ≥ e a+b2 (a− b)2 (a, b ∈ R) and following the similar argument as in (3.4), one may
check that
(w(x0)− w(x))U(x)
=
[
A
(
epu(x0) − epu(x))´
Ω
epu(y) dy
− B
(
e−qu(x0) − e−qu(x))´
Ω
e−qu(y) dy
]
(u(x0)− u(x))
≥
(
pAe
p
2 (u(x0)+u(x))´
Ω
epu(y) dy
+
qBe−
q
2 (u(x0)+u(x))´
Ω
e−qu(y) dy
)
(u(x0)− u(x))2
≥ A(p+ q)
(
q
p
) p−q
p+q
U2 (x).
Since U(x) > 0, the above estimate gives (3.15). This completes the proof of Lemma 3.2.
By (3.14) and (3.15), we have
2∇ · (g∇U)(x) ≥ A(p+ q)
(
q
p
) p−q
p+q
U(x), (3.16)
for x ∈ Ω. Note that U ≤
(
max
x∈Ω
|u(x0)− u(x)|
)
v on ∂Ω, where v is defined in (3.7). As
a consequence, by (3.7), (3.16) and Lemma 3.1(ii), we obtain that for any compact subset K
of Ω, there holds
max
x∈K
(u(x0)− u(x)) = max
x∈K
U(x) ≤
(
max
x∈Ω
|u(x0)− u(x)|
)
max
x∈K
v(x)
≤
(
max
x∈Ω
|u(x0)− u(x)|
)
βKe
−MK .
Since max
Ω
u = u(x0), the above estimate concludes
max
x,y∈K
|u(x)− u(y)|
max
x,y∈Ω
|u(x)− u(y)| ≤
max
x∈K
(u(x0)− u(x))
max
x∈Ω
(u(x0)− u(x)) ≤ βKe
−MK .
Hence, we prove (2.3) for the case A < B.
The proof of (2.3) for the case A > B is similar to that for the case A < B. Therefore,
we complete the proof of Theorem 2.2.
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COROLLARY 3.3. Under the same hypotheses as in Theorem 2.2, for A 6= B, we have
1 ≤
 
Ω
epu dx ≤ max
{
A
B
,
(
B
A
) p
q
}
, 1 ≤
 
Ω
e−qu dx ≤ max
{
B
A
,
(
A
B
) q
p
}
. (3.17)
Proof. Following the same argument as for the third line of (3.12), we can use the Jensen’s
inequality and (1.4) to obtain the left-hand sides of both two inequalities in (3.17). Along with
(2.3), we immediately get the right-hand sides of two inequalities in (3.17). This completes
the proof of (3.17).
REMARK 1. It is worth mentioning that, by (3.17), both coefficients of (1.1) have a fi-
nite upper bound and a positive lower bound with respect to . Thus, equation (1.1) can
be regarded as a standard Poisson–Boltzmann equation with bounded coefficients A´
Ω
epu(y) dy
and B´
Ω
e−qu(y) dy . However, an interesting consequence of Theorem 2.2 is that the solution
of (1.1)–(1.2) still asymptotically blows up at boundary points as  approaches zero. Such
behaviors cannot be found in the standard solutions of PB equations.
REMARK 2. We stress that in the proof of Theorem 2.2, the constraint (2.4) cannot be
removed because in (3.5), we need the estimate (3.6) which is obtained from (2.4), (3.1) and
(3.2). Without the constraint (2.4), (3.6) seems difficult to be estimated.
Direct extension of Theorem 2.2 to problem (R).
Note that (1.1) satisfies the shift-invariance. In problem (R), we may set û = u −ffl
Ω
u(z)dz which gives
ffl
Ω
û(x) dx = 0 and max
x,y∈Ω
|û(x)− û(y)| = max
x,y∈Ω
|u(x)−u(y)|. Since,
û satisfies a Robin boundary condition, we can follow the same arguments as in Theorem 1.1
of [26], Theorem 2.2 and Corollary 3.3 to obtain the following theorem:
THEOREM 3.4. Under the same hypotheses as in Theorem 2.2, let u ∈ C∞(Ω) ∩ C1(Ω) be
the unique solution of problem (R) for  > 0. Then the maximum difference max
x,y∈Ω
|u(x)− u(y)| ≥
1
max{p, q} log
1

+O(1) asymptotically blows up as  ↓ 0, and (2.11) also holds true. Moreover,
we have
1 ≤
ffl
Ω
epu dx
ep−´Ω u dx
≤ max
{
A
B
,
(
B
A
) p
q
}
, 1 ≤
ffl
Ω
e−qu dx
e−q−´Ω u dx
≤ max
{
B
A
,
(
A
B
) q
p
}
. (3.18)
Hence, both
ffl
Ω
epu dx and
ffl
Ω
e−qu dx are uniformly bounded to  if and only if
ffl
Ω
u dx is
uniformly bounded to .
3.2 Technical estimates for problem (N*)
In the whole section, we state crucial estimates for solutions U to problem (N*). A diffi-
culty for studying problem (N*) comes mainly from the coefficients
´ R
0
sN−1epU(s) ds and´ R
0
sN−1e−qU(s) ds, which depending on the unknown solution U. Understandably, the
asymptotics of these unknown coefficients and the asymptotic behaviors of U(0) and U(R)
are closely affected each other. To proceed our study, we shall develop a series of estimates
for those unknown coefficients directly from the structure of the equation (2.12)–(2.15), and
establish boundary and interior estimates of U for 0 <   1. In accordance with these
estimates, we will investigate the exact leading order terms of those unknown coefficients as
 approaches zero.
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Assume 0 < A < B. Note that u(x) = U(r) for r = |x| ≤ R. Thus, by Lemma 2.1(I-i)
and (2.12), one finds(
g(r)rN−1U ′(r)
)′
= g(r)rN−1
[
U ′′ (r) +
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
≤ 0, for r ∈ (0, R).
(3.19)
Since g(r) > 0 on [0, R] and U ′(0) = 0, by (3.19) we concludes
0 < A < B =⇒ U ′ ≤ 0 on [0, R]. (3.20)
Similarly, we have
0 < B < A =⇒ U ′ ≥ 0 on [0, R]. (3.21)
Applying u(x) = U(|x|) to Theorem 2.2 and using (3.20)–(3.21), one concludes the follow-
ings:
0 < A < B =⇒ 0 < max
[0,R]
U = U(0) ≤ 1
q
log
B
A
, (3.22)
0 < A < B and 0 < p ≤ q =⇒ min
[0,R]
U = U(R) ≤ −1
q
log
1

+O(1), (3.23)
0 < B < A =⇒ − 1
p
log
A
B
≤ min
[0,R]
U = U(0) < 0, (3.24)
0 < B < A and 0 < q ≤ p =⇒ max
[0,R]
U = U(R) ≥ 1
p
log
1

+O(1), (3.25)
as 0 <  1.
For non-local coefficients of (2.12), we have the following estimates:
LEMMA 3.5. Assume that A, B, p, and q are positive constants independent of  and satisfy
A 6= B. For  > 0, let U ∈ C1([0, R]) ∩ C∞((0, R)) be the unique solution of problem (N*).
Then there hold
RN
N
≤
ˆ R
0
sN−1epU(s) ds ≤ R
N
N
max
{
A
B
,
(
B
A
) p
q
}
, (3.26)
RN
N
≤
ˆ R
0
sN−1e−qU(s) ds ≤ R
N
N
max
{
B
A
,
(
A
B
) q
p
}
, (3.27)
and
pAepU(r)´ R
0
sN−1epU(s) ds
+
qBe−qU(r)´ R
0
sN−1e−qU(s) ds
(3.28)
≥ N(p+ q) min{A,B}
RN
(
q
p
) p−q
p+q
, ∀ r ∈ [0, R].
Proof. Since u(x) = U(|x|), (3.26) and (3.27) are direct results of (3.17). Using the argument
of (2.3) and following the derivation of (3.4), we can prove (3.28). Here we omit the detailed
proof.
We emphasize again that boundary asymptotic blow-up estimates (3.23) and (3.25) of
U are established under an extra constraint (2.4), but (3.26)–(3.28) hold true without the
constraint (2.4), which are direct results from Theorem 2.2.
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3.2.1 The Pohozˇaev’s identity and interior estimates
Let κ ∈ (0, 1) be a parameter independent of . For t ∈ (0, R], multiplying equation (2.12) by
U ′(r) and integrating the expression over the interval [
κ, t] (or [t, κ]) gives
RN
N
(
A
(
epU(t) − epU(κ))
p
´ R
0
sN−1epU(s) ds
+
B
(
e−qU(t) − e−qU(κ))
q
´ R
0
sN−1e−qU(s) ds
)
(3.29)
=
2
2
(
g(t)U ′2 (t)− g(κ)U ′2 (κ)
)
+
2
2
ˆ t
κ
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr.
Here we have used integration by parts twice to examine directly
2
ˆ t
κ
g(r)
[
U ′′ (r) +
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
U ′(r) dr
=
2
2
(
g(t)U ′2 (t)− g(κ)U ′2 (κ)
)
+
2
2
ˆ t
κ
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr,
which verifies the right-hand side of (3.29).
In the following Lemmas 3.6 and 3.7, we state a series of identities and estimates for U,
where Lemma 3.6 is obtained from the standard derivation of the Pohozˇaev’s identity.
LEMMA 3.6 (The Pohozˇaev’s identity). Under the same hypotheses as in Lemma 3.5,
we have
RN
N
(
AepU(R)
p
´ R
0
sN−1epU(s) ds
+
Be−qU(R)
q
´ R
0
sN−1e−qU(s) ds
)
(3.30)
=
R2(A−B)2
2N22g(R)
+
A
p
+
B
q
+ Λ1,(R),
and
RN
N
(
AepU(
κ)
p
´ R
0
sN−1epU(s) ds
+
Be−qU(
κ)
q
´ R
0
sN−1e−qU(s) ds
)
(3.31)
=
A
p
+
B
q
+ Λ1,(R)− Λ2,(R),
where
Λ1,(R) =
2
2
ˆ R
0
(N − 2)g(s) + sg′(s)
RN
sN−1U ′2 (s) ds, (3.32)
Λ2,(R) = −
2
2
g(κ)U ′2 (
κ) +
2
2
ˆ R
κ
2(N − 1)g(s) + sg′(s)
s
U ′2 (s) ds. (3.33)
Proof. Firstly, we multiply equation (2.12) by rNU ′(r) to obtain
2
(
g(r)rN−1U ′(r)
)′
rU ′(r) =
RN
N
(
AepU(r)´ R
0
sN−1epU(s) ds
− Be
−qU(r)´ R
0
sN−1e−qU(s) ds
)
rNU ′(r).
(3.34)
Integrating (3.34) over the interval (0, R) and using the integration by parts, one may check
via simple calculations that
2
ˆ R
0
(
g(r)rN−1U ′(r)
)′
rU ′(r) dr
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(3.35)
=
R2(A−B)2
2N22g(R)
+
2
2
ˆ R
0
[(N − 2)g(r) + rg′(r)] rN−1U ′2 (r) dr,
and
ˆ R
0
(
AepU(r)´ R
0
sN−1epU(s) ds
− Be
−qU(r)´ R
0
sN−1e−qU(s) ds
)
rNU ′(r) dr
(3.36)
= RN
(
AepU(R)
p
´ R
0
sN−1epU(s) ds
+
Be−qU(R)
q
´ R
0
sN−1e−qU(s) ds
)
−N
(
A
p
+
B
q
)
.
Here we have used the boundary condition (2.15) to verify (3.35). Consequently, by (3.34)–
(3.36) it follows
RN
N
(
AepU(R)
p
´ R
0
sN−1epU(s) ds
+
Be−qU(R)
q
´ R
0
sN−1e−qU(s) ds
)
(3.37)
=
R2(A−B)2
2N22g(R)
+
A
p
+
B
q
+
2
2
ˆ R
0
(N − 2)g(r) + rg′(r)
RN
rN−1U ′2 (r) dr,
which gives (3.30).
Setting t = R in (3.29) and using the boundary condition (2.15), we obtain
RN
N
(
A
(
epU(R) − epU(κ))
p
´ R
0
sN−1epU(s) ds
+
B
(
e−qU(R) − e−qU(κ))
q
´ R
0
sN−1e−qU(s) ds
)
(3.38)
=
R2(A−B)2
2N22g(R)
− 
2
2
g(κ)U ′2 (
κ) +
2
2
ˆ R
κ
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr.
By (3.37) and (3.38), we immediately get (3.31) and complete the proof of Lemma 3.6.
LEMMA 3.7. (Interior gradient estimates) Let δ ∈ (0, R) be a constant independent of .
Under the same hypotheses as in Lemma 3.5, as  > 0 is sufficiently small, we have
|U ′(r)| ≤ C1e−
M˜
 min{ δ8 ,R−δ4 } uniformly in [
√
N − 1
4M˜
, δ), (3.39)
and
|U ′(r)| ≤ C2
(
−2e−
M˜(R−r)
2 + e−
M˜δ
8
)
, for r ∈ [δ,R), (3.40)
where
M˜ =
√√√√√A(p+ q)
max
[0,R]
g
(
q
p
) p−q
p+q
, C1 =
RN |A−B|
N
(√
N−1
4M˜
)N−1
min
[0,R]
g
, C2 =
RN |A−B|
NδN−1 min
[0,R]
g
(3.41)
are positive constants independent of .
Proof. Multiplying equation (2.12) by rN−1 and differentiating the expression with respect
to r, we have
2V ′′ (r) =
RN
N
(
pAepU(r)´ R
0
sN−1epU(s) ds
+
qBe−qU(r)´ R
0
sN−1e−qU(s) ds
)
V(r)
g(r)
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(3.42)
+
N − 1
r
2V ′ (r),
for r ∈ (0, R), where
V(r) ≡ g(r)rN−1U ′(r). (3.43)
Multiplying (3.42) by V(r), one may check that
2
(
V 2 (r)
)′′
=22
(
V ′′ (r)V(r) + V
′2
 (r)
)
=
2RN
N
(
pAepU(r)´ R
0
sN−1epU(s) ds
+
qBe−qU(r)´ R
0
sN−1e−qU(s) ds
)
V 2 (r)
g(r)
+ 2
(
N − 1
r
V ′ (r)V(r) + 2V
′2
 (r)
)
(3.44)
≥
2A(p+ q)
max
[0,R]
g
(
q
p
) p−q
p+q
− 
2(N − 1)
8r2
V 2 (r).
Here we have used (3.28) and a basic estimate N−1r V
′
 (r)V(r) + 2V
′2
 (r) ≥ −N−18r2 V 2 (r) to
verify the last line of (3.44). Hence, one may check from (3.44) that for 0 <  < 4M˜R√
N−1 and
r ∈ [
√
N−1
4M˜
, R], there holds
2
(
V 2 (r)
)′′ ≥ M˜2V 2 (r), (3.45)
where M˜ is defined by (3.41). As a consequence, by (2.15), (3.20), (3.21), (3.43) and (3.45),
we arrive at following estimates:
(a) For r ∈ [ δ2 , R], there holds
g2(r)r2(N−1)U ′2 (r) ≤V 2 (R)
(
e−
M˜(r− δ2 )
 + e−
M˜(R−r)

)
(3.46)
=
R2N (A−B)2
N24
(
e−
M˜(r− δ2 )
 + e−
M˜(R−r)

)
.
(b) For r ∈ [
√
N−1
4M˜
, δ], there holds
g2(r)r2(N−1)U ′2 (r) ≤V 2 (δ)
(
e−
M˜
(
r−
√
N−1
4M˜

)
 + e−
M˜(δ−r)

)
. (3.47)
Hence, for r ∈ [δ,R), by (3.46), we have
|U ′(r)| ≤
RN |A−B|
N2δN−1 min[0,R] g
(
e−
M˜(R−r)
2 + e−
M˜δ
4
)
≤ R
N |A−B|
NδN−1 min[0,R] g
(
−2e−
M˜(R−r)
2 + e−
M˜δ
8
)
, as 0 <  1,
which gives (3.40).
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On the other hand, notice that (3.46) implies V 2 (δ) ≤ R
2N (A−B)2
N24
(
e−
M˜δ
2 + e−
M˜(R−δ)

)
.
Along with (3.47) yields that for r ∈ [
√
N−1
4M˜
, δ),
|U ′(r)| ≤
RN |A−B|
(
e−
M˜δ
4 + e−
M˜(R−δ)
2
)
N
(√
N−1
4M˜
)N−1
N+1 min[0,R] g
(
e−
M˜
(
r−
√
N−1
4M˜

)
2 + e−
M˜(δ−r)
2
)
≤R
N |A−B|e− M˜ min{ δ8 ,R−δ4 }
N
(√
N−1
4M˜
)N−1
min[0,R] g
, as 0 <  1.
The last inequality holds trivially due to the fact 2
N+1
(
e−
M˜δ
4 + e−
M˜(R−δ)
2
)
≤ e− M˜ min{ δ8 ,R−δ4 }
as 0 <  1. (Note that this inequality is independent of the variable r ∈ (0, R].) Therefore,
we get (3.39) and complete the proof of Lemma 3.7.
3.2.2 The boundary asymptotics with exact first two order terms
In what follows we denote C˜i’s as positive constants independent of .
Assume 0 < A < B. We shall use (3.30) and (3.31) to deal with the exact leading order
terms of U(0) and U(R). We start with the estimates of Λ1,(R) and Λ2,(R) (see (3.32)
and (3.33)) for 0 <  1 as follows.
LEMMA 3.8. Let κ ∈ (0, 1) be independent of . Then, as 0 <  1, there hold
ˆ R−κ
κ
1
s
U ′2 (s) ds ≤C˜1e−
M˜
21−κ , (3.48)
ˆ R
R−κ
U ′2 (s) ds ≤
C˜2
M˜3
. (3.49)
Hence, we have
|Λi,(R)| ≤ C˜3

, i = 1, 2. (3.50)
Proof. We shall use gradient estimates proposed in Lemma 3.7 to prove (3.48) and (3.49).
Let δ ∈ (0, R) be a fixed constant independent of . Due to 0 < κ < 1, we have 0 <
√
N−1
4M˜
 <
κ < δ < R− κ as 0 <  1. Thus, by (3.39) and (3.40), one may check that
ˆ R−κ
κ
1
s
U ′2 (s) ds =
ˆ δ
κ
1
s
U ′2 (s) ds+
ˆ R−κ
δ
1
s
U ′2 (s) ds
≤C21e−
M˜
 min{ δ4 ,R−δ2 } log δ
κ
+
2C22
δ
(
1
M˜3
e−
M˜
1−κ +Re−
M˜δ
4
)
(3.51)
≤C˜1e−
M˜
21−κ , as 0 <  1,
and
ˆ R
R−κ
U ′2 (s) ds ≤ 2C22
(
1
M˜3
+ κe−
M˜δ
4
)
≤ C˜2
M˜3
, as 0 <  1, (3.52)
which give (3.48) and (3.49).
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By (3.20), (3.32), (3.33), (3.39) and (3.49), there exists a positive constant C˜3 independent
of  such that
|Λ1,(R)| ≤ 
2
2R
(
(N − 2) max
[0,R]
g +Rmax
[0,R]
|g′|
){ˆ κ
0
+
ˆ R−κ
κ
+
ˆ R
R−κ
}
U ′2 (s) ds
≤ 
2
2R
(
(N − 2) max
[0,R]
g +Rmax
[0,R]
|g′|
)
(3.53)
×
(
C21
κe−
M˜
 min{ δ4 ,R−δ2 } +RC˜1e−
M˜
21−κ +
C˜2
M˜3
)
≤ C˜3

,
and
|Λ2,(R)| ≤
2
2
(
max
[0,R]
g
)
C21e
− M˜ min{ δ4 ,R−δ2 }
+
2
2
(
2(N − 1) max
[0,R]
g +Rmax
[0,R]
|g′|
){ˆ R−κ
κ
+
ˆ R
R−κ
}
1
s
U ′2 (s) ds (3.54)
≤ C˜3

.
Therefore, we get (3.50) and complete the proof of Lemma 3.8.
By (3.22), (3.30), (3.26)–(3.27), and (3.50), we have
e−qU(R) ≤ qN
BRN
(
R2(A−B)2
2N22g(R)
+
A
p
+
B
q
+
C˜3

) ˆ R
0
sN−1e−qU(s) ds
(3.55)
≤ C˜4
2
,
and
e−qU(R) =
qN
BRN
(
R2(A−B)2
2N22g(R)
+
A
p
+
B
q
+ Λ1,(R)
− AR
NepU(R)
pN
´ R
0
sN−1epU(s) ds
) ˆ R
0
sN−1e−qU(s) ds (3.56)
≥ q
B
(
R2(A−B)2
2N22g(R)
+
A
p
+
B
q
− C˜3

− AN
p
O(1)
p
q
)
≥ C˜5
2
,
as 0 <   1. Here we have used (3.23) and (3.26) to get ARNepU(R)
pN
´R
0
sN−1epU(s) ds
≤ ANp O(1)
p
q .
Along with (3.24) and (3.50), we verify (3.55) and (3.56). Consequently, by (3.55) and (3.56),
there holds
U(R) = −2
q
log
1

+O(1), as 0 <  1. (3.57)
Now we deal with the exact leading order term of U(0). Notice u(x) ≡ U(|x|). In
(2.11), we may set K = {x ∈ RN : |x| ≤ δ} and Ω = {x ∈ RN : |x| < R}, where δ ∈ (0, R)
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is independent of . Then by (3.20), we have max
x,y∈K
|u(x) − u(y)| = |U(δ) − U(0)| and
max
x,y∈Ω
|u(x)− u(y)| = |U(R)− U(0)|. Consequently, by (2.11), (3.22) and (3.57) one finds
|U(δ)− U(0)| ≤ Cδe−
Mδ
 , as 0 <  1, (3.58)
where Cδ and Mδ are positive constants independent of . On the other hand, integrating
(3.40) over the interval [δ,R− κ] gives
|U(R− κ)− U(δ)| ≤ C2
(
2
M˜
e−
M˜
21−κ + e−
M˜δ
8 (R− δ)
)
, as 0 <  1, (3.59)
where κ ∈ (0, 1) is independent of . By (3.20), (3.58) and (3.59), we conclude
max
r∈[0,R−κ]
|U(r)− U(0)| ≤ C˜6e−
M˜
41−κ , as 0 <  1. (3.60)
Note that
´ R
0
U(r)r
N−1 dr = 0. Hence by (3.22), (3.57) and (3.60), we have
0 < U(0) =
N
RN
ˆ R
0
(U(0)− U(r)) rN−1 dr
=
N
RN
{ˆ R−κ
0
+
ˆ R
R−κ
}
(U(0)− U(r)) rN−1 dr (3.61)
≤C˜7e−
M˜
41−κ +
RN − (R− κ)N
RN
(
2
q
log
1

+O(1)
)
.
Along with (3.60) gives
max
[0,R−κ]
|U| ≤ C˜8κ log 1

, as 0 <  1. (3.62)
The exact second order term of U(R). Due to (3.57), we let
ξ() = U(R) +
2
q
log
1

. (3.63)
Then
sup
0<1
|ξ()| <∞. (3.64)
To get the exact second order term of U(R), we shall deal with the leading order term of
ξ(). Firstly, by (3.30) and (3.63), we have
RN
N
(
A2+
2p
q epξ()
p
´ R
0
sN−1epU(s) ds
+
Be−qξ()
q
´ R
0
sN−1e−qU(s) ds
)
(3.65)
=
R2(A−B)2
2N2g(R)
+ 2
(
A
p
+
B
q
+ Λ1,(R)
)
.
Combining (3.26), (3.27), (3.50), (3.64) and (3.65), one may check that∣∣∣∣∣e−qξ() − q(A−B)22BNg(R)RN−2
ˆ R
0
sN−1e−qU(s) ds
∣∣∣∣∣ ≤ C˜9. (3.66)
We need the following lemma:
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LEMMA 3.9. As 0 <  1, we have∣∣∣∣∣
ˆ R
0
sN−1epU(s) ds− R
N
N
∣∣∣∣∣+
∣∣∣∣∣
ˆ R
0
sN−1e−qU(s)ds− BR
N
AN
∣∣∣∣∣ ≤ C˜10κ log 1 , (3.67)
for any κ ∈ (0, 1), where C˜10 > 0 denotes a generic constant independent of .
Proof. Note that
∣∣∣ ept−1t ∣∣∣ ≤ ep|t|−1|t| and ep|t|−1|t| is increasing to |t| for t 6= 0. By virtue of
(3.22), (3.60) and (3.62), we get the inequality
|epU(s) − 1| ≤ max[0,R−κ] |U|
U(0) + C˜6e
− M˜
41−κ
ep
(
U(0)+C˜6e
− M˜
41−κ
)
− 1

(3.68)
≤ C˜8q
log BA
[(
B
A
) p
q
− 1
]
κ log
1

, for s ∈ [0, R− κ].
Along with (3.22), one verifies∣∣∣∣∣
ˆ R
0
sN−1epU(s) ds− R
N
N
∣∣∣∣∣ ≤
ˆ R
0
sN−1
∣∣∣epU(s) − 1∣∣∣ ds
=
{ˆ R−κ
0
+
ˆ R
R−κ
}
sN−1
∣∣∣epU(s) − 1∣∣∣ ds
(3.69)
≤ C˜8R
Nq
N log BA
[(
B
A
) p
q
− 1
]
κ log
1

+
RN − (R− κ)N
N
[(
B
A
) p
q
+ 1
]
≤C˜10κ log 1

, for 0 < κ < 1 and 0 <  1.
Multiplying (2.12) by rN−1, integrating the expansion over the interval (0, R − κ) and
using the boundary condition (2.15), we have
2g(R− κ)(R− κ)N−1U ′(R− κ)
(3.70)
=
RN
N
(
A
´ R−κ
0
rN−1epU(r) dr´ R
0
sN−1epU(s) ds
− B
´ R−κ
0
rN−1e−qU(r) dr´ R
0
sN−1e−qU(s) ds
)
.
By (3.40), we can deal with the left-hand side of (3.70):
2g(R− κ)(R− κ)N−1 |U ′(R− κ)| ≤ 2
(
max
[0,R]
g
)
RN−1C2e
− M˜
21−κ . (3.71)
For the right-hand side of (3.70), we may use (3.62) and follow the same argument as (3.69)
to get∣∣∣∣∣
ˆ R−κ
0
rN−1epU(r) dr − R
N
N
∣∣∣∣∣+
∣∣∣∣∣
ˆ R−κ
0
rN−1e−qU(r) dr − R
N
N
∣∣∣∣∣ ≤ C˜10κ log 1 . (3.72)
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Combining (3.69)–(3.72) and passing through simple calculations, we immediately get∣∣∣∣∣
ˆ R
0
sN−1e−qU(s) ds− BR
N
AN
∣∣∣∣∣ ≤ C˜10κ log 1 . (3.73)
Therefore, by (3.69) and (3.73) we get (3.67) and complete the proof of Lemma 3.9.
By (3.66) and (3.67), it follows
ξ() =
1
q
log
2AN2g(R)
qR2(A−B)2 + o(1).
Along with (3.57), we conclude
U(R) = −2
q
log
1

+
1
q
log
2AN2g(R)
qR2(A−B)2 + o(1), (3.74)
as 0 <  1.
We stress that the second order term of (3.74) is a bounded quantity with respect to
small  and includes the surface dielectric constant g(R), the concentration difference |A−B|
between cations and anions and the curvature 1R .
4 Concentration phenomenon described by Dirac delta
functions
For the case of A 6= B, we show that the net charge density ρ (defined in (1.8); see also
(2.13)) and ( U ′)
2
(related to the electric energy) have concentration phenomena as  ↓ 0,
which can be described by Dirac delta functions concentrated at the boundary point r = R
(see Definition 1). Such results are stated as follows:
THEOREM 4.1. Assume that A, B, p, and q are positive constants independent of  and
satisfy A 6= B. For  > 0, let U ∈ C1([0, R]) ∩ C∞((0, R)) be the unique solution of prob-
lem (N*). Then ρ and ( U
′
)
2
have boundary concentration phenomena exhibiting in the limit
Dirac delta functions supported on the boundary with suitable weights, which can be depicted
as
ρ : = −R
N
N
(
AepU´ R
0
sN−1epU(s) ds
− Be
−qU´ R
0
sN−1e−qU(s) ds
)
(4.1)
⇀
R(B −A)
N
δR, weakly in C([0, R];R),
and
(I) When 0 < A < B, there hold
( U ′)
2
⇀
2R(B −A)
qNg(R)
δR, weakly in C([0, R];R), (4.2)
e−qU − 1 ⇀R(B −A)
AN
δR, weakly in C([0, R];R), (4.3)
epU − 1→ 0, strongly in Lθ((0, R)), ∀ θ > 0. (4.4)
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(II) When A > B > 0, there hold
( U ′)
2
⇀
2R(A−B)
pNg(R)
δR, weakly in C([0, R];R), (4.5)
epU − 1 ⇀R(A−B)
BN
δR, weakly in C([0, R];R), (4.6)
e−qU − 1→ 0, strongly in Lθ((0, R)), ∀ θ > 0. (4.7)
(III) For θ˜ ∈ (0, 2),  U ′ → 0 strongly in Lθ˜((0, R)) as  ↓ 0, which is in extreme contrast
with the behavior of ( U ′)
2
presented in (4.2) and (4.5). Moreover, as 0 <  1, there
holds
|| U ′||Lθ˜((0,R)) ≤ Cθ˜min{1,
2
θ˜
−1}
(
log
1

)χ(θ˜)
, (4.8)
where Cθ˜ is a positive constant independent of , and χ(θ˜) = 1 if θ˜ ∈ (0, 1]; χ(θ˜) = 0 if
θ˜ ∈ (1, 2).
REMARK 3.
(a) Theorem 4.1 presents that the asymptotic behaviors of e−qU(r) − 1 and epU(r) − 1
near boundary points are totally different. On the other hand, we stress that for any
R˜ ∈ (0, R) independent of , ( U ′)2, ρ, epU − 1 and e−qU − 1 tend to zero uniformly
in [0, R˜] as  goes to zero (by Lemma 3.7 and (3.62)).
(b) It is worth mentioning that the concentration difference |A−B| plays crucial role in the
boundary concentration phenomenon of U.
The proof of Theorem 4.1 is stated as follows.
Proof of Theorem 4.1. Assume 0 < A < B. Multiplying (3.29) by 2 and using (3.26), we
rewrite the expansion as
2
√
g(t)U ′(t) = −
[
2RN 2
N
(
A
(
epU(t) − epU(κ))
p
´ R
0
sN−1epU(s) ds
− Be
−qU(κ)
q
´ R
0
sN−1e−qU(s) ds
)
+ 4g(κ)U ′2 (
κ)− 4
ˆ t
κ
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr (4.9)
+
2RNB2e−qU(t)
qN
´ R
0
sN−1e−qU(s) ds
] 1
2
,
for t ∈ (0, R]. Moreover, by (3.20), (3.27), (3.39), (3.40), (3.48), (3.49), (3.57), (3.62) and
(3.67), we arrive at
2U ′(t) = −
√
2A
qg(t)
e−
q
2 (U(t)− 2q log ) + λ,κ(t), for t ∈ [κ, R], (4.10)
and
max
[κ,R]
|λ,κ(t)| ≤ C˜12κ log 1

, as 0 <  1, (4.11)
due to the following estimates (a)–(c):
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(a). By (3.26), (3.27), (3.20), (3.57) and (3.62), for t ∈ [κ, R] we have
2
∣∣∣∣∣A
(
epU(t) − epU(κ))
p
´ R
0
sN−1epU(s) ds
− Be
−qU(κ)
q
´ R
0
sN−1e−qU(s) ds
∣∣∣∣∣
≤ 2
(
AepU(
κ)
p
´ R
0
sN−1epU(s) ds
+
Be−qU(
κ)
q
´ R
0
sN−1e−qU(s) ds
)
(4.12)
≤ N
RN
(
A
p
+
B
q
)
2−C˜8 max{p,q}
κ
, as 0 <  1.
(b). By (3.39), (3.40), (3.48) and (3.49), we have
4g(κ)U ′2 (
κ) ≤4C21 max
[0,R]
g,
4
∣∣∣∣ˆ t
κ
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr
∣∣∣∣ ≤ C˜2
M˜
max
[0,R]
|g′|, as 0 <  1. (4.13)
(c). By (3.20) and (3.57),we have
2e−qU(t) = e−q(U(t)−
2
q log ) ≤ e−q(U(R)− 2q log ) = O(1), as 0 <  1. (4.14)
Along with (3.67) immediately implies
2RNB2e−qU(t)
qN
´ R
0
sN−1e−qU(s) ds
=
2A
q
(
1 +O(1)κ log 1
)e−q(U(t)− 2q log ) (4.15)
=
2A
q
e−q(U(t)−
2
q log ) +O(1)κ log
1

, as 0 <  1.
For the convenience of the statement in proof, we divide the proof of Theorem 4.1 into
three steps. Firstly, we state the proof of (4.1), (4.3), (4.4), (4.6) and (4.7). Next, we prove
(4.2) and (4.5). Finally, we give the proof of Theorem 4.1(III).
Step 1. Proof of (4.1), (4.3), (4.4), (4.6) and (4.7). We deal with (4.3) as follows.
Assume firstly h ∈ C1([0, R];R). Then, for κ ∈ (0, 1), multiplying h(r) on both sides of (2.12)
and integrating the expression over (κ, R), one obtains
2
ˆ R
κ
h(r)g(r)
[
U ′′ (r) +
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
dr
=
RN
N
(
A
´ R
κ
h(r)
(
epU(r) − 1) dr´ R
0
sN−1epU(s) ds
− B
´ R
κ
h(r)
(
e−qU(r) − 1) dr´ R
0
sN−1e−qU(s) ds
)
(4.16)
+
RN
N
(
A´ R
0
sN−1epU(s) ds
− B´ R
0
sN−1e−qU(s) ds
) ˆ R
κ
h(r) dr.
We shall deal with each term of (4.16) for 0 <  1. Using integration by parts, we have
2
ˆ R
κ
h(r)g(r)
[
U ′′ (r) +
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
dr
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= 2h(R)g(R)U ′(R)− 2h(κ)g(κ)U ′(κ) (4.17)
+ 2
ˆ R
κ
[
N − 1
r
− h′(r)g(r) +
(
1
g(r)
+ h(r)
)
g′(r)
]
U ′(r) dr.
By (3.39) and (3.40), we immediately get
2|h(κ)g(κ)U ′(κ)| ≤ 2C1
(
max
[0,R]
|hg|
)
e−
M˜
 min{ δ8 ,R−δ4 }. (4.18)
On the other hand, (3.20), (3.62) and (3.74) give
2
∣∣∣∣∣
ˆ R
κ
[
N − 1
r
− h′(r)g(r) +
(
1
g(r)
+ h(r)
)
g′(r)
]
U ′(r) dr
∣∣∣∣∣
≤ −2
[
(N − 1)−κ + max
[0,R]
(
|h′g|+
∣∣∣∣g′g
∣∣∣∣+ |hg′|)] ˆ R
κ
U ′(r) dr (4.19)
≤ C˜112−κ log 1

,
as 0 <  1. By (2.15) and (4.17)–(4.19), we conclude that
lim
↓0
2
ˆ R
κ
h(r)g(r)
[
U ′′ (r) +
(
N − 1
r
+
g′(r)
g(r)
)
U ′(r)
]
dr =
R
N
(A−B)h(R). (4.20)
Hence, we obtain the limit of the left-hand side of (4.16) as  ↓ 0.
Next, we deal with the right-hand side of (4.16). By (3.67) and (4.27), one immeciately
finds
lim
↓0
A
´ R
κ
h(r)
(
epU(r) − 1) dr´ R
0
sN−1epU(s) ds
= 0, (4.21)
lim
↓0
(
A´ R
0
sN−1epU(s) ds
− B´ R
0
sN−1e−qU(s) ds
)ˆ R
κ
h(r) dr = 0. (4.22)
As a consequence, by (3.67), (4.16) and (4.20)–(4.22), we arrive at
lim
↓0
ˆ R
κ
h(r)
(
e−qU(r) − 1
)
dr =
R
AN
(B −A)h(R). (4.23)
Along with the fact
´ κ
0
h(r)
(
e−qU(r) − 1) dr → 0 as  ↓ 0 (by (3.62)), we get (4.3).
Due to the concept of the previous proof for the case h ∈ C1([0, R];R), we now deal
with (4.3) for h ∈ C([0, R];R) by estimating ´ R
0
h(r)
(
e−qU(r) − 1) dr− RAN (B−A)h(R) (for
0 <   1) directly via (3.22), (3.62), (3.67), (3.72) and (4.24). Note that (3.67) and (3.72)
imply
lim
↓0
ˆ R
R−κ
rN−1e−qU(r) dr =
RN
AN
(B −A). (4.24)
Using the expression
ˆ R
0
h(r)
(
e−qU(r) − 1
)
dr − R
AN
(B −A)h(R)
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=ˆ R−κ
0
h(r)
(
e−qU(r) − 1
)
dr −
ˆ R
R−κ
h(r) dr
(4.25)
+
ˆ R
R−κ
(
h(r)
rN−1
− h(R)
RN−1
)
rN−1e−qU(r) dr
+
h(R)
RN−1
(ˆ R
R−κ
rN−1e−qU(r) dr − R
N
AN
(B −A)
)
,
one may check by virtue of (3.22), (3.62) and (4.24) that∣∣∣∣∣
ˆ R
0
h(r)
(
e−qU(r) − 1
)
dr − R
AN
(B −A)h(R)
∣∣∣∣∣
≤
ˆ R−κ
0
|h(r)|
∣∣∣e−qU(r) − 1∣∣∣ dr + ˆ R
R−κ
|h(r)| dr
+
ˆ R
R−κ
∣∣∣∣ h(r)rN−1 − h(R)RN−1
∣∣∣∣ rN−1e−qU(r) dr
(4.26)
+
|h(R)|
RN−1
∣∣∣∣∣
ˆ R
R−κ
rN−1e−qU(r) dr − R
N
AN
(B −A)
∣∣∣∣∣
≤ max
[0,R]
|h|
[
R
(
eqC˜8
κ log 1 − 1
)
+ κ
]
+ max
[R−κ,R]
∣∣∣∣ h(r)rN−1 − h(R)RN−1
∣∣∣∣ (RNAN (B −A) + o(1)
)
+ o(1) −→ 0 as  ↓ 0.
Here we have verified lim
↓0
max
[R−κ,R]
∣∣∣ h(r)rN−1 − h(R)RN−1 ∣∣∣ = 0 due to h ∈ C([0, R];R). Therefore, we
complete the proof of (4.3).
For θ > 0, we may use (3.68) and follow the same argument as in (3.69) to obtain
ˆ R
0
|epU − 1|θ dr =
{ˆ R−κ
0
+
ˆ R
R−κ
}∣∣epU − 1∣∣θ dr
(4.27)
≤
[(
B
A
) p
q
+ 1
]θ ( C˜8q
N log BA
κ log
1

)θ
+ κ
 ,
which gives (4.4).
By (4.3), (4.4) and (3.67), we immediately obtain (4.1). Similarly, for the case 0 < B < A
we can prove (4.6), (4.7) and (4.1).
Step 2. Proof of (4.2) and (4.5). Thanks to (4.10) and (4.11), we now state the proof
of (4.2). For h ∈ C([0, R];R), by (4.10) one may check that
2
ˆ R
0
h(t)U ′2 (t) dt
= 2
ˆ κ
0
h(t)U ′2 (t) dt+
ˆ R
κ
h(t)
(
λ,κ(t)−
√
2A
qg(t)
e−
q
2 (U(t)− 2q log )
)
U ′(t) dt
= 2
ˆ κ
0
h(t)U ′2 (t) dt+
ˆ R
κ
h(t)λ,κ(t)U
′
(t) dt
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− h(R)
√
2A
qg(R)
ˆ R
κ
e−
q
2 (U(t)− 2q log )U ′(t) dt (4.28)
+
√
2A
q
ˆ R
κ
(
h(R)√
g(R)
− h(t)√
g(t)
)
e−
q
2 (U(t)− 2q log )U ′(t) dt.
We shall deal with each term in the last line of (4.28). Firstly, we deal with 2
´ κ
0
h(t)U ′2 (t) dt.
Letting t→ +0 in (3.29) and using U ′(0) = 0, one may check that
RN
N
(
A
(
epU(0) − epU(κ))
p
´ R
0
sN−1epU(s) ds
+
B
(
e−qU(0) − e−qU(κ))
q
´ R
0
sN−1e−qU(s) ds
)
(4.29)
= −
2
2
g(κ)U ′2 (
κ)− 
2
2
ˆ κ
0
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr.
Combining (3.39) (3.62), (3.67) and (4.29), we get
lim
↓0
2
2
ˆ κ
0
(
2(N − 1)g(r)
r
+ g′(r)
)
U ′2 (r) dr = 0.
Moreover, for  > 0 sufficiently small, 2(N−1)g(r)r +g
′(r) ≥ 2(N−1)r min[0,R] g−max[0,R] |g′|  1
for r ∈ (0, κ]. As a consequence, 2 ´ κ
0
U ′2 (r) dr → 0 as  ↓ 0, and hence
2
∣∣∣∣∣
ˆ κ
0
h(t)U ′2 (t) dt
∣∣∣∣∣ ≤ 2
(
max
[0,R]
|h|
)ˆ κ
0
U ′2 (t) dt −→ 0 as  ↓ 0. (4.30)
By (3.20), (3.57), (3.62), (4.11) and (4.14), we have∣∣∣∣∣
ˆ R
0
h(t)λ,κ(t)U
′
(t) dt
∣∣∣∣∣ ≤ O(1)
(
max
[0,R]
|h|
)
(U(0)− U(R)) κ log 1

−→ 0 as  ↓ 0, (4.31)
and∣∣∣∣∣
ˆ R
0
(
h(R)√
g(R)
− h(t)√
g(t)
)
e−
q
2 (U(t)− 2q log )U ′(t) dt
∣∣∣∣∣
=
∣∣∣∣∣
{ˆ R−κ
0
+
ˆ R
R−κ
}(
h(R)√
g(R)
− h(t)√
g(t)
)
e−
q
2 (U(t)− 2q log )U ′(t) dt
∣∣∣∣∣
(4.32)
≤ max
[0,R]
|h|√
g
× 4
q
(
e−
q
2U(R−κ) − e− q2U(0)
)
+ max
t∈[R−κ,R]
∣∣∣∣∣ h(R)√g(R) − h(t)√g(t)
∣∣∣∣∣× 2q (e− q2U(R) − e− q2U(R−κ)) −→ 0 as  ↓ 0.
In (4.32) we have used the elementary property of h√g ∈ C([0, R];R) and verified that
e−
q
2U(R−κ) and e−
q
2U(0) are uniformly bounded to , and
sup
0<1
2
q
(
e−
q
2U(R) − e− q2U(R−κ)
)
= O(1) (by (4.14)).
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For (4.28), it remains to deal with −h(R)
√
2A
qg(R)
´ R
0
e−
q
2 (U(t)− 2q log )U ′(t) dt. Notice 0 <
A < B and (3.20), one may check via (3.62) and (3.74) that
−h(R)
√
2A
qg(R)
ˆ R
0
e−
q
2 (U(t)− 2q log )U ′(t) dt
=
2h(R)
q
√
2A
qg(R)
(
e−
q
2U(R) − e− q2U(0)
)
(4.33)
=
2R(B −A)
qNg(R)
h(R) + o(1), as 0 <  1.
By the combination of (4.28) and (4.30)–(4.33), we conclude
2
ˆ R
0
h(t)U ′2 (t) dt =
2R(B −A)
qNg(R)
h(R) + o(1), as 0 <  1, (4.34)
which gives (4.2). Similarly, we can prove (4.5). Therefore, we complete the proof of Theo-
rem 4.1(I) and (II).
Step 3. Proof of Theorem 4.1(III). Assume 0 < A < B. Then by (3.57) and (3.62)
we have
´ R
0
|U ′|dr = −
´ R
0
U ′ dr = (U(0)− U(R)) ≤ C˜14 log 1 , where constant C˜14 > 2q
is independent of . Hence, for θ˜ ∈ (0, 1], using the Ho¨lder inequality one gets
ˆ R
0
|U ′|θ˜ dr ≤ R1−θ˜
(ˆ R
0
|U ′|dr
)θ˜
≤ C˜15
(
 log
1

)θ˜
, for θ˜ ∈ (0, 1], (4.35)
where C˜15 = R
1−θ˜C˜ θ˜14.
For θ˜ ∈ (1, 2), by virtue of (3.57), (3.62) and (4.10)–(4.11) we may follow the similar
argument as in (4.28) to check that
ˆ R
0
|U ′|θ˜ dr =− 2−θ˜
ˆ R
0
(−2U ′)θ˜−1 U ′ dr
=− 2−θ˜
ˆ R
0
(√
2A
qg(r)
e−
q
2 (U(r)− 2q log ) − λ,κ(r)
)θ˜−1
U ′(r) dr
≤− 2−θ˜
ˆ R
0
(√ 2A
qmin[0,R] g
e−
q
2U(r)
)θ˜−1
+
(
C˜12
κ log
1

)θ˜−1U ′(r) dr
(4.36)
=
2
q(θ˜ − 1)
(
2A
qmin[0,R] g
) θ˜−1
2 (
e−
q
2 (θ˜−1)U(R) − e− q2 (θ˜−1)U(0)
)
+ 2−θ˜
(
C˜12
κ log
1

)θ˜−1
(U(0)− U(R))
≤C˜162−θ˜
(
1 + κ(θ˜−1)
(
log
1

)θ˜)
, for θ˜ ∈ (1, 2).
Here we have used U ′ ≤ 0 and the elementary inequality |a+ b|θ˜−1 ≤ |a|θ˜−1 + |b|θ˜−1 (due to
the fact θ˜ − 1 ∈ (0, 1)) to get the third line of (4.36). As a consequence, (4.8) follows from
(4.35) and (4.36).
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Similarly, for the case of 0 < B < A, we can prove (4.8). Therefore, by Steps 1–3, we
complete the proof of Theorem 4.1.
5 Thin boundary layer structures with curvature effects
Theorem 4.1 provides a basic understanding on the concentration phenomenon of U at the
boundary point. However, it merely gives a “one-point jumped” for the limiting behavior of U
at the boundary, and the structure of the boundary layer is hidden in the statement. In order
to further analyze the boundary concentrating behavior, we shall establish the asymptotic
expansion for U at each point close to the boundary.
Firstly, we show that as  ↓ 0, max
r∈[0,R−κ]
(|U(r)|+ rN−1|U ′(r)|) approaches zero, while
min
r∈[R−β ,R]
|U(r)| asymptotically blows up, where
κ ∈ (0, 1), β ∈ (1,∞) (5.1)
are independent of . Hence, for the asymptotic behavior of U, there is a great deal of
difference in the regions [0, R− κ] and [R− β , R] as 0 <  1.
For each r ∈ [R− β , R], we establish the precise first two-order terms for the asymptotic
expansions (as 0 <   1) of U(r) with respect to  (Note that β > 1 is arbitrary). Since
the leading-orders of those expansions have various blow-up rates depending on the position
of r, we state those asymptotic expansions as follows for the sake of clarity.
• Firstly, we focus on the situation where r ≡ r,β ∈ (0, R) such that R − r,β has a
leading order term γβ
β for some β > 1 and γβ ∈ (0,∞), i.e.,
lim
↓0
R− r,β
β
= γβ ∈ (0,∞). (5.2)
• Next, we consider the other situation where the leading order term of R − r is not
of the form β for any β > 1, i.e., there exists a β0 > 1 independent of  such that
R− r = piβ0() satisfies
lim
↓0
piβ0()
β′
= 0, for β′ ∈ (1, β0),
lim
↓0
piβ0()
β′′
=∞, for β′′ ∈ (β0,∞),
lim
↓0
piβ0()
β0
∈ {0,∞}.
(5.3)
An example for (5.3) is piβ0() = γβ0
β0
(
log 1
)l
for γβ0 > 0 and l 6= 0 independent of .
We are also interested in some points r ∈
⋂
κ∈(0,1), β>1
[R − κ, R − β ] as 0 <   1.
For this, we consider the situation where R − r = βi() and βi()’s depends on  and
satisfy lim
↓0
βi() = 1 and lim
↓0
βi()−1 = 0, and provide novel asymptotic behaviors for
U(r), U
′
(r) and ρ(r).
We stress that the asymptotic blow-up behavior of U(r) for these cases is more com-
plicated than that for r satisfying (5.2).
Taking full advantage of pointwise descriptions, we exactly describe effects of the curva-
ture 1R , the concentration difference |A−B| and the boundary dielectric g(R) on U(r). Now
we are in a position to state these two theorems as follows:
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THEOREM 5.1. Under the same hypotheses as in Theorem 4.1, if 0 < A < B (resp.,
0 < B < A), then U is monotonically decreasing (resp., monotonically increasing) on [0, R].
Moreover, we have
(I) As 0 <  1, there exist positive constants Cκ and Mκ independent of  such that
max
r∈[0,R−κ]
|U(r)| ≤ Cκκ log 1

and max
r∈[0,R−κ]
rN−1 |U ′(r)| ≤ e−
Mκ
1−κ . (5.4)
(II) If r,β ∈ (0, R) is sufficiently close to the boundary such that (5.2) holds, then as 0 <
 1, U(r,β) asymptotically blows up and admits the following expansions with precise
first two order terms:
U(r,β) = −2
q
min{1, β − 1} log 1

(5.5)
+
2
q
log
[√
A
2qg(R)
(
γβqχ1(β) +
2Ng(R)
R(B −A)χ2(β)
)]
+ o(1), for 0 < A < B,
U(r,β) =
2
p
min{1, β − 1} log 1

(5.6)
− 2
p
log
[√
B
2pg(R)
(
γβpχ1(β) +
2Ng(R)
R(A−B)χ2(β)
)]
+ o(1), for 0 < B < A,
where 
χ1(β) = 1 and χ2(β) = 0 for β ∈ (1, 2),
χ1(β) = χ2(β) = 1 for β = 2,
χ1(β) = 0 and χ2(β) = 1 for β ∈ (2,∞).
Hence, when β ≥ 2, we have χ2(β) = 1 and the curvature 1R exactly appears in the
second order terms which are bounded quantities independent of . However, when
1 < β < 2, we have χ2(β) = 0 and the curvature
1
R may appear in terms tending to
zero as  goes to zero. Moreover, for 0 < A < B, the exact leading order term of U ′(r,β)
and ρ(r,β) are represented as follows:
(a) When 1 < β < 2 and γβ > 0, we have
U ′(r,β) = −
2
γβq
−β(1 + o(1)), (5.7)
ρ(r,β) =
2g(R)
γ2βq
−2(β−1)(1 + o(1)), (5.8)
as 0 <  1.
(b) When β = 2 and γβ > 0, we have
U ′(r,β) = −
2
γβq +
2Ng(R)
R(B−A)
−2(1 + o(1)), (5.9)
ρ(r,β) =
2qg(R)(
γβq +
2Ng(R)
R(B−A)
)2 −2(1 + o(1)), (5.10)
as 0 <  1.
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(c) If β > 2, then for any γβ > 0, we have
U ′(r,β) = −
R(B −A)
Ng(R)
−2(1 + o(1)), (5.11)
ρ(r,β) =
qR2(B −A)2
2N2g(R)
−2(1 + o(1)), (5.12)
as 0 <  1.
Particularly, in this case both U(r,β) and U(R) share the same first two order
terms, and both U ′(r,β) and U
′
(R) have the same leading order term.
Analogous results of (a)–(c) also hold for the case of 0 < B < A.
THEOREM 5.2. Under the same hypotheses as in Theorem 4.1, in addition, we assume
0 < A < B. Then
(I) Let r ∈ (0, R) be sufficiently close to the boundary such that R − r = piβ0() satisfies
(5.3). Then we have
(a) In the situation β0 ∈ (1, 2) or the situation β0 = 2 and lim
↓0
pi2()
2
= ∞, U(r),
U ′(r) and ρ(r) admit the following expansions:
U(r) =− 2
q
(β0 − 1) log 1

+
2
q
log
piβ0()
β0
+
2
q
log
√
qA
2g(R)
+ o(1), (5.13)
U ′(r) =−
2
qpiβ0()
(1 + o(1)), (5.14)
ρ(r) =
2g(R)
q
(

piβ0()
)2
(1 + o(1)), (5.15)
for 0 <  1.
We stress that the first two terms of (5.13) asymptotically blow up, but
∣∣∣log piβ0 ()β0 ∣∣∣
log 1 as 0 <  1 (by (5.3)), which is different from the asymptotic expansion of
(5.5).
(b) In the situation β0 ∈ (2,∞) or the situation β0 = 2 and lim
↓0
pi2()
2
= 0, for 0 <
  1, U(r) has the same asymptotic expansion as (5.5) with χ1(β) = 0 and
χ2(β) = 1; U
′
(r) and ρ(r) have the same asymptotic expansions as (5.11) and
(5.12), respectively.
(II) Let Θ ∈ (0, 1), γ > 0 and τ ∈ R be constants independent of  and
κ() = 1−
(
log
1

)−Θ
, β1() = 1 + γ
(
log
1

)−Θ
,
β2() = 1 +
(
log
1

)−1(
γ log(n)
1

+ τ
)
,
where n ≥ 2 and log(n) denotes as the n times self-composite function of the natural
logarithmic function. Then for 0 < κ < 1 and β > 1 fixed, R − κ() and R − βi() are
located in [R− κ, R− β ] as 0 <  1, and there hold
lim
↓0
|U(R− κ())| = lim
↓0
|U ′(R− κ())| = 0, (5.16)
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U(R− β1()) =− 2γ
q
(
log
1

)1−Θ
+
1
q
log
qA
2g(R)
+ o(1), (5.17)
U(R− β2()) =− 2γ
q
log(n)
1

+
1
q
(
−2τ + log qA
2g(R)
)
+ o(1). (5.18)
Moreover, we have
U ′(R− β1()) = −
2
q
−β1()(1 + o(1)),
ρ(R− β1()) = 2g(R)
q
−2(β1()−1)(1 + o(1)),
(5.19)
and for n = 2 and γ > 2,
U ′(R− β2()) = −
2
q
−β2()(1 + o(1)),
ρ(R− β2()) = 2g(R)
q
−2(β2()−1)(1 + o(1)).
(5.20)
The proof of Theorems 5.1 and 5.2 are stated in Sections 5.1 and 5.2, respectively.
REMARK 4.
(i) Theorem 5.1 implies the coefficient of the leading order term is exactly determined by
the valence of the cation species (resp., anion species) when the total concentration of
cation species (resp., anion species) is strictly large than that of anion species (resp.,
cation species).
(ii) Theorems 5.1 and 5.2 present that as r satisfies lim↓0 R−r2 > 0 and lim↓0
R−r
 = 0,
we have |U ′(r)| ∼ 1|R−r| .
To prove Theorems 5.1 and 5.2, we shall define an auxiliary function
ψ(t) = e
q
2 (U(t)− 2q log ) (5.21)
which transforms (4.10) into
2ψ′(t)−
q
2
λ,κ(t)ψ(t) +
√
qA
2g(t)
= 0, for t ∈ [κ, R]. (5.22)
On the other hand, one may check from (3.74) and (5.21) that
ψ(R) =
N
R(B −A)
√
2Ag(R)
q
+ o(1). (5.23)
Multiplying (5.22) by exp
(
− q22
´ t
r
λ,κ(s) ds
)
, integrating the expansion over [r, R] and
going through simple calculations, one may check that
ψ(r) =ψ(R)e
− q
22
´R
r
λ,κ(s) ds
(5.24)
+
1
2
√
qA
2
ˆ R
r
1√
g(t)
e−
q
22
´ t
r
λ,κ(s) ds dt.
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5.1 Proof of Theorem 5.1
The monotonicity of U is a direct result of (3.20). Now we give the proof of Theorem 5.1(I).
Assume 0 < A < B. Due to κ ∈ (0, 1) and (3.39)–(3.40), one immediately obtains
max
r∈[κ,R−κ]
|U ′(r)| ≤ e−
Ĉ2,κ
1−κ , as 0 <  1, (5.25)
where Ĉ2,κ is a positive constant independent of . On the other hand, the combination of
(3.19), (3.20) and (5.25) implies, for r ∈ (0, κ], that
0 ≥ rN−1U ′(r) ≥
g(κ)
g(r)
κ(N−1)U ′(
κ)
≥−
(
max[0,R] g
min[0,R] g
)
κ(N−1)e−
Ĉ2,κ
1−κ (5.26)
≥− e−
Ĉ2,κ
21−κ , as 0 <  1.
Hence, for the case 0 < A < B, (5.4) immediately follows from (3.39), (5.25) and (5.26).
Using the same argument we can prove (5.4) for the case 0 < B < A. This completes the
proof of Theorem 5.1(I).
To prove Theorem 5.1(II), we consider the case when r = r,β satisfies (5.2), i.e.,
r = r,β = R− (γβ + o(1))β , as 0 <  1. (5.27)
We shall deal with the each right-hand term of (5.24). Note that β > 1. Thus, for any
κ ∈ (0, 1), we have [r,β , R] ⊂ [κ, R] as 0 <  1. In particular, one may choose
κ ∈ (max{0, 2− β}, 1) ⊂ (0, 1) (5.28)
so that κ+ β > 2. Setting r = r,β in (4.11) and using (5.27) and (5.28), one finds∣∣∣∣∣ q22
ˆ R
r,β
λ,κ(s) ds
∣∣∣∣∣ ≤ C˜13κ+β−2 log 1 −→ 0 as  ↓ 0. (5.29)
Hence, applying the Taylor expansions to 1√
g(t)
and using (5.29) and |t−R| ≤ (γβ +o(1))β ,
we obtain
ˆ R
r,β
1√
g(t)
e
− q
22
´ t
r,β
λ,κ(s) ds
dt
=
ˆ R
r,β
1√
g(R)
(
1− g
′(R)
2g(R)
(t−R) + o(1)
)
dt (5.30)
= γβ
β
(
1√
g(R)
+ o(1)
)
.
Combining (5.23), (5.24), (5.29) and (5.30), we arrive at
ψ(r,β) =
(
N
R(B −A)
√
2Ag(R)
q
+ o(1)
)
(5.31)
+ β−2
(
γβ
√
qA
2g(R)
+ o(1)
)
.
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Next, we shall deal with (5.31) via the following three cases for β.
Case 1. When 1 < β < 2 and γβ > 0, using (5.21) and applying the approximation
log(1 + µ) ≈ µ for |µ|  1 to (5.31), we arrive at
U(r,β) =
2
q
log +
2
q
logψ(r,β)
=
2
q
log +
2
q
log
{
β−2
(
γβ
√
qA
2g(R)
+ o(1)
)
×
(5.32)[
1 + 2−β
(
2Ng(R)
γβqR(B −A) + o(1)
)]}
=
2
q
(β − 1) log + 2
q
log
(
γβ
√
qA
2g(R)
)
+ o(1),
which gives (5.5) with χ1(β) = 1 and χ2(β) = 0.
By (4.10) and (5.32), one may check that 2U ′(r,β) = − 2γβq 2−β(1 + o(1)) + λ,κ(r,β),
together with (4.11) and (5.28) give∣∣∣∣βU ′(r,β) + 2γβq
∣∣∣∣ ≤β−2|λ,κ(r,β)|+ o(1)
(5.33)
≤C˜12κ+β−2 log 1

+ o(1) −→ 0 as  ↓ 0.
(5.7) immediately follows from (5.33).
For ρ(r,β), we can use (2.13), Lemma 3.9, (5.27) and (5.32) to obtain
ρ(r,β) =
(
−A+O(1)κ log 1

)
×
[
exp
(
2p
q
(β − 1) log + p
q
log
γ2βqA
2g(R)
+ o(1)
)
(5.34)
− exp
(
−2(β − 1) log − log γ
2
βqA
2g(R)
+ o(1)
)]
=
2g(R)
γ2βq
−2(β−1)(1 + o(1)).
Therefore, we get (5.8) and complete the proof of Theorem 5.1(II-a).
Case 2. When β = 2 and γβ > 0, by (5.21) and (5.31), we obtain
U(r,β) =
2
q
log +
2
q
[
log
√
A
2qg(R)
+ log
(
γβq +
2Ng(R)
R(B −A)
)]
+ o(1). (5.35)
Therefore, for β = 2, we arrive at (5.5) with χ1(β) = χ2(β) = 1. Furthermore, both (4.10)
and (5.35) give
2U ′(r,β) =−
√
2A
qg(R−γβ2)√
qA
2g(R)
(
γβ +
2Ng(R)
qR(B−A) + o(1)
) + λ,κ(r,β)
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(5.36)
=− 2
γβq +
2Ng(R)
R(B−A)
+ o(1), as 0 <  1,
which gives (5.9). Here we have used (4.11) to get the last estimate.
Using (5.35) and following the same argument as (5.34), we get (5.10) and complete the
proof of Theorem 5.1(II-b).
Case 3. When β > 2 and γβ ≥ 0, (5.21) and (5.31) immediately imply
U(r,β) =
2
q
log +
2
q
log
(
N
R(B −A)
√
2Ag(R)
q
)
+ o(1). (5.37)
Consequently, we get (5.5) with χ1(β) = 0 and χ2(β) = 1. In particular, (5.37) is independent
of γβ and has the same first two order terms as U(R) as 0 <  1.
(5.11) follows from the calculation
2U ′(r,β) =−
√
2A
qg(r,β)
(
R(B −A)
N
√
q
2Ag(R)
+ o(1)
)
+ λ,κ(r,β)
(5.38)
=− R(B −A)
Ng(R)
+ o(1) (by (4.10) and (5.37)).
In this case, the leading order term of U ′(r,β) has the same form as U
′
(R).
Finally, using (5.37) and following the same argument as (5.34), we get (5.12). Therefore,
we complete the proof of Theorem 5.1(II-c).
By Cases 1–3, we prove (5.5). Similarly, we can prove (5.6). This completes the proof of
Theorem 5.1.
5.2 Proof of Theorem 5.2
Let r ∈ (0, R) and R − r = piβ0() satisfies (5.3). Since β0 > 1, we can choose β′ ∈ (1, β0)
and κ′ ∈ (0, 1) such that κ′+β′ > 2. Note that lim
↓0
piβ0()
β′
= 0. Following the same argument
as (5.29)–(5.31), for (5.24) we have the following estimates:
∣∣∣∣∣ q22
ˆ R
r
λ,κ(s) ds
∣∣∣∣∣ ≤ C˜13κ′+β′−2 log 1 −→ 0 as  ↓ 0, (5.39)
ˆ R
r
1√
g(t)
e−
q
22
´ t
r
λ,κ(s) ds dt = piβ0()
(
1√
g(R)
+ o(1)
)
, (5.40)
ψ(r) =
(
N
R(B −A)
√
2Ag(R)
q
+ o(1)
)
+
piβ0()
2
(√
qA
2g(R)
+ o(1)
)
. (5.41)
When β0 satisfies conditions stated in Theorem 5.2(I-a), we have lim
↓0
piβ0()
2
=∞. Hence,
by (5.41) one finds
ψ(r) =
piβ0()
2
(√
qA
2g(R)
+ o(1)
)
(5.42)
44
due to the fact that the first term of (5.41) is a bounded quantity which is far smaller than the
second order term as 0 <   1. Combining (5.21) with (5.42) immediately obtains (5.13).
Moreover, following same arguments as (5.33) and (5.34), we can prove (5.14) and (5.15).
This completes the proof of Theorem 5.2(I-a).
On the other hand, when β0 satisfies conditions stated in Theorem 5.2(I-b), we have
lim
↓0
piβ0()
2
= 0. Hence, ψ(r) =
N
R(B−A)
√
2Ag(R)
q + o(1). Along with (5.21) yields
U(r) =
2
q
log +
2
q
log
(
N
R(B −A)
√
2Ag(R)
q
)
+ o(1)
having the same form as (5.37). Hence, following the similar argument, we can obtain the
asymptotic expansions of U ′(r) and ρ(r) which have the same forms as (5.11) and (5.12).
Therefore, Theorem 5.2(I-b) follows.
It remains to prove Theorem 5.2(II). For γ > 0, τ ∈ R, n ≥ 2 and 0 < Θ < 1, we set
κ1() = 1− γ
2
(
log
1

)−Θ
and κ2() = 1−
(
log
1

)−1(
γ
2
log(n)
1

+ τ
)
. (5.43)
As for (5.4), one may use Lemma 3.7 and the same argument of (3.60)–(3.62) with κ = κi()
(i = 1, 2) to check that
max
[δ,R−κi()]
|U ′| ≤ C˜6e−
M˜
41−κi()  1, (5.44)
max
[0,R−κi()]
|U| ≤ C˜8κi() log 1

 1, as 0 <  1, (5.45)
where δ, C˜6, C˜8 and M˜ are positive constants defined in Lemma 3.7, (3.60) and (3.62). Here
we have verified that as  goes to zero,
M˜
1−κ1()
= e
M˜γ
2 (log
1
 )
1−Θ −→∞, κ1() log 1

= e
γ
2 (log
1
 )
1−Θ
 log
1

−→ 0, (5.46)
M˜
1−κ2()
= eM˜(
γ
2 log
(n) 1
+τ) −→∞, κ2() log 1

= e
γ
2 log
(n) 1
+τ  log
1

−→ 0. (5.47)
Therefore, (5.16) follows.
To estimate U(R−βi()) and U ′(R−βi()), we shall deal with each term of the right-hand
side of (5.24) and re-establish the related estimates from (5.31).
Case 1´. For β1() = 1 + γ
(
log 1
)−Θ
with γ > 0 and 0 < Θ < 1, we have
κ1() + β1()− 2 = γ
2
(
log
1

)−Θ
−→ 0
as  ↓ 0. Moreover, for r̂ = R − β1(), one may use (5.44)–(5.45) and follow the same
argument of (4.12)–(4.15) to check that∣∣∣∣∣ q22
ˆ R
r̂
λ,κ(s) ds
∣∣∣∣∣ ≤ C˜13κ1()+β1()−2 log 1
(5.48)
= C˜13e
(log 1 )
1−Θ[− γ2 +(log 1 )Θ−1 log(2) 1 ] −→ 0 as  ↓ 0,
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and
ˆ R
r̂
1√
g(t)
e−
q
22
´ t
r̂
λ,κ(s) ds dt =β1()
(
1√
g(R)
+ o(1)
)
as 0 <  1. (5.49)
Note that 1 < β1() < 2 as 0 <  1. Thus, by (5.24), (5.23), (5.48) and (5.49) we obtain
ψ(R− β1()) =
(
N
R(B −A)
√
2Ag(R)
q
+ o(1)
)
+ β1()−2
(√
qA
2g(R)
+ o(1)
)
.
Along with (5.21) gives
U(R− β1()) =2
q
(
log + logψ(R− β1())
)
=
2
q
[
log + log
(
β1()−2
(√
qA
2g(R)
+ o(1)
))
+ log
(
1 +
22−β1()Ng(R)
qR(B −A)
)]
(5.50)
=
2
q
(β1()− 1) log + 1
q
log
qA
2g(R)
+ o(1)
=− 2γ
q
(
log
1

)1−Θ
+
1
q
log
qA
2g(R)
+ o(1).
Hence, we prove (5.17). Here we have used β1() ≈ 1 as 0 <   1 and log(1 + µ) ≈ µ for
|µ|  1 to get log
(
1 + 2
2−β1()Ng(R)
qR(B−A)
)
= o(1), which gives the third equality of (5.50).
By means of (4.10), (4.11) with κ = κ1() and (5.50) and passing through simple calcula-
tions directly, we conclude that∣∣∣∣β1()U ′(R− β1()) + 2q
∣∣∣∣
=
∣∣∣∣e−γ(log 1 )1−ΘU ′(R− β1()) + 2q
∣∣∣∣
≤C˜12e(log
1
 )
1−Θ[− γ2 +(log 1 )Θ−1 log(2) 1 ] + o(1) −→ 0 as  ↓ 0.
Hence, (5.19) immediately follows from (5.50) and the above estimate.
Case 2´. For β2() = 1 +
(
log 1
)−1 (
γ log(n) 1 + τ
)
with γ > 0, n ≥ 2 and τ ∈ R, by
(5.47) we have
κ2() + β2()− 2 = γ
2
(
log
1

)−1
log(n)
1

−→ 0
as  ↓ 0. Note that β2() ≈ 1 as 0 <  1. Thus, we may follow the same method as Case 1´
to get
U(R− β2())
=
2
q
(β2()− 1) log + 1
q
log
qA
2g(R)
+ o(1) (5.51)
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=− 2γ
q
log(n)
1

+
1
q
(
−2τ + log qA
2g(R)
)
+ o(1).
Hence, (5.18) follows. In addition, for n = 2 and γ > 2, by (4.10), (4.11) with κ = κ2() and
(5.51), we have ∣∣∣∣β()U ′(R− β2()) + 2q
∣∣∣∣
≤ C˜12
(
log(n−1)
1

)− γ2
log
1

+ o(1)
= C˜12
(
log
1

)1− γ2
+ o(1) −→ 0 as  ↓ 0.
Using (5.17) and (5.18) and following the same argument as (5.34), we obtain the leading
order terms of ρ(R− βi()) and finish the proof of (5.19) and (5.20). Therefore, the proof of
Theorem 5.2 is completed.
6 A connection to the EDL capacitance
Using the pointwise descriptions established in Theorems 5.1–5.2, we derive a formula for the
quantity C+(U; [r, R]) (related to the EDL capacitance; see (2.22)). We show that the value
C+(U; [r, R]) 1 if the thickness of the region [r, R] 2, and C+(U; [r, R]) ∼ O(1) if the
thickness of the region [r, R] ∼ 2 as 0 <  1. Moreover, when the thickness γ2 of [rγ , R]
becomes thinner, the value C+(U; [rγ , R]) becomes higher and has an upper bounded for
0 < γ  1. Such results are stated as follows:
THEOREM 6.1. Let 0 < A < B. Under the same hypotheses as in Theorem 4.1, we have
the following properties for C+(U; [r, R]) as 0 <  1:
(I) If r∞ ∈ (0, R) satisfies lim
↓0
R− r∞
2
=∞, then
lim
↓0
C+(U; [r
∞
 , R]) = 0.
(II) If rγ ∈ (0, R) satisfies lim
↓0
R− rγ
2
= γ ∈ (0,∞), then
lim
↓0
C+(U; [r
γ
 , R]) =
RN (B −A)q
2N
(
1 + 2Ng(R)R(B−A)γq
)
log
(
1 + R(B−A)γq2Ng(R)
) . (6.1)
Moreover, we have the following comparisons:
(i) C+(U; [rγ , R]) is strictly decreasing to γ in the sense that for 0 < γ
1 < γ2,
C+(U; [r
γ2
 , R]) < C
+(U; [r
γ1
 , R]) <
RN (B −A)q
2N
as 0 <  1. (6.2)
(ii) C+(U; [rγ , R]) is strictly increasing to R in the sense that for 0 < R1 < R2, there
holds
C+(U; [r
γ
 , R1]) < C
+(U; [r
γ
 , R2])
as 0 <  1.
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For the case of 0 < B < A, similar results also hold.
REMARK 5. Note that by (1.11), the dimensionless quantity Cb := RN (B−A) is related to
the total charge over the whole physical domain BR. Along with (6.1), we have the following
approximation:
C+(U; [r
γ
 , R]) =
Cbq
2N
(
1 + 2NR
N−1g(R)
Cbγq
)
log
(
1 + C
bγq
2NRN−1g(R)
) + o(1). (6.3)
This formula is similar as the specific capacitance of the Helmholtz double layer for the cylin-
drical electrode of radius R (cf. [50, 51]). Moreover, assume 0 <   1 and 0 < γ  1;
namely, the region [rγ , R] ≈ [R− γ2, R] sufficiently attaching to the charged surface is quite
thin. Then applying the approximation log(1 + s) ≈ s for |s|  1 to (6.3) gives
1
C+(U; [R− γ2, R]) ≈
γ
RN−1g(R)
+
2N
Cbq
, (6.4)
which presents the effects of the curvature 1R , the surface dielectric constant g(R), the thick-
ness associated with γ, and the total charge Cbq.
Having Theorems 5.1–5.2 at hand, we are now in a position to prove Theorem 6.1.
Proof of Theorem 6.1. Assume 0 < A < B. Multiplying (2.12) by rN−1, integrating the
expression over [r, R] and using (2.15) and (4.1), one may check that C+(U; [r, R]) obeys
C+(U; [r, R]) =
∣∣∣∣∣
RN (A−B)
N − 2g(r)rN−1 U ′(r)
U(R)− U(r)
∣∣∣∣∣ . (6.5)
For the case lim
↓0
R− r∞
2
=∞, r∞ has to satisfy one of the following:
(i). There exists β̂ ∈ [0, 2) such that lim sup↓0 R−r
∞

β̂
< ∞ but lim↓0 R−r
∞

β′′
= ∞ for
β′′ ∈ (β̂, 2);
(ii). R− r∞ = pi2() satisfies (5.3) with β0 = 2.
Hence, by Theorems 5.1(II) and 5.2(I-a) and the monotonicity of U, one immediately finds
|U(R)− U(r∞ )| ≥

2
q
(2− β′′) log 1

+O(1), for case (i),
2
q
log
pi2()
2
+O(1), for case (ii),
(6.6)
for any β′′ ∈ (max{1, β̂}, 2).
On the other hand, by (5.4), Theorems 5.1(II-a) and 5.2(I-a), one may check that
0 ≤ −2g(r∞ ) · (r∞ )N−1 U ′(r∞ ) ≤
2g(R)RN−12
qpi2()
(1 + o(1)), as 0 <  1. (6.7)
Note that lim
↓0
2
pi2()
= 0. Thus, by (6.5)–(6.7) we find
C+(U; [r
∞
 , R]) =
∣∣∣∣∣
RN (A−B)
N − 2g(r∞ ) · (r∞ )N−1U ′(r∞ )
U(R)− U(r∞ )
∣∣∣∣∣ −→ 0 as  ↓ 0. (6.8)
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Therefore, Theorem 6.1(I) follows.
Now we give the proof of Theorem 6.1(II). Assume lim
↓0
R− rγ
2
= γ ∈ (0,∞). Then
setting r,β = r
γ
 and γβ = γ in (5.5) with β = 2 and in Theorem 5.1(II-b), and putting these
expansions into (6.5), one may check that
C+(U; [r
γ
 , R]) =
∣∣∣∣∣
RN (A−B)
N − 2g(rγ ) · (rγ )N−1U ′(rγ )
U(R)− U(rγ )
∣∣∣∣∣
=
∣∣∣∣RN (A−B)N + 2g(R)RN−1γq+ 2Ng(R)
R(B−A)
+ o(1)
∣∣∣∣
2
q
[
log
(
γq + 2Ng(R)R(B−A)
)
− log 2Ng(R)R(B−A)
]
+ o(1)
(6.9)
=
RN (B −A)q
2N
(
1 + 2Ng(R)R(B−A)γq
)
log
(
1 + R(B−A)γq2Ng(R)
) + o(1),
which gives (6.1). Here we have used lim↓0 g(rγ ) = 0 and the asymptotic expansion of U(R)
from (5.5) with χ1(β) = 0 and χ2(β) = 1 (see also, (3.74)) to get the second line of (6.9).
Now we deal with the monotonicity of C+(U; [rγ , R]) with respect to γ. Let
f˜(γ) =
(
1 +
C
γ
)
log
(
1 +
γ
C
)
be a function of γ, where C = 2Ng(R)R(B−A)q > 0. One may check that f˜
′(γ) = − Cγ2 log
(
1 + γC
)
+
1
γ > 0 for γ > 0, which implies that f˜(γ) is strictly increasing to γ, and satisfies
f˜(γ) > lim
t→0+
(
1 +
C
t
)
log
(
1 +
t
C
)
= 1, for γ > 0. (6.10)
By (6.9) and (6.10) with C = 2Ng(R)R(B−A)q , we obtain (6.2). This completes the proof of Theo-
rem 6.1(II-i).
It remains to prove Theorem 6.1(II-ii). Let
f̂(R) =
RN (B −A)q
2N
(
1 + 2Ng(R)R(B−A)γq
)
log
(
1 + R(B−A)γq2Ng(R)
)
be a function of R. By a simple calculation, one may obtain
f̂ ′(R) =
f̂(R)
R+ 2Ng(R)(B−A)γq
(N + 1)(1 + 2Ng(R)
R(B −A)γq
)
− 1− 1
log
(
1 + R(B−A)γq2Ng(R)
)
 . (6.11)
On the other hand, it is easy to check that for any a0 >
3
2 , there holds
log
(
1 +
1
t
)
>
1
a0(1 + t)− 1 , ∀ t > 0. (6.12)
In particular, choosing a0 = N + 1 and setting t =
2Ng(R)
R(B−A)γq in (6.12), one immediately gets
(N + 1)
(
1 +
2Ng(R)
R(B −A)γq
)
> 1 +
1
log
(
1 + R(B−A)γq2Ng(R)
) .
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(Note that 0 < A < B.) Along with (6.11), we arrive at f̂ ′(R) > 0 and obtain C+(U; [rγ , R1]) <
C+(U; [rγ , R2]) as 0 <  1.
Therefore, we prove Theorem 6.1(II-ii) and complete the proof of Theorem 6.1.
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