Abstract: This paper proposes a decentralized hierarchical multi-rate control scheme for large-scale dynamically-coupled linear systems subject to linear constraints on input and state variables. At the lower level, a set of decentralized and independent linear controllers stabilizes the process, without taking care of the constraints. Each controller receives reference signals from its own upper-level controller, that runs at a lower sampling frequency. By optimally constraining the magnitude and rate of variation of the reference signals to each lower-level controller, quantitative criteria are provided for selecting the ratio between the sampling rates of the upper and lower layers of control at each location, in a way that closed-loop stability is preserved and the fulfillment of the prescribed constraints is guaranteed.
INTRODUCTION
The recent massive innovations in automation and communication technologies make control of large-scale systems (LSS) a viable technology. The complexity and spatial distribution of many sensors and actuators and their interconnections over a communication network require however novel control design approaches: most of the existing advanced control theory is based on the assumption that the decision-making process is centralized, which is impractical in the case of LSS; more classical methodologies based on decentralized control, developed starting already in the seventies (see the book ofŠiljak (1991)), do not fully exploit the computation potentials of modern control systems. A widely used technique that exploits numerical optimization is model predictive control (MPC); current industrial MPC practice is, however, to rely on global prediction models and centralized real-time optimization, although decentralized MPC schemes were proposed recently (see e.g. Jia and Krogh (2002) ; Keviczky et al. (2006) ; Liu et al. (2009) ; Alessio et al. (2011) and the recent survey (Bemporad and Barcelli, 2010) ). While decentralization avoids the need of maintaining a model of the entire process and of solving a possibly largescale optimization problem in a central control station at each sampling time, performance is typically degraded with respect to centralized schemes (the more is degraded the more local dynamics and objectives are coupled) and global constraints are often hard to impose without timeconsuming iterative decision processes. Hierarchical control is a good compromise: lower-level local controllers take care of stabilization tasks based on simplified local dynamical models, and are orchestrated by a upperThis work was supported by the European Commission under project "WIDE -Decentralized and Wireless Control of Large-Scale Systems", contract number FP7- IST-224168. level control layer that maximizes global performance and enforces global constraints (Scattolini, 2009) . A similar concept was also adopted in the reference governor (RG) literature, where the complexity of MPC was mitigated by separating the stabilization problem from the constraint fulfillment problem (Bemporad et al., 1997; Gilbert and Kolmanovsky, 1999; Hirata and Fujita, 1999; Kogiso and Hirata, 2009) .
A recent approach to hierarchical control was proposed in (Barcelli et al., 2010a) to guarantee constraint fulfillment, in which a centralized upper-level controller, running at a lower sampling frequency and based on a global more abstract model (e.g., the DC gain) of the system, restricts the set of admissible reference signals to the lower layer of decentralized linear controllers, therefore guaranteeing the fulfilment of constraints. The approach provides quantitative criteria to bound the maximum allowed reference variations and to choose the ratio N between the sampling intervals of the upper and lower level so that fulfillment of input and state constraint is guaranteed.
This paper extends such an idea further, by decentralizing also the upper-level control layer (see Figure 1) . We assume that the plant is stabilized by a set of m lower-level controllers, all running with sampling time T L , receiving feedback only from local states. Each local upper-level controller can run at an independent sampling rate T H i , i = 1, . . . , m, generating the reference signal r i , i = 1, . . . , m to the corresponding lower-level controller. The absence of a centralized upper-level layer avoids centralized computations and guarantees full scalability.
The basic idea to enforce constraints is the following: After extending the hierarchical multi-rate approach of (Barcelli et al., 2010a) (Jia and Krogh, 2002) ), and exploit the limits imposed on unmodeled states to bound the sets containing such local disturbances.
Multirate MPC schemes have been addressed in a variety of papers, see e.g. the early work of Scattolini and Schiavoni (1994) , and the application papers (Menchinelli and Bemporad, 2008; Bemporad et al., 2009) in which hybrid MPC control is used at the upper level to enforce complex linear and logical constraints. Two main issues arise in hierachical MPC design: the choice of a simple abstract model to design the upper-level controller (or possibly no model), and the choice of its sampling time T H . Rule of thumbs suggest that the latter must be "large enough" to assume that the adopted prediction model is "enough consistent" with the true underlying closed-loop system, but "not too small" to ensure enough reactiveness of the hierarchical scheme to changes of desired references. In this paper we quantify exactly what "large enough" should be in a decentralized setting. Safe operations are guaranteed by constraints on magnitude and rate of the reference signals parameterized by the ratio between the sampling intervals of the two layers, no matter how the performance index (if any) is optimized on top by the upper-level controller.
The paper is organized as follows. The proposed hierarchical control architecture is described in Section 2. In Section 3 the constraints on reference signals and their dependence on the ratio between sampling intervals is characterized and optimized, and used in Section 4 to define the overall hierarchical control scheme. A particular design for the upper control layer based on on-line optimization is described in Section 5. Simulation results are reported in Section 6.
PROBLEM SETUP
Consider the decentralized hierarchical control architecture depicted in Figure 1 , where the open-loop process
y(t) =Cx(t) +Du(t) (1b) is in closed loop with the lower-level control layer u(t) = F x(t) + Er(t) (1c) where x(t) ∈ R nx , y(t) ∈ R nr , u(t) ∈ R nu , and r(t) ∈ R nr is the reference signal. We assume that the gain F is asymptotically stabilizing and running at a sampling 
The gains F and E can be computed by several methods, see e.g. (Šiljak, 1991; Šiljak and Zečević, 2005; Crusius and Trofino, 1999; Barcelli et al., 2010b) .
To enforce constraints on state and inputs, at the upper level a set of m supervisors, running at lower sampling frequencies f
. . , m, manipulates the components j ∈ I i r of the desired reference vector p ∈ R nr , producing a corresponding reference vector r i ∈ R n i r . The resulting reference vector r ∈ R nr is passed to the lower level. The selection of r from p may be driven by numerical procedures optimizing performance or economic criteria.
The closed-loop system (1a), (1c) can be rewritten as
where A =Ā +BF , B =BE. Despite the fact that only local state feedback is used, the global model (4) may not be block diagonal, because of possible dynamical coupling through matricesĀ,B. Hence, system (4) can be written as the collection of m dynamical systems Σ i :
where d i (t) captures the unmodeled dynamics due to the neglected dynamical couplings. Assumption 1. Matrix A i has spectral radius within the unit circle.
Assumption 1 states that the nominal local closed-loop system (d i (t) = 0)) is asymptotically stable, and is a condition that should be imposed while synthesizing F .
Given a matrix M , let M I,J be the submatrix of matrix M obtained by collecting the row indices in I and the column indices in J, and by M I the submatrix collecting all the rows indexed by I. A similar notation is used for subvectors v I of a given vector v. Then we set
The neglected dynamics are modeled as follows. Let
, where (Ã i ,B i ) capture the influence of unmodeled statesx i and reference signalsr i on Σ i .
The upper-level controllers are assumed to act independently, so their sampling intervals may differ. Define the following ratios
where 1/T L is the sampling frequency of the lower-level decentralized controller,
The goal of the i-th upper-level controller is to generate a piecewise-constant reference r i (t)
in order to keep the state vector x i (t) and the reference r i (t) within the admissible polytope
where
Note that (7) covers the case of input, state, and output constraints, and constraints on the local tracking error y i − r i . 
Let
H x x+H r r ≤ K}, where H x , H r , K define the set of states and references such that their subvectors x j , r j belong to X j , ∀j = 1, . . . , m, which is a bounded set as X j are polytopes. Under the assumption that
∈ X i holds for all t ≥ 0, ∀i = 1, . . . , m, and therefore that x(t) r(t) ∈ X , ∀t ≥ 0, the local "disturbance" d i (t) modeling the effect of the other subsystems on Σ i , belongs to the bounded polyhedral set (=polytope)
We aim at determining the ratio N i and restrictions on the reference values r 
Let the reference vector r i (t) be constrained within the tightened set
−1 B i is the reference-to-state DC gain of (5). Vector ∆K i ∈ R qi is selected to have positive components. We assume that set-points r i (t) are changed in a way that the tracking error ∆x i (t) x i (t) − G i r i (t) is kept within the set
i is a tuning knob of the proposed approach: the smaller the components of ∆K i are, the larger is the set R i of admissible set points r k , but the smaller is the admissible reference increments ∆r k i to maintain tracking errors ∆x i (t) within E i , ∀i = 1, . . . , m.
Let Ω i (0) ⊆ R n i x be the maximum output admissible robustly invariant set (MOARS, ) for system (11) under the constraint ∆x i (t) ∈ E i
0 }, and let n i 0 be the number of such hyperplanes, that under Assumption 1 exists and is finite for each i = 1, . . . , m, see . Then
The following lemma extends Lemma 1 in (Barcelli et al., 2010a) to cover the case of polytopic uncertainty. Lemma 1. For all subsystems i = 1, . . . , m, let
The main idea of this work is the following. Assume that the reference r k i ∈ R i is issued at the sampling instant t = kN i and that N i is large enough so that
). The goal of the next section is to quantify the relationship among the maximum reference variation ∆r 
Because of constraint (14f), problem (14) is nonconvex. However, it can be conveniently recast as a mixed-integer linear programming (MILP) problem by introducing an auxiliary binary vector δ ∈ {0, 1} n0 , satisfying the following constraints where the subscript h denotes the h-th component or row.
The logical constraint (15a) can be converted to mixedinteger linear inequalities using the standard "big-M" approach (see e.g. Williams (1993) 
where 
Proof: We first prove by contradiction that ∆r i (N i ) ≤ ∆r i (N i + 1), ∀N i ∈ N such that ∆r i (N i + 1) is defined. Assume that N i ∈ N exists such that ∆r i (N i + 1) < ∆r i (N i ). This implies that there exists a state x i , a disturbance sequence D N i , and two references r 
for some small σ > 0, to the lower control layer as in (6). Theorem 1. Assume that K is a decentralized asymptotically stabilizing linear gain, that Assumption 1 holds, and that a set of vectors r −1 i ∈ R i exists such that the initial states x i (0) ∈ Ω i (r ∈ X , ∀t ≥ 0. As lim t→∞ r(t) = r, similarly to (11) define ∆x(t) = x(t) − Gr and rewrite (4) as ∆x(t + 1) = A∆x(t) + B(r(t) − r) (19) As (19) is an asymptotically stable linear system it is also input-to-state stable (Jiang and Wang, 2001) , and hence it immediately follows that lim t→∞ ∆x(t) = 0, which in turn implies that lim t→∞ x(t) = Gr.
2
Theorem 1 shows that any decentralized upper-level reference generation strategy satisfying constraints (18) ∞ for each subsystem i that the i-th upper-level controller can apply for a given ratio
L between consecutive sampling times. We stress that for each subsystem the ratio N i is determined independently on the other hierarchical arrangements.
It is worth to investigate the relations between ∆r i (N i ) and N i further for each subsystem i = 1, . . . , m. In fact, the design of the i-th upper control layer could be addressed from a different point of view: given a desired ∆r i , determine the minimum N i such that ∆r i < ∆r i (N i ). In practical applications N i is restricted to a range [N ] to characterize ∆r i (N i ) that, by Lemma 2, we know increases with N i . In particular, it is of interest the ratio R i (N i ) = ∆ri(Ni) Ni which characterizes the maximum speed of change of the reference signal. In fact, for each subsystem, the larger N i the larger is the supremum of the variations ∆r i that the local supervisor can issue, but the less frequently such variation happens, that is every N i T L sampling times. Another issue related to tuning of the upper control layer is the choice of ∆K i for each i: from one hand a larger ∆K i tightens the range of admissible references R i , but on the other hand it enlarges the size of the invariant set Ω i (r i ), and therefore augments the achievable ∆r i (N i ). There is therefore a tradeoff: the designer must choose between constraints on reference signals (R i ) and constraints on reference speed (R i (N i )) .
Because of the need of enforcing constraints (18) in the upper control layer, in the next section we propose a decentralized model predictive control (MPC) design strategy for such a layer, although any other constraint-handling strategy could be employed, such as static optimization or a rule-based selection.
DECENTRALIZED MPC DESIGN OF UPPER CONTROL LAYER
This section introduces a simple decentralized MPC strategy for the upper layer of control in the hierarchy, denoted as DHiMPC, for generating each reference signal r i while enforcing constraints (18).
Prediction model
We consider an under-sampled and possibly reduced-order model of each nominal lower-level closed-loop model (5) (d i (t) = 0), evolving with sampling time
, and Z i is a matrix mapping each original state x i (kN i ) into the new state x H i (k) (in case the order of the system is not reduced Z i = I). Model (20) can be easily obtained by resampling system (5) for d i (t) = 0 using standard discretization methods. Hence, fast-enough modal responses become negligible, which implies that the HiMPC algorithm can exploit only an incomplete information on the underlying local closed-loop dynamics. However, each HiMPC controller is independent from the others, which allows one to tune the upper-layer sampling rates individually. Therefore, reference changes can be commanded at different time instants, which guarantees maximum flexibility in largescale systems that have different time constants. Note that, contrarily to (Barcelli et al., 2010a) where a complex centralized upper-level supervisor based on a global (yet possibly reduced-order) model is used, in this paper we propose a decentralized design and decentralized implementation that allows treating each subsystem independently.
Cost function and constraints
Each upper-level MPC controller must embed constraints (18) on the generated references, to ensure stability Fig. 2 . Dynamical process used in the simulation example and constraint satisfaction of state-dependent constraints. Moreover, it is possible to embed additional constraints on the reference signals, such as mixed logical/linear constraints (see e.g. Menchinelli and Bemporad (2008) ) on local reference signals.
The i-th MPC controller can potentially optimize any cost function of r i (k), ∆r i (k), and x H i (k), that may be dictated for instance by economic objectives. Note that a global cost function cannot be directly addressed by means of DHiMPC, nevertheless various consensus (Garin and Schenato, 2010) and distributed optimization (Yang and Johansson, 2010) approaches can be applied.
SIMULATION EXAMPLE

Problem description
We test the effectiveness of the proposed approach on a multi-mass-spring system similar to the one described in (Barcelli et al., 2010a) , where a centralized hierarchical approach was used. The process is composed by four mass-spring-damper systems moving on the vertical axis, as described in Figure 2 . Contrarily to (Barcelli et al., 2010a) , neighboring systems i and j are connected by dampers with coefficient µ i,j = 0.005 [kg/s], ∀i, j, instead of springs, which makes condition (3) satisfied. The remaining parameters are as in (Barcelli et al., 2010a ). The system is described by a 8th order linear dynamics whose states are mass positions z and velocities v,
collects the forces applied to the masses, and whose output y = [z 1 z 2 z 3 z 4 ] are mass positions, to be controlled on the set-point r ∈ R 4 .
The plant is sampled every T L = 0.25 s and is subject to the state constraints x(t) ∈ X , where X = {x ∈ R 8 : −0.3 ≤ x 1 , x 3 , x 5 , x 7 ≤ 1, x 3 ≤ x 1 + 0.3}, corresponding to constraining mass positions between −0.3 and 1 m, and by preventing mass #1 to go below mass #2 by more than 0.3 m.
The equivalent discrete-time model (1) of the process is decentralized according to the following index selection in (20), and implemented using the Hybrid Toolbox (Bemporad, 2004 ) and the WIDE Toolbox developed by Barcelli et al. (http://ist-wide.dii.unisi .it/toolbox/). The prediction horizon is 10, the control horizon 5, unit weights are used on reference increments and weight equal 100 is used to penalize each mass position error. The constraints on control signals r i (k) ∈ R i and on their increments |r 2, 3, 4 are enforced for i = 1, . . . , m = 8, where σ is the machine precision. The quantities
are chosen to tighten the constraint on the reference in (9), where ∆ 0 is a scaling factor to be determined.
The computation of the maximum output admissible robustly invariant sets (MOARS) Ω i (0) defined in (13) is carried out independently for each subsystem i. Figure 3 shows the two-dimensional polytopes related to Σ 2 and Σ 3 (the MOARS for Σ 1 lies in R 4 and is not shown). The conservatism introduced by the unmodeled dynamics d i (t) is displayed in the same figure by comparing the MOARS with the corresponding MOAS resulting by setting d i (t) = 0 (which means a complete lack of interaction among the subsystems). Note that Σ 2 and Σ 3 have the same MOAS as they share the same local dynamical model, but different MOARS's. This is due to the overall plant structure, which is not symmetric for the last two subsystems, as mass #3 is surrounded by other two masses while mass #4 has only one neighboring mass.
Computation of maximum reference rates
The relation among N i , ∆ 0 and ∆r i is investigated for each subsystem independently. Figure 4 we also report the results obtained by computing the same quantities with the centralized hierarchical approach of (Barcelli et al., 2010a) .
Let DHiMPC i denote the decentralized hierarchical controller designed for subsystem Σ i , i = 1, 2, 3, and HiMPC the centralized hierarchical controller designed as proposed in (Barcelli et al., 2010a) . DHiMPC i enforces constraints more conservatively than HiMPC because of the conservative way interactions are modeled. On the other hand, while HiMPC has a uniform sampling frequency on all subsystems, DHiMPC 2 and DHiMPC 3 can be implemented (black dashed), and Σ 3 (red dotted with circles), and centralized approach (magenta dotted with triangles) at smaller sampling times, which makes the reaction to changes in set points on masses #2 and #3 more quick.
All functions depicted in Figure 4 are nondecreasing, in accordance with Lemma 2. Similarly to (Barcelli et al., 2010a) , it is possible to compute the maximum reference rate that can be generated by each DHiMPC scheme by maximizing the ratio
From the computation viewpoint, the centralized MILP associated with HiMPC involves more state variables and dynamic constraints than any of the decentralized DHiMPC's, however each of the latter needs to account for disturbances. Using the centralized MILP as a reference for comparison, the CPU time for computing the MILPs associated with the decentralized approach are get multiplied by a factor 5 (DHiMPC 1 ), 1 5 (DHiMPC 2 ), and 1 8 (DHiMPC 3 ).
Simulation results
We test the DHiMPC approach and compare it to the corresponding HiMPC one. Denote by p(t) the desired output reference at time t, p(0) = [ 0.65 0.8 0 0.2 ] , and let r −1 i = 0 ∈ R i and x i (0) = 0 ∈ Ω i (r −1 i ), for i = 1, 2, 3. Let N 1 = 51, N 2 = 32, and N 3 = 25 for DHiMPC 1,2,3 , respectively, and N = 42 for HiMPC. This choice leads to ∆r 1 = 0.7, ∆r 2 = 0.7, and ∆r 3 = 0.69 for DHiMPC, and ∆r = 0.7 for HiMPC.
At time t = 0 both HiMPC and DHiMPC 1 exploit the full admissible reference range, applying the maximum ∆r to masses #1 and #2, see Figure 5 (a). Note that the desired reference p 2 (t) provided by the user for the position of mass #2 is out of the bounds in (9) during the time interval t ∈ [0, 45], p 2 (0) also violates the reference variation constraint which is 0 ≤ r i (t) ≤ 0.7, i = 1, . . . , 3. Figure 5 (a) shows how DHiMPC 1 reacts later than HiMPC to changes of p(t), while instead DHiMPC 2 and DHiMPC 3 react more quickly. Note that constraints are always satisfied, even if commanded references p are infeasible, such as for 86 < t < 144.5 s for masses #1 and #2.
CONCLUSIONS
This work has proposed a decentralized hierarchical control approach to handle state-dependent constraints in large-scale linear control systems. The control design is carried out in two steps: First, a lower-level set of decentralized linear controllers is designed to stabilize the process without accounting for the constraints; second, each regulator is fed by an upper-level controller, running at a slower pace, that manipulates the desired references so as to guarantee the fulfillment of the constraints. Although some conservatism is introduced by treating the dynamic couplings as bounded disturbances, the proposed approach is totally scalable and therefore suitable for constrained linear systems of large size.
