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Abstract
This thesis challenges several concepts in finance. Firstly, it is the Markowitz’s
solution to the portfolio problem. It introduces a new method which denoises
the covariance matrix – the cornerstone of the portfolio management. Random
Matrix Theory originates in particle physics and was recently introduced to
finance as the intersection between economics and natural sciences has widened
over the past couple of years.
Often discussed Efficient Market Hypothesis is opposed by adopting the
assumption, that financial returns are driven by Paretian distributions, instead
of Gaussian ones, as conjured by Mandelbrot some 50 years ago.
The portfolio selection is set in a framework, where Expected Shortfall
replaces the standard deviation as the risk measure. Therefore, direct optimi-
sation of the portfolio is implemented to be compared with the performance of
the classical solution and its denoised counterpart. The results are evaluated in
a controlled environment of Monte Carlo simulation as well as using empirical
data from S&P 500 constituents.
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Tato práce se zabývá několika koncepty moderních matematických financí.
Předně je to teorie portfolia, jak ji v 50. letech předchozího století formuloval
Harry Markowitz. Práce se týká nové metody, kterou do moderního finančního
světa přinesla částicová fyzika před několika lety. Random Matrix Theory
(Teorie náhodných matic) si klade za cíl vyčistit kovarianční matici od šumu,
který při klasickém Pearsonovském odhadu nutně vzniká. Tím vzniká hy-
potéza, zdali takto upravené kovarianční matice povedou k lepším investičním
rozhodnutím, zejména vzhledem k risku daného portfolia.
Inspirována Benoit Mandelbrotem si tato práce osvojuje Stabilní rozdělení,
jakožto předpokládané rozdělení pro finanční instrumenty, což je v přímé opozici
s Efficient Market Hypothesis (Hypotéza efektivních trhů).
Teorie portfolia v tomto případě odhlíží od míry risku měřené pomocí stan-
dardní odchylky, přičemž se zabývá mírou Expected Shortfall. Práce porovnává
obě metody s přímou optimalizací portfolia dle minimalizace právě Expected
Shortfallu.
Výsledky jsou vyhodnoceny za použití simulační metody Monte Carlo, ste-
jně jako empirických dat z akciových titulů zastoupených v indexu S&P 500.
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Motivation: 
     Much of the intellectual energy in finance of the 20th century was spent on the problem of optimal portfolio 
selection. Historically, the cornerstone of the solution, presented by Markowitz in 1952, has been the variance-
covariance matrix – a measure of co-movement of financial time series. However, there are inherent weaknesses 
in this approach that have been challenged since the introduction of methods originating in other fields – Physics 
and signal processing - into Economics.  
    Random Matrix Theory is one of the most often scrutinised theories about its ability to offer better estimates of 
the ‘true’ covariances. This work shall implement RMT denoising method, in order to improve the solution of the 
portfolio problem, particularly with respect to the risk. 
 
    Furthermore, the original problem setup minimises the risk expressed as the standard deviation of the returns 
of the portfolio, given a level of return. This thesis looks into the problem of minimising the Expected shortfall of 
the portfolio instead. 
     With the advent of Basel III accord, the mainstream measure of risk shifts from Value at Risk to a more 
sophisticated Expected shortfall. Also, with soaring power of today’s standard hardware, we are able to employ 
more computationally exhaustive methods in portfolio optimization and risk management as such.  
 
     Instead of assuming that financial data follow Gaussian laws, semi-closed form of alpha-Stable Lévy 
distributions can be taken into account. Unlike in the world of Normal distributions, Stable distributions have 
infinite variance and are a generalization of several important distributions. Hence modelling the conditional Value 
at Risk, we can account for the fat tails more precisely than in the usual framework. 
 
This work will test the optimization method on both simulated data, with known covariance structure, as well as 
real data to empirically test the hypotheses described below. 
 
Hypotheses: 
1. Hypothesis #1: RMT will be tested to be a better approximation of the data-generating covariance 
structure that Pearsonian covariance matrix.  
2. Hypothesis #2: Random Matrix Theory denoising of the covariance matrix will result in portfolios with 
lower Expected shortfall when portfolio is optimised with respect to it. 
3. Hypothesis #3: The ratio of number of observations and number of stocks in the portfolio will be 
significant to the performance of the method. 
 
Methodology: 
The method of Random Matrix Theory has not been inspected in quantitative finance journals over the past 
decade very frequently. It has found its core authors and there have been some interesting empirical results.  
 
The methodology is not however very clear on the method of clipping the noisy eigenvalues of the covariance 
matrix. Hence it will be inspected and implemented from scratch to avoid any possible flaws in reusing external 
code.  
 
The semi-closed solution to the ES minimisation will be presented with adequate mathematical background and 
implemented in respective software as well. 
 
The stable distributions will be studied and for there is quite a lot of confusion in the literature, and particularly 
implementation, the work will follow Nolan (2003, 2012). A Maximum Likelihood Estimate of the stable distribution 
fits to the time series will be inspected, despite its computational exhaustiveness. 
 
Lastly, the thesis shall follow and verify the method of calculating the expected shortfall for Stable distributions 
due to Stoyanov (2006).  
 
The author is expecting to deliver its own implementation of the methods in R programming language or Python.    
Expected Contribution: 
The work will summarise the research in Random Matrix Theory, Stable distributions and modern Portfolio 
Theory.  
 
It attempts to firstly verify the relevance of RMT with simulating multivariate financial time series and comparing it 
to Pearsonian estimates using Kullback-Leibler measure. Thus validating and replicating Macenko (1967) results. 
Secondly, it will inspect, the effect of using this method on creating portfolios with respect to the Expected 
Shortfall of the resulting portfolio – it will partially replicate results of Laloux (2000), Edelman (2005) and 
Bouchaud (2009). This will be compared to portfolios calculated as Global Minimum Variance from the usual 
Markowitz’s framework.  
 
Also, the thesis will implement and replicate core results for ES estimation by Stoyanov (2006). 
 
Moreover, the thesis will offer discussion on using Stable distributions in finance and clarify the confusion behind 
various parametrizations – Nolan(2012). It will implement a library that calculates the stable density as in Nolan 
(2012).  
  
Moreover, it will implement an MLE estimate engine for fitting stable distributions. Furthermore, it shall evaluate 
Expected Shortfalls for various portfolios and their parameters such as rebalancing, under parametric 
assumptions as well as actual historical performances.  
Outline: 
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Chapter 1
Introduction
Since the beginning of the last century, finance practitioners were convinced
that the markets are immeasurable. Or rather, effort to analyse and predict
them in order to obtain profits, is doomed to fail. This idea originated with
Bachelier’s thesis on speculation on options markets and laid the foundation
stone of the Efficient Market Hypothesis.
Finance and its methods have substantially evolved, particularly since the
turn of the century, towards a more quantitative side of things. This greatly
enhanced its ability to forecast and analyse the markets, also in real–time. Fi-
nance has received contributions from exact natural sciences, on top of the orig-
inal economics. Nowadays, finance consist of a mix of methods from stochastic
calculus, data mining or signal processing, all of which are widely used in
practice as well as academia. Along with a massive growth in computational
power of conventional computers, modern time researchers can take advantage
of methods solving tasks in complexity quite unimaginable just a couple of
decades back. Yet some core economic ideas remain quite unchallenged, which
raises a question whether or not they are still relevant.
Plenty of the intellectual resources invested in finance of the previous cen-
tury were spent on portfolio theory and portfolio risk management. However,
since the pioneering work of Markowitz in 1952, the setup has not seen much
innovation.
This work is concerned with the cornerstone of the conventional portfolio
theory – covariance of assets’ returns. It inspects effects, and possibly the
benefits, of denoising the estimates of the covariance matrix to the portfolio
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performance. Thus, it is testing whether or not the resulting portfolios can be
less risky, as they would have more accurate inputs. The considered method
is Random Matrix Theory, which originated in particle physics and its study
of nuclear resonance with random matrices. Validity of this approach is tested
under controlled conditions as well as using empirical data.
As a risk measure, this work replaces the original objective of minimisation
of standard deviation with the Expected Shortfall. This is motivated by the
recent regulatory departure from the Value At Risk to its more sophisticated
version known as conditional VaR, or Expected Shortfall. It has more suitable
mathematical properties, as unlike the Value at Risk, it satisfies the coherency
axioms.
Moreover, this work disregards the assumptions that financial series origi-
nate in Gaussian world. Rather, it implements more general Lévy α-stable dis-
tributions. This family of distributions is proposed by Mandelbrot to oppose
the Efficient Market Hypothesis. Also, a semi–closed solution to calculating
the Expected shortfall under Stable distributions, was proposed only recently
by Stoyanov. Hence, results presented herein are one of the few applications of
this important formula.
Moreover, this work directly compares predictions by RMT and Markowitz’s
framework, with portfolios optimised with respect to their Expected Shortfall.
Furthermore, the theoretical part presents steps how to execute such calcula-
tions more effectively than is standard in the scripting language R used in this
thesis.
The results of the empirical part are re–evaluated using Monte Carlo simula-
tions to obtain more representative conclusions. Neither set of results suggests,
that Markowitz’s solution performs consistently worse that the more modern
counterparts. Random Matrix Theory validates its effectiveness in situations
with high level of noise and minimisation of the Expected shortfall proves less
flexible in adverse market conditions than the other two methods.
The thesis is structured as follows: Chapter 2 presents literature review of
the main topics of the project. Chapter 3 covers the methodology and explains
the technical aspects of the work and includes the key formulas and some
derivations. Chapter 4 introduces empirical data and critically evaluates the
results. Chapter 5 summarizes the findings.
Chapter 2
Literature review
2.1 Efficient Markets Hypothesis
There can be no ultimate statements in science: there can be no
statements in science which can not be tested, and therefore none
which cannot in principle be refuted, by falsifying some of the
conclusions which can be deduced from them.
Karl Sigmund Popper
In general, people like structure and patterns that, sometimes delusionally,
they find around themselves. Hence, science relies a great deal on mathemat-
ics and physics, which have invented the language for those patterns and laws.
But not like the natural world, financial world is governed by peoples’ decisions
that interact with each other in the tumultuous markets, rather than pure and
‘God’s given‘ rules. Nevertheless, also this artificial world, with an imperfect
structure and inner chaos, offers a number of puzzles and irregularities to study
as well.
When a phenomenon does not have a clear and intuitive reasoning, people
tend to, particularly in the old days, seek solutions and answers from a Deity.
For finance, and statistics in general, similar case is the Normal distribution. It
encapsulates a comfortable world of smooth and continuous density distribution
with ‘nice‘ properties.
However, already one of the founding texts of finance (Bachelier 1900, p. 10)
notes that "Undoubtedly, the Theory of Probability will never be applicable to
the movements of quoted prices and the dynamics of the Stock Exchange will
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never be an exact science". Nevertheless, the paper lays out the mathemati-
cal foundation of arbitrage trading. This suggests, that the origins of modern
finance had a little contradicting basis. Bachelier famously states that the
"mathematical expectation of a speculator is nil", which spurred the main-
stream theory of finance of the previous century, known as the Efficient Market
Hypothesis.
Bachelier’s work was forgotten for some 60 years, until Leonard J. Savage
sent it to MIT’s Paul Samuelson and others. Sewell (2011) notes that Savage’s
postcard, in some sense, started the modern financial theory. For instance,
it directly led to the derivation of the famous Black-Scholes option pricing
formula, as stated by Davis et al. (2011).
The prevailing paradigm of the last century was, that the prices of finan-
cial instruments are inherently unpredictable, since they quickly incorporate
all available information in the market. This was particularly studied in eq-
uities, as they provided most of the then volatility. It was believed, that the
markets are efficient and any systematic mispricing, that would lead to a sure
profit of a speculator, does not occur. Overall, the theory of efficient markets
is rigorously discussed in Malkiel & Fama (1970).
Two main threads of research in EMH are, that prices follow the Random
walk process, a concept introduced in Pearson (1905), and that they possess
the martingale property. Martingale property states, that the best estimate
of a future price is exactly the last seen value, as proposed by Ville (1939)
and Samuelson (1965). If unconditionally true, it would discourage any profit–
seeking speculation. Random walk as price generating engine in finance is
thoroughly inspected by Kendall & Hill (1953).
Financial returns were concretely assumed to follow a Normal distribution.
Alexander (1961) finds autocorrelation in monthly returns of cotton on Chicago
exchange, that Kendall & Hill (1953) explain with a Random walk process.
Osborne (1959) researches logarithmic prices that, in his conclusion, follow a
Brownian motion.
For a more detailed perspective and historical connotations of the devel-
opment of the EMH, see Sewell (2011). Although this notion was nurtured
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throughout the last century, there was an opposing theory, which did not re-
ceive almost any attention.
2.2 Non-Gaussian world
I shall replace the Gaussian distributions throughout by another
family of probability laws, to be referred to as "stable Paretian".
Benoit B. Mandelbrot
In a financial world governed by a normally distributed returns, 99.7% of ob-
servations fall within 3 standard deviations from the mean. Those boundaries
are deterministic and finite depending on the mean and variance parameters. In
finance, it has been assumed rather blindly, that asset returns follow the Gaus-
sian laws. This assumption lies, for example, in the core of the well–known
Black–Scholes–Merton option pricing formula, where the underlying’s returns
subscribe to normal density. However, history shows plenty of examples where
this assumption is violated.
Although there was a lonely voice in the academic debate claiming, that the
financial world is not Gaussian. But Benoit B. Mandelbrot did not manage to
turn the attention on his side. The mainstream approach would stay blinded
within the three sigmas. To put it into perspective; Larson (1960) fits normal
distribution to corn futures returns and finds "excessive number of crashes as
fas as 8 or 9 deviations from the mean". That is very alarming, although not
uncommon, as the probability of those events is virtually zero under the Normal
distribution. The then researchers would mostly disregard it, being adamant
that Normal distribution is the right one. They would massively underestimate
the probability of crashes – extreme positive returns as well, but nobody would
be really complaining by those, particularly in practice. The reasons behind
this consistency were both methodological and technical. Some of them are
pointed out in Chapter 3.
Key man in the dispute of normality of returns was Benoit Mandelbrot.
"We have witnessed crashes in the last century which, according to a classic
Gaussian model should not have repeated as they did in the 1980’s and 90’s.
The worst Dow Jones Index performance of the century closed on October 19th,
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19871 with a plunge of 22.6%, had the probability of occurrence less than 1 in
1050, (Mandelbrot & Hudson 2007, p. 34).
Mandelbrot inspected prices of cotton on the New York stock exchange from
1880 to 1940 without assuming that Gaussian distributions drive the returns.
Instead, Mandelbrot suggests that a heavily tailed Cauchy distribution is a
better fit and that prices are "almost surely almost everywhere discontinuous"
(Mandelbrot 1963b, p. 417).
Moreover, in his lifetime work, he disputes the assumption of constant
volatility, generalises Cauchy distribution to Stable distributions and intro-
duces concepts of long–term persistence and self–similarity in returns. Those
concepts are building blocks of Fractal Market Hypothesis, an opposing theory
to EMH Mandelbrot (1963b;a; 1967).
Nowadays, there exists more evidence to the contrary of EMH, for example
Kristoufek & Vosvrda (2013) propose a method to measure efficiency and find
‘all‘ markets rather far from being efficient.
Yet, Mandelbrot’s efforts were not to vain. In particular, his research
brought more time–series based models into finance; for instance detection
of long–memory in the markets, based on a famous paper by Hurst (1951). It
shows that a signal can persist for a long time in the series, thus opposing the
idea that news are incorporated in the price and then ‘vanish‘. Long memory
is very well summarised for example in Beran (1994).
Research in finance has ever since been adopting methods from physics, par-
ticularly signal processing, data mining and recently machine learning. Those
go hand in hand with investors looking into automatised strategies for trading
and more advanced analysis, such as Wavelets. Those decompose signals on
the time and frequency domain simultaneously and enable investors to inspect
correlations on different time scales quite easily. For details, see Gençay et al.
(2001). In portfolio theory, modern methods are being developed in order to
get a better estimate of the covariance matrix, such as the Shrinkage estimator,
or Random Matrix Theory Edelman & Rao (2005).
1Usually referred to as Black Monday
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2.3 Portfolio theory
Since there were two criteria - expected return and risk - the natural
approach for an economics student was to imagine the investor
selecting a point from the set of Pareto optimal expected return,
variance of return combinations, now known as the efficient frontier.
Harry Markowitz
Should the world be a deterministic machine, as described almost 400 years
ago by Descartes, a life of an investor would be an easy one. In this world, an
investor only needs to select to their portfolio assets with the highest returns in
the maximum quantities they can. In this world, there would be no benefit in
diversification. In this world, diversification does not reduce risk of a portfolio,
as described in the revolutionary work by Markowitz (1952).
Markowitz departed from the typical view on the economy, particularly in
a microeconomic sense. Instead of inspecting the behaviour of firms and their
production, he takes on the perspective of investors. Moreover, his ideas could
be used by anyone with access to past stock prices and a computer with a
decent linear algebra engine. This was unprecedented in many ways, and was
a stepping stone for finance; to be able to become open to the general public
one day. More importantly, Markowitz was one of the first to incorporate un-
certainty to then’s problems at hand Markowitz (1990).
Markowitz is answering the question of what is the optimal allocation of
resources to a set of assets, while minimising the risk to a given level of return.
In the original setup, as is a common practice today, the risk is approximated
as the standard deviation of the assets’ returns. The minimisation problem can
be transformed into maximising the return to a given level of risk as well.
Quite interestingly, Markowitz shows, that there always exists a Global
Minimum Variance portfolio in the mean–variance space, that is independent
of the returns. The result, of either of the mentioned problems, is a vector of
weights indicating a relative allocation of the funds to assets at hand. This
framework has, of course been scrutinised in the academia and built upon.
Couple of alternative portfolio theories were developed by Lee (1977) or
Kraus & Litzenberger (1976). Most notably, extension to Sharpe’s model that
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assumes all investors to be optimising in the Markowitz way, is described in
Sharpe (1964). Further more, this was elaborated on by Merton (1973) to
allow for inter–temporal optimisation. For a more thorough history on the
contemporary portfolio theory, see Elton & Gruber (1997).
Although, it is still a common practice, to work in the mean–variance frame-
work, this thesis is looking into different risk measures. In the past two decades,
the main risk measure was Value at Risk, particularly popular due to its intu-
itive interpretation. However, more mathematically sound approach is to use
Expected shortfall, which is the main risk measure in this thesis.
2.4 Modern risk management
The numbers have no way of speaking for themselves. We speak for
them. We imbue them with meaning. We may construe them in
self–serving ways that are detached from their objective reality.
Nate Silver
Risk management has focused over the past couple of years very much on
capital adequacy. It estimates how much capital an investor, insurer, or par-
ticularly a bank, needs in order to remain solvent. In mathematical terms, a
common approach is to fit a distribution to the returns and calculate possible
losses and their respective probabilities from specified density function.
Introduced in Markowitz (1952), risk has since been commonly approxi-
mated by a standard deviation (SD) of the asset’s returns. This measure of
dispersion around a mean, is quite suitable, should the markets behave very
calmly. Unlike Value at Risk (VaR), it has appropriate mathematical prop-
erties, as defined in Artzner et al. (1999). Unfortunately, it hardly describes
anything else beyond how far we need to look in order to see practically all
possible outcomes of a distribution. In Gaussian world, it only requires three
such steps and anything further is quite beyond our reach. Moreover, they
completely disregard probabilities of such events, which are in fact non-zero.
Value at Risk, although a very popular measure, has undesirable mathe-
matical properties. It lacks subadditivity and convexity, as defined by Artzner
et al. (1999), which will be elaborated upon in Chapter 3. In effect, VaR states,
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at a certain probability level, what is the maximum loss one can expect. Or
rather, what is the amount such that, with some probability (typically 95% or
99%), the loss will not exceed VaR – hence how big a sum is at stake to be lost
at most. Despite its critique, VaR was the regulatory standard in finance for
most of this century. Now, with the advent of Basel III accord, the industry
standards were shifted towards conditional Value at Risk (cVar)2, also known
as Expected Shortfall.
Although, it is possible to optimise a portfolio with respect to VaR, the
problem becomes ill–posed, as explain Rockafellar & Uryasev (2000) and Mausser
& Rosen (2000). That means, it is not continuous with respect to its initial
conditions and resulting weights can, quite often, diverge. Hence, an investor
is to sell or buy infinite amount of an instrument, which is not feasible. Yamai
et al. (2002) also notes that VaR misleads investors when they maximise their
expected utility of a portfolio. Examples of infeasibility of VaR are well illus-
trated in Frey & McNeil (2002).
The crucial book on coherent risk measures by Artzner et al. (1999) in-
troduces the smallest and law invariant measure, to replace the VaR, which
is Expected Shortfall. Kondor et al. (2007) shows that optimising Expected
Shortfall, or conditional VaR is almost always well-posed problem. That means
that the solution to the problem (which is unique and exists) does not change
drastically, if the initial conditions change a little bit. Expected Shortfall gives
information about the whole tail of the return distribution, beyond the VaR
level, which it hence reports as well.
2.5 Random Matrix Theory
In this job you really need to know only four things: addition,
subtraction, multiplication, and division. And most of the time you
can get by without division!
Emanuel Derman, My Life as a Quant
The cornerstone of the classical portfolio theory is the measure of co–
movement between assets. The covariance, or correlation matrix, is the most
2There is nuance in the literature, but for the purpose of this thesis, the terms are inter-
changeable.
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crucial piece in the optimisation problem. Particularly, in case of searching for
Global Minimum Variance (GMV) set of weights, which is independent of the
expected returns of the assets.
However, anything we say about the covariance matrix of real data, is al-
ways just an estimate. Since all financial time series ares just a single realisation
of a random process, which is measured only on a truncated time domain, the
estimates inherently carry some degree of error. The Random Matrix The-
ory (RMT) attempts to remove some of the noise and calculate more accurate
covariance matrix. The amount of noise in the problem is often in literature
proxied as Q = T
N
, where T is the number of observations of N assets, for
example in Pafka & Kondor (2003).
The estimation of covariance matrix is quite a complex problem. It needs to
calculate N22 parameters fromN×T data points, which is of O(N
2T ) complexity
with Schoolbrook algorithm. However, for cases where N ≈ T , the problem can
also become ill–posed and the errors can become enormous. Tracy & Widom
(1994) or Pafka & Kondor (2003) show, how particularly in those cases, RMT
can yield very good results in removing it.
The complexity of covariance matrix estimation has also been studied exten-
sively. The dimensionality issue is well described in Frankfurter et al. (1971) or
Dickinson (1974). Common idea is to reduce the complexity problem by clus-
tering. That is to group similar assets together and treat them as one – this
unsupervised machine learning method relies in this case on macroeconomic or
industrial features as explained by Elton et al. (2009). Other methods rely on
Principal Component Analyse or Bayesian shrinkage as discussed for instance
in Jorion (1986). The empirical part of this thesis considers relatively small
scale of the number of assets and its respective history to avoid further com-
putational costs. This work predominantly focuses on removing of the noise in
the estimation with Random Matrix Theory methodology.
This method is an extension of particle physics research about random ma-
trices. The first important result in the field was presented by Wigner (1951).
Wigner found that eigenvalues of large symmetric matrices, with independent
random entries of Gaussian origin, adhere to a semi-circle distribution in the
limit of n → ∞, when the entries are appropriately scaled to zero mean and
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unit variance. Nowadays known as the Wigner’s Semicircle Law and was gen-
eralised to include distributions with finite second moment.
Marčenko & Pastur (1967) introduce a band for eigenvalues of a covari-
ance matrix of purely random and uncorrelated processes – also known as
Wishart matrix, making a transition from Wigner’s work to the modern RMT.
In other words, should the covariance matrix be estimated on i.i.d processes,
the matrix’s spectrum is known. Marcenko-Pastur band is derived from a
Marcenko density of eigenvalues of the Wishart matrix and is closely linked to
the Wigner’s Semicircle Law.
Plerou et al. (1999), Plerou et al. (2002) and Laloux et al. (1999) pioneer
those ideas to be used in finance and offer first empirical results. Bouchaud &
Potters (2003) provides crucial evidence which extends the use of Marcenko-
Pastur band beyond empirical covariance matrices assuming Gaussian distribu-
tions of the underlying processes. Hence, there exists a closed form formula for
determining, whether or not an eigenvalue is attributable to random process,
or not, see Laloux et al. (2000) or Pafka & Kondor (2003). Then the matrix
with trimmed eigenvalues can be reconstructed back to its original space and
used in for instance portfolio optimisation, as will be shown in the next chapter.
Another important piece in the RMT puzzle is the very large eigenvalue for
empirical phenomena. The sharp edges of the M-P boundary work precisely
in the asymptotic case when the number of observations as well as observed
objects goes to infinity. Moreover, the law assumes there are no fat-tails in
their underlying distributions of the entries, as remarked by Arous & Guion-
net (2008). In the empirical cases, the covariance matrices have a number of
eigenvalues outside the M-P band, which are assumed to be the signal carriers.
Particularly in finance, there is always one value that is much larger than
any other. In our cases, it is often interpreted as the mode of the market, or
the market trend. Plerou et al. (1999) find that corresponding eigenvector has
typically uniform distribution of its elements. That is attributed to equally
invested portfolio, because eigenvector can be interpreted as a portfolio alloca-
tion of the capital, with its entries as weights of the portfolio. Hence there is a
space between the largest eigenvalue and the upper limit of the M-P band, that
contains the signal carriers. It is well studied by Tracy & Widom (1994) and
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assert that the largest eigenvalue follows a famous Tracy-Widom distribution.
Important work by Johnstone (2001) binds the RMT and Principal Component
Analysis, making RMT particularly appealing to other fields as the relevance
of the Tracy-Widom law for the high eigenvalues were confirmed outside of
finance.
This research put the foundation stone to the RMT as is used today in
finance. It shows how to compare the eigenvalues spectrum of the covariance
matrix to one calculated from random noise. It also gives the instructions,
although not very clear, how to denoise the typical Pearsonian estimate of the
true covariance matrix to a better one.
Ideally, this reconstructed matrix will be a better approximation of the ‘true‘
matrix and yield less risky portfolios, which is one of the main hypotheses of this
thesis. Bun et al. (2017) stress the necessity of regularisation of the covariance
matrix, particularly in higher dimensions in terms of the number of observed
series. They elaborate on the argument that in the era of Big data, scientists
often face the case of Q ≈ 1, in which they find the RMT results very helpful
in making precise statements about the empirical covariance. The paper also




3.1 Creating financial market
The main hypothesis of this work is to inspect whether denoising of the covari-
ance matrix can improve the portfolios created with it. The main obstacle to
measuring the covariance is that the data generating process is unobservable.
Moreover, we only see one realisation of a random process and on top of that
within a finite time interval. In order to validate the covariance measures, it
is necessary to create a synthetic world, where the covariance matrix is known
and then estimate it. Then it is possible to compare estimates of RMT and
Pearson correlation matrices.
Definition 1. Let M ∈ Rn×n. We say it is a correlation matrix, if it is sym-
metric and its quadratic form is positive semidefinite, with a unit diagonal.
Also, ∀i, j, i ̸= j, the (i, j) entry is the Pearson correlation coefficient between
two random variables xi and xj.
We say the same matrix is a covariance matrix C, or Σ, if the (i, j) entry is
Pearson covariance between random variables xi and xj with respective vari-
ances on the diagonal.
In order to create correlated sequences of observations, we need to specify
the covariance matrix. By definition every correlation matrix has to be sym-
metric and positive semi-definite. But it is not straightforward to simulate
a matrix with those properties. Randomly generated values have very little
chance to form a PSD system of vectors, with growing size of the matrix this
probability decays very quickly. Note, that we can, and will, use the terms of
covariance and correlation almost interchangeably. As correlation is just co-
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variance scaled by the standard deviations of the random variables, as long as
we keep those values, we can switch from one to another easily.
Definition 2. Let M ∈ Rn×n. Then M is Positive Semi-Definite (PSD) if and
only if M is symmetric and
xTMx ≥ 0
for all x ∈ R.
We aim for the correlations to have realistic distribution and the matrix to
be a true correlation matrix. Hirschberger et al. (2007) asserts that for more
than 50 assets, it is virtually impossible to find such a matrix by randomly
generating the correlations from whichever distribution and setting the main
diagonal to one. Upon constructing such a matrix, it needs to be adjusted to
have the necessary properties. Higham (2002) proves the solution to this kind
of problem:
For any symmetric A ∈ Rn×n, we compute the distance γ as such:
γ(A) = min{||A−X|| : X is a correlation matrix} (3.1)






||A||W = ||W 1/2AW 1/2||F (3.2)
where W is a symmetric positive definite matrix.
Then the algorithm a finds the solution which is closest to the original
matrix whilst being in the intersection of sets of PSD matrices and unit diagonal
matrices. Since both are closed and convex, the solution is always unique under
the given measure. Higham (2002) solves this problem in a following fashion,
wherein the complete proof is presented.
Theorem 1. The correlation matrix X solves (3.1) if and only if
X = A+W−1(V DV T + diag(θi))W−1 (3.3)
where W is from Equation 3.2, V ∈ Rn×n has orthonormal columns span-
ning null(X), D = diag(di) ≥ 0 and the θi are arbitrary.
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We use implementation of this algorithm as the nearPD function from Ma-
trix package by Bates & Maechler (2016), which can also generate covariance
matrices in the same fashion by scaling them to correlation and back.
3.1.1 Simulating financial time series
As we are able to create a valid correlation, or covariance, matrix, we can pro-
ceed to generate financial time series with given covariance structure. Despite
the critique of EMH and its findings, for this case only, we shall assume that
the assets follow well known Geometric Brownian Motion as their price driving
process. In order to obtain GBM prices with a certain covariance, their incre-
ments are generated from multivariate normal distribution with given Σ.
Quantiles of size (T ×N) are generated from the following density function:
f(X) = 1√
2πn det(Σ)
exp[− 12 (X−µ)T Σ(X−µ)] ∼ N (µ,Σ) (3.4)
The random draws are calculated with rmvnorm function in the MASS
package for R by Venables & Ripley (2002). The choice is motivated by the
underlying factorisation of Σ. While most other implementations use Cholesky
factorisation, MASS employs spectral decomposition foregoing speed for stabil-
ity, since the generated covariance matrices can be close to singular, stability
of the decomposition is important.
Subsequently, those are used to simulate the Geometric Brownian Motion
as stock prices. That is a well–known solution to an Stochastic Differential
Equation:
dSt = µStdt+ σStdWt (3.5)
where Wt is a Wiener process and µ is the market drift and σ is the volatility
of the process with St as the price in time t. The covariance structure is im-
posed in the calculation of the Wiener process which has correlated increments.
Hence, markets of any size in terms of assets or time lengths can be easily
generated. This is a crucial step to validate the hypothesis about RMT yielding
more precise estimates of the true covariance matrix than Pearsonian estiamtes.
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Let us present one simulation of the GMB market to also visually verify its
relevance:












Therefore, estimation techniques of C can be validated. Since the true
covariance structure of the market is known, we can measure how far off it our
estimate is. In order to do that, an appropriate measure of matrix similarity
needs to be implemented.
3.1.2 Measuring the covariance matrix
To be able to compare two matrices, or rather distributions, we use the Kullback-
Leibler divergence, also known as distance (K-L distance). It is a measure orig-
inating in information theory. Intuitively, it measures how much information
is lost, if we use Q distribution as an approximation of P distribution, given
P as the reference. Since by estimating the covariance matrix, in effect we
are estimating the multivariate distribution of assets’ returns with a covariance
matrix Σ. Moreover, in case of the simulated GBM, the variates are close to
being normal with zero mean. Hence, the K-L distance for normal densities
can be used.
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In this case, P is the density with simulated covariance matrix and Q the
density with either the Pearsonian or RMT estimate.
Definition 3. Let P and Q be probability densities. Then the Kullback-Leibler









where EP denotes mathematical expectation with respected to density P, under
the classical probability measure P.
Then the DK−L for normal density is calculated as follows.
Theorem 2. Let DK−L be defined by Definition 3 and assuming P and Q are
multivariate normal covarivance matrices as in 3.4, P with known ΣP and Q
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) − n+ (Σ−1Q ΣP ) + (µQ − µP )T Σ−1Q (µQ − µP ))
The derivation uses properties of matrix trace and elementary properties of
the mathematical expectation. For example Duchi (2007) presented the proof
in full length.
This subsection demonstrated a framework for validating the use of RMT.
We expect that, particularly for noisy matrices, such as when Q ∼ 1, RMT
will perform better than Pearsonian covariance. Throughout this work, Q = T
N
with T being the number of observations and N the number of assets, is used




Let us briefly remind ourselves of the usual portfolio solution, that takes as
risk standard deviation of its components, so that we can compare it to our
optimisation problem of minimising the Expected shortfall.
The Markowitz’s solution seeks to find the best allocation decision within
the risk–return space which either minimises the risk or maximises the return.
This yields a so called Efficient frontier of optimal portfolios. Each frontier
has a special case with minimum variance called Global Minimum Variance
portfolio – it is also a portfolio with minimum expected return on the Efficient
boundary. This portfolio is independent of assets’ return and will be always
the target in this work. Hence, as Merton (1980) points out, by focusing on
this particular portfolio, uncertainty of the risk returns’ is removed from the
problem. GMV is found using only an inverse of the Pearsonian covariance
matrix is the input to the optimisation.
Definition 4. Let M ∈ RN×T be a matrix of returns of N assets with T
balanced observations. The Pearsonian estimate of the covariance matrix, for




Then the portfolio problem is formulated as:
Theorem 3. Let x = (x1, x2, ..., xn)T be the vector of real-random variables
representing returns of risky assets, Σ ∈ Rn×n be the Pearson covariance matrix
of x and w = (w1, w2, ..., wn)T be the vector of optimal weights. The problem
of finding GMV portfolio can be concisely expressed as:
min
w
σ2 = wT Σ w s.t. wT 1 = 1. (3.8)
The first order conditions from Lagrange optimisation state that:
0 = ∂L(w, λ)
∂w
= 2Σw + λ · 1 (3.9)
0 = ∂L(w, λ)
∂λ
= wT 1 − 1 (3.10)
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Using 3.9 we solve for w:
w = −12λΣ
−11
and then after multiplying both sides by 1T from the left, we can use 3.10:
1 = 1T w = −12λ1
T Σ−11
=⇒ λ = −2 1
1T Σ−11




This demonstrates that the covariance matrix is indeed the cornerstone of
the portfolio selection in the classical sense. Moreover, the GMV solution is
very straightforward. In fact, the resulting vector of optimal weights is only a
vector of sums of rows. Those sums are scaled by the sum of all elements of
the inverse of the covariance matrix.
3.2.2 Minimising Expected shortfall
Since the risk metric used for this thesis is the Expected shortfall, one of the
hypotheses is whether a lower risk portfolios can be obtained by directly min-
imising the ES. This approach is also quite recent and is growing in importance
as ES is being integrated in the modern risk management. And unlike the
Markowitz’s solution, it does not require explicitly to measure the covariance
of assets. Moreover, Rockafellar & Uryasev (2002) point out, that minimising
the ES is much more suitable, unless the underlying distributions are very sim-
ple.
Following Rockafellar & Uryasev (2000), we introduce the loss function of
a portfolio f(w,y), f : Rn × Rm → R, where w ∈ Rn is again the vector of
selected weights and y ∈ Rm represents the market returns with density p(y).
As the authors show, the density do not need to be specified analytically and
random sampling is sufficient. Also we introduce the probability of loss not
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The function Ψ(x, α) is a cumulative distribution function of loss and has
desirable mathematical properties. It completely determines the level of VaR
as well as cVaR. In general, Ψ(x, α) is a non-decreasing with respect to α which
is also right-continuous. We shall assume that no jumps from the left occur,
hence it is everywhere smooth and continuous.
Denoting the level of VaR, which will be introduced in Section 3.5, as ϵ and
the level of confidence as α, the key to the optimisation problem is function Fα
on X × R.
Fα(x, ϵ) = ϵ+ (1 − α)−1
∫
y∈Rm
[f(x,y) − ϵ]+p(y)dy (3.13)
where [t]+ = t when t > 0 but [t]+ = 0 when t ≤ 0. Moreover, this function
is shown to be strictly convex in Rockafellar (2015) and Shor (2012), which
ensures a minimum exists and is a global minimum. The the minimisation
problem is constructed with the following theorem by Rockafellar & Uryasev
(2000).
Theorem 4. Since Fα, (x, ϵ) is convex and continuously differentiable, the




Hence, minimising ES for convex and differentiable functions is feasible to
minimise numerically. For proof of Theorem 4 and more detailed discussion,
see the crucial paper by Rockafellar & Uryasev (2000) or Rockafellar & Uryasev
(2002) and Rockafellar (2015) .
3.3 Random Matrix Theory
The usual method for estimating the covariance, or correlation, is the Pearso-
nian method, se defined in Definition 4. As was noted above, this approach
inherently involves a certain level of noise. Laloux et al. (2000) shows, that
the least risky portfolios, that investors are after, are attributed to the smallest
eigenvalues of the covariance matrix. But, those are exactly the ones that fall
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often within the Marcenko-Pastur band, which means they are in impacted the
most by noise in the estimation.
The spectrum in case of empirical data, which do contain some signal, also
contains a single large eigenvalue. It can be greater than the second largest
value even by an order of magnitude. In the literature, this eigenvalue is often
interpreted as the market trend, or market mode. The elements of the corre-
sponding eigenvector, which can be interpreted similarly to portfolio weights,
are usually close to being uniformly distributed. Hence they would represent
1/N portfolio.
Random matrices and theories around them were pioneered in the fifties
in particle physics. Hence, quite a few results are already known and are of
a genuine interest in finance, which however took interest in it only recently.
The main findings are, the works by Bouchaud & Potters (2003), Laloux et al.
(1999) and Potters et al. (2005).
Elements of the correlation matrix are calculated from a series of length T .
"If T is not very large compared to N , one should expect that the determination
of the covariances is noisy, and therefore that the empirical correlation matrix
is to a large extent random."(Laloux et al. 2000, p.1).
RMT compares the spectrum of eigenvalues of a matrix consisted of random
i.i.d. covariances to an empirical one. Hence, under the null hypothesis, we can
determine whether the covariances measure originate from signal, or just noise.
Random Matrix Theory asserts the density of eigenvalues of a Wishart matrix,
which subscribes to Marcenko-Pastur distribution.







where n(λ) is the number of eigenvalues of C less than λ
Edelman & Rao (2005) shows, that for random matrices, so-called Wishart
matrices, the density ρ(λ) is self-averaging. Also, it is known precisely in the
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(λmax − λ)(λ− λmin)
λ
(3.16)
λmaxmin = σ2(1 + 1/Q± 2
√
1/Q) (3.17)
for ∀λ ∈ [λmin, λmax], where the interval for λ is known as the Marcenko-Pastur
band. σ2 is the variance of elements of M – in our case normalised to unit vari-
ance. The scaling is for better numerical properties, as the simulated GMB
paths exhibit quite low variances.
The method separates the eigenvalues by the Marcenko-Pastur band, where
the larger ones are treated as the signal and those within as noise. In the limit
N → ∞ there are no eigenvalues below the edge, however, for finite N , there
is a probability of finding few below the edge as well. In our case those values
are treated as noisy as well.
The actual process of denoising is not unambiguous. Tola et al. (2008)
for instance states that to obtain the denoised matrix, the matrix needs to
have eigenvalues within the M-P band set to 0 and then "transformed into the
original bases". However, there are no precise steps of instructions outlined.
Bouchaud & Potters (2009) also notes that the noisy eigenvalues should be set
to zero, with no further details. For that reason the calculations were discussed
with Prof. Brian Rowe 1
Theorem 5. Let us consider C the estimated covariance matrix and L the
matrix of respective eigenvectors. Let us define D as the diagonal comprising of
the filtered eigenvalues. The ones below the λmax are replaced by their respective
mean. To transform the D into basis of C, we calculate :
Ĉ′ = LDLT (3.18)




1Professor of mathematics at CUNY School of Professional Studies and author of RMT
library Rowe (2016); r@zatonovo.com
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where D′ is the outer product of D and the unit vector.
3.4 Stable distribution
This thesis replaces the usual assumption about normality of returns with a
more general family of distributions. So called α-stable Lévy distributions are
far more suitable for modelling financial returns for many reasons outlined in
Chapter Chapter 2. Nevertheless, plenty of models and concepts embrace it;
from Black-Scholes option pricing engine to RiskMetrics’s variance-covariance
method to calculate Value at Risk. Stable distributions are rarely used also
because there is a bit of confusion in the methodology, as Nolan (2003) points
out. This section will attempt to clarify them and will therefore go in a little
more detail.
Stable laws where introduce by Lévy (1925) and are also known as Pareto-
Lévy distributions, particularly due to Benoit B. Mandelbrot. The most general
form is often referred to as α-stable Lévy distribution. Normality of returns
is an attractive assumption because of Central Limit Theorem. Gnedenko &
Kolmogorov (1954) generalises the CLT by showing that "the only possible
non-trivial limit of properly normalised sums of i.i.d increments is the stable
law. This result allows the CLT to include increments with infinite variance.
Nolan (2012) then defines stable distributions in the following manner:
Definition 6. A random variable X is stable, or stable in the broad sense, if
for X1 and X2 independent copies of X , and any a, b, c ∈ R > 0 and some
d ∈ R, holds
aX1 + bX2 d= cX + d (3.19)
The random variable is strictly stable or stable in the narrow sense if 3.19
holds with d=0 for all a, b, c ∈ R. A random variable is symmetric stable if it
is stable and symmetrically distributed around 0, e.g. X d= −X .
Theorem 6. A non-degenerate random variable Z is α-stable for some 0 <
α ≤ 2 if and only if there is an independent identically distributed sequence of
random variables X1,X2,X3,... and constants an > 0, bn ∈ R with
an(X1 + X2 + X3 + ...+ Xn) − bn d−→ Z (3.20)
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One of the biggest complication when working with stable distributions is
the number of parametrizations in the literature. Nolan (2003) states there
are about 6 main parametrizations. All of them are covered in detail in Nolan
(1997) and Borak et al. (2005). In this work, we restrict ourselves to use
parametrisation by Samoradnitsky & Taqqu (1994) because according to Nolan
(2001) it has better numerical properties. Also, it is used by Stoyanov et al.
(2006) to calculate the Expected shortfall.
Definition 7. X ∼ S(α, β, γ, δ), if the log-characteristic function2 of X is given
by:
log(ψ(t)) = log(E(eixt)) =
⎧⎪⎨⎪⎩iδt− |γt|
α · [1 − iβ · sign(t)tan(πα2 )] if α ̸= 1
iδt− |γt| · [1 + iβ · sign(t) 2
π
log|t|] if α = 1
(3.21)
where α ∈ (0, 2] is the index of stability, β ∈ [−1, 1] is the skewness param-
eter, scale is denoted by γ ∈ R, γ > 0, and location parameter δ ∈ R.
The parameter α controls the heaviness of tails, or rather the variance of
the distribution (rather than the usual σ). The variance of the distribution
is always infinite, except for a special case α = 2, when converges to Normal
distribution N(δ, 2γ2). This is one source of mistakes even in a renowned
literature, which sometimes mistakenly uses N(δ, γ).
The location parameter is denoted δ instead of the usual µ in Normal case,
since for α ≤ 1, the Stable distributions do not have a mean in the usual sense.
However, we restrict ourselves to cases when α ≫ 1 since the empirical data
have the α parameter well over 1.5.
Zolotarev (1986) introduces an important parametrisation, so called M,
which is jointly continuous in all parameters. Samoradnitsky’s version is dis-
continuous at α = 1. The M parametrisation will be useful to showing how to
calculate density of a Stable distribution.
3.4.1 Estimation of parameters
In the Gaussian world, there are only two parameters to estimate in order to fit
the distribution. In this case, there are four and they are not defined that well.
Because stable distributions are only defined via their respective characteristic
2Or its equivalent without the logarithm.
3. Methodology 25
functions, they lack a closed form of the density function.
McCulloch (1986) presents a straightforward method of calculating the pa-
rameters. Since the parameter space is continuous, the method interpolates
between pre–calculated quantiles and infers the data generating specification.
This process is very fast, but not very accurate. Since this work assumes data
come from a certain distribution, the optimal solution would be to use Max-
imum Likelihood Estimation. Nolan (2001) finds, as would be expected, that
MLE is always more accurate, than the quantile method.
Maximum Likelihood Estimates
The principle of MLE is to determine what is the most probable set of pa-
rameters which generated the data at hand. It requires to derive a likelihood
function, which depends on the parameters and for the input data and can be
maximised on the parameter space.
Definition 8. Let X ∼ S(α, β, γ, δ). Let us denote parameter vector θ =
(α, β, γ, δ), the density function as f(x|θ) and parameter space as Θ = (0, 2] ×
[−1, 1] × (0,∞) × (−∞,∞). Then the log likelihood function of identically





Nolan (1997) presents a semi closed form of the density function for Zolotarev’s
(M) parametrisation, which is also used in the calculation of the Expected
shortfall shown later. However, its implementation in R by Wuertz et al. (2016)
is very slow and makes the MLE optimisation unfeasible. Since it needs to be
evaluated plenty of times, a faster solution is required. Nevertheless, we can use
duality of characteristic functions and density functions in Fourier transform to
calculate the density. As the initial starting point for MLE McCulloh’s quantile
method is used with implementation in fBasics package by Wuertz et al. (2014).
The author wrote a library which uses the FFT and runs two orders of mag-
nitude faster than in fBasics. It uses integration of C code in R via the Rcpp
package by Eddelbuettel & Francois (2011). Also, Rachev & Mittnik (2000)
find that using the FFT approach is much faster if the number of inputs is over
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100, or α > 1.5, which is the case of this work.
Lambert & Lindsey (1999) propose a modification of the logarithmic char-
acteristic function in equation 3.21 for better numerical properties in the cal-
culation.
log(ψ(t)) = iδt− γ′α|t|α exp{−iβ ′π2 ηαsign(t)} (3.22)
ηα = min(α, 2 − α) = 1 − |1 − α| (3.23)








γ′ = { ∆γcos(πα/2)}
1α
where
∆2 = cos2(πα/2) + β2 sin2(πα/2)
sign(∆) = sign(1 − α)
sign(β ′) = sign(β)
The tail and location parameters are unchanged. By applying the Fourier
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This integral can be calculated numerically with any quadrature, author’s
library uses Romberg integration which is also written in C.
3.5 Expected shortfall
As stated previously, ES is becoming the new industry standard as a risk mea-
sure. It is replacing Value at Risk which has undesirable mathematical prop-
erties. Particularly it does not satisfy coherency as defined by Artzner et al.
(1999).
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Definition 9. Let us consider a set V of real-valued random variables. A
function ρ : V → R is a risk measure if it is:
(i) monotonous: ∀X, Y ∈ V, Y ≥ X =⇒ ρ(Y ) ≤ ρ(X)
(ii) sub-additive: ∀X, Y,X + Y ∈ V =⇒ ρ(X + Y ) ≤ ρ(X) + ρ(Y )
(iii) positively homogenous: X ∈ V, h > 0, hX ∈ V =⇒ ρ(hX) = hρ(X)
(iv) translation invariant: X ∈ V, a ∈ R =⇒ ρ(X + a) = ρ(X) − a
Risk measure is a kind of spectral measure functions which is in most general





where ϕ(p) is the weighting function. It is also referred to as the risk spectrum,
or risk-aversion function.
Expected shortfall as well as Value at Risk are spectral measures, where
VaR places all weight on just one value, while ES takes an average of values
below a certain threshold. Acerbi (2002) introduces restrictions on ϕ(p) so that
Mϕ is coherent;
• Non-negativity: ∀p ∈ [0, 1], ϕ(p) ≥ 0
• Normalization:
∫ 1
0 ϕ(p)dp = 1
• Weakly increasing: Weights do not decrease as the quantiles increase





if p ≤ ϵ
0 if p > ϵ
(3.26)
where ϵ is the level of significance. This function certainly satisfied Equa-
tion 3.26. Then with Equation 3.25 we derive the final expression for Expected
shortfall which is a coherent measure by Definition 9. It is worth noting that
in this thesis we consider losses to be negative returns, rather than positive
values. Hence the definition considers values less than a negative VaR, which
is, however, being treated as a positive quantity in the usual sense.
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where VaRϵ(X) is a value satisfying P(X ≤ −V aRϵ(X)) = ϵ
3.5.1 Expected shortfall for stable distribution
In the last past we only need to introduce the formula to calculate the Expected
shortfall for the distributions of choice, which is instrumental to this thesis. The
whole optimisation problem is well covered by Stoyanov et al. (2006), where
detailed proof for the following theorem can be found. Also, let us note that
Stoyanov denotes Expected shortfall cVaRϵ(X) rather than ESϵ(X), so we
follow his notation in this case.
Theorem 7. Let X ∼ S(α, β, 1, 0) with α > 1. If V aRϵ(X) ̸= 0, then the cVar






























arctan(β̄ tan πα2 ), and
β̄ = −sign(VaRϵ(X))β









For symmetric cases with β = 0, the equation can be broken down to:
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Theorem 8. If X ∼ S(α, 0, 1, 0) with α > 1 and VaRϵ(X) ̸= 0, then cVaRϵ(X)




















α−1 cos[(α − 1)θ]
cos(θ) ,






The proof is lengthy, yet relatively simple. It uses Nolan’s integral represen-
tation of the density described in Equation 3.22 with appropriate reparametriza-
tion to Samoradnitzsky’s version and coherency properties.
Numerical obstacles
To validate the calculations, we replicated the ES surfaces from Stoyanov’s
paper. The integral has singularity on the left side of the interval and is little
complicated to evaluate using some quadratures. In R, the first choice for
integration method is the built-in function integrate that uses a mix of adaptive
quadratures. However, it does not always converge and in some cases it takes
up extreme integration error, which was difficult to reduce. Other integrating
functions were tested with little or no benefit to the problem.
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Figure 3.2: Replication of original surface
1.41.51.61.71.8
















The left axis is the β parameter and the other is the tail heaviness param-
eter α. The surface was computed in R and only plotted in MATLAB for its
convenient plotting functionality. The surface does not decrease as the α pa-
rameter decreases, since it is creating fatter tails, the ES cannot decrease. The
only exception are values of β close to 1, where the singularity causes under-
estimation of the Expected shortfall. Those however do not occur very often
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when working with empirical data. Nonetheless, the integration fails most of
the time in situations when α < 1.5 and β /∈ [0, 0.5], which does not happen
often with empirical data.
Upon consulting with Dr Stoyanov by email, he pointed out that his team
used MATLAB’s quandl function, which uses adaptive Lobatto quadrature
method. Indeed in MATLAB the whole surface can be replicated well and the
integral fails to calculate only in a small number of cases. R supplies the same
quadrature, but it never finishes the computation. Hence, checks were written
that should the attempt to find a solution for the closest set of parameters,
sometimes just truncating the parameters’ values helps a great deal.
If that does not reduce the absolute error under 10−2, we simulate quantiles
of the specified distribution within the ES tail and average them. A sequence
of 500 probabilities from the interval (0, ϵ] is taken and respective quantiles
calculated. For that, stabledist by Wuertz et al. (2016) package is used.
When compared to Stoyanov’s results calculated in MATLAB then our
results admit MSE of 0.00268, with SD 0.0033 and median error 0.00123. Those
are worked out as differences in 1000 data points randomly selected in the ’α−β
space.
3.5.2 Non-parametric approach
We introduced a calculation framework which assumes that financial returns
follow a certain distribution. The results then show, what are the ES values,
should we observe the time series for an infinitely long time, so that each value
of the real axis is observed. That is of course impossible. Therefore we take
value from Stoyanov’s algorithm as the ground truth and calculate also realised
risk, which an investor faces while holding a portfolio for a limited amount of
time.
Definition 11. Let X(1) ≤ X(2) ≤ ... ≤ X(n) denote the order statistics in
ascending order corresponding to financial returns, X1,X2, ...,Xn. The realised
Expected Shortfall as follows:




where [y] is the floor operator.
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Non-parametric methods are suitable because they allow us to avoid the
pitfalls of wrongly specifying the distribution. When correct, the distribution
parameters is the only information necessary to completely describe the phe-
nomenon. We are able to evaluate any scenario, or precisely predict losses.
However, if mistaken, all the inference made contains at least considerable er-
rors.
Also, non-parametric approach is far more intuitive and straightforward to
calculate – it only requires computing order statistics. It also accommodates
to any shape the data might have. In our case, the calculation of Expected
shortfall sometimes fails if the series is too short and resembles a multimodal
distribution, because the MLE parameters are bordering on the feasibility set.
Yet, the input date are also its severe limitation since should we for instance had
observed a quiet period, the resulting risk metrics would be significantly under-
estimated, because unobserved values would have zero ’probability’. Whereas
in the parametric case, even unobserved events are assigned a probability and




The dataset was selected to represent a market with a period of high volatility
and long enough history to be able to create a medium size portfolio. Small
portfolios, or rather portfolios with low number of represented sectors are un-
suitable for they limit the amount of risk that could be diversified. Hence, all
constituents of the SP 500 index were considered and then only the stocks with
full history between January 2007 and December 2011. The time period was
chosen purposefully to include a period of high volatility in order to measure
how each method would cope with sudden drop in market prices and then the
subsequent recover. Out of the full sample, a random subsample of 60 stocks
were selected, in order allow for large Q parameter, where 60 ×Q observations
of prices are needed.
The data were downloaded from Yahoo! finance database. In order to
account for stocks’ splits and dividends, we use Adjusted daily close prices,
provided by Yahoo!, and always consider logarithmic returns for they are more
suitable from the computational point of view, than . The summary of the
stocks’ individual characteristics are in the Appendix as Table 1 and Table 2.
The portfolio selection places no restrictions on short selling of the assets,
so that the optimisations remain linear and solvable with standard tools. For
this work is concerned primarily with managing large losses, transactions costs
are disregarded. Therefore, the strategies presented are not suitable in practice
for individual investors, particularly for the availability and arbitrary duration
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of short positions.
4.2 Relevance of Random Matrix Theory
Denoising of the covariance matrix for use in finance is a relatively new and
therefore only limited number of empirical results are available. One of the
hypothesis of this work is to inspect actual relevance of RMT to the problem.
Let us assume that the covariance structure of the market is known. In other
words, the covariance matrix is observed and therefore, degree of error of the
estimates can be measured.
As outlined in the previous chapter, we simulated a valid covariance matrix
from which a set of asset prices were generated using the Geometric Brownian
Motion. Using those, the covariance matrix is estimated and compared to
the true matrix in its initial and denoised form. The distance measure is the
Kullback-Leibler distance. The distances from the true matrix are measured
with varying Q as the noise coefficient, and are to converge to zero eventually.
The Q is varied from 1 to 100 on a simulated set of 100 time series.
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4.2.1 Simulated data














Note that for Q ≈ 1 both the values are off the scales, with the empirical
covariance diverging to infinity, while the RMT has a finite value, although a
very high one. The empirical covariance drops to scale only for Q = 3. In this
case, the values obtained are very large – particularly compared to empirical
data – due to the numerical constraints imposed by the algorithm which cre-
ates the original matrix. The matrices generated by Higham’s have very small
determinants and are close to singular. This causes the term log det ΣQdet ΣP in DK−L
to attain large values and not reach 0.
When compared to empirical series, the simulated returns follow somewhat
thinner distribution around zero, which is caused by the underlying Brownian
Motion with relatively low variance and quite granular discretisation of the
stochastic process. However, since the K − L distance is a dimensionless mea-
sure, the scale does not really matter. More importantly, the simulated data
show that RMT method outperforms the empirical covariance in cases of low
number of observations to the number of assets in the portfolio.
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4.2.2 Empirical data
Applying the same procedure to the empirical data, same conclusion can be
achieved. Empirical matrix diverges for low Qs and converges with the RMT
estimate at Q = 4. For larger ratios, the estimates are practically same distance
from the target matrix. Since in this case, the true covariance structure is
unknown, the covariance matrix of the whole time series is taken as target.
Both estimates converge to the target matrix. It is to be expected no later
than for maximum Q, since it is how the target matrix is calculated and the
calculation is deterministic. This also shows, that the Kullback-Leibler distance
is a sensible measure in this instance.














This shows that RMT is relevant particularly for noisy cases, which are ap-
proximated by the Q coefficient as the ratio of number of portfolio observations
to the number of components. Therefore, under those conditions we expect the
portfolios to be less risky in terms of Expected Shortfall, as the covariance
matrix is cleansed and therefore closer to the ’true’ one. We hypothesize that
more precise information would allow the algorithm to make a better decision.
Higher returns can be expected hand in hand with the portfolios. In other
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words, we might conjecture the Markowitz’s Efficient frontier is to shift to the
left and upwards. Although this is not within the scope of this thesis and is
left for further research.













In Chapter 3 we presented the Marcenko-Pastur density of eigenvalues of
the covariance matrix. Our data exhibit the behaviour described theoretically.
The underlying data come from the original dataset of S&P 500 constituents
and all observations are taken in to account. The spectrum coincides with
the theoretical bounds set by the M-P band, while also having a number of
eigenvalues greater than the upper bound of the M-P interval. There is total
11 eigenvalues outside the noise bound. Also, the market mode, or market
trend, is represented by a disproportionally large eigenvalue, whose elements
have a close to uniform distribution. It is almost 8 times larger than the second
largest one. This result is in accord with others in the current literature.
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4.3 Main results
The primary objective of this thesis is to determine, whether portfolios with
RMT covariance matrices are less risky in terms of their Expected Shortfalls,
under the assumption that returns follow Stable distributions. Or whether is it
even better to directly minimise this risk measure instead. As in the previous
part, we shall work with the Q coefficient, now in form or rebalancing. In all
portfolios, there is a training period of size N + 1, where N is the number of
stocks – in our case 60. That means, that the portfolios are rebalanced by
60 ∗Q days with training period of 61 days, so that the covariance matrix can
be estimated at all. Then for the next period, the weights from the previous
one are used on unseen data and the performance of the portfolio is recorded
for that period, until it is rebalanced again.
The risk exposure is measured parametrically by Expected Shortfall un-
der the α-stable Lévy distributions. The formula to calculate is presented in
previous chapter as Theorem 7 and is used to calculate both the ES and the
respective VaR. We shall also report realised, or historical values for ES and
VaR as a comparison between parametric and non-parametric approach.
4.3.1 Rebalancing by Q
As stated in the original set of hypotheses, the influence of the Q is measured
and inspected. In the discussion we shall consider three perspectives. The
stability of individual portfolios, their reward and of course risk.
Weights analysis
We introduce a measure of weights stability as a divergence from those in
the final portfolio, as it is the one with the most information available. The
measure is the Mean Square Error with respect to the final weight of each
portfolio constituent. In this case, the convergence is inspected with respect to
Q. To obtain a single number for each period, the resulting index is a weighted
average with respect to the weights in the portfolio.
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Portfolio weights stability analysis
In case the portfolio was rebalanced by Q = 1, which in this case is 60 days,
there is more error than for higher Q . Since it is mean of all the weights,
for low rebalancing, there are more rebalancing period and as shown above,
more noisy covariance matrices. Quite interestingly, the RMT and Markowitz
portfolios show similar behaviour, whereas convergence of the cVaR portfolios
is little slower. A closer inspection of the weights do not seem to offer a straight
conclusion to this, but this is only to illustrate the main results. More detailed
summary of weights such as mean or standard deviation is omitted, as they are
not significantly different across the methods.
Returns analysis
Naturally, an important aspect of a portfolio is its return to the investor. In the
settings of this work, this aspect yields very interesting conclusions. Since the
period intentionally includes a market crash, we can compare how individual
methods perform around it.
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Cumulative returns of portfolio
We see, that cVaR portfolios react very badly to the credit crunch of 2008
– the data set by chance includes AIG stock – which plunges from price level
of almost $1000 to a penny stocks. Its price path is included in Appendix as
Figure 1. Respectively, cVaR for Q ∈< 1, .., 4 > outperforms the other portfo-
lios by quite a margin, but as the crisis come, the covariance–based methods
are able to restructure very quickly and take advantage of shorting the worst
stocks. cVaR does not seem to be able to do that at all. cVaR tends to go
long little more often than take short positions and hence is more susceptible
to market crashes.
Another reason can be the absence of the covariance matrix and therefore
inability to incorporate the negative correlations in the optimisation. It is in-
teresting to point out, that the whole S&P 500 index dips as low as onto level
of 40 in the cumulative return. The index performance is depicted in the Ap-
pendix as Figure 2.
Notably, the Random Matrix Theory never performs worse than the Markowitz
in terms of cumulative return. Despite their return paths being highly corre-
lated. To inspect differences in returns and their significance, we employ sim-
ulation methods since in this case, we only see one realisation of the random
process and the cumulative returns are heavily influenced by the order. Hence
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tests such as t-test for non-zero significant means little less relevant. Neverthe-
less, let us present them for rebalancing by Q = 1 and omit others, since some





cVaR 0.889 0.599 0.669
Table 4.1: P-values of t-tests for Q-based rebalancing - Q 1 / 12
Simulated returns
Therefore, we simulated 5000 realisations using the same covariance matrix to
test whether or not the distributions are significantly different from zero. In
terms of 95% confidence bands, for all portfolios they avoid the zero level in
couple of subsequent blocks. As expected, the blocks are changing from being
positive returns or negative returns and do not last very many days.































Confidence bounds of portfolio returns Q:2
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Let us present the case of Q = 2, as the other rebalancing periods do not
yield much different results from this perspective. It is more interesting to look
at the cumulative returns.




















Confidence bounds of portfolio cum rets Q:2
The confidence bounds widen over time as the variance of the underlying
GMB also increases. The significance of cumulative return correlates with the
actual returns in Figure 4.6 as the cVaR is for short periods of time significantly
below its initial value. But not for long periods again.
The simulated results are heavily influenced by the nature of how they were
created. GBM has time dependent volatility, but the volatility is not volatile
itself, but rather constant in its magnitude. Its returns are mean centered
and the portfolios therefore behave similarly. Hence, some form of stochastic
volatility model, i.e. Heston model, might be better for this purpose or to use




For each of the portfolio in the rebalancing period, we measure the parametric
Expected shortfall attributed to the parameters from MLE fit. A side product
of the ES calculation is the Value at Risk, which is necessary to measure losses
beyond it. We also report historical figures for the ES and VaR as to compare
the theoretical and realised risk over the holding period.
























































Historic VaR − Q 1 / 12
When rebalancing by 60 days, with 61 days of training period, the cVaR
portfolio, is from second period onwards the most stable and least risky in
terms of the ES. However, the historic values are very correlated and cVaR
portfolio is has higher ES than Markowitz’s solution and the RMT portfolio.
Since the realised values are very similar, the largest losses must be very similar
and the distributions are differently shaped by losses below the VaR, because
the parametric ES are quite different.
In terms of VaR1, there are no large differences between the portfolios and in
1Note a different scale of the VaR, which is never greater than the ES, as it stems from
the theoretical foundation.
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realised VaR there is a similar development to realised ES. Quite interestingly,
the Markowitz and RMT values are very close, with RMT performing better
in almost all of the cases. The high correlation can be expected given how
are the portfolios computed. Moreover, the RMT yields lower risk portfolios
at the beginning of the dataset, which was one of the hypothesis. Although,
significance of the difference would need to be confirmed by simulations, since
at this moment, there is no test how to determine it analytically.
Other rebalancing Qs are presented in the Appendix as Figures 3, 4 and 5
up to Q = 4 as , is the last to have at least 4 observations, since the rebalancing
period gets too large. The results beyond are very similar to those presented
here and in the Appendix.
Simulated risk
Using the same date of simulated returns, identical risk metrics were calculated
so that the inference is done within constraints of a controlled environment.
Since the calculation of the parametric ES and VaR, although much faster than
the industry standard, is still very expensive, only two rebalancing parameters
were considered and maximum number of rebalances limited to two. The MLE
fit becomes quite computationally demanding for larger series, as the number of
points in which density needs to be evaluated increases. In the following figures,
the coloured points represent the mean of the simulations for the particular
period and lines are medians of the same. The ribbons span the empirical
95% confidence interval obtained from the Monte Carlo simulations. Moreover,
please note that the results are multiplied by a constant to enhance readability.
4. R es ults 4 5










P eri o d 1  P eri o d 2  P eri o d 3  P eri o d 4  P eri o d 5
R e b al a n c e p eri o d s
E
S




c V a R
M ar k o wit z
R M T
Si m ul ati o n of E S , Q: 1










P eri o d 1  P eri o d 2  P eri o d 3  P eri o d 4  P eri o d 5









c V a R
M ar k o wit z
R M T
Si m ul ati o n of hi st E S , Q: 1












P eri o d 1  P eri o d 2  P eri o d 3  P eri o d 4  P eri o d 5
R e b al a n c e p eri o d s
Va
R




c V a R
M ar k o wit z
R M T
Si m ul ati o n of V a R , Q: 1










P eri o d 1  P eri o d 2  P eri o d 3  P eri o d 4  P eri o d 5









c V a R
M ar k o wit z
R M T
Si m ul ati o n of hi st V a R , Q: 1
Fi g ur e 4. 9: Ris k of si m ul at e d p ortf oli os r e b al a n c e d b y Q = 1
W h e n r e b al a n ci n g b y Q = 1 i n a c o ntr oll e d e n vir o n m e nt, t h e M ar k o wit z’s
s ol uti o n cr e at es m or e ris k y p ortf oli os i n all of t h e m e as ur e d q u a ntiti es. I n b ot h
c as es, t h e m e a n a n d m e di a n ar e a b o v e t h os e of c V a R a n d R M T p ortf oli os.
M ar k o wit z’s p ortf oli os h a v e als o m u c h l ar g er v ari a n c e. H o w e v er, i n p ar a m etri c
esti m at es, t h e M ar k o wit z’s p ortf oli os c o n v er g e q uit e q ui c kl y t o R M T a n d c V a R.
C o nsi d eri n g t h at m e di a ns ar e l o w er t h a n m e a ns, t h e distri b uti o n i n i n di vi d u al
p eri o ds ar e p ositi v el y s k e w e d t o w ar ds z er o.
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Fi g ur e 4. 1 0: Ris k of si m ul at e d p ortf oli os r e b al a n c e d b y Q = 2
U nli k e t h e pr e vi o us fi g ur e, w h e n r e b al a n ci n g i n a c o ntr oll e d e n vir o n m e nt
b y Q = 2 , t h e M ar k o wit z’s s ol uti o n yi el ds s a m e p ortf oli os wit h pr a cti c all y
i d e nti c al ris k m e as ur es. T h e m ost v ol atil e a n d ris k y p ortf oli o is c V a R, w hi c h
c orr el at es wit h t h e c u m ul ati v e r et ur ns d e pi ct e d i n Fi g ur e 4. 7 w h er e it st arts
wit h a pl u n g e. T h at fi g ur e pr o vi d es a s e nsi bl e c h e c k t o o ur c o m p ut ati o ns, t h at
if t w o p ortf oli os h a v e hi g hl y c orr el at e d p erf or m a n c e, si n c e t h e w h ol e c o n fi d e n c e
b a n ds of R M T a n d M ar k o wit z ar e virt u all y i d e nti c al t h e w h ol e ti m e, t h e n t h eir
ris k ass ess m e nt is v er y si mil ar.
Als o, w hil e c V a R p ortf oli os’ ris ks h a v e a c o n c a v e s h a p e, t h e ot h er t w o t e n d
t o d e cr e as e o v er t h e o bs er v e d p eri o ds. T his s u g g ests t h at M ar k o wit z’s m et h o d
a n d R M T b ett er a bs or b t h e m ar k et i nf or m ati o n.
4. 3. 2 R e b al a n ci n g b y d a y s
Si n c e t h e r es ults of r e b al a n ci n g b y Q p ar a m et er, i n f a ct a l ar g e ti m e wi n d o ws,
s h o w s o m e i nt er esti n g r es ults wit h r es p e ct t o t h e di ff er e nt b e h a vi o ur of c V a R
p ortf oli os t o R M T a n d M ar k o wit z, w e r e c al c ul at e d t h e r es ults wit h r es p e ct t o
a s h ort er ti m e i nt er v al of 1 0 d a ys, or 2 tr a di n g w e e ks. T h e o nl y di ff er e n c e t o
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previous case is that now there is always a single set of results, as if the portfolios
were rebalanced by Q = 1/6, but again with an initial training period of 61
days.
Weights analysis
The stability is calculated exactly same as in the previous case. This time the
portfolios are only rebalanced one Q, as explained above.



















Portfolio weights stability analysis
In case of shorter time interval for rebalancing, the cVaR portfolio quite
notably stays within its scales from rebalancing by larger Q. Particularly in
the beginning is quite close to its final weights, whereas other two methods
only converge them after roughly 30 periods. But unlike them, in the middle of
the period, where its returns drop significantly, the weights diverge a little in
time of high volatility. The numerical results in this case show cVaR portfolio
to be more stable than others.
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Table 4.2: Comparison of weights stability
Statistic N Mean St. Dev. Min Max
Markowtiz 135 0.006 0.010 0.000 0.066
RMT 135 0.007 0.012 0.000 0.094
cVaR 135 0.003 0.004 0.000 0.014
Returns analysis




















Cumulative returns of portoflia − rebalancing by  10 days
Similarly to the previous results, the cVaR portfolio is unable to avoid the dip
around the time of the recession and does not manage to recover until the end
of the observed period. Quite interestingly, the RMT underperforms against
Markowitz at the beginning of the period, but from the recession onwards it
caught up with Markowitz. The analysis of returns in terms of t-test and
simulation results applies here.
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Risk analysis
The risk is again measured as parametric value under the MLE fit of a Stable
distribution in the same manner as in the previous case.



























































Historic VaR − rebalancing by 10 days
The Markowitz and cVaR portfolios are quite volatile at the beginning.
Regarding the Markowitz portfolio, it is something that was conjured as the
covariance matrix estimate is noisy. Also, this portfolio attains its largest value
in the second rebalancing period and couple of times again later. The cVaR
solution is volatile and after a few periods remains stable as lower than the
other two methods. RMT is quite lower and more stable at the beginning than
Markowitz, which is also something that could be expected, however it does
not avoid the occasional spike.
It is very interesting, that when comparing the parametric VaR with ES,
the Markowitz’s portfolios have always lower VaR, while it is not the case with
the Expected Shortfall. In terms of the realised values, again, the performances
are again highly correlated. Also just as in the case of rebalancing by Q, the
cVaR portfolio is not significantly better than the other two.
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4.4 Discussion
The most significant difference of cVaR method to RMT and Markowitz is
the absence of any explicit covariance measure. The weights are calculated
as a blackbox programming optimisation. Therefore they lack an intuitive
component, unlike the other two. Following a closer inspection of the weights,
the algorithm typically assigns only a relatively small set of values, so it is
possible that the Rglpk engine only achieves a local optimum.Although, the
problem of minimising the Expected shortfall is convex and smooth, it does
not guarantee that the best solver is used and hence necessarily finds the global
optimum. However, other solvers tried did not converge, or their interface did
not allow for the necessary specification of the restrictions.
Also, the cVaR minimisation takes a minimum target return as a required
input. Therefore it cannot find something such as Global Minimum Variance
portfolio and is subjected to more uncertainty. For the purposes of this thesis,
the target was always specified as 0. One of the possible extensions of this
work would be to inspect the behaviour of the algorithms with target returns
set and possibly inspect the effects on the Efficient Frontier.
cVaR tends to underperform in the initial periods. This suggests that it
needs longer time series for the learning part to perform well. Although on av-
erage, in the simulated series, it in the end outperforms the other two methods,
its span of returns is much wider than of the other two methods. It also adapts
more slowly to a sudden change in market conditions.
Those remarks offer some ideas for further research to validate in controlled
environment with Monte Carlo confidence intervals. Since as of now, there
are no methods to compare the performance in terms of risk more thoroughly,
except for simulation based methods.
The RMT in controlled environment did not outperform Markowitz, When
rebalancing by Q = 2 they yielded highly similar results, although the empiri-
cal results of K-L divergence to the true covariance matrix suggested, it should
have. The covariance matrix distances only start to convergence when Q = 3.
It was shown that although the Pearsonian matrix is much noisier than RMT’s
covariance, both methods performed the same in terms of the riskiness of their
portfolios. Possible extension of this would to simulate a number of covariance
matrices and also take Monte Carlo confidence intervals to further inspect the
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differences in covariance matrix estimates.
Quite interestingly, when observing the differences in scales between para-
metric and realised risk metrics, Value at Risks are much more closer than the
ES. This is interesting from the perspective of the VaR as single point value,
compared to the ES which considers a whole tail of events. Supposing the dis-
tribution assumption is indeed correct, and the calculated VaR, and therefore
ES, are also exactly calculated, as they would be realised in an infinite time.
Then investor using only realised risk measures underestimates the real risk by
almost an order of magnitude.
Also, the risk metrics of the simulations seem to contrast the empirical ones
with respect to the volatility of the estimates. That is intuitively explainable,
as the simulations report values averaged over hundreds of realisations.
Chapter 5
Conclusion
This thesis considers modern improvements of the standard portfolio selection
problem, developed in the 1950’s by the Nobel prize laureate, Harry Markowitz.
Since the introduction of his solution to the optimal allocation of assets in the
risk–return space, the problem has not witnessed much of an upheaval. Hence
this work introduces two new methods of quite a different origin to test whether
they could improve the original solution, particularly with respect to risk of the
portfolios. The contribution of this work is theoretical as well as practical.
The topic departs from the very common assumption, that the returns of
financial instruments are distributed normally, in the sense of Gaussian distri-
butions. Instead, it replaces it with α-Lévy stable distributions, as was sug-
gested by Benoit B. Mandelbrot in the 1960’s, as an opposition to the Efficient
Markets Hypothesis. This thesis offers a guide through sometimes confusing
literature of this field. It also presents steps to simulate a financial market of
arbitrary size with a known covariance matrix. This crucial part of the portfo-
lio selection, is also the main subject of this work.
Special attention is paid to the Random Matrix Theory and the estima-
tion of Pearsonian covariance matrix. The theory presents a method which
denoises the Pearsonian covariance matrix and should therefore offer a better
approximation of the true matrix. This is validated by re–estimating a known
covariance matrix. For highly noised cases, the RMT performed better in sim-
ulated as well as empirical environment. The amount of noise is proxied by the
ratio of number of observation to the number of observed assets.
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The traditional risk measure in Markowitz framework, the Standard devia-
tion, is replaced with Expected shortfall. This is motivated by its more suitable
mathematical properties as a coherent risk measure and its regulatory necessity
as of Basel III accord. Also, direct minimisation of the Expected shortfall is
tested, as a portfolio management tool, against the other two methods.
Results do not suggest that Markowitz’s solution is obsolete compared to
the other two methods. Or rather, it did not perform significantly worse in
terms of returns, or risk. Regarding returns, both in empirical and controlled
environment, Markowitz–based portfolios highly correlate with RMT. Portfo-
lios constructed by minimisation of the ES tend to underperform due to longer
learning periods and lower flexibility in switching weights.
In terms of risk, the results are mixed in empirical cases. For the com-
putational exhaustiveness, only a couple of rebalances could be calculated in
sufficient number of simulations. Following the discussion of the results, possi-
bly a different price generating engine than Geometric Brownian Motion could
provide more conclusive results. RMT and Markowitz yield similar risk char-
acteristics in the Monte Carlo simulations. With empirical stocks, the RMT
has lower values of risk metrics on average, but results do not suggest an un-
ambiguous conclusion.
The results also discovered that realised and parametric Value at Risk cor-
relate very much even for periods with high order of noise. This thesis finds
that although RMT should theoretically yield better estimates of the covari-
ance matrix for low Qs, and subsequently ’better portfolios’, this conjecture
was not confirmed in full with Monte Carlo simulations.
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Table 1: Stocks description - pt1
Statistic N Mean St. Dev. Min Max
AA 1,006 −0.001 0.038 −0.175 0.209
AAP 1,006 0.001 0.026 −0.197 0.130
ABT 1,006 0.0001 0.015 −0.096 0.092
ADB 1,006 −0.0003 0.027 −0.211 0.134
ADP 1,006 0.0002 0.017 −0.085 0.112
AEP 1,006 0.00001 0.018 −0.091 0.124
AFL 1,006 0.0003 0.040 −0.460 0.265
AGN 1,006 0.001 0.018 −0.106 0.090
AIG 1,006 −0.003 0.076 −0.936 0.507
AMA 1,006 −0.0002 0.026 −0.135 0.133
AON 1,006 0.0003 0.018 −0.148 0.108
APA 1,006 0.001 0.029 −0.201 0.193
APD 1,006 0.0003 0.023 −0.131 0.137
AVP 1,006 −0.00004 0.024 −0.167 0.160
AVY 1,006 −0.0003 0.024 −0.159 0.115
AXP 1,006 −0.0003 0.036 −0.194 0.188
BA 1,006 −0.0002 0.023 −0.080 0.144
BAC 1,006 −0.001 0.052 −0.342 0.302
BAX 1,006 0.0002 0.016 −0.142 0.081
BBT 1,006 −0.0003 0.036 −0.266 0.212
BBY 1,006 −0.0003 0.026 −0.160 0.165
BCR 1,006 0.0001 0.014 −0.087 0.068
BDX 1,006 0.0003 0.015 −0.088 0.092
BIG 1,006 0.0003 0.034 −0.297 0.200
BK. 1,006 −0.0002 0.037 −0.317 0.222
BLL 1,006 0.0005 0.020 −0.103 0.108
BMS 1,006 0.0001 0.020 −0.100 0.118
CA 1,006 0.0001 0.022 −0.137 0.179
CAG 1,006 −0.00003 0.015 −0.089 0.088
CB 1,006 0.0002 0.026 −0.220 0.189
CCL 1,006 −0.00001 0.029 −0.145 0.123
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Table 2: Stocks description - pt2
Statistic N Mean St. Dev. Min Max
CEL 1,006 0.00004 0.026 −0.168 0.171
CI 1,006 −0.0002 0.033 −0.242 0.211
CIN 1,006 −0.0002 0.027 −0.224 0.168
CL 1,006 0.0003 0.014 −0.071 0.100
CLF 1,006 0.001 0.053 −0.310 0.264
CLX 1,006 0.0001 0.013 −0.076 0.094
CMI 1,006 0.001 0.038 −0.192 0.199
CMS 1,006 0.0002 0.018 −0.106 0.102
CNP 1,006 0.0001 0.019 −0.124 0.125
COG 1,006 0.0003 0.035 −0.202 0.232
CSC 1,006 −0.0003 0.023 −0.177 0.129
CSX 1,006 0.001 0.028 −0.117 0.141
CTA 1,006 −0.0003 0.020 −0.132 0.102
CTL 1,006 0.0003 0.021 −0.141 0.163
CVX 1,006 0.0004 0.022 −0.133 0.189
DIS 1,006 0.0002 0.022 −0.102 0.148
ED 1,006 0.0002 0.013 −0.069 0.088
HRB 1,006 −0.001 0.026 −0.134 0.171
KO 1,006 0.0004 0.015 −0.091 0.130
MMM 1,006 0.0002 0.017 −0.090 0.094
MO 1,006 0.0004 0.015 −0.133 0.152
SCH 1,006 −0.00004 0.032 −0.164 0.179
T 1,006 0.00003 0.018 −0.080 0.151
VMC 1,006 −0.001 0.030 −0.112 0.169
WDC 1,006 0.0005 0.033 −0.129 0.175
WFC 1,006 −0.00004 0.044 −0.272 0.283
WHR 1,006 0.0002 0.032 −0.137 0.176
WMB 1,006 0.00004 0.031 −0.181 0.234
XRX 1,006 −0.0003 0.028 −0.207 0.165
Table 3: Comparison of weights stability
Statistic N Mean St. Dev. Min Max
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