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I. INTRODUCTION
The problem of recovering rigid body motion and surface structure from image sequences has been the topic of many research papers in the area of machine vision (the reader is referred to a survey of previous literature [1] November 18, 1985 . At the suggestion of the reviewers and the Editor these two papers have been consolidated into one paper, which was accepted for publication on April 30, 1986. crete and continuous, have been pursued. In the discrete approach, information about the displacements of a finite number of discrete points in the image is used to reconstruct the motion. To do this one has to identify and match feature points in a sequence of images. The minimum number of points required depends on the number of images. In the continuous approach, the optical flow, that is the apparent velocity of image brightness patterns, is used.
In much of the work on recovering surface structure and motion, it is assumed that either a correspondence between a sufficient number of feature points in successive frames has been established or that a reasonable estimate of the full optical flow field is available.
In general, identifying features involves determining gray-level corner points. For images of smooth objects, it is difficult to find good features or corners. Further, the correspondence problem has to be solved, that is, feature points from consecutive frames have to be matched.
The computation of the local flow field exploits a constraint equation between the local intensity changes and the two components of the optical flow. This only gives the component of flow in the direction of the intensity gradient. To compute the full flow field, one needs additional constraints such as the heuristic assumption that the flow field is locally smooth [4] , [5] . This, in many cases, leads to an estimated optical flow field that is not the same as the true motion field.
In this corrspondence, we determine the motion of an observer relative to a planar surface directly from the image brightness derivatives witho4t the need to compute the optical flow as an intermediate step. We restrict ourselves to planar surfaces since only three parameters are needed to specify the surface structure. We will first derive the image brightness constraint equation for the case of rigid body motion. A least squares formulation allows us to derive nine nonlinear equations, the so-called planar motion field equations, in terms of the motion and surface parameters. We present two iterative schemes for solving these equations. It is shown that all of the quantities used in the iteration can be computed efficiently from a number of moments of the image brightness derivatives that are accumulated through an initial pass of over the relevant image region. We therefore do not have to refer back to the image. We also show that a closed-form solution to the same problem can be obtained through a two-step procedure. We Note again the inherent ambiguity in the constraint equation. It is satisfied equally well by two planes with the same orientation but at different distances provided that the translational velocities are in the same proportions.
III. RECOVERING MOTION AND STRUCTURE Given image brightness E(x, y, t), and its spatial and time derivatives, Er and Et, over some region I in the image plane, we are to recover the translational and rotational motions, t and c, as well as the plane n. Using the constraint equation developed above, we could do this using image information at just a small number of points. At each point we get one constraint and we have nine unknowns to recover-or rather, eight, since we can recover the distance of the plane and the translational velocity only up to a scale factor. We will first present the iterative method. The motion parameters and the plane orientation are obtained from the solution of nine nonlinear equations derived from a least-squares formnulation for minimizing the error in the brightness change constraint equation. We then present the closed-form solution to the same problem that involves a two-step procedure. First, we solve for nine intermediate parameters, the elements of a 3 x 3 matrix, using brightness derivatives at a minimum of eight points. We then solve for the motion parameters and the plane orientation from the eigenvalue decomposition of the symmetric part of this matrix. A. Iterative Method: Least-Squares Formulation
Image brightness values are distorted with sensor noise and quantization error. These inaccuracies are further accentuated by methods used for estimating the brightness gradient. Thus it is not advisable to base a method on measurements at just a few points. Instead we propose to minimize the error in the brightness constraint equation over the whole region I in the image plane. So These equations comprise nine nonlinear (scalar) algebraic equation in terms of the observer motion, t and c, and the surface normal n. We will call them the planar motion field equations. Some observations about these equations are in order. The first equation is linear in c, t, and n. The second equation is linear in o and t, but quadratic in n. Finally, the last equation is linear in o. and n, but quadratic in t. We will exploit the linearity of these equations to formulate two iterative schemes. 1) First Scheme: We can rearrange the planar motion field equations to get
and can be solved for the surface normal n, given the pair of vectors t and w. The motion vectors are given by
where (-T) denotes the inverse of the transpose of a matrix. This can also be written in the form
The surface normal is simply given by n = -N4 1g.
All arrays are either 3 x 3 matrices or vectors of length 3, and therefore, the solutions for w, t, and n can be computed easily. Actually, most of the indicated matrix inversions do not have to be carried out explicitly, since it is computationally cheaper to solve these linear matrix equations by elimination. So, in summary, we start with an initial guess for n. Using the above equations, we solve for t and w in terms of the current value of n, and then for n in terms of the current values of t and c. After this, we evaluate the improvement in the solution to either go to next iteration or stop if the solution has not improved.
2) Second Scheme: The first pair of the motion and surface recovery equations depend linearly on t and w. As before, The solution of the above equations is given by
, and
These may be rewritten in either of two asymmetrical forms shown earlier.
Again, most of the indicated matrix inversions do not have to be carried out explicitly, since we can solve the equations by elimination.
In this scheme, we start with an initial guess for n. We solve for t and co in terms of the current value of n, and update t, then solve for n and X in terms of the current value of t, and update n, and, finally, evaluate the improvement in the solution to (rk r, si sj) depend only on r, Er, and E,, and so can be integrated over the image once. This appears to be a set of 3 + 9 + 9 + 27 + 81 = 129 numbers, but, because of symmetry in (vivj), and (rkrlsisi), only 81 numbers have to be stored. These accumulated totals represent all the image information needed to solve the motion recovery problem.
In the first scheme, we only perform 279 multiplications per iteration; The updating of the coefficients of the planar motion field equations involves 27 + 9 + 42 + 42 + 42 = 162 multiplications to compute M2, d2, M4, N4, and g (note that M4 and N4 are symmetric). The updating of c, t, and n, in comparison, requires 117 multiplications.
In the second scheme, 696 multiplications are carried out at each iteration; we compute the matrices M2, M4 and the vector d2, required for the first half of the iteration, in 27 + 42 + 9 = 78 multiplications. The same number of multiplications is needed to compute the matrices N2, N4 and the vector e2 required in the second half. Further, solving for X and t takes about 270 multiplications, as does solving for w and n in the second half of each iterative step.
Through a selected example, we will show that the second scheme has a much better convergence rate at the expense of more computation per iteration.
B. Uniqueness
It is important to establish whether more than one solution is possible. In general, this is clearly so, since an image of uniform brightness could correspond to an arbitrary uniform surface moving in an arbitrary way. So the brightness gradients, or lack of brightness gradients, can conspire to make the problem highly ambiguous. What we are interested in here is whether two different planar surfaces can give rise to the same motion field given two different translational and rotational motions of the imaging system.
In our terms then, the question becomes: given that the brightness change equation is satisfied for the motion t and w and the planar surface n, is there another motion t' and c' and another planar surface n' that satisfies the same equation at all points in the region I and for all possible ways of marking the surface? Note that we have to consider a whole image region, since the problem is underconstrained if we only have information along a line or at a point in the image. We also have to include the condition that the constraint should be satisfied for all possible surface markings to avoid the kind of ambiguity discussed above, where brightness gradients fortuitously line up with the motion field to create ambiguity.
1) Dual Solution: Suppose that two motions and two planar surfaces satisfy the brightness change equation. Then, we have C + v * X + (r * n) (s -t) = 0,
Subtracting these equations, we get v (c -wo') + (r * n)(s -t) -(r -n')(s * t') = 0. Now v = -s x r, so -(s X r) * (o -wo') + (r * n)(s t) -(r * n')(s t') = 0, or -r ((X-c') x s) + (r * n)(s * t) -(r * n')(s * t') = 0. Adding the two equations allows us to eliminate (Q -a'), and we end up with (ntT + tnT) = (nYt T + t'n T).
The trace (sum of the diagonal elements) of ntT is just (n t), so we see immediately that (n t) = (n' * t'T). But the above matrix equation involving the dyadic products of n and t as well as of n' and t' is much more constraining. 2) If n'tlln, t'l |t and tnt It't = tnt Itt, then the two sums of dyadic products are equal and the above equation is satisfied.
3) If n'ttt, t'tln and ln't It't = tnt itl, then the two sums of dyadic products are also equal and the above equation is satisfied. It turns out that there are no other ways to satisfy the equation. This can be shown using elementary properties of dyadic products (see [8] ) or by inspection of the six components of the above equation (because of symmetry there are only six independent components).
The first case above corresponds to purely rotational motion, because either the translational motion is zero, or the planar surface is infinitely far away, and the translation does not generate a perceptible component of the motion field. The solution is unique in this case, because we find (Q -E') = 0, when we substitute back into the matrix equation. (This is nothing new, since it has been known for some time that the solution is unique in the case of purely rotational and purely translational motion [2] .)
In the second case we find that ntT = nIt'T, since the vectors are parallel and the product of their size is constrained by the condition n * t = n' * t', derived earlier. Thus once again (Q -Q') = 0. Nothing new is obtained here, since we already know that we can change the lengths of the vectors n and t as long as the product of their lengths remains constant.
The third case is the most interesting. Here we have tnT = n't"T so that Q Q') + (nt T _ tnT) = 0, and thus -Q') x + (ntT -tnT)x = 0, for an arbitrary vector x. That is, x x (c -o') + x x (n x t) = 0, for an arbitrary vector x, so that Xl -(0' + fl x t = 0, or o' = X + n x t. To summarize then, if we ignore scaling of the normal and the translational velocity, we obtain a dual solution, given by n' t,t'=n and o' = +n Xt. Hay was the first to show the existence of the dual solution [3] , although the result has apparently been independently rediscovered several times since then [6] , [7] , [9] . ( The most recent papers [6] , [7] came to our attention only after completion of our version of the proof.) This dual solution is not different from the original one in the special case that the motion is perpendicular to the planar surface, that is, nitt. In this case the solution is unique. Further, if t = 0, then n' * z = 0. This corresponds to a planar surface parallel to the observer's line of sight, and may be considered to be a degenerate case.
C. A Selected Example
We now present the results of a simulation. It is noteworthy to mention that in all simulations performed, our algorithms have converged to a solution. However, the number of iterations for convergence to a solution depends on the initial condition (as is the case with all iterative schemes developed for solving nonlinear equations). In this example, we will demonstrate the sensitivity of both schemes to the initial condition. The image brightness function was generated using a multiplicative sinusoidal pattern (one that varies sinusoidally in both x and y directions), a 450 field of view was assumed, and the image brightness gradients were computed analytically to avoid errors due to image brightness quantization and finite difference approximations of the brightness gradient. In practice, the brightness at image points in two frames would be discretized first, and the gradient computed using finite difference methods. Table I shows the true motion and surface parameters, and the results of a simulation that converged to the true solution using the first scheme described earlier. In Table II , the dual solution for the true motion and surface parameters, and the results of a simulation that converged to the dual solution are tabulated. In both cases, the solution after various number of iterations are given. The results show that in the first case, the error in each parameter after less than 30 iterations is within 10 percent of the exact value. In the second case, this accuracy is achieved in less than 20 iterations. Tables III and IV for the second scheme. Here, very good accuracy is achieved in less than 10 iterations for the true solution and about 5 iterations for the dual solution. The brightness change equation can be written as c + (r x s) o., + (r n)(s * t) = 0. Using the identify (r x s) w0 = r (s x w), we obtain c -r * (0 x s) + (r n)(s * t) = 0.
Similar results are presented in
We now use the isomorphism between vectors and skewsymmetric matrices. Let us define We will refer to {Pi } as the essential parameters (in agreement with Tsai and Huang [10] ) since these parameters contain all the information about the planar surface and motion parameters. The above constraint equation is linear in the elements of P. Several such equations, for different image points, can be used to solve for these parameters. We will show how the special structure of P can be exploited to recover the motion and plane parameters very easily.
Note that the essential parameters are not independent. This is because P is not an arbitrary 3 x 3 matrix. It has a special structure as a result of the fact that it is the sum of a skew-symmetric matrix and a dyadic product. It takes three parameters to specify 00 (and hence Ql), three to specify n, and another three for t. The matrix P, however, is unchanged if we replace n by kn and t by (I1k)t for any nonzero k. Thus, there are actually only eight degrees of freedom, not nine.
Equivalently, we can say that there is one constraint on P. Since QT = -Q2, it follows that p* = p + pT = ntT + tn T.
A dyadic product has rank one, or less. The sum of two dyadic products has at most rank two. So we conclude that det (P + pT) = 0.
This constraint can be expressed in terms of the essential parame- There is a simple way around this problem, however. Note that rTs = 0, because s = ((Er X z) x r). So rTIs = 0, and c + rT(P + lI)s = 0, for arbitrary 1. If we let P' = P + II, we can write c + rTP,s = 0, and conclude that we cannot recover P from image brightness measurements alone. To find P, we must impose the constraint det (P + pT) = 0. To avoid dealing directly with the resulting nonlinear relation between the essential parameters, we first find any P' that satisfies the above brightness change constraint equation for all image points being considered, and then determine 1 such that P = P' -II satisfies det (P + pT) = 0. Now, det (P + pT) = det (P' + p,T -211) = 0, so that 21 must be an eigenvalue of the real symmetric matrix P -* = p' + p,T It will become apparent, in the next section, that we ought to choose the middle one of the three real eigenvalues of P'* for 21.
In summary, the overall plan is to find any matrix P' that satisfies the image brightness constraint equation.
c + rTP,s = 0, at a suitable number of image points and consequently determine P'*. We can then solve for the middle eigenvalue of P'* (which is 21) so as to construct the singular matrix P = P' -II, and from that we finally determine n and t as well as Q (and hence o) using the relationship P= -Q + ntT. We first consider finding p' from the image brightness derivatives at the minimum number of points necessary. Later, we consider instead a least-squares procedure that takes into account information in a whole image region.
From the derivatives of the brightness at the ith image point considered, we can construct the vector ai such that aTp' = -c.
As discussed above, there are really only eight independent degrees of freedom. So we can arbitrarily fix one of the components of the vector p'. This means that we can solve for the other eight using constraint equations derived from eight image points. Image intensity values are corrupted with sensor noise and quantization. These inaccuracies are further accentuated by methods used for estimating the brightness gradient. Thus it is not advisable to base a method on measurements at just a few points. Instead we propose to minimize the error in the brightness constraint equation over the whole region I in the image plane. So we choose the vector p' that minimizes |~(dTpi + c)2 dxdy.
The solution, in this case, is given by p= ( T dT dy) ca dx dy
In either case, we construct p' by adjoining a zero to the vector p'. The result immediately gives us the matrix P'. We determine the eigenvalues of P'* so that we can construct P* by subtracting the identity matrix times twice the middle eigenvalue from P'*. We can also determine P by subtracting the identity matrix times the middle eigenvalue from P'. At this point, we are ready to recover t, o, and n.
Note that we do not have to repeat the eigenvalue-eigenvector analysis, since P* has the same eigenvectors as P'*, and its eigenvalues are merely shifted so as to make the middle one equal to zero. This follows from the fact that if u and X are an eigenvectoreigenvalue pair of P'*, that is, P'*u = Xu. then u and (X -21) are an eigenvector-eigenvalue pair of P*, since P*u = (P'* -21I) u = (X -21)u. 2) Recovering Motion and Structure: We now show how to compute the parameters of the translational motion and the plane orientation from the essential parameters. When we have done this, we will be able to also find the rotational parameters using Q = ntT -P. It turns out that nf and t can be easily recovered from the eigenvectors of the matrix P*. In the following lemma, we show that the eigenvectors of P* are combinations of the sought after vectors ni and t. The signs of the two eigenvectors can be chosen independently. This might suggest that there are a total of four different solutions for nf and t. We show next that two of these solutions can be discarded because they correspond to viewing the planar surface "from behind." We assume that the visible part of the plane is the bounding surface of some solid object. We chose to define the orientation of the surface using the inward pointing normal n. The equation of the plane is R n = 1, or (r n) (R *z) = 1, since R = (R )r. Now, R * = Z is positive for points in front of the viewer, and so r * n must be positive for points on the visible portion of the plane. The equation r * n = 0 corresponds to a line in the image. Points on one side of this line, for which r * n > 0, can be images of points on the plane defined by the inward pointing normal n. Conversely, points on the other side of the line, where r * n < 0, cannot. They can be thought of as images of points on a parallel but oppositely oriented plane corresponding to the vector -n. We are analyzing brightness gradients for a particular image region. If r * n > 0 for points in this region, then n is a possible solution for the surface normal. If r * n < 0 for points in this region, then -n is a possible solution. If r * n > 0 for some points and r * n < 0 for others, then we are not dealing with the image of a single planar surface.
Also, note that we can recover t and n up to a scale factor. We can let t to be a unit vector without loss of generality. Then, n can be found as follows: n = lnlJn = lnlltlnf = an, using the known value of a.
So far, we have assumed that n and t are not parallel. In the special case that tlIn, we have P* = a(tiiT + t^iT) = 2annT
This dyadic product has rank one, that is, it only has one nonzero eigenvalue. This is easy to show since any vector perpendicular to nt is an eigenvector with zero eigenvalue. Also, fi is an eigenvector with eigenvalue 2a.
So if we find that P'* has two equal eigenvalues (that is P* has two zero eigenvalues), then we conclude that nf and t are parallel and equal to the eigenvector corresponding to the remaining eigenvalue.
We then solve for the rotation parameters by substituting the solutions for n and t into the equation Q = ntT -P. Even though we gave a complete and compact proof of the dual solution earlier, it is intriguing to confirm those results with our closed-form solution. We showed that the two solutions are related by n'= lt, t' = (0' = 0) + n x t, where we have arbitrarily set Itl = 1. The two solutions given earlier for n and t already satisfy the duality relationship given above. The identity (ntT -tnT) x = x x (n x t), holds for any vector x. Using this in WI X x = (c + n x t) x x = X x x + (n x t) x x, we arrive at w' x x = o x x -(ntT -tnT)x, or Q'x = (Q -ntT + tnT)x.
If this is to be true for all vectors x, we must have = Q-ntT + tnT So, we finally obtain -_' + n't'T = -_ + ntT -tnT + tnT, or, -Q' + n't' = -Q + ntT= p.
We conclude that n', t', and c', as defined above, constitute a second solution since they lead to the same set of essential parameters.
IV. SUMMARY The problem of recovering the motion of an observer relative to a planar surface directly from the changing images (direct passive navigation) was investigated and two solution procedures were presented.
We first formulated an unconstrained optimization problem. Using conditions for optimality, it was reduced to solving a set of nine simultaneous nonlinear equations that we termed the planar motion field equations. Two iterative schemes for solving these equations were given. It was shown that all information in the image concerning motion recovery can be captured by the moments of the image brightness derivatives that constitute the coefficients of the planar motion field equations. These moments are computed during an initial pass over the relevant image regions so that there is no need to refer back to the image after every iteration. This reduces the computation to accumulating 81 moments and performing less than 300 multiplications per iteration in the first iterative scheme and approximately 700 multiplications in the second one.
We also gave a compact proof that the problem can have at most two planar solutions. Through a selected example with synthetic data, it was shown that both schemes may converge to either of the two solutions, depending on the initial condition. In practice, once a solution is obtained, the other can be computed using the equations given for the dual solution.
In the tests carried out, both algorithms have converged to a possible solution, and accurate results have been obtained in less than 40 iterations using the first scheme, and in less than 15 iterations in the second one. As mentioned earlier, the results have not been as satisfactory when the translational motion component is perpendicular to the planar surface. These cases required several hundred iterations of either scheme for accurate solutions. It is conceivable that this special case that results in a unique planar solution can be handled more appropriately by exploiting the fact that the translational motion is in the direction perpendicular to the surface.
Even though both schemes require approximately the same number of computations for convergence to a solution (second scheme converges faster but requires more computation), the second one seems more appropriate for parallel implementation.
We also presented a closed-fonn solution to the same problem. We first employed the brightness change constraint equation that we developed for planar surfaces to compute 9 intermediate parameters, the elements of a 3 x 3 matrix, from brightness derivatives at a minimum of eight image points. We referred to them as essential parameters. The special structure of this matrix allows us to compute the motion and plane parameters easily.
