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a b s t r a c t
We show how to calculate three low degree set-theoretic
generators (i.e., algebraic surfaces) for all rational space curves of
low degree (degree ≤ 6) as well as for all higher degree rational
space curveswhere at least one element of theirµ-basis has degree
1 from a µ-basis of the parametrization. In addition to having low
degree, at least two of these surface generators are always ruled
surfaces. Whenever possible we also show how to compute two
set-theoretic complete intersection generators for these rational
space curves from a µ-basis of their parametrization.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Set-theoretic generators for a rational space curve are a set of implicit algebraic surfaces whose
intersection is exactly equal to the rational space curve. Implicitizing rational curves and surfaces has
been an active research topic for centuries. There are many ways to find a single implicit equation to
represent a rational planar curve; see, for example, Cox (2001); Sederberg et al. (1997, 1994). But the
minimal number of set-theoretic generators for a rational space curve may vary with the degree as
well as with the number and the type of the singularities of the curve. Thus computing simple set-
theoretic generators for a rational space curve can be a daunting task. In Algebraic Geometry, there
are some well-known theorems and conjectures on the minimal number of set-theoretic generators
for rational space curves (see below). But in the field of Geometric Computing, there is only some
preliminary work on algorithms for implicitizing rational space curves; for example, Shalaby and
Jüttler (2008) focuses on approximate implicitization algorithms for space curves.
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In Algebraic Geometry, there is a long history of the search for a minimal number of set-theoretic
generators for rational space curves. In 1882, Kronecher (1882) announced the classical result in
the case of a polynomial ring in n variables over a field that any radical ideal in an n-dimensional
noetherian ring is the radical of an ideal generated by n + 1 elements. In 1941, Van der Waerden
(1941) gave the first modern proof of Kronecher’s theorem. For the special case of space curves, in
1960, Kneser (1960) proved that every algebraic curve in 3-space is the intersection of three surfaces.
In 1973, Eisenbud and Evans (1973) strengthened the result of Kneser by proving that every algebraic
set in n-space is the intersection of n hypersurfaces. Moreover, many papers such as Boratynski
(1986); Kumar (1989); Murthy (1977) studied the conditions for an algebraic set to be a set-theoretic
complete intersection. It is still an unsolved problem, called the Hartshorne conjecture, to show that
every closed irreducible curve in projective 3-space is a set-theoretic complete intersection. The
research in the field of Algebraic Geometry focuses on the theory of set-theoretic generators, but few
algorithms are provided.
Moving lines and moving planes (syzygies) were introduced into Computer Aided Geometric
Design by Sederberg, Cox and Chen in order to develop robust, efficient algorithms for implicitizing
rational curves and surfaces (Cox et al., 1998; Sederberg and Chen , 1995; Sederberg et al., 1997, 1994).
A µ-basis is a special basis for the collection of moving planes. To our knowledge, there has as yet
been only some very preliminary work on constructing set-theoretic generators for rational space
curves using moving planes and µ-bases. The goal of this paper is to use µ-bases to develop efficient
algorithms to compute three low degree set-theoretic generators for all low degree (degree ≤ 6)
rational space curves as well as for all high degree rational space curves where at least one element
of theµ-basis has degree 1. In addition to having low degree, at least two of these surfaces are always
ruled surfaces. Whenever possible, we also derive two set-theoretic complete intersection generators
for these rational space curves. We provide examples to illustrate our constructions and we prove
corresponding theorems to show that the constructions work in general settings.
We begin in Section 2 with a brief review of the concepts of set-theoretic generators and ideal-
theoretic generators as well as the concepts of moving planes and µ-bases. In Section 3 we provide
algorithms for computing set-theoretic generators for low degree (degree≤ 6) rational space curves
as well as for high degree rational space curves where at least one element of the µ-basis has
degree 1, and we prove the validity of our algorithms. In Section 4 we provide set-theoretic complete
intersection generators for rational cubic curves and singular rational quartic curves, and we study
set-theoretic complete intersection generators of some higher degree rational space curves whoseµ-
bases have at least two elements of degree 1. We also illustrate our methods with many examples.
We close in Section 5 with a brief summary of our main results.
2. Rational space curves
Throughout this paper, we shall consider rational space curves C in three-dimensional real or
complex projective space given as the image of a generic 1-1 rational parametrization:
F(s, t) = (f0(s, t), f1(s, t), f2(s, t), f3(s, t)), (s, t) 6= (0, 0), (1)
where f0, f1, f2, f3 are linearly independent homogeneous polynomials of the same degree d ≥ 3, and
gcd(f0, f1, f2, f3) = 1. When a curve C is given by a parametrization F(s, t) as in (1), we shall say that
C is a curve of degree d = deg(F).
Remark 2.1. All the results in this paper remain true without the condition that the parametrization
F(s, t) is generically 1-1. Similar to the case of plane curves studied in Dohm (2009), if the map F(s, t)
is not generically 1-1, then the µ-basis and the parametrization can both be factored through a re-
parametrization, and the set-theoretic generators stay the same. But to simplify the proofs in this
paper, we shall assume that F(s, t) is generically 1-1.
2.1. Ideals and varieties
Beforewe investigate set-theoretic generators for these rational space curves, we recall some basic
terminology which we will use throughout this paper.
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Definition 2.2. Let P3K denote projective 3-space over a field K, and let g1, . . . , gk be homogeneous
polynomials in K[x, y, z, w]. Then the set
V(g1, . . . , gk) = {(x0, y0, z0, w0) ∈ P3K : gi(x0, y0, z0, w0) = 0, i = 1, . . . , k}
is called the projective variety defined by g1, . . . , gk.
The rational space curveC given by a parametrization F(s, t) as in (1) is the variety of the following
elimination ideal
I = 〈x− f0, y− f1, z − f2, w − f3〉
⋂
K[x, y, z, w]. (2)
The ideal I is called the ideal of the rational space curve C.
Definition 2.3. Let I be the ideal of a rational space curve C. A set of homogeneous polynomials
F1, . . . , Fs ∈ K[x, y, z, w] are called set-theoretic generators of the rational space curve C if
V(F1, . . . , Fs) = V(I).
Recall that the radical of the ideal I is the set
√
I = {f : f m ∈ I for some integer m ≥ 1}. By Cox
et al. (1998), if K is an algebraically closed field, then we have the following proposition.
Proposition 2.4. Let I be the ideal of the space curve C as in (2) and letK be an algebraically closed field.
A set of homogeneous polynomials F1, . . . , Fs ∈ K[x, y, z, w] are set-theoretic generators of the curve C
if and only if√〈F1, . . . , Fs〉 = √I.
Note that if 〈F1, . . . , Fs〉 = I , then√〈F1, . . . , Fs〉 =
√
I; but the converse is not true. The observation
leads to the following definition.
Definition 2.5. Let I be the ideal of the space curve C as in (2). A set of homogeneous polynomials
F1, . . . , Fs ∈ K[x, y, z, w] are ideal-theoretic generators of the curve C if and only if
〈F1, . . . , Fs〉 = I.
By Definition 2.5, ideal-theoretic generators for a rational space curve must also be set-theoretic
generators for the curve, but the converse is not true. Generally, in this paper when we talk about
the implicit equations of a rational space curve, we mean only set-theoretic generators because set-
theoretic generators are enough to generate the locus of the curve. The minimal number of set-
theoretic generators is always less than or equal to theminimal number of ideal-theoretic generators,
but notice that the degrees of the set-theoretic generators may be higher than the degrees of the
ideal-theoretic generators.
Example 2.6. Consider the twisted cubic F(s, t) = (s3, s2t, st2, t3). It is known (Cox et al., 1998,
Exercise 21, p. 287) that the ideal of the twisted cubic is given by I = 〈xz − y2, xw − yz, yw − z2〉.
Let S = y2 − xz, T = z3 + xw2 − 2yzw. One can easily check that √〈S, T 〉 = √I , but 〈S, T 〉 6= I .
Therefore, the quadratic surface S = 0 and the cubic surface T = 0 form set-theoretic generators for
the curve F(s, t), but S and T are not ideal-theoretic generators for the curve F(s, t).
In general we seek a generating set with a minimal number of generators. This goal leads to the
following definition.
Definition 2.7. Let I be the ideal of the space curve C as in (2). If there are two homogeneous
polynomials F1, F2 ∈ K[x, y, z, w] such that
V(F1, F2) = V(I).
then F1 and F2 are called set-theoretic complete intersection generators of the curve C.
IfK is an algebraically closed field, then Definition 2.7 is equivalent to the fact that
√〈F1, F2〉 =
√
I.
Moreover, if 〈F1, F2〉 = I, then F1 and F2 are called the ideal-theoretic complete intersection generators
of the curve C.
Notice that in Example 2.6 the surfaces S = 0 and T = 0 are set-theoretic complete intersection
generators for the twisted cubic curve, but notice too that their degrees are not minimal in the ideal
of the twisted cubic curve.
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2.2. Moving planes and µ-bases
To compute set-theoretic generators for rational space curves, we are going to invoke moving
planes. A moving plane is a family of planes with each pair of parameters (s, t) corresponding to a
plane:
L(s, t; x, y, z, w) , L0(s, t)x+ L1(s, t)y+ L2(s, t)z + L3(s, t)w, (3)
where L0, L1, L2, L3 are homogeneous polynomials in s, t of the same degree. A moving plane L is of
degree k if deg(Li(s, t)) = k, 0 ≤ i ≤ 3. For simplicity, we sometimes write the moving plane (3) in
the form of a polynomial vector
L(s, t) , (L0(s, t), L1(s, t), L2(s, t), L3(s, t)). (4)
The moving plane (3) is said to follow the parametrization (1) if
L · F =
3∑
i=0
Li(s, t)fi(s, t) = L0f0 + L1f1 + L2f2 + L3f3 ≡ 0, (5)
that is, if the point on the curve at the parameter (s, t) lies on the plane at the parameter (s, t).
An axial moving plane is a moving plane where all the planes of the family pass through either a
common point A or a common line
←→
AB . The point A is called an axis point, and the line
←→
AB is called
the axis line or axis of the moving plane. Notice that A is an axis point of a moving plane L(s, t) if and
only if L(s, t) · A ≡ 0. If there are two distinct points A and B such that L(s, t) · A = L(s, t) · B ≡ 0,
then by linearity L(s, t) · (aA+ bB) = 0, so←→AB is an axis line of L(s, t).
For example, consider the rational quintic space curve F(s, t) = (s5, s3t2, s2t3, t5). Then t3x− s3z
is an axial moving plane of degree 3 that follows this curve with axis
←→
AB where A = (0, 0, 0, 1) and
B = (0, 1, 0, 1).
Every moving plane p(s, t, x, y, z, w) = p1(x, y, z, w)s + p0(x, y, z, w)t of degree one in s, t has
an axis line V(p0, p1); and, a moving plane p(s, t, x, y, z, w) = p2(x, y, z, w)s2 + p1(x, y, z, w)st +
p0(x, y, z, w)t2 of degree two in s, t has an axis V(p0, p1, p2), which may be either a point or a line.
The intersection of two moving planes L(s, t),M(s, t) is a moving line l(s, t) = L(s, t) ∩ M(s, t).
(The intersection of two linearly independent moving planes L(s, t) and M(s, t) may also contain a
finite number of planes, corresponding to parameter pairs (s0, t0)where the two planes L(s0, t0) and
M(s0, t0) coincide.) If the two moving planes follow a rational space curve F(s, t), then the moving
line l(s, t) also follows the curve F(s, t)—that is, for every parameter pair (s, t), the point F(s, t) lies
on the line l(s, t). If L(s, t) andM(s, t) are axial moving planes whose axes intersect at a point A, then
l(s, t) is an axial moving line with axis A—that is, for every parameter pair (s, t), the line l(s, t) passes
through the point A. Notice that since the lines in a moving line sweep out a surface, the termmoving
line is just another name for a ruled surface. Moreover, an axial moving line with axis A is just a cone
with its vertex at A.
To find a set of generators for a rational space curve, we would like to study the behavior of the
moving planes that follow the curve. But we cannot compute all the moving planes that follow the
curve; instead we need a finite set of generators for the moving plane module. Therefore next we
recall the notion of µ-bases for rational space curves (Song and Goldman, 2009).
Definition 2.8. Three moving planes p(s, t), q(s, t) and r(s, t) are called a µ-basis of a rational space
curve F(s, t) if p, q and r follow F(s, t) and
[p, q, r] = κF(s, t) (6)
where κ is some nonzero constant and [p, q, r] is the outer product of p, q and r.
Note that since we are using homogeneous polynomials, Definition 2.8 implies the following
degree constraint on the elements p, q, r of a µ-basis for the curve F(s, t):
deg(p)+ deg(q)+ deg(r) = deg(F).
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The notion of a µ-basis for rational space curves can be generalized in an obvious way to rational
curves of arbitrary dimension. The existence of aµ-basis for a rational curve in any dimension follows
directly from the Hilbert–Burch Theorem (Eisenbud (1994, Theorem 20.15)). In particular, the proof
of the existence of a µ-basis for a rational curve in an affine n-space is given in Cox et al. (1998,
Exercise 17, p. 286). An alternative existence proof as well as a simple algorithm to compute aµ-basis
based solely on Gaussian elimination is presented in Song and Goldman (2009).
The µ-basis elements p, q, r for a rational space curve are not unique. But the degrees of the µ-
basis elements µ1 = deg(p), µ2 = deg(q), µ3 = deg(r) for a rational space curve are unique. This
result and the following proposition are proved in Song and Goldman (2009).
Proposition 2.9. Suppose p(s, t), q(s, t), r(s, t) are a µ-basis of degrees µ1, µ2, µ3 for the rational
space curve F(s, t), and let L(s, t) be a moving plane of degree m that follows the curve. Then there exist
polynomials α(s, t), β(s, t), γ (s, t) such that L = αp+ βq+ γ r, where deg(α) = m− µ1, deg(β) =
m− µ2, deg(γ ) = m− µ3.
Since the degrees of the elements of a µ-basis are unique and sum to the degree of the curve,
from now on we will use the degrees (µ1, µ2, µ3) of a µ-basis p, q, r to denote the type of a rational
space curve F(s, t), and we shall assume that the µ-basis elements p, q, r are arranged so that
µ1 ≤ µ2 ≤ µ3.
Later we shall use the following property of µ-bases.
Proposition 2.10 (Song and Goldman (2009)). The µ-basis elements p(s, t), q(s, t), r(s, t) for a ratio-
nal space curve F(s, t) are linearly independent for any parameter value (s, t).
Proof. This result follows from part 1 of Definition 2.8 and the fact that, by assumption, gcd(f0,
f1, f2, f3) = 1. 
3. Set-theoretic generators of rational space curves
Given a rational space curve F(s, t), our initial goal is to find three algebraic surfaces whose
intersection is exactly equal to the curve F(s, t). To begin, we show how to use µ-bases to determine
if a point lies on a rational space curve.
Lemma 3.1. Let F(s, t) be a rational space curve with aµ-basis p(s, t), q(s, t), r(s, t). A pointQ is on the
curve F(s, t) if and only if
deg(gcd(p(s, t) · Q, q(s, t) · Q, r(s, t) · Q)) ≥ 1. (7)
Proof. Eq. (7) holds if and only if there exists a parameter (s0, t0) such that
p(s0, t0) · Q = q(s0, t0) · Q = r(s0, t0) · Q = 0. (8)
Eq. (8) asserts that the point Q is perpendicular to the three vectors p(s0, t0), q(s0, t0), and r(s0, t0).
Since by Proposition 2.10 these three vectors are linearly independent, we have
[p(s0, t0), q(s0, t0), r(s0, t0)] = k1Q, for some nonzero constant k1.
But by Definition 2.8
[p(s0, t0), q(s0, t0), r(s0, t0)] = k2F(s0, t0), for some nonzero constant k2.
Hence
Q = kF(s0, t0)
for some nonzero constant k, so the point Q lies on the rational curve F(s, t). 
Lemma 3.2. Let L(s, t) andM(s, t) be two moving planes that follow a rational space curve F(s, t), and
let X = (x, y, z, w). Then Res(L(s, t) ·X,M(s, t) ·X) = 0 is a ruled surface that contains the curve F(s, t).
Here the resultant is taken with respect to the parameter pair (s, t).
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Proof. To prove that Res(L(s, t) ·X,M(s, t) ·X) = 0 is a ruled surface, observe that the following four
statements are equivalent:
(1) The point Q lies on the intersection of the two moving planes L(s, t) · X = 0 andM(s, t) · X = 0.
(2) There exist parameters (s0, t0) such that L(s0, t0) · Q = M(s0, t0) · Q = 0.
(3) The polynomialsM(s, t) · Q and L(s, t) · Q have a common factor.
(4) Res(L(s, t) · Q,M(s, t) · Q) = 0.
Therefore, the surface Res(L(s, t) · X,M(s, t) · X) = 0 is equal to the intersection of the two moving
planes L(s, t) · X = 0 andM(s, t) · X = 0. But the intersection of two moving planes is a moving line
and a moving line sweeps out a ruled surface.
To prove that the surface Res(L(s, t) ·X,M(s, t) ·X) = 0 contains the curve F(s, t), let P = F(s0, t0)
be a point on the space curve F(s, t). Since the two moving planes L(s, t) and M(s, t) follow the
curve F(s, t), (s0, t0) must be a common root of the two polynomials L(s, t) · P and M(s, t) · P,
so Res(L(s, t) · P,M(s, t) · P) = 0. Therefore, the curve F(s, t) is contained in the ruled surface
Res(L(s, t) · X,M(s, t) · X) = 0. 
By Lemma 3.2 we directly get the following theorem.
Theorem 3.3. Let F(s, t) be a rational space curve with a µ-basis p(s, t), q(s, t), r(s, t), and let X =
(x, y, z, w). Then the three surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and Res(q · X, r · X) = 0
are ruled surfaces. Moreover, the curve F(s, t) is contained in the intersection of the three ruled surfaces
Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and Res(q · X, r · X) = 0. Here again the resultants are taken
with respect to the homogeneous variables s, t.
3.1. Rational space curves of type (1,m, n)
We have shown that a rational space curve with a µ-basis p, q, r is contained in the intersection
of the three resultant surfaces Res(p ·X, q ·X) = 0, Res(p ·X, r ·X) = 0 and Res(q ·X, r ·X) = 0. Next
we are going to examine whether the intersection of these three resultant surfaces is exactly equal to
the rational space curve F(s, t). We begin with the rational space curves of type (1,m, n), where m
and n are both positive integers.
Theorem 3.4. Let F(s, t) be a rational space curve of type (1,m, n)with aµ-basis p(s, t), q(s, t), r(s, t).
Then the three ruled surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and Res(q · X, r · X) = 0 are
set-theoretic generators for the rational space curve F(s, t).
Proof. By Theorem 3.3, we need only show that any point on the intersections of these three resultant
surfaces is on the space curve F(s, t). Suppose thatQ is a point on the intersection of the three surfaces
Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and Res(q · X, r · X) = 0, i.e.,
Res(p · Q, q · Q) = 0, Res(p · Q, r · Q) = 0, Res(q · Q, r · Q) = 0. (9)
If the point Q lies on the axis of one of theµ-basis elements, say on the axis of p, then p ·Q ≡ 0. In
this case the equations in (9) imply that
deg(gcd(p · Q, q · Q, r · Q)) = deg(gcd(q · Q, r · Q)) ≥ 1.
Therefore by Lemma 3.1, the point Q lies on the rational space curve F(s, t).
If the point Q is not on any of the axes of p, q, r, then the equations in (9) are equivalent to
deg(gcd(p · Q, q · Q)) ≥ 1, deg(gcd(q · Q, r · Q)) ≥ 1, deg(gcd(p · Q, r · Q)) ≥ 1. (10)
But by assumption deg(p) = 1. Thus by the equations in (10)
p · Q|q · Q, p · Q|r · Q,
so
gcd(p · Q, q · Q, r · Q) = p · Q.
Hence by Lemma 3.1, the point Q lies on the rational space curve F(s, t). 
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Fig. 1. Three set-theoretic generators of a rational sextic space curve of type (1, 2, 3) (left) comparedwith two generators (right)
whose intersection contains an extra axis line.
Example 3.5. Let F(s, t) be the rational sextic space curve given by
F(s, t) = (s6, s3t2(s− t), s2t3(s− t), t6).
A µ-basis for F(s, t) is:
p(s, t) = (0,−t, s, 0), q(s, t) = (−t2, s2 + st + t2, t2, s2),
r(s, t) = (−st2 + t3, s3, 0, 0).
Thus this curve has type (1, 2, 3). The three resultant surfaces generated by the µ-basis are:
Res(p · X, q · X) = y3 + y2z − xz2 + yz2 + z3 + y2w,
Res(p · X, r · X) = y4 − xyz2 + xz3,
Res(q · X, r · X) = y5 + 3y4z − xy2z2 + 3y3z2 + y2z3 + 5xy3w − 2x2yzw + 7xy2zw
+ 2xyz2w − x3w2 + 5x2yw2 + x2zw2 + x2w3.
The curve F(s, t) is exactly equal to the intersection of the three surfaces Res(p · X, q · X) = 0,
Res(p · X, r · X) = 0, and Res(q · X, r · X) = 0 (see Fig. 1, left).
If we take away one surface in Example 3.5, say Res(q · X, r · X) = 0, then the intersection of the
remaining two surfaces Res(p · X, q · X) = 0 and Res(p · X, r · X) = 0 consists the curve F(s, t) plus
the axis line of p, (see Fig. 1, right). In fact, we have the following result.
Lemma 3.6. Let F(s, t) be a rational space curve of type (1,m, n) with a µ-basis p(s, t), q(s, t), r(s, t).
Then the intersection of the two ruled surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 is the rational
space curve F(s, t) together with mn copies of the axis of p.
Proof. By Theorem 3.3, the curve F(s, t) is contained in the intersections of these two ruled surfaces.
Moreover ifQ lies on the axis ofp, thenp(s, t)·Q ≡ 0.HenceQ lies on the two surfaces Res(p·X, q·X) =
0 and Res(p · X, r · X) = 0. On the other hand, if a point Q is on the intersection of the two surfaces
Res(p · X, q · X) = 0, Res(p · X, r · X) = 0, but is not on the axis of p, then since deg(p) = 1, up to
a constant multiple gcd(p · Q, q · Q, r · Q) = p · Q. Hence by Lemma 3.1 Q is a point on the rational
space curve F(s, t).
Moreover, by examining the Sylvester matrix representation for the resultants Res(p · X, q ·
X), Res(p · X, r · X), we observe that the degrees of these two surfaces are m + 1 and n + 1, and the
points on the axis of p vanishm and n times respectively on these two surfaces. Hence, the intersection
of these two surfaces contains the axis of p mn times. Thus by the generalized Bézout Theorem, the
intersection of the two surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 of degreem+ 1 and n+ 1
consists of the rational space curve F(s, t) of degreem+ n+ 1 andmn copies of the axis of p and no
other points. 
For rational space curves F(s, t) of type (1,m, n), we have found three set-theoretic generators, i.e.
the ruled surfaces Res(p ·X, q ·X) = 0, Res(p ·X, r ·X) = 0 and Res(q ·X, r ·X) = 0 constructed from
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a µ-basis of the parametrization. However, these three ruled surfaces are not always set-theoretic
generators for rational space curves of type (d,m, n), where d 6= 1. In fact, the intersection of these
three ruled surfaces sometimes consists of extra points which are not on the rational space curve.
Next we provide an example.
Example 3.7. Let F(s, t) be the rational sextic space curve given by
f0(s, t) = 3s4t2 − 9s3t3 − 3s2t4 + 12st5 + 6t6,
f1(s, t) = −3s6 + 18s5t − 27s4t2 − 12s3t3 + 33s2t4 + 6st5 − 6t6,
f2(s, t) = s6 − 6s5t + 13s4t2 − 16s3t3 + 9s2t4 + 14st5 − 6t6,
f3(s, t) = −2s4t2 + 8s3t3 − 14s2t4 + 20st5 − 6t6.
A µ-basis for F(s, t) is:
p(s, t) = (s2 − 3st + t2, t2, 0, 0),
q(s, t) = (−4s2 + 12st − 4t2, s2 − st − t2, 3s2 − 3st − 3t2, 0),
r(s, t) = (−4t2 + 132s2 − 396st + 132t2,−25s2 + 25st + 57t2,
− 75s2 + 75st + 171t2, 48s2 − 96st − 96t2).
Thus F(s, t) is of type (2, 2, 2). The three resultant surfaces are the quartic surfaces:
Res(p · X, q · X) = 20x2y2 − 6xy3 + y4 − 12xy2z + 6y3z − 36x2z2 + 18xyz2 + 9y2z2,
Res(p · X, r · X) = 16x4 + 1000x3y+ 12300x2y2 − 3750xy3 + 625y4 − 168x3z
− 24600x2yz − 2700xy2z + 3750y3z − 27684x2z2 + 25650xyz2
+ 5625y2z2 + 576x3w + 24384x2yw + 3600xy2w − 2400y3w
+ 14976x2zw − 27216xyzw − 7200y2zw + 2304x2w2 + 9216xyw2
+ 2304y2w2,
Res(q · X, r · X) = 256x4 − 5248x3y+ 22288x2y2 − 6400xy3 + 1024y4 − 15744x3z
+ 133728x2yz − 57600xy2z + 12288y3z + 200592x2z2 − 172800xyz2
+ 55296y2z2 − 172800xz3 + 110592yz3 + 82944z4 + 9216x3w
− 130560x2yw + 49728xy2w − 4608y3w − 391680x2zw + 298368xyzw
− 41472y2zw + 447552xz2w − 124416yz2w − 124416z3w + 36864x2w2
− 129024xyw2 + 2304y2w2 − 387072xzw2 + 13824yzw2 + 20736z2w2.
The point A=(1, 1, 1, 1) is on the intersection of the surfaces Res(p·X, q·X) = 0, Res(p·X, r·X)=
0, Res(q ·X, r ·X) = 0. But this point does not lie on the curve F(s, t), since gcd(p ·A, q ·A, r ·A) = 1.
3.2. Rational sextic space curves of type (2, 2, 2)
The rational space curve in Example 3.7 is of type (2, 2, 2). For rational space curves of degrees
at most 6, (2, 2, 2) is the only type not of the form (1,m, n). Next we shall investigate set-theoretic
generators for rational space curves of type (2, 2, 2). To begin, we are going to introduce new surfaces
containing rational space curves of type (2, 2, 2).
Suppose that p(s, t), q(s, t), r(s, t) are a µ-basis for a rational space curve F(s, t) of type (2, 2, 2).
Let X = (x, y, z, w) and let
p(s, t) · X , p0(x, y, z, w)t2 + p1(x, y, z, w)st + p2(x, y, z, w)s2,
q(s, t) · X , q0(x, y, z, w)t2 + q1(x, y, z, w)st + q2(x, y, z, w)s2,
r(s, t) · X , r0(x, y, z, w)t2 + r1(x, y, z, w)st + r2(x, y, z, w)s2.
(11)
Denote
M(x, y, z, w) ,
[p0 p1 p2
q0 q1 q2
r0 r1 r2
]
. (12)
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Remark 3.8. In order to prove that det(M(x, y, z, w)) is not identically zero, we recall a result
from algebraic geometry: if I is the ideal sheaf corresponding to the ideal generated by 〈p, q, r〉 in
K[x, y, z, w, s, t], then the sheaf version of the Koszul complex of p, q, r is exact (for details, see Cox
et al., 2000). Since the variety P1× P3 can be covered by eight affine open subsets obtained by setting
either s or t equal to 1, and one of x, y, z, w equal to 1, the sheaf version of the Koszul complex is
exact if and only if it is exact on each of these eight affine open subsets — for example, on the affine
open subset where t = w = 1, with the non-homogeneous ring R = K[s, x, y, z]. Let p′ denote
p(s, 1, x, y, z, 1) and define q′ and r ′ in a similar manner. Then the following complex is exact
0→ R→ R3 φ−−−−→ R3 p′,q′,r ′−−−−→ 〈p′, q′, r ′〉 → 0, where φ =
[−r ′ −q′ 0
0 p′ −r ′
p′ 0 q′
]
.
Therefore, p′, q′, r ′ form a regular sequence in R, and Syz(p′, q′, r ′) – the syzygy module of p′, q′, r ′ –
is generated by the Koszul syzygies, i.e., for any (a′, b′, c ′) ∈ Syz(p′, q′, r ′)
(a′, b′, c ′) = α(−r ′, 0, p′)+ β(−q′, p′, 0)+ γ (0,−r ′, q′), for some α, β, γ ∈ R.
Lemma 3.9. The polynomial det(M(x, y, z, w)) is not identically zero.
Proof. Suppose det(M(x, y, z, w)) ≡ 0. Then the rowsof thematrixM are linearly dependent over the
ring K[x, y, z, w] — that is, there exists three homogeneous polynomials a(x, y, z, w), b(x, y, z, w),
c(x, y, z, w) of the same degree in x, y, z, w at least one of which is not zero, such that
[a, b, c]M(x, y, z, w) = [0, 0, 0]. Let p = p · X, q = q · X, r = r · X; then
0 = [a, b, c]M(x, y, z, w)[s2, st, t2]T = [a, b, c][p, q, r]T = ap+ bq+ cr.
Hence (a, b, c) is in Syz(p, q, r), the syzygymodule of p, q, r . By Remark 3.8, if p′, q′, r ′, a′, b′, c ′ denote
the inhomogeneous forms of p, q, r , a, b, c in R = K[s, x, y, z], then (a′, b′, c ′) ∈ Syz(p′, q′, r ′) is
generated by the Koszul syzygies:
(a′, b′, c ′) = α(−r ′, 0, p′)+ β(−q′, p′, 0)+ γ (0,−r ′, q′), for some α, β, γ ∈ R.
But this is impossible, since a, b, c do not contain the variables s, t . Hence, det(M) 6≡ 0. 
Theorem 3.10. The surface det(M(x, y, z, w)) = 0 in Eq. (12) contains the rational space curve F(s, t)
of type (2, 2, 2) with µ-basis p, q, r.
Proof. By Lemma 3.9, det(M(x, y, z, w)) is a nonzero polynomial. Now let Q , (x0, y0, z0, w0) be a
point on the curve F(s, t). Then by Lemma 3.1 there must be a parameter (s0, t0) such that
p(s0, t0) · Q = q(s0, t0) · Q = r(s0, t0) · Q = 0.
Therefore
M(x0, y0, z0, w0) [t20 , s0t0, s20]T = 0.
Thus rank(M(x0, y0, z0)) < 3, so det(M(x0, y0, z0, w0)) = 0. Hence every point Q = (x0, y0, z0, w0)
on the rational space curve F(s, t) lies on the surface det(M(x, y, z, w)) = 0. 
Theorem 3.11. Let F(s, t) be a rational sextic space curve of type (2, 2, 2) with a µ-basis p, q, r. Then
the four surfaces Res(p · X, r · X) = 0, Res(q · X, r · X) = 0, Res(p · X, q · X) = 0 and det(M) = 0 form
set-theoretic generators for the curve F(s, t).
Proof. By Theorems 3.3 and 3.10, the curve F(s, t) is contained in the intersection of the four surfaces
Res(p · X, r · X) = 0, Res(q · X, r · X) = 0, Res(p · X, q · X) = 0 and det(M) = 0. Now suppose that Q
is a point on the intersection of these four surfaces; we shall show that Q is on the curve F(s, t).
Since det(M(Q)) = 0, there must exist three constants a, b, c , not all zero, such that [a, b, c]M(Q)
= [0, 0, 0]. Therefore,
[a, b, c]M(Q)[s2, st, t2]T = ap(s, t) · Q+ bq(s, t) · Q+ cr(s, t) · Q = 0.
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Without loss of generality, we can assume that a 6= 0; thus
p(s, t) · Q = −b
a
q(s, t) · Q− c
a
r(s, t) · Q.
Therefore,
deg(gcd(p(s, t) · Q, q(s, t) · Q, r(s, t) · Q)) = deg(gcd(q(s, t) · Q, r(s, t) · Q)) ≥ 1,
where the last inequality follows because Res(q · Q, r · Q) = 0. Thus, by Lemma 3.1, the point Q is a
point on the space curve F(s, t). 
Remark 3.12. The surface det(M) = 0 in Eq. (12) is typically not ruled; see Example 3.15.
Lemma 3.13. The intersection of the three surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and
det(M) = 0 is equal to the curve F(s, t) plus the axis of p.
Proof. First, it is easy to see that the space curve F(s, t) and the axis of p are both contained in
the intersection of these three surfaces. Now, by the proof of Theorem 3.11, if det(M(Q)) = 0,
there exist three constants a, b, c , not all zero, such that ap(s, t) · Q + bq(s, t) · Q + cr(s, t) · Q =
0, or equivalently, ap(s, t) · Q + bq(s, t) · Q = −cr(s, t) · Q. Therefore, if Q is on the surface
Res(p ·X, q ·X) = 0, but not on the axis of p, then by Lemma 3.1, Q is on the space curve F(s, t), since
gcd(p(s, t) · Q, q(s, t) · Q, r(s, t) · Q)) = deg(gcd(p(s, t) · Q, q(s, t) · Q)) ≥ 1. Thus, the intersection
of the three surfaces Res(p · X, q · X) = 0, Res(p · X, r · X) = 0 and det(M) = 0 is equal to the curve
F(s, t) plus the axis of p. 
Remark 3.14. Since deg(p) = 2, the axis of pmay be either a line or a point. If the axis of p is a point
and this point lies on the curve F(s, t), then the three surfaces Res(p ·X, q ·X) = 0, Res(p ·X, r ·X) = 0
and det(M) = 0 form set-theoretic generators for the curve F(s, t). Notice, in particular, that if the
axis point of p lies on the axis of q, then this axis point is a singularity of the curve F(s, t) and hence
lies on the curve F(s, t).
Example 3.15. Let F(s, t) be the rational sextic space curve given by
F(s, t) = (s2(s− t)2t2, s3t3, s3(s− t)3, (s− t)3t3).
A µ-basis for F(s, t) is
p = (y+ 2w)s2 + (−3x− 2y)st + (2x+ y)t2, q = (y+ w)s2 − 2(x+ y)st + (x+ y)t2,
r = xs2 − xst − zt2.
Hence
Res(p · X, q · X) = y2w2 − x3y+ x3w + 3x2yw;
Res(p · X, r · X) = y2z2 − 5yzx2 + 4yz2w − 2x4 − x3y+ 14x2wz
+ 8wzxy+ 4w2z2 + 4x3w + 2x2yw − 9zx3;
det(M) = −x3 − xyw + yzx− zxw − 2yzw.
The intersection of the three surfaces Res(p · X, q · X) = 0 Res(p · X, r · X) = 0 and det(M) = 0 is
exactly equal to the curve F(s, t) because the axis of p is the point A = (0, 0, 1, 0), and A = F(1, 0)
lies on the curve F(s, t). Note that the two surfaces Res(p · X, q · X) = 0 and Res(p · X, r · X) = 0 are
ruled, but the cubic surface det(M) = 0 is not ruled.
4. Complete set-theoretic generators of rational space curves
In this section we are going to find set-theoretic complete intersection generators for some special
rational space curves. It is still an unsolved problem to show that every closed irreducible curve in
projective 3-space is a set-theoretic complete intersection.
424 X. Jia et al. / Journal of Symbolic Computation 45 (2010) 414–433
4.1. Rational cubic space curves
In Example 2.6 we showed that the twisted cubic F(s, t) = (s3, s2t, st2, t3) is the set-theoretic
complete intersection of the quadric surface y2− xz = 0 and the cubic surface z3+ xw2− 2yzw = 0.
Both of these surfaces are ruled surfaces. The quadric surface y2 − xz = 0 is a hyperbolic paraboloid,
which is a doubly ruled surface. Also the cubic surface z3+xw2−2yzw = 0 is essentially amoving line
— the intersection of the twomoving planes L(s, t) = zt−ws = 0 andM(s, t) = xt2−2yst+s2z = 0.
In fact, Res(L(s, t),M(s, t)) = z3+ xw2−2yzw. Hence the cubic surface z3+ xw2−2yzw = 0 is also
ruled. Aµ-basis for the twisted cubic is given by the threemoving planes: p = tx−sy, q = ty−sz, r =
tz − sw. Notice that y2 − xz = Res(p · X, q · X). Moreover, L(s, t) = r(s, t) and M(s, t) = tp − sq.
Next we shall compute set-theoretic complete intersection generators for general rational cubic space
curves.
Theorem 4.1. Let a rational cubic space curve F(s, t) be given by
f0 = a01s3 + a02s2t + a03st2 + a04t3,
f1 = a11s3 + a12s2t + a13st2 + a14t3,
f2 = a21s3 + a22s2t + a23st2 + a24t3,
f3 = a31s3 + a32s2t + a33st2 + a34t3.
Then the curve F(s, t) is a set-theoretic complete intersection of the quadric surface Y 2 − XZ = 0 and the
cubic surface Z3 + XW 2 − 2YZW = 0, where [X, Y , Z,W ]T = A−1[x, y, z, w]T and A−1 is the inverse of
the coefficient matrix
A =
a01 a02 a03 a04a11 a12 a13 a14a21 a22 a23 a24
a31 a32 a33 a34
 .
Proof. Any rational cubic space curve can be generated from the twisted cubic by an automorphism
of projective 3-space. That is, if (X, Y , Z,W ) = (s3, s2t, st2, t3) are the coordinates of the twisted
cubic curve, then we generate the coordinates (x, y, z, w) = A(X, Y , Z,W ) of the rational cubic space
curve F(s, t) by multiplying by the invertible matrix A = (aij), where aij are the coefficients of the
parametrization of the curve.
Since the twisted cubic is the set-theoretic complete intersection of the quadric surfaceY 2−XZ = 0
and the cubic surface Z3+XW 2−2YZW = 0,we obtain set-theoretic complete intersection generators
for any rational cubic space curve F by substituting [X, Y , Z,W ]T = A−1[x, y, z, w]T . 
Remark 4.2. By Bézout’s Theorem, the intersection of a cubic surface and a quadric surface is a sextic
space curve. Therefore the intersection of the quadric surface and the cubic surface in Theorem 4.1
must be a double cover of the rational cubic space curve F(s, t).
Remark 4.3. By Theorem 3.4, the three ruled quadric surfaces Res(p·X, q·X) = 0, Res(p·X, r·X) = 0
and Res(q ·X, r ·X) = 0 also form set-theoretic generators for a rational cubic space curve F(s, t)with
aµ-basis p, q, r. In fact by Cox et al. (1998, Exercise 21, p. 287) these three quadric surfaces are ideal-
theoretic generators for the rational cubic space curve F(s, t).
Remark 4.4. Since the two surfaces y2− xz = 0 and z3+ xw2−2yzw = 0 are ruled, the two surfaces
Y 2 − XZ = 0 and Z3 + XW 2 − 2YZW = 0 in Theorem 4.1 are also ruled.
Another very interesting result was proved by Jaffe (1989), which we quote below:
Theorem 4.5. Let S be a surface in complex projective 3-space satisfying one of the following conditions:
either S has only ordinary nodes as singularities, or S has degree at most three, or S is a cone. Let D ⊂ S be
a smooth curve. If there exists another surface T such that D = S∩T as sets, then deg(D) ≤ genus(D)+3.
Remark 4.6. Applying Theorem4.5 in our situation, we conclude that any rational non-singular space
curve F(s, t) given as in Eq. (1) of degree greater than 3, i.e., genus(F(s, t)) = 0 and deg(F(s, t)) > 3,
is not a set-theoretic complete intersection of a quadric or cubic surface.
X. Jia et al. / Journal of Symbolic Computation 45 (2010) 414–433 425
4.2. Rational quartic space curves
A rational quartic space curve can be either smooth or singular with exactly one double point. An
algorithm for detecting the singular point using µ-bases and a proof of the validity of this algorithm
are provided in Proposition 7.1 and Algorithm 1 of Wang et al. (2009).
By Lemma 3.6, a rational quartic space curve, singular or non-singular, is residue to two copies of
the axis of the moving plane p a complete intersection of the quadric surface Res(p ·X, q ·X) = 0 and
the cubic surface Res(p · X, r · X) = 0.
There is a long list of papers that investigate whether a non-singular quartic curve can be a set-
theoretic complete intersection. In 1981, Craighero (1981) proved that the non-singular rational
quartic space curve parametrized by (x, y, z, w) = (s4, s3t, st3, t4) is not a set-theoretic complete
intersection of any cubic and quartic surfaces, and five years later Craighero and Gattazzo (1986)
extended their results by proving that this curve is not a set-theoretic complete intersection of any
two quartic surfaces. During the same time period, Stagnaro (1983) showed that every non-singular
rational quartic space curve given as in Eq. (1) is not a set-theoretic complete intersection of any
pair of cubic and quartic surfaces, and this result was improved by Craighero and Gattazzo (1989)
who proved that a rational non-singular quartic space curve can never be the set-theoretic complete
intersection of a cubic surface and any other surface.
It is still an openquestionwhether a non-singular rational quartic space curve canbe a set-theoretic
complete intersection of two algebraic surfaces. Therefore, here we will study only singular rational
quartic space curves. We will prove that any singular rational quartic space curve is the set-theoretic
complete intersection of two quadric surfaces, andwe shall provide a straightforward algorithmusing
µ-bases for finding these two quadratic surfaces.
Let p, q, r be aµ-basis for a singular rational quartic space curve F(s, t). Since deg(p) = deg(q) =
1, both of p and q have axis lines. Note that these two axis lines cannot be the same, since by
Proposition 2.10 p and q are linearly independent for any parameter (s, t). By Wang et al. (2009,
Theorem 7.1) the axis lines of p and q intersect at the double point Q on the rational quartic space
curve F(s, t).
Lemma 4.7. Let F(s, t) be a singular rational quartic space curve given as in Eq. (1). Then there exists a
µ-basis p, q, r such that the axial plane pi determined by the axes of p, q intersects the space curve F(s, t)
at three distinct non-collinear points: the double point Q, F(s1, t1) and F(s2, t2). Moreover, the axis of p is←−−−−→
QF(s1, t1) and the axis of q is
←−−−−→
QF(s2, t2).
Proof. LetQ be the singular point on the rational quartic curve F(s, t), and let F(s1, t1), F(s2, t2) be two
distinct points on the space curve such thatQ, F(s1, t1) and F(s2, t2) are not collinear. By Theorem3.3 in
Wang et al. (2009) there are twomoving planes p and q of degree one that follow the curve F(s, t)with
axes
←−−−−→
QF(s1, t1) and
←−−−−→
QF(s2, t2). Therefore, the axial plane pi determined by the axes of p, q intersects
the space curve F(s, t) at three distinct non-collinear points: the double pointQ, F(s1, t1) and F(s2, t2),
and the axis of p is
←−−−−→
QF(s1, t1) and the axis of q is
←−−−−→
QF(s2, t2). Moreover, since the axes of p and q are
distinct, the two moving planes p and q are linearly independent. Therefore, there is a moving plane
r of degree 2 such that p, q, r form a µ-basis for the curve F(s, t). 
Lemma 4.8. Let p, q, r be a µ-basis as in Lemma 4.7, and let pi be the plane determined by the axes of p
and q. Then
p(s2, t2) = q(s1, t1) = pi. (13)
Proof. The result follows directly from Lemma 4.7, since both planes contain the 3 non-collinear
points Q, F(s1, t1), F(s2, t2) in the axial plane pi . 
It is well known that a singular rational quartic space curve is a set-theoretic complete intersection
of two quadrics. By Theorem 3.3we already know that the surface Res(p·X, q·X) = 0 is a quadric that
contains the rational quartic space curve F(s, t). Next we shall find the other quadric that contains this
quartic space curve.
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Consider a singular rational quartic space curve F(s, t)with a µ-basis p, q, r. Let
p(s, t) · X , p0(x, y, z, w)t + p1(x, y, z, w)s
q(s, t) · X , q0(x, y, z, w)t + q1(x, y, z, w)s
r(s, t) · X , r0(x, y, z, w)t2 + r1(x, y, z, w)st + r2(x, y, z, w)s2
(14)
and let N be the coefficient matrix of the three degree 2 moving planes (st1 − s1t)p, (st2 − s2t)q, r—
that is,
N =
[t1p1 t1p0 − s1p1 −s1p0
t2q1 t2q0 − s2q1 −s2q0
r2 r1 r0
]
. (15)
Lemma 4.9. The polynomial det(N(x, y, z, w)) is not identically zero.
Proof. This result follows by an argument analogous to the proof of Lemma 3.9. 
Theorem 4.10.
det(N) = (pi · X)Q ,
where Q is a quadric that contains the singular rational quartic space curve F(s, t) and pi · X is the axial
plane determined by the axes of p and q.
Proof. By Lemma 4.9, det(N(x, y, z, w)) 6≡ 0, and is of degree 3 in x, y, z, w.
On the other hand, since
(st1 − s1t)p · F(s, t) = (st2 − s2t)q · F(s, t) = r · F(s, t) ≡ 0, (16)
for each point F(s∗, t∗) = (x0, y0, z0, w0) on the curve F(s, t)we have
N(x0, y0, z0, w0)[s∗2, s∗t∗, t∗2]T = 0. (17)
Thus the rows of the matrix N(x0, y0, z0, w0) are linearly dependent, so det(N(x0, y0, z0, w0)) = 0.
Therefore, the quartic curve F(s, t) is contained in the cubic surface det(N) = 0.
Now we will show that the plane pi · X is also contained in the cubic surface det(N) = 0. Let
A = (x0, y0, z0, w0) be a point on the plane pi · X = 0, and let (s3, t3) be a parameter corresponding
to the double point on the curve F(s, t), i.e., Q = F(s3, t3). Denote by V the Vandermonde matrix
V ,
 s21 s22 s23s1t1 s2t2 s3t3
t21 t
2
2 t
2
3
 .
Then since the point A lies on the plane pi , by Lemma 4.8
p(s2, t2) · A = q(s1, t1) · A = pi · A = 0.
Therefore
N(A) · V =
[ 0 0 (s3t1 − s1t3)p(s3, t3) · A
0 0 (s3t2 − s2t3)q(s3, t3) · A
r(s1, t1) · A r(s2, t2) · A r(s3, t3) · A
]
.
Hence det(N(A)) det(V ) = 0. Since the parameters (s1, t1), (s2, t2) and (s3, t3) are distinct, det(V ) 6=
0. Hence det(N(A)) = 0. Thus the point A is on the cubic surface det(N) = 0. Therefore, the axial
plane pi · X = 0 is contained in the cubic surface det(N) = 0, so the cubic surface det(N) = 0 factors
into the plane pi · X = 0 and a quadric Q .
Finally, since the singular quartic curve F(s, t) is non-planar, and is contained in the surface
det(N) = 0, the curve F(s, t)must be contained in the quadric Q . 
Lemma 4.11. Let F(s, t) be a rational quartic space curve. Then we can choose a µ-basis p, q, r written
as in Eq. (14) such that
V(p1, q1)− V(p0)− V(q0)− V(r2) 6= ∅.
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Proof. Note that l = V(p1, q1) is a line. We shall find a µ-basis p, q, r such that the line l is not
contained in any of the planes V(p0),V(q0) or V(r2).
Suppose that l ⊂ V(p0). Then l 6⊂ V(q0); otherwise we would have l ⊂ V(p0, q0, p1, q1). But the
varietyV(p0, q0, p1, q1) is either empty or only the singular point on the curveC. Contradiction. Hence
l 6⊂ V(q0).
Now we can choose the µ-basis elements
p′ := p+ q = (p1 + q1)s+ (p0 + q0)t := p′1s+ p′0t, q := q1s+ q0t.
Then V(p′1) ∩ V(q1) = V(p1 + q1) ∩ V(q1) = l, but l 6⊂ V(p′0), l 6⊂ V(q0). Therefore we can always
assume that the intersection line l of the two planes p1 = 0 and q1 = 0 is not contained in either of
the two planes p0 = 0 and q0 = 0.
Next we shall show that l 6⊂ V(r2). Otherwise if l ⊂ V(r2), then for an arbitrary point A on the line
l, since p1(A) = q1(A) = r2(A) = 0,
gcd(p(s, t, A), q(s, t, A), r(s, t, A)) = gcd(p0(A)t, q0(A)t, r1(A)st + r0(A)t2) = t.
Therefore by Lemma 3.1, A lies on the curve C. Hence the line l lies on the curve C, but this is
impossible. Therefore,
V(p1, q1)− V(p0)− V(q0)− V(r2) 6= ∅. 
Theorem 4.12. The two quadric surfaces Res(p · X, q · X) = 0 and det(N)
pi ·X = 0 in Theorem 4.10 form
ideal-theoretic complete intersection generators for the singular rational quartic space curve F(s, t) with
µ-basis p, q, r.
Proof. First we shall prove that the two quadric surfaces Res(p · X, q · X) = 0 and det(N)
pi ·X = 0 are not
the same.
By Lemma 4.11, we can choose A ∈ V(p1, q1)− V(p0)− V(q0)− V(r2). Thus
p1(A) = q1(A) = 0, p0(A) 6= 0, q0(A) 6= 0, r2(A) 6= 0,
so
Res(p · A, q · A) = det
[
p1(A) p0(A)
q1(A) q0(A)
]
= 0.
But
det(N(A)) = det
[t1p1(A) t1p0(A)− s1p1(A) −s1p0(A)
t2q1(A) t2q0(A)− s2q1(A) −s2q0(A)
r2(A) r1(A) r0(A)
]
= det
[ 0 t1p0(A) −s1p0(A)
0 t2q0(A) −s2q0(A)
r2(A) r1(A) r0(A)
]
= (s1t2 − s2t1)r2(A)p0(A)q0(A)
6= 0, since (s1, t1) 6= (s2, t2).
Thus, Res(p · X, q · X) 6 | det(N). Hence the two quadric surfaces Res(p · X, q · X) = 0 and det(N)
pi ·X = 0
are not the same. By Bézout’s Theorem, two quadric surfaces intersect in a quartic curve. Therefore
since both of the quadric surfaces Res(p · X, q · X) = 0 and det(N)
pi ·X = 0 contain the curve F(s, t), the
two quadric surfaces form ideal-theoretic complete intersection generators for the curve F(s, t). 
Example 4.13. Let F(s, t) be the singular rational quartic space curve given by:
F(s, t) = (s(s− 2t)(s+ 3t)2 − t4, s(s− 2t)(s− t)2, s(s− t)(s+ t)(s− 2t)− t4, t4).
A µ-basis for F(s, t) is:
p(s, t) = (−x− 7y+ 8z + 7w)s+ (x− 9y+ w)t,
q(s, t) = (x− 2y+ z + 2w)s− (x+ 9z + 10w)t,
r(s, t) = (−11x− 17y+ 28z + 449w)s2 + (32x− 832w)st + (−48x− 48w)t2.
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Fig. 2. Two quadric surfaces that provide set-theoretic complete intersection generators for a singular rational quartic space
curve.
The axis lines of p and q are given by:
axis of p :
{
x = 9y− w
z = 2y− w axis of q :
{
x = −9z − 10w
y = −4z − 4w.
These two axes intersect at the double point Q = (−1, 0,−1, 1) on the curve F(s, t). The plane pi · X
that contains these two axes is−x+ 3y+ 3z + 2w = 0. This plane intersects the curve F(s, t) at two
parameters (s1, t1) = (3, 1) and (s2, t2) = (− 35 , 1) other than the two parameters corresponding to
the double point Q.
The determinant of the coefficient matrix N of the three moving planes (s2t− st2)p, (s1t− st1)q, r
is:
det(N) = (−x+ 3y+ 3z + 2w)(−607w2 − 872zw + 90xw − 1714yw
+ 17y2 + 9x2 − 72xz − 112z2 + 118xy+ 40yz)
, (pi · X)Q ,
where the quadric
Q = −607w2 − 872zw + 90xw − 1714yw + 17y2 + 9x2 − 72xz − 112z2 + 118xy
+ 40yz = 0
contains the space curve F(s, t), and the plane pi · X = 0 is exactly the plane containing the axes of p
and q. The other quadric that contains the space curve F(s, t) is
Res(p · X, q · X) = 18yx− 144zw + 90yw − 72w2 − 72z2 + 72zy− 18y2 = 0.
The two quadric surfaces Q = 0 and Res(p · X, q · X) = 0 form set-theoretic complete generators for
the singular quartic space curve F(s, t) (see Fig. 2).
4.3. Rational singular space curves of type (1, 1, d− 2)
By Lemma 3.6, a rational space curve of type (1, 1, d − 2) with a µ-basis p, q, r is residue to
d − 2 copies of the axis of p a complete intersection of the ruled surfaces Res(p · X, q · X) = 0 and
Res(p · X, r · X) = 0. Here we shall extend the method used to study singular rational quartic space
curves to investigate singular rational space curves of type (1, 1, d−2). We shall show that a singular
rational space curve of type (1, 1, d− 2)with aµ-basis p, q, r is residue to d− 4 copies of the axis of
p a complete intersection of a quadric surface Res(p · X, q · X) = 0 and a degree d− 2 surface S = 0.
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By Wang et al. (2009, Corollary 6.8) every singular rational space curve of type (1, 1, d − 2) has
exactly one singular point which is of multiplicity d− 2, and this singular point is the intersection of
the axes of p and q. We shall assume that the singularity Q of multiplicity d− 2 corresponds to d− 2
parameters {(si, ti)}di=3 of which at least {(si, ti)}d−1i=3 are d−3 distinct parameters. As in Lemma 4.7, we
can assume without loss of generality that the axial plane pi determined by the axes of p, q intersects
the space curve F(s, t) at three distinct non-collinear points: the double pointQ, F(s1, t1) and F(s2, t2).
Moreover, the axis of p is
←−−−−→
QF(s1, t1) and the axis of q is
←−−−−→
QF(s2, t2).
Similar to Lemma 4.8, we have:
Lemma 4.14. Let pi be the plane determined by the axes of p and q. Then
p(s2, t2) = q(s1, t1) = pi. (18)
Next we consider the coefficient matrix T of the following d− 1 moving planes:
r,
(st1 − s1t)d−3p,
(st1 − s1t)d−4(st3 − s3t)p,
(st1 − s1t)d−5(st3 − s3t)(st4 − s4t)p,
...
(st1 − s1t)(st3 − s3t)(st4 − s4t) · · · (std−2 − sd−2t)p,
(st2 − s2t)(st3 − s3t)(st4 − s4t) · · · (std−2 − sd−2t)q.
(19)
Lemma 4.15. The d− 2 polynomials
(st1 − s1t)d−3, (st1 − s1t)d−4(st3 − s3t), . . . , (st2 − s2t)(st3 − s3t)(st4 − s4t) · · · (std−2 − sd−2t)
are linearly independent.
Proof. Without loss of generality we can assume that (s1, t1) = (0, 1) because if the original poly-
nomials are linearly dependent then these polynomials with (s1, t1) = (0, 1) must also be linearly
dependent. But these polynomials with (s1, t1) = (0, 1) can be written as
sd−3, sd−4(st3 − s3t), . . . , (st2 − s2t)(st3 − s3t)(st4 − s4t) . . . (std−2 − sd−2t),
where si 6= 0 for all i = 2, 3, . . . , d− 2. Nowwe can express these d− 2 polynomials in the following
matrix form:
[
sd−3 sd−4t sd−5t2 · · · std−4 td−3] ·

1 t3 t3t4 · · · t2 · · · td−2
0 s3 s3t4 + s4t3 · · ·
d−2∑
i=2
(
si
∏d−2
j=2,j6=i tj
)
0 0 s3s4 · · ·
...
...
...
...
0 0 0 . . .
d−2∑
i=2
(
ti
∏d−2
i=2,j6=i sj
)
0 0 0 . . . s2 · · · sd−2

.
Since the coefficient matrix of these polynomials is an upper triangular matrix with nonzero diago-
nal entries, this coefficient matrix has a nonzero determinant. Therefore, these d− 2 polynomials are
linearly independent. 
Lemma 4.16. The polynomial det(T (x, y, z, w)) is not identically zero.
Proof. This result follows by an argument analogous to the proof of Lemma 3.9. 
430 X. Jia et al. / Journal of Symbolic Computation 45 (2010) 414–433
Theorem 4.17.
det(T ) = (pi · X) S,
where S = 0 is a surface of degree d−2 that contains the singular rational space curve F(s, t) andpi ·X = 0
is the axial plane determined by the axes of p and q.
Proof. By Lemma 4.16, det(T ) 6≡ 0, and deg(det(T )) = d− 1 in x, y, z, w. Following the approach of
the proof of Theorem 4.10, we can prove that the singular rational space curve F(s, t) is contained in
the surface det(T ) = 0.
Next we shall prove that the plane pi ·X is also contained in the surface det(T ) = 0. Let A be a point
on the plane pi · X and let
V ,

sd−21 s
d−2
2 · · · sd−2d−2 sd−2d−1
sd−31 t1 s
d−3
2 t2 · · · sd−3d−2td−2 sd−3d−1td−1
...
...
...
...
s1td−31 s2t
d−3
2 sd−2t
d−3
d−2 sd−1t
d−3
d−1
td−21 t
d−2
2 · · · td−2d−2 td−2d−1

.
Then since pi · A = p(s2, t2) · A = q(s1, t1) · A = 0, we have
T (A) · V =

∗ ∗ ∗ · · · ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
...
...
...
...
...
...
0 0 · · · 0 ∗ ∗
0 0 0 · · · 0 ∗
 .
Thus
det(T (A)) det(V ) = 0.
But V is a Vandermonde matrix, so det(V ) 6= 0. Hence det(T (A)) = 0. Therefore the point A lies on
the surface det(T ) = 0, so the plane pi · X = 0 is contained in the surface det(T ) = 0.
Therefore, det(T ) = (pi · X) S, where S is a degree d − 2 polynomial in x, y, z, w. But the space
curve F(s, t) cannot lie in the plane pi ·X. Thus since the space curve F(s, t) is contained in the surface
det(T ) = 0, the curve F(s, t)must be contained in the surface S(x, y, z, w) = 0. 
Theorem 4.18. A rational singular space curve F(s, t) given as in Eq. (1) of type (1, 1, d− 2) is residue to
d − 4 copies of the axis line of the µ-basis element p a complete intersection of the ruled quadric surface
Res(p · X, q · X) = 0 and the degree d− 2 surface S = det(T )
pi ·X = 0.
Proof. By an argument similar to the one in the proof of Theorem 4.12, Res(p ·X, q ·X) is not a factor
of S. Now suppose A is an arbitrary point on the surfaces Res(p ·X, q ·X) = 0 and S = 0, but the point
A is not on the axial plane pi · X. We first show that A is on the curve F(s, t).
Following the approach in the proof of Theorem 4.12, since the point A lies on the quadric surface
Res(p · X, q · X) = 0, p · A = kq · A for some nonzero constant k.
Moreover, since the point A lies on the surface S = 0, det(T ) = 0. Hence, the d− 1 moving planes
in Eq. (19) evaluated at A are linearly dependent. That is, there exist some constants a1, . . . , ad−1, not
all zero, such that
a1r · A+ a2(st1 − s1t)d−3p · A+ · · · + ad−1(st2 − s2t)(st3 − s3t) · · · (std−2 − sd−2t)q · A = 0.
Moreover, a1 6= 0, otherwise since p ·A = kq ·A, the polynomials (st1− s1t)d−3, . . . , (st2− s2t)(st3−
s3t)(st4−s4t) . . . (std−2−sd−2t)would have to be linearly dependent, contradicting Lemma 4.15. Thus
we can conclude that p · A | r · A, so gcd(p · A, q · A, r · A) = p · A. Hence by Lemma 3.1, the point A
lies on the curve F(s, t).
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On the other hand, observing the d− 1 moving planes in Eq. (19), we see that d− 3 moving planes
are constructed from p and 1 moving plane is constructed from q. Thus det(T ) = 0 vanishes d − 3
times at each point on the axis of p and once at each point on the axis of q. But the surface det(T ) = 0
factors into the plane pi · X and the surface S = 0. Hence the surface S = 0 vanishes d − 4 times at
each point on the axis of p. Also note that the surface Res(p · X, q · X) = 0 vanishes once on the axes
of p and q.
By Bézout’s Theorem, the intersection of a quadric surface and a surface of degree d− 2 is a curve
of degree 2(d−2) = 2d−4. But we already know that the curve F(s, t) of degree d and d−4 copies of
the axis line of p are contained in the intersection of the two surfaces Res(p · X, q · X) = 0 and S = 0.
Therefore, a rational singular space curve F(s, t) of type (1, 1, d− 2) is residue to d− 4 copies of the
axis line of the µ-basis element p a complete intersection of the quadric surface Res(p · X, q · X) = 0
and the degree d− 2 surface S = 0. 
Next we provide a simple example to illustrate Theorem 4.18.
Example 4.19. Consider the singular rational quintic space curve
F(s, t) = (s5, s4t, s3t2, t5).
A µ-basis for F(s, t) is:
p = zs− yt, q = (−y+ z)s+ (x− y)t, r = ws3 − zt3.
The axes of p and q intersect at the singular point F(s3, t3) = F(0, 1) = (0, 0, 0, 1). Moreover,
F(s1, t1) = F(1, 0) = (1, 0, 0, 0) is a point on the axis of p and F(s2, t2) = F(1, 1) = (1, 1, 1, 1)
is a point on the axis of q. The axial plane determined by the axes of p and q is the plane through these
three non-collinear points, which is given by
det
x y z w0 0 0 11 0 0 0
1 1 1 1
 = y− z = 0.
The coefficient matrix of the four moving planes r, (−t)2p,−stp, s(s− t)q is
det(T ) = det
 w 0 0 −z0 0 z −y0 −z y 0
−y+ z x− z −x+ y 0
 = −yz3 + z4 + xy2w − xyzw,
so
S = det(T )
y− z = −z
3 + xyw.
We can also compute
Res(p, q) = xz − y2.
The two surfaces Res(p · X, q · X) = 0 and S = 0 intersect in the space curve F(s, t) and the axis line
of p, i.e., the intersection of the plane y = 0, z = 0, (see Fig. 3).
5. Conclusion
We close with a table summarizing our results for the set-theoretic generators and set-theoretic
complete intersection generators of rational space curves of low degree (degree≤ 6) and simple type
(at least one element of theµ-basis has degree 1).Wehave shown that the surfaces Res(p·X, q·X) = 0,
Res(q·X, r·X) = 0 andRes(p·X, r·X) = 0 that appear in this table are always ruled surfaces. However,
we have been unable to prove that the surfaces Q = det(N)
pi ·X and S = det(T )pi ·X in this table are also always
ruled, though they appear to be ruled in all the examples we have tested so far. We hope to establish
this result sometime soon. In our future work, we also hope to find three set-theoretic generators for
rational space curves with arbitrary µ-bases.
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Fig. 3. A quadric surface and a cubic surface intersect in a singular rational quintic space curve and a line.
Table 1
Rational space curves and their set-theoretic generators. The surfaces Res(p ·X, q ·X), Res(p ·X, r ·X), Res(q ·X, r ·X) are ruled
surfaces.
Curve type Set-theoretic generators, degrees Set-theoretic complete intersection generators
(1,m, n)
Res(p · X, q · X)
Res(p · X, r · X)
Res(q · X, r · X)
m+ 1
n+ 1
m+ n
residue tomn copies of the axis of p
in complete intersection to
Res(p · X, q · X), Res(p · X, r · X)
(1, 1, d− 2)
Res(p · X, q · X)
Res(p · X, r · X)
Res(q · X, r · X)
2
d− 1
d− 1
Singular:
residue to d− 4 copies of the axis of p
in complete intersection to
Res(p · X, q · X), S = det(T )
pi ·X
(1, 1, 1)
Res(p · X, q · X)
Res(p · X, r · X)
Res(q · X, r · X)
2
2
2
Y 2 − XZ = 0
Z3 + XW 2 − 2YZW = 0
(1, 1, 2)
Res(p · X, q · X)
Res(p · X, r · X)
Res(q · X, r · X)
2
3
3
Singular:
Res(p · X, q · X)
Q = det(N)
pi ·X
(2, 2, 2)
Res(p · X, q · X)
Res(p · X, r · X)
Res(q · X, r · X)
det(M)
4
4
4
3
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