We consider the Stokes eigenvalue problem. For the eigenvalues we derive both upper and lower a-posteriori error bounds. The estimates are verified by numerical computations. Key words. Stokes eigenvalue problem. A-posteriori error estimate. Adaptive computations.
1. Introduction. Regarding a posteriori analysis for finite element methods, most of the results in the literature are addressed to source problems (for example, see [1] , [8] and [18] , and the references therein). On the contrary, only few results are known about the a posteriori error analysis for eigenvalue problems. We mention here, in a non-exhaustive way, the work [14] for self-adjoint elliptic problems, and the generalisation detailed in [13] to elliptic operators, non necessarily self-adjoint. Moreover, a simple and elegant analysis for the Laplace operator has been performed in [10] , while a mixed method has been considered in [9] , by exploiting its equivalence with an approximation of nonconforming type (see [2] ).
In this paper we present an a posteriori error analysis for the finite element discretization of the Stokes eigenvalue problem, introducing and studying a suitable residual-based error indicator. An outline of the paper is as follows. In Section 2 we briefly recall the eigenvalue problem for the Stokes operator, as well as its finite element discretization. In particular, we focus on stable schemes, which provide reliable approximation for both the source and the eigenvalue problem (see [4] ). In Section 3 we introduce the residual-based error indicator. Following the guidelines of [10] , we show that the error indicator is equivalent to error, up to higher order terms. Finally, in Section 4 we present some numerical tests for the MINI element, which is a stable element (see [5] and [6] , for example), and thus it falls into the category of considered methods. As expected, the numerical experiments confirm our theoretical predictions.
Throughout the paper we will use standard notation for Sobolev norms and seminorms. Moreover, we will denote with C a generic positive constant independent of the mesh parameter h.
The Stokes eigenvalue problem and its finite element discretization.
Let Ω ⊂ R N (N = 2, 3) be a Lipschitz domain, with boundary Γ. We are interested in the eigenvalue problem for the Stokes system with homogeneous boundary conditions, i.e.:
(2.1)
By introducing the bilinear form
2)
and setting V = [H 1 0 (Ω)] N and P = L 2 0 (Ω), Problem (2.1) can be written in a variational form as follows:
We recall (see, e.g. [5] ) that the bilinear form B is stable, i.e.:
• Given (v, q) ∈ V × P , there exists (w, s) ∈ V × P such that
4)
and it is continuous, i.e.:
We now turn to the discretization of Problem (2.3) by finite elements. Let {C h } h>0 be a sequence of decompositions of Ω into elements K, satisfying the usual compatibility conditions (see [7] ). We also assume that the family {C h } h>0 is regular, i.e. there exists a constant σ > 0 such that
6)
where h K is the diameter of the element K and ρ K is the maximum diameter of the circles contained in K. Associated with the mesh C h , we select finite elements spaces V h ⊂ V and P h ⊂ P , and we consider the discrete Stokes eigenvalue problem:
We assume that the pair (V h , P h ) satisfies the following properties:
• (Inf-sup condition) There exists β > 0 independent of h, such that
It is well-known (see [6] , for instance) that (2.8)-(2.10) imply convergence and stability of the given finite element scheme for the Stokes source problem. It has been proved in [4] that (2.8)-(2.10) are sufficient conditions for the convergence of the Stokes eigenvalue problem (2.7) as well. Indeed, by using the regularity results detailed in, e.g., [12] and [16] , and well-established techniques for eigenvalue approximation (see [3] , [15] and [4] , for example), one has the following result.
Throughout the rest of the paper, we will denote with
the eigenfunction errors, where u, u h , p and p h are as in Theorem 2.1.
3.
A posteriori error analysis. The aim of this section is to introduce a suitable residual-based error estimator for the Stokes eigenvalue problems. To begin, for each element K ∈ C h we introduce the residuals (cf. (2.1))
Accordingly, we define the local error estimator as
Finally, the global error estimator is given by
3.1. Upper bounds. We now provide an upper bound for our error estimator.
Proof. Choose a generic pair (v, q) ∈ V h × P h as a test function for (2.3). By subtracting (2.7) from (2.3), we get the following error equation
where e(u) and e(p) are defined as in (2.14) . By the stability of the continuous Stokes problem (cf. (2.4)), there exists (w, s) ∈ V × P , with
such that
Let w I ∈ V h be the Clément interpolant of w (cf. e.g. [5, 17] ), and let s I ∈ P h be the L 2 -projection of s. By using the error equation (3.7), estimate (3.9) gives
(3.10)
Integrating by parts, using the continuous Stokes equations (2.1), and recalling (3.1)-
where the brackets ·, · ∂K denote the L 2 inner product on the boundary ∂K. Applying the Cauchy-Schwarz inequality to Eq. (3.11), we obtain
and for the L 2 projection we have
the estimates (3.12), (3.8) and (3.5) give
It remains to estimate the term (λu − λ h u h , w), see (3.10) . We may write
where we have used (3.8) . Collecting (3.15) and (3.16), from (3.10) we get 
Proof. The assertion immediately follows by squaring estimate (3.6), and using the a priori bound (2.11) of Theorem 2.1. 
20)
where b K denotes the standard bubble function of the element K. By recalling (3.1) and by usual scaling arguments, we get
From (3.21)-(3.23) we get
To continue, we trivially have
Fix now an edge (for N = 2) or a face (for N = 3) E ⊂ ∂K. Consider
26)
where h E is the diameter of E, the function b E ∈ H 1 0 (ω(E)) is the usual bubble function for E (see [18] , for example), and the residual R E (u h , p h ) is defined by (cf. also (3.3))
(3.27) By standard scaling arguments, using [[(∇u − pI) · n E ]] |E = 0, and integrating by parts, we get
We also have, using again scaling arguments and (3.26):
On the one hand we get
Similar computations as in (3.23) show that
Therefore, from (3.30), (3.31) and (3.32), we obtain
Taking into account estimates (3.29) and (3.33), from (3.28) we infer
Summing over the element edges (for N = 2), or faces (for N = 3), (3.34) and the regularity of the mesh C h give 
which completes the proof.
Numerical results.
Our numerical examples will be given for the twodimensional problem with the linear triangular MINI-element (see [6] , for instance) for which the velocity and pressure spaces are defined as
and
where P k (K) is the space of polynomials of degree k defined on K ∈ C h . All the computations have been performed with the open-source finite element software Elmer [11] . 4.1. Square domain. In our first example we will consider the square Ω = (−1, 1) × (−1, 1) with homogenous Dirichlet boundary conditions imposed on the velocity. The finite element mesh is obtained by dividing the domain into 2N × N triangles as shown in Figure 4 .1.
In Table 4 .1 we have tabulated the 10 smallest eigenvalues of the Stokes operator as a function of N ∈ {4, 8, . . . , 128}. Our reference solution is given in the last column of the table. The reference has been extrapolated from the numerical results by assuming that the error |λ − λ h | behaves as Ch r for some constants C and r independent of h = 2/N .
The relative error |λ − λ h |/λ with respect to the reference solution is shown in Table 4 .2. In Table 4 .3 we have tabulated the values our a posteriori error estimator η. Note that in both cases, the convergence rate is approximately r ≈ 2, as suggested by Theorem 2.1 and Corollary 3.1. For the L-shaped domain, the convergence rates of the exact and estimated errors vary in the range 1.7 ≤ r ≤ 2, depending on the regularity of the corresponding eigenfunction (see Theorem 2.1 and the analysis of MINI element [6] for more details). Nevertheless, the tables show that estimator η is optimal in the sense that it always has approximately the same convergence rate as the true error with respect to the reference solution.
4.3.
Adaptive refinement for the L-shaped domain. The software Elmer [11] uses a error balancing strategy. First, a a coarse starting mesh is prescribed. Then, after computing the approximate solution and the corresponding error estimators, a complete remeshing is done by using a Delaunay triangulation. The refiningcoarsening strategy is based on the local error indicators and on the assumption that the local error is of the form
for some constants C K and p K . The new mesh is then built with the aim of having the error uniformly distributed over the elements. The stopping criteria for the adaptive process is either a given tolerance for the maximum local estimator or the number of refinement steps. Between two subsequent adaptive steps we have used the value 2 for the change of the relative local mesh density ratio. For the element size, neither a maximum nor a minimum have been prescribed. 25.973 0.6432 0.0155 0.0172 0.0050 0.0018 1.8920 9
28.716 0.7081 0.0167 0.0120 0.0031 0.0008 1.9752 10 35.779 0.6366 0.0157 0.0127 0.0038 0.0012 1.9608 Table 4 .6 Estimated errors η and the convergence rate r for the L-shaped domain.
The sequence of meshes is shown in Figure 4 .2. In Figure 4 .3 the error estimator is plotted as a function of the number of degrees of freedom for the adaptive scheme and the uniform refinement. 
