The aim of this paper is to give a wavelet series representation of Linear Multifractional Stable Motion (LMSM in brief), which is more explicit than that introduced in [1] . Instead of using Daubechies wavelet, which is not given by a closed form, we use the Haar wavelet. In order to obtain this new representation, we introduce a Haar expansion of the high and low frequency parts of the SαS random field X generating LMSM. Then, by using Abel transforms, we show that these series are convergent, almost surely, in the space of continuous functions. Finally, we determine their almost sure rates of convergence in the latter space. Note that these representations of the high and low frequency parts of X, provide a new method for simulating the high and low frequency parts of LMSM.
Introduction and main results
For several years, there is a growing interest in probabilistic models based on fractional and multifractional processes; they are a convenient tools for applications in various areas such as modelling of Internet traffic, finance, . . . These models are natural extensions of the well-known Gaussian Fractional Brownian Motion (FBM in brief), which has stationary increments and is self-similar with self-similar exponent H ∈ (0, 1). One of the most known extensions of FBM in the setting of heavy-tailed stable distributions is Linear Fractional Stable Motion (LFSM in brief) (see [6, 12] ). It has also stationary increments and is self-similar with self-similar exponent H ∈ (0, 1); nevertheless it depend on a second parameter, denoted by α ∈ (0, 2) which control the tail heaviness of the distribution of LFSM. In order to overcome some limitations due to the stationarity of increments and the constancy of the exponent of self-similarity of each of these processes, Linear Multifractional Stable Motion (LMSM in brief) was introduced in [13, 14] ; according to these two authors, LMSM is a good candidate to describe some features of Internet traffic, for example, burstiness, that is the presence of rare but extremely busy periods of activity.
To precisely define LMSM, we need to fix some notations to be used throughout the article:
1. We assume that α ∈ (1, 2), since Stoev and Taqqu, in [13] , showed that this assumption is a necessary condition for the continuity, with probability 1, of the LMSM's paths.
H(·) denotes an arbitrary deterministic continuous function defined on the real line and with values in an arbitrary fixed compact interval [H, H] ⊂
(1/α, 1);
3. Z α (ds) is an independently scattered symmetric α stable (SαS) random measure on R, with Lebesgue measure as its control measure. Many information on such random measures and the corresponding stochastic integrals can be found in [12] . A modification of the high frequency part of X, is the SαS stochastic field X 1 = { X 1 (u, v) : (u, v) ∈ R × (1/α, 1)} defined for each (u, v) ∈ R × (1/α, 1), as:
LMSM, denoted by Y = {Y (t) : t ∈ R}, of functional Hurst parameter H(·) is defined, for each t ∈ R as Y (t) := X(t, H(t)),
a modification of the low frequency part of X, is the SαS stochastic field X 2 = { X 2 (u, v) : (u, v) ∈ R × (1/α, 1)} defined for each (u, v) ∈ R × (1/α, 1), as: It is worth noticing that the properties of these two fields are far from being completely similar. Also, observe that, in view of (1.2), (1.4) and (1.5), one has for all (u, v) ∈ R × (1/α, 1), almost surely,
Note that for each v ∈ (1/α, 1), the process X(·, v) = {X(u, v) : u ∈ R} is the LFSM of Hurst parameter v. Observe also that, in the particular case α = 2, LMSM reduces to the Multifractional Brownian Motion of functional Hurst parameter H(·).
In a certain way, this article is based on [2] ; our main objective is to introduce a Haar expansion of the high and low frequency parts of the SαS random field X, which generate LMSM. Then, to show that these series are convergent in a strong sense, namely, almost surely, in the space of continuous functions. Finally, to determine their almost sure rates of convergence in the latter space. It is worth noticing that these representations of the high and low frequency parts of X, provide a new method for simulating the high and low frequency parts of LMSM. In the Gaussian case, many results concerning random wavelet series representations of such random models have been derived in literature (see e.g. [2, 4, 8, 11] ). In the Stable case, there are few results concerning wavelet series representations of LFSM or LMSM (see e.g. [1, 3] )
In order to motivate this paper, let us recall the main result of [1, Section 3]. Let ψ : R → R be a 3 times continuously differentiable compactly supported Daubechies mother wavelet [5, 9, 10] and let , where γ, a, b and M denote four arbitrary real numbers satisfying M > 0, 1/α < a < b < 1 and 0 ≤ γ < a − 1/α. One has, for all ω ∈ Ω, where Ω is a event of probability 1, in E γ (a, b, M ),
where:
• D M,n is the set of indices defined as,
• Ψ is the smooth deterministic function defined for all (x, v) ∈ R × (1/α, 1) as,
• {ǫ j,k : (j, k) ∈ Z 2 } is the sequence of the real-valued random variables defined as,
observe that, our assumption that Z α (ds) is a SαS random measure, implies that all the ǫ j,k 's have the same SαS distribution of scale parameter equals ψ L α (R) .
Also recall that the following two results, are the two main ingredients of the proof of the fact that the convergence in (1.6) holds in the space E γ (a, b, M ).
1. The sequence of real numbers {ǫ j,k (ω) : (j, k) ∈ Z 2 } satisfies (see [3, Corollary 5] ), for every fixed arbitrarily small η > 0,
where C ′ is a positive and finite random variable only depending on η.
2. The function Ψ as well as all its partial derivatives of any order, are welllocalized in the variable x uniformly in the variable v ∈ [a, b], namely, for each (p, q) ∈ {0, 1, 2, 3} × Z + , one has
The proofs of several results in [1] testify that, the series representation in (1.6) as well as its pathwise partial derivative with respect to v, are powerful tools for a fine study of path properties of the field X = {X(u, v) : (u, v) ∈ R × (1/α, 1)} and a corresponding LMSM defined above. However, this representation via Daubechies wavelets, has the following two drawbacks.
• The function Ψ (see (1.8) ) and the random variables ǫ j,k (see (1.9)) cannot be defined by simple explicit formulas, since this is not the case for the Daubechies wavelet ψ itself; therefore (1.6) can hardly provide an efficient simulation method of the field X and Y a corresponding LMSM.
• In (1.6), the high and the low frequency parts of X (namely the fields X 1 and X 2 defined through (1.4) and (1.5)) are not completely separated; basically, this comes from the fact that the diameter of the support of ψ, is strictly larger than 1 (it is even much larger than 1).
In order to avoid the latter two drawbacks, we replace ψ by the Haar mother wavelet h defined for all s ∈ R, as:
where 1 S is the indicator function of an arbitrary subset S of R. The continuously differentiable function θ : R × (1/α, 1) → R is defined through (1.8) in which ψ is replaced by h; it is worth noticing that, despite the fact that θ will basically play the same role as Ψ, there is a considerable difference between both functions, indeed:
• on one hand, θ has the advantage to be explicitly given by a simple formula, namely, in view of (1.12), for all (x, v) ∈ R × (1/α, 1), one has,
(1.14)
• but, on the other hand, θ is less regular than Ψ and more importantly it fails to satisfy the "nice" localization property (1.11).
For each (j, k) ∈ Z 2 , we denote by ζ j,k the SαS random variable defined through (1.9) in which ψ is replaced by h; in contrast with ǫ j,k , the random variable ζ j,k is explicitly given by a simple formula, namely, in view of (1.12), one has:
where {Z α (t) : t ∈ R} is the SαS Lévy process with càdlàg paths which has been introduced at the very beginning of this introduction. Observe that the ζ j,k 's are identically distributed with a scale parameter equals 1; also observe that for every fixed j ∈ Z, {ζ j,k : k ∈ Z} is a sequence of independent random variables.
In the rest of this article, we always assume that (u, v) belongs to the compact rectangle Let us now introduce random series representations of X 1 and X 2 via Haar functions. On one hand, (1.4), the fact that the sequence of functions: 
converges in probability to the random variable X 1 (u, v), when J goes to +∞. On the other hand, (1.5), the fact that the sequence of functions:
is an unconditional basis of the Lebesgue space L α (−∞, 0] (see [5, 9, 10] ), standard computations, and a classical property of the stochastic integral with respect to Z α , imply that for all fixed (u, v)
2 ) J∈N are almost surely convergent in the space C is that the function θ (see (1.13)) is a badly localized function in the variable x; actually when v ∈ [a, b] is fixed and x goes to +∞, then θ(x, v) goes to 0 enough fast, it vanishes at the same rate as x v−1/α−1 . Abel transforms is the important tool, which allow us to overcome this difficulty.
The two main results of this paper are the following. The remaining of the paper is structured in the following way: Section 2 is devoted to the proof of Theorem 1.1 and Section 3 to that of Theorem 1.2. Finally, some simulations of LMSM are given in Section 4.
Proof of Theorem 1.1
Let Θ : R × (1/α, 1) → R be the continuously differentiable function defined for every (x, v) ∈ R × (1/α, 1) as:
For all (j, k) ∈ Z 2 + , let λ j,k be the SαS random variable of scale parameter (k + 1)
1/α defined as:
with the convention that
3) holds when j = 0, so let us assume that j ≥ 1. Using (2.2) and (2.1), one obtains that,
Let us now provide a rather sharp estimate of the asymptotic behavior of the sequence of random variables {λ j,k : (j, k) ∈ Z 2 + }.
Proposition 2.1. There exists an event of probability 1, denoted by Ω * * 0 , such that for every fixed real number η > 0, one has, for all ω ∈ Ω * * 0 and for each
where C is a positive and finite random variable only depending on η.
In order to prove Proposition 2.1, we need two preliminary results.
Lemma 2.2. For each fixed j ∈ Z + , the SαS process {λ j,k : k ∈ Z + } has the same finite dimensional distributions as the process
recall that {Z α (t) : t ∈ R + } is a SαS Lévy process with càdlàg paths.
Proof of Lemma 2.2. Let {δ m : m ∈ Z + } be the sequence of the independent and identically distributed SαS random variables with a scale parameter equals 1, defined for all m ∈ Z + as:
It follows from (2.5) and the equality Z α (0) = 0, that one has for each k ∈ Z + ,
Then, combining (2.6) with (2.2), and using the fact that for each fixed j ∈ Z + , {ζ j,m : m ∈ Z + } is a sequence of independent and identically distributed SαS random variables with a scale parameter equals 1, one gets the lemma.
Lemma 2.3. Let η > 0 be arbitrary and fixed. We set,
Then M * η,α is an almost surely finite random variable; moreover there is a constant c > 0 such that for all real number y ≥ 1, one has,
Proof of Lemma 2.3. The fact that M * η,α is an almost surely finite random variable, has been derived in [7] . The inequality (2.8) can be obtained by applying [12, Theorem 10.5.1] , to the almost surely bounded SαS processes
Now, we are in position to prove Proposition 2.1.
Proof of Proposition 2.1. For each fixed j ∈ Z + , let µ j, * η,α be the random variable defined as:
In view of Lemma 2.2, one has, for all j ∈ Z + ,
where
= means equality in distribution, and ν is the random variable, defined as:
Notice that Lemma 2.3 implies that ν is almost surely finite; moreover, thanks to (2.10), the latter property is also satisfied by µ j, * η,α , for any arbitrary j ∈ Z + . Next, using (2.10), (2.11), (2.7) and (2.8), one gets that,
thus the proposition results from Borel-Cantelli Lemma as well as from the fact that µ j, * η,α is almost surely finite for each j ∈ Z + .
The following proposition provides sharp estimates of the rate of vanishing of θ(x, v) and Θ(x, v) (see (1.14) and (2.1)) when x goes to infinity.
Proof of Proposition 2.2. In view of (1.14), (2.1) and (1.3), it is clear that Part (i) of the proposition holds. Let us prove the two other parts of it. Observe that the fact that (x, v) → (1 + x)
and
From now on, we assume that (
Observe that, in view of (1.14) and (1.3), one has,
(2.14) Next, let us show that there are two constants c 3 > 0 and c 4 > 0, such that for
(2.16) Observe that (2.15) easily results from (2.16), so we only need to prove that the latter inequality holds. Applying, for each fixed v ∈ [a, b], Taylor-Lagrange formula, to the function y → (1 − y) 1+v−1/α , on the interval [0, z], one gets that
, then (2.16) easily follows from (2.17). Next, using the triangle inequality and (2.15) (in the case where z = x −1 and also in the case where z = (2x) −1 ), one gets that,
where c 5 := (3/2)c 3 . Next, putting together (2.12), (2.14) and (2.18), one obtains Part (ii) of the proposition. Let us now prove that Part (iii) of it, holds; to this end, we set
Standard computations allow to show that, for all m ∈ {0, 1, 2},
with the convention that 0 0 := 1; moreover, in view of (2.1), (1.14) and (1.3), for each (x, v) ∈ (4, +∞) × [a, b], one has,
Next, using (2.20), the triangle inequality, and (2.16) in which one takes z = l/(2x), it follows that, 
It follows from (2.24) that (X J 1 (·, ·, ω)) J∈N is a Cauchy sequence in C, and that X 1 (·, ·, ω), its limit, satisfies for all J ∈ N,
(2.25) Next, let us show that there exists a constant c 1 > 0, such that for all J ∈ N, one has,
This is the case since,
Finally, combining (2.25) with (2.26), one gets (1.19) in which η is replaced by 2η. 
Let Ω * * 1 be the event of probability 1 introduced in Proposition 3.1. Then for all ω ∈ Ω where: 
For all (j, k) ∈ Z + × N, let λ j,−k be the SαS random variable of scale parameter k 1/α defined as:
The proof of the following lemma is similar to that of Lemma 2.1. (i) For each j ∈ {0, . . . , J − 1}, one has,
(ii) For each j ∈ {J, . . . , J + Q − 1}, one has
The proof of the following proposition is similar to that of Proposition 2.1.
There exists an event of probability 1, denoted by Ω * * 1 , such that for every fixed real number η > 0, one has, for all ω ∈ Ω * * 1 and for each (j, k) ∈ Z + × N,
The following propostion easily results from Proposition 2.2. 
The following lemma is a straightforward consequence of Lemma 3.1 as well as Propositions 3.1 and 3.2. 
(ii) for each j ∈ {J, . . . , J + Q − 1}, one has 
Proof of Lemma 3.3 . By using the fact that y → y −(2−v) log 1/α+η (y) is a decreasing function on the interval [3, +∞), one has that,
Moreover, setting in the last integral z = 2 −(J−j) y, one obtains that,
Finally, combining (3.15) with (3.16), one gets the lemma. 
Proof of Lemma 3.4 . Let us set c 1 := sup n∈N 2
the inequality (3.18) follows from the fact that,
Next putting together, (3.12), (3.18) and (3.14), one gets that for any arbitrary
where C is a positive and finite random variable only depending on b and η; thus (3.19) implies that (3.17) holds. 
has been defined in (3.4) . Proof of Lemma 3.5 . The lemma can be obtained by using (3.4) , the triangle inequality, (3.17) and the fact that 
recall that B J,Q 2,+ (·, ·, ω) has been defined in (3.5) . Proof of Lemma 3.6 . First notice that by using the fact that,
where the finite constant
it follows from (3.13), that for any arbitrary v ∈ [a, b] and j ∈ {J, . . . , J +Q−1}, one has
where C 2 is a positive and finite random variable only depending on b and η. Next, using (3.5), the triangle inequality, and (3.23), one gets that,
moreover, similarly to (2.26), one can show that,
where c 3 is a finite constant only depending on a. Finally combining (3.24) with (3.25) one obtains the lemma.
Now we are in position to prove Theorem 3.1.
Proof of Theorem 3.1. The theorem results from (3.3), the triangle inequality, Lemma 3.5, Lemma 3.6 and the inequalities 0 < 1 − b < a; these inequalities are consequences of our assumption that [a, b] ⊂ (1/α, 1).
Study of the part j < 0 of the series
Let Ω J ≥ 2, and for all Q ≥ 1. Observe that, in view of (3.26), one has for every
For all (j, k) ∈ N 2 , let λ −j,−k be the SαS random variable of scale parameter k 1/α defined as:
The proof of the following lemma is similar to that of Lemma 2.1. (i) For each j ∈ {1, . . . , J − 1}, one has,
There exists an event of probability 1, denoted by Ω * * 2 , such that for every fixed real number η > 0, one has, for all ω ∈ Ω * * 2 and for each (j, k) ∈ Z + × N,
We denote by ∂ x θ and ∂ x Θ, the partial derivatives of order 1 with respect to x of the functions θ and Θ; observe that in view of (1.14), (1.3) and (2.1), one has for all (x, v) ∈ R × (1/α, 1), 
(ii) There exists a constant c > 0, such that for all
The following proposition easily results from the Mean Value Theorem and from Proposition 3.4. 
The following lemma is a straightforward consequence of Lemma 3.7 as well as Propositions 3.3 and 3.5. where c 1 is the finite constant non depending on J, defined as
Finally, combining (3.43) with (3.44) one gets the lemmma. 
