We propose a scheme for implementing a single-ion Stochastic Quantum Processor using a single cold trapped ion. The processor implements an arbitrary rotation around the z axis of the Bloch sphere of a data qubit, given two program qubits, that is, the operation realized on the data is determined by using different program qubits and not by varying the gate itself. Unfortunately this cannot be done deterministically, and must be necessarily stochastic. In this proposal the operation is applied successfully with probability p = 3/4.
Introduction
There have been a number of interesting advances in quantum computing using trapped ions in recent years, both theoretical and experimental, such as the work of Cirac et al. 1 , Monroe et al. 2, 3 , García-Ripoll et al. 4 and Chiaverini et al. 5 Among these, several proposals for engineering a desired Hamiltonian using a trapped ion have been put forward (Refs. 6, 7, 8) . In particular we show that it is possible to create a Toffoli gate 9 acting on the trapped ion's three center-of-mass vibrational qubits, thus expanding the collection of quantum gates available to us. We will make use of this quantum gate in implementing a single-ion stochastic quantum processor that consists of a C-NOT and a Toffoli gate. The C-NOT gate is implemented with two-dimensional vibrational qubits of the ion's center-of-mass motion, while the Toffoli gate uses all three-dimensional degrees of freedom. Control and coupling to the ion's internal electronic states is achieved via far-detuned lasers exciting a Raman Λ transition. We then implement a second-order scheme for a stochastic one-qubit processor proposed by Vidal et al. 10 The one-qubit processor implements with success probability p = 3/4 the unitary operation corresponding to a rotation for an arbitrary angle α ∈ [0, 2π) around the z axis of the Bloch sphere of the data qubit. The relevant property of this programmable processor is that the unitary operation U desired is specified by input program states and not by altering the processor itself. This particular implementation uses a twoqubit program register (states |α and |2α ) and a single-qubit data register (state |d ). We will first construct the quantum gates required to implement the processor, and will then discuss the processor itself.
Trapped Ion Quantum Gates
We will consider an effective three-level ion in a Λ Raman configuration as depicted in Fig. 1 . Our procedure will be similar to that of Steinbach et al. 6 We assume the ion is confined to a three-dimensional harmonic potential, for example an RF Paul trap, characterized by ν a , ν b and ν c , the trap's frequencies in the x, y and z directions respectively. The ion is illuminated by two classical external fields, both linearly polarized along the same polarization vector, but with arbitrary wave-vectors k 1 and k 2 , given by
where E 1 and E 2 contain the laser's amplitude and phases, e is the polarization vector and ω 12 and ω 23 are the frequencies of the lasers. We will require four different where w i is the energy of the electronic state |i , σ ii = |i i| is the projector onto the electronic state |i , D 1 and D 2 are the dipole moments of the transitions between levels |1 , |2 and |2 , |3 respectively. Using the fact that the lasers are far-detuned, we can adiabatically eliminate the excited state |2 . 6 After doing so, in the interaction picture we perform the rotating wave approximation to obtain
We have defined the Raman coupling constant
where
, and the Stark shifted frequencies associated with the electronic states
The adiabatic elimination of the excited state |2 can be carried out if the detunings |∆ 12 | and |∆ 23 | are much larger than |Ω 12 |, |Ω 23 |, or |∆ 12 − ∆ 23 |. In the interaction picture, the interaction Hamiltonian is
where we have made use of the Baker-Campbell-Haussdorff theorem and have defined the detuning ∆ 13 = ω 12 − ω 23 − (ω 3 −ω 1 ). The Lamb-Dicke parameters are given by η i = ∆k i /2ν i m, (i = x, y, z), with m the mass of the ion and ∆k i the i-component of the difference between the lasers' wave vectors k 1 − k 2 . By choosing suitable suitable frequencies of the lasers, and if the trap frequencies are non-commensurate, we can select stationary terms in Eq. 12, thus engineering the specific Hamiltonians required for our purpose. Indeed, by choosing the laser frequencies as
where ω c is an arbitrary reference frequency as illustrated in Fig. 3 , we select only the resonant terms, that is, those for which the argument of the exponential in Eq. 12 vanishes, and the condition on the indices in Eq. 12 becomes In the Lamb-Dicke limit, keeping the lowest-order terms in η x , η y and η z , the Hamiltonian coupling the x, y and z motion of the ion can be written as
where we have defined the Raman coupling constant
and have chosen the relative phase of the lasers such that Ω 13 = −|Ω 13 |. H 1C and H 2C can be derived in a similar fashion for the two-dimensional case. We find that
again with the relative phase of the lasers such that Ω 13 = −i|Ω 13 | in Ω 1C and
We have used the subscript C on the Lamb-Dicke parameters as a reminder that these arise from the lasers placed in the xy plane specific to the C-NOT Hamiltonians. Finally, H 2T can be engineered using either the two-dimensional setup given in Ref. 11 or the three-mode Hamiltonian used for the Toffoli gate, the latter being achieved by choosing the laser frequencies as
thereby selecting the term in Eq. 12 containing a, a † , b, b † , with unity exponent as the leading-order stationary term. This effectively couples the x and y motion of the ion, and Ω 2T is therefore
with the relative phase of the lasers such that Ω 13 = |Ω 13 | in Ω 2T .
In summary, the four Hamiltonians required for the construction of the gates can be summarized as
Making use of the Schrodinger equation, the time evolutions for H 1C and H 2C are
and
Similarly, we find, for H 2T
and for H 3T
If we define the operation U iC (Ω iC t) (U iT (Ω iT t)) as applying the time evolution of H iC (H iT ), we can summarize the protocol for the C-NOT gate by the sequential application of U 2C (π/2), U 1C (π/2), U 2C (π/2) to the state vector. In doing so, one obtains |g |00 ab → |g |00 ab → |g |00 ab → |g |00 ab ,
It is understood that the previous evolution leaves |n c unchanged, and is thus omitted. The Toffoli gate protocol requires the sequential application of U 3T (π/2),
A single-ion stochastic quantum processor 7 U 2T (π/2), U 3T (π/2), which gives |g |000 abc → |g |000 abc → |g |000 abc → |g |000 abc , |g |001 abc → |g |001 abc → |g |001 abc → |g |001 abc , |g |010 abc → |g |010 abc → |g |010 abc → |g |010 abc , |g |011 abc → |g |011 abc → |g |011 abc → |g |011 abc , |g |100 abc → |g |100 abc → |g |100 abc → |g |100 abc , |g |101 abc → |g |101 abc → |g |101 abc → |g |101 abc , |g |110 abc → |g |110 abc → −|e |000 abc → |g |111 abc , |g |111 abc → |e |000 abc → |g |110 abc → |g |110 abc .
We are thus able to perform both C-NOT and Toffoli operations on a single trapped ion. This allows us to implement any sequence of C-NOT and Toffoli operations on the ion's vibrational qubits, as long as the total time required to apply all quantum gates does not exceed the trap's decoherence limit. It is important to note that the C-NOT quantum gate can be applied on any two of the three motional degrees of freedom, either by adequately engineering a Hamiltonian from the general three-dimensional case (Eq. 12) or by placing the lasers in the xy, xz or yz planes.
Stochastic Programmable Singe-Qubit Processor
Quantum information may be processed by means of unitary transformations acting on qubits. These transformations are usually implemented with fixed quantum gate arrays. Instead of building a different gate array for each required operation, it is possible to build a fixed gate array that takes as inputs not only data qubits, but also program qubits, defining the operation itself. Unfortunately it is not possible to build a fixed and general-purpose quantum processor which can be programmed to perform an arbitrary quantum computation, since its operation must be necessarily stochastic in nature, as was shown by Nielsen et al.
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As an attempt at sidestepping this limitation, Vidal et al. have proposed in Ref. 10 a stochastic programmable gate with a probability of failure ǫ = 2 −N that decreases exponentially with the number N of qubits that store the unitary transformation. Their scheme is as follows.
We start by defining the program H P and data H D Hilbert spaces. Initially, the system is in the state |d ⊗ |P U , where |d ∈ H D and |P U ∈ H P . The total dynamics of the programmable gate array are described by a fixed unitary operator G, which implements the desired unitary operation U given the program state |P U , that is,
where |R U is a residual state shown to be independent of the data state. After application of G, the data state |d has been transformed by the unitary operation α |d with probability p = 1/4. Otherwise a successful application of Uα|d is determined, with probability p = 3/4.
U into U |d . Vidal et al. take as a particular case the one-qubit unitary operation given in Eq. 1. In this concrete realization of their scheme, using a C-NOT gate and a Toffoli gate, we will limit ourselves to describing the unitary operation U α using N = 2 qubits (Fig. 4) .
To understand the procedure, we will consider the case of a single program register. Let us first define the program |α P and data |d d states as
The operation G that realizes the transformation in Eq. 30 is easily shown to be a C-NOT gate. If we represent the C-NOT gate as |0 0| d ⊗ I P + |1 1| d ⊗ σ x , with σ x = (|1 0| + |0 1|) P , where the data register is the control qubit and the program register is the target qubit, it follows that
where we have used the identity
to identify (U α |d d ) in Eq. 32. In this case, a measurement on the program register will cause a collapse of the data qubit with outcome U α |d d or U † α |d d , both with probability p = 1/2.
To improve upon this scheme, we introduce an additional Toffoli gate, as in Fig.  4 . The processor now uses two Hilbert spaces to store the program, H P1 and H P2 .
When the output of the C-NOT on the first program register line is |0 P1 , corresponding to the case where U α was applied to the data (success), the output on the data line is unchanged. On the other hand, if the output on the first program register line is |1 P1 , indicating an application of U † α (failure), the Toffoli gate effectively acts as a C-NOT gate between the data register line and the second program register line. 10 In this way, in case of failure, we have a chance to correct it. If we select the second program qubit as |2α P2 there is again a one-half chance that, upon performing a measurement on the outcome of both program register lines, U 2α U † α = U α will have been applied to |d d . Thus the total probability of success is p = 1/2 + 1/4 = 3/4. The other alternative (the application of U †3 α ) occurs with probability p = 1/4 and corresponds to the case when one obtains 1 as the final outcome from both program register lines.
The actual operation of the processor consists of three main phases, namely preparation, processing and measurement. In the first phase, the ion is prepared in the electronic ground state and is loaded with the data and program states. The loading of the vibrational states of the ion can be done in place, or could be done in a separate trap on an auxiliary ion. The vibrational state of this auxiliary ion could be then be transferred to the processor ion using, for example, the proposal of Paternostro et al. 8 They propose a single-mode optical cavity containing two ion traps placed on the cavity axis, which we will choose as the x axis for concreteness. Each ion is separately illuminated by two suitably chosen classical lasers directed parallel to the y axis. This effectively couples the y vibrational modes of the trapped ions, and realizes a state transfer. A transfer of the z motional state could be similarly accomplished by illuminating the ions along the z axis. The x motional state would probably be best prepared in situ on the processor ion, since repeating the above procedure for the x state transfer using a second cavity and another auxiliary ion would necessitate the application of a laser along an axis already occupied by the first cavity.
In the processing phase, the lasers are switched on with detunings and spatial orientations for the required periods such that the evolutions in Eqs. 24-27 are realized. In the detection phase, the y and z vibrational state of the ion is measured, thus indicating whether the desired unitary operation was applied successfully to the data state. This could be achieved, for example, via a procedure similar to that used by Monroe et al., 2 where the ion's resonance fluorescence is used to detect its electronic state. Once the electronic state is known, the vibrational state of a given mode can be deduced by applying a π-pulse on the red (blue) sidebands of that mode if the electronic state was determined to be |g (|e ), and measuring the electronic state once more. As an example, if the ion's internal state is determined to be |e , we apply a π-pulse on the blue sideband, which realizes the evolution |e, 1 → |g, 0 . If the vibrational state is |1 , then the state evolves to |g, 0 , and if the ion is subsequently determined to be in the ground state, its vibrational state is deduced to be |1 , and |0 if it is not.
Discussion
The feasibility of an experimental implementation of the single-ion stochastic quantum processor we propose depends undoubtedly on whether or not the required protocol can be applied within the decoherence time of the ion trap. One of the principal limiting factors is the decoherence of the motional state via uncontrolled heating. 13 Recent experiments 2,3 have observed a typical heating rate of approximately 1 − 0.1 phonons per millisecond from the ground state. A characteristic time for one operation of the processor is that in which a system evolving under H 3T (Eq 7) completes one complete Rabi cycle, i.e. Ω 3T t = 2π. This is the smallest Rabi frequency of the four due to the η 3 dependence of Ω 3T , and therefore the slowest evolution. Taking η x = η y = η z = 0.3 and using the experimental values from Ref.
14 of |Ω 13 | ≃ 2π · 500KHz, we estimate that the time required for one complete Rabi cycle of H 3T is 0.53 milliseconds. This time can be decreased if the laser power is increased, since |Ω 13 | ∝ |E 1 ||E 2 |, as long as the optical intensity is not increased beyond about 10 14 W/cm 2 , which would photoionize the atom.
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Alternatively, one may attempt to increase the motional state decoherence time of the trap. Though the heating rates observed in ion traps have many potential causes and have not yet been fully explained, it is thought that fluctuating patch potentials on the trap's electrodes may represent the largest contribution to heating. 16 Preliminary evidence suggests that contamination of the trap electrodes by the direct deposition of neutral atoms during the trap loading phase may also play a role, as physically masking the electrodes was shown in one case to decrease the heating rate by two orders of magnitude. 17 The contribution of these sources of heating might be minimized by better masking and more intensive cleaning of the trap electrodes. 13 Whatever the reason for heating in ion traps, recent experiments suggest that larger ion traps have substantially smaller heating rates.
18,19
In conclusion, the processor we propose is experimentally feasible and there are several ways to increase its robustness against motional state decoherence.
