Introduction
============

The ultimate legacy of nonlinear optics is considered by many to be the extreme spectral broadening of light in supercontinuum generation (SCG), which comprises many of the most important nonlinear phenomena. This effect has come a long way from its discovery in bulk media by Alfano and Shapiro in 1970^[@bib1]^ to the advent of photonic crystal fibers for efficient SCG by providing control over the mode area and therefore the group velocity dispersion (GVD)^[@bib2]^. The high coherence and brightness of a supercontinuum (SC) enable applications in frequency metrology and synthesis^[@bib3]^, spectroscopy^[@bib4]^, optical coherence tomography^[@bib5]^ and ultra-short tunable pulses^[@bib6]^, and as a broad-band source for wavelength division multiplexing^[@bib7]^.

Nevertheless, to become mainstream in nano-photonics, SC devices need to leverage complementary metal-oxide semiconductor (CMOS)-compatible materials, such as silicon. Silicon in its common form of silicon on insulator (SOI) has been used extensively in linear photonics for providing compact architectures because of the high index contrast between the silicon core and the silica cladding^[@bib8],\ [@bib9]^. Silicon has a high Kerr coefficient (*n*~2~), 3, 30 and 400 times higher than that of chalcogenide, silicon nitride and silica, respectively, in the telecom window^[@bib10]^, facilitating power-efficient nonlinear devices^[@bib11]^. However, nonlinear loss such as two-photon absorption (TPA) has impeded the realization of the potential of the use of silicon as a nonlinear platform in the telecom window^[@bib12],\ [@bib13],\ [@bib14]^. TPA is a process in which an electron in the valence band absorbs two incoming photons simultaneously to be excited above the bandgap and contributes to the loss of input signal. This loss is exacerbated by continued free carrier absorption.

To avoid TPA in silicon, nonlinear photonics research in the near-IR is slowly drifting toward non-silicon platforms such as silicon nitride^[@bib15]^, Hydex^[@bib16]^, chalcogenide^[@bib17]^, silicon-germanium^[@bib18]^, indium gallium phosphide^[@bib19]^ and aluminum nitride^[@bib20]^. Alternatively, a modified version of silicon, hydrogenated amorphous silicon (a-Si:H), has also been introduced that essentially increases the bandgap of the material from 1.12 to 1.6 eV^[@bib21]^. This increase in bandgap causes the TPA edge to be pushed closer to the visible, increasing the nonlinear figure of merit, which is the ratio of the Kerr coefficient to TPA. However, no octave-spanning SC has been observed to date, except in the exotic amorphous silicon fiber structure in the mid-infrared (mid-IR)^[@bib22]^.

The obstacle posed by TPA has indeed pushed octave-spanning SC research into the long wavelength region^[@bib23],\ [@bib24],\ [@bib25],\ [@bib26],\ [@bib27]^. For example, octave-spanning SC in SOI has been demonstrated in the shortwave infrared (SWIR)^[@bib23]^ (−30 dB bandwidth), albeit with absorption losses beyond 2.5 μm in the presence of the silica substrate. To circumvent silica loss, a mid-IR transparent silicon on sapphire waveguide^[@bib28],\ [@bib29]^ has been shown to have a SC spanning from 1.9 to 6 μm^[@bib26]^ (−20 dB octave), with the SC predicted to reach up to 8 μm^[@bib30],\ [@bib31]^. In addition to operating in the mid-infrared, these devices require integrated mid-IR mode-locked lasers for full integration; this challenge has not been addressed yet.

Nevertheless, there are recent theoretical studies of octave-spanning SC in the near-IR (spanning 1.2--2.4 μm) using 60 fs pump pulses at 1.8 μm in a horizontal slot waveguide manifesting four zero dispersion wavelengths (ZDWs)^[@bib32]^. However, there are no reports yet of the experimental demonstration of SCG in these structures. Furthermore, for applications such as on-chip frequency metrology, it would be required to demonstrate that the octave-spanning SC maintains the spectral coherence of the input pulses. Recent work on the coherence of the SC in SOI waveguides has demonstrated coherence for just over half an octave in the near-IR^[@bib33]^, and part of the SC when measured in the SWIR^[@bib23]^.

In this work, we experimentally demonstrate octave-spanning SC generation in SOI ridge waveguides from the edge of the silicon transmission window, \~1.06 μm, up to the SWIR (beyond 2.4 μm) with −20 dB bandwidth covering 1.124--2.4 μm range. A high degree of coherence (\>90%) is measured over the full octave, in good agreement with simulations. We also experimentally show the role of third-order dispersion for efficiently generating dispersive waves. Furthermore, advantages of a soliton for nonlinear processes at the long wavelength edge of an octave-spanning signal over the dispersive waves beyond 2nd ZDW are highlighted.

This work, along with the recent achievement of efficient second-harmonic generation in silicon^[@bib34]^ and integrated mode-locked laser^[@bib35]^, will have immediate applications in silicon-based on-chip optical atomic clock and frequency synthesis.

Materials and methods
=====================

Waveguide design
----------------

To achieve a broad SC bandwidth reaching close to the silicon edge, we designed two waveguides to be pumped at slightly different wavelengths around 1.9 μm. We chose 1.9 μm because the intensity-dependent refractive index (*n*~2~) of silicon is two times higher and TPA is three times lower than that at 1550 nm^[@bib36]^. The SC waveguide (W1) was designed for optimal dispersion for the fundamental quasi-TE mode at 1.9 μm. As shown in [Figure 1](#fig1){ref-type="fig"}, the width, height and the slab thickness are 920, 315 and 65 nm, respectively. The dispersion profile shown in [Figure 1](#fig1){ref-type="fig"} (inset) exhibits optimum higher-order dispersion (greater than GVD), to generate the signal (dispersive wave) close to the silicon edge (≈1.1 μm). The 1st ZDW is \~1.67 μm and the GVD at the pump wavelength is approximately 0.4 ps^2^ m^−1^. To further improve and reach below 1.1 μm, we designed another waveguide (W2) with slightly different width (0.9 μm) to be pumped at 1.95 μm, having dispersion as shown in [Figure 1](#fig1){ref-type="fig"} (inset). Even though the waveguides are supporting a higher-order mode, due to a markedly different dispersion profiles of the different modes, the intermodal coupling and the resulting nonlinear wave mixing are expected to be negligible^[@bib13],\ [@bib37]^. To improve input coupling, the waveguides are integrated with inverse horizontal tapers^[@bib38]^. The taper lengths were 130 μm, linearly increasing from the edge of the chip from the tip width of 160 nm to the waveguide width. The short taper length was chosen to minimize the contribution from the taper to the nonlinear effects. We note that further improvements in the taper design are required for efficient free space coupling.

The waveguides were fabricated within a 300 mm line in a standard CMOS facility by epitaxially growing silicon to the thickness of 380 nm on a 220 nm SOI wafer. The wafer was then exposed and patterned using 193 nm deep-ultraviolet immersion lithography and subsequently partially etched down to 315 nm using reactive-ion etching to obtain the ridge waveguide.

Results and discussion
======================

Supercontinuum measurements
---------------------------

The source was a 200 MHz, 1550 nm fiber laser producing \~100 fs pulses, which were Raman shifted in a highly nonlinear fiber, producing pulses of \>50 fs duration at 1.9 μm (Menlo Systems---HMP:EDFA). The estimated on-chip power in the waveguide was \~3.6 mW (18 pJ). As shown in [Figure 1](#fig1){ref-type="fig"}, the light was coupled using an aspheric lens (Black diamond, NA-0.56 with 95% transmission at 1.9 μm). The coupling to the chip was ensured by two techniques: first, we used an IR camera to observe a faint streak of scattered light along the surface of the waveguide and then observed (by naked eye/CCD camera) a red-light spot at the input facet of the waveguide due to 3rd harmonic conversion^[@bib39]^. The output was collected using a SWIR transparent InF~3~ multimode fiber (100 μm core) butt coupled to the waveguide and measured using two optical spectrum analyzers (OSA\'s) from Yokogawa-AQ6370D (up to 1700 nm) and AQ6375B (up to 2400 nm).

The measured supercontinuum is shown in [Figure 2](#fig2){ref-type="fig"}. The −20 dB SC ranges from 1.124 to 2.40 μm with strong signals at 1*f* (2.30 μm) and *2f* (1.15 μm). The power spectral density on chip at *f* was expected to be greater than −25 dBm nm^−1^ and at *2f*\>−37 dBm nm^−1^. We also measured octave-spanning SC with coupled energy as low as 4 pJ (shown in dotted green in [Figure 2](#fig2){ref-type="fig"}) at a −35 dB bandwidth. We note here that improvement in the overall signal strength is expected by using a transformed limited pump source. The waveguide W2 was pumped with similar laser pulse parameters except that the center wavelength was \~1950 nm. As shown in [Figure 3](#fig3){ref-type="fig"}, SC was observed from 1.06 μm extending beyond 2.40 μm, with a 45 nm signal improvement at the short wavelength side compared to the W1 waveguide. This result is the shortest wavelength extension observed in silicon SC so far. The *f* and *2f* peaks are shifted to 1.1 and 2.2 μm compared with those of the W1 waveguide. For both waveguides discussed here, the propagation loss was measured to be 1.5 dB cm^−1^ around the pump wavelength.

Coherence measurements
----------------------

For the applications discussed in the Introduction, it is important to ensure that the SC process preserves the spectral coherence of the mode-locked laser, that is, avoids the degradation in the phase correlation between the comb lines. In silicon SC, the degradation normally occurs due to the amplification of the noise present in the pulse by the modulation instability (MI)^[@bib40]^. MI occurs mainly when operating in the anomalous GVD region and can be interpreted as a four-wave mixing process seeded by noise^[@bib41]^. MI usually plagues SCG with longer pulses and longer waveguides because of sufficient time and length for MI development. By using shorter pulses (sub 100 fs) and a waveguide (slightly longer than soliton fission length), coherence degradation due to MI can be alleviated^[@bib27]^.

To quantify the coherence of non-stationary light^[@bib40],\ [@bib42]^ such as SC pulses, we need to determine the modulus of the complex degree of first-order coherence, given as follows:

which is an ensemble average of many pairs of SC spectra. Here, *E*~1~ and *E*~2~ represent electric fields of individual SC. The coherence can be experimentally measured by observing an interference pattern using the setup shown in [Figure 1](#fig1){ref-type="fig"}^[@bib43],\ [@bib44],\ [@bib45]^, which is an asymmetric Michelson interferometer. The asymmetric arm is required to overlap two different SC pulses in time, which are then sent to the OSA, whereas the movable mirror controls the delay d*t* between the pulses. The coherence is thus represented as follows^[@bib44]^:

where *I*~1~ and *I*~2~ are the intensities of the beams in the two arms, and *V* is the fringe visibility (at each wavelength) obtained as *V*=(*I*~max~*−I*~min~)/(*I*~max~+*I*~min~). The SC spectrum with the interference fringes (W1) is shown in [Figure 4a](#fig4){ref-type="fig"}.

The signal was only observed in the 1.146--2.32 μm range due to the divergence of the beams caused by the limited bandwidth of the achromatic lenses. By changing d*t*, the fringe period could be varied without affecting the visibility. From 1.15 to 1.40 μm, the period is \~8 nm (d*t*≈0.55 ps), whereas at \~2.3 μm, the period is close to 3 nm (d*t*≈5 ps). We also had a weaker signal in the longer arm than in the shorter one due to the beam divergence discussed above. The intensity difference between the two arms (*I*~1~−*I*~2~) for the spectrum above and below 2.2 μm was approximately 6 and 4 dB, respectively. This result caused the difference in contrast seen in [Figure 4b and 4c](#fig4){ref-type="fig"}. Intuitively, the observance of fringes can be understood by decomposing a pulse train into its constituent CW modes. Each mode creates a fringe pattern (as in a conventional Michelson interferometer) that overlaps with the fringes of the other modes in space. When a detector is placed in a region along these overlapping fringes, a frequency-dependent pattern is observed, as shown in [Figure 4](#fig4){ref-type="fig"}. With the losses taken into account, the coherence is plotted in [Figure 4a](#fig4){ref-type="fig"} (red dots). We see that the coherence is \>90% on average in the measured spectrum. Moreover, in the *f* and 2*f* regions, the coherence is higher than 95% and 92%, respectively (over 30 nm bandwidth).

Numerical simulation of the supercontinuum
------------------------------------------

The SCG and its coherence were simulated by numerically solving a generalized nonlinear Schrodinger equation (NLSE) using an adaptive split step^[@bib41]^. The simulated SC for the waveguide (width of 0.92 μm) is shown in [Figure 5a](#fig5){ref-type="fig"}. We used 50 fs transform limited sech pulses with a repetition rate and energy of 200 MHz and 18 pJ, respectively. The peak \~1.2 μm (near *2f*) is mainly due to the dispersive wave (DW) generation^[@bib46]^. The DW can be selectively tuned by realizing that they are generated mainly by the perturbation of the input pulse by the third-order dispersion because the self-steepening and Raman effects are negligible in our waveguides^[@bib41],\ [@bib47]^. The amplitude and wavelength shift of DW can be approximated by the third-order dispersion effect given as follows^[@bib48]^:

where, *β*~3~, *β*~2~ and *T* are the third- and second-order dispersions and the temporal width of the pulse, respectively. The *δ*, *β*~3~ and the modulus of *β*~2~ are plotted for W1 in [Figure 5d](#fig5){ref-type="fig"}. The *δ* represent the strength of the third-order perturbation on the input pulse^[@bib47],\ [@bib48]^. Generally, for a given power, the wavelength shift of a dispersive wave decreases with increasing *δ* while its amplitude increases^[@bib48]^. This occurs because higher *δ* corresponds to the pump wavelength being closer to the ZDW; hence, its phase matches mainly to the DWs closer to the ZDW. However, with higher *δ*, the third-order perturbation on the pump pulse is also higher; thus, it releases more radiation into the DW. By contrast, a smaller *δ* increases the *2f* shift; however, as the *β*~3~ becomes too low, the higher-order dispersion effects can produce dispersive waves beyond 2nd ZDW^[@bib49]^, reducing the 2*f* shift. Therefore, there is a trade-off between the achievable DW amplitude and the frequency shift, which was considered in the design of our waveguide for pumping at 1.9 μm wavelength. The *δ* at 1.9 μm is \~0.022 for W1, generating strong DW at 2*f* and around the telecom window (more details in the next section). We must note that by reducing the slab thickness of the waveguides, *δ* can be reduced further, resulting in a shorter *2f* (given no band-edge loss by silicon) while shifting the *f* signal closer to the pump as GVD increases.

Following the soliton fission of the pump pulse around 0.3 mm, the DWs start building up in the normal dispersion region as shown in [Figure 5b and 5c)](#fig5){ref-type="fig"}. The fission length is given as ≈*L*~d~/*N*, where *L*~d~ is the dispersion length (*L*~d~=*T*~*o*~^2^/*β*~2~=6.4 mm, *T*~*o*~ is the pulse width, *β*~2~ is GVD at 1.9 μm) and *N* (=18) is the soliton number given as, . Here, *L*~nl~ is the nonlinear length equal to 1/*γP*, where *γ*=142 mW^−1^ and *P* is 360 W. Waves leading the center pulse are observed in [Figure 5c](#fig5){ref-type="fig"}, where they are generated in the region where the silica substrate exhibits strong absorption. The slight discrepancy between the spectra could be due to the fabrication tolerance in the dimensions of the waveguide and the initial chirp of the pump pulse. The waveguide W2 was also simulated and the results are shown in [Figure 3](#fig3){ref-type="fig"} (blue dots). The estimated soliton number is 18 for W2. We observe that the dispersive wave (in the *2f* region) is slightly shorter than what is measured. This discrepancy could be mainly due to the sensitivity of dispersion to the fabrication tolerances^[@bib26]^.

The coherence was calculated using [Equation (1)](#equ1){ref-type="disp-formula"} for which 100 SC pairs were calculated. Each SC pulse incorporated one photon per mode fluctuation and 1.5% of intensity noise^[@bib50]^. The result is shown in [Figure 5a](#fig5){ref-type="fig"} and matches well with the experimental data. We also simulated the fringes at the *f* and 2*f* spectral regions with the delay between the pulses approximately 5 and 0.55 ps, respectively, as shown in [Figure 4d and 4e](#fig4){ref-type="fig"}. The fringes match well with the experimental results, even though there is a slight discrepancy between [Figure 4c and 4e](#fig4){ref-type="fig"} that could be due to the uncertainty in the delay and/or loss in each arm. The coherence can be further improved by reducing the soliton fission length (by reducing the dispersion length, *L*~d~) and the physical length of the waveguide, before significant amplification of input noise by MI can occur^[@bib40]^.

Selective signal improvement
----------------------------

Specific spectral windows in the supercontinuum can be selectively improved; for example, in this work we tried increasing the signal strength around 1*f* (2.3 μm), 2*f* (1.15 μm) and 1550 nm with a straight waveguide. For 1*f*, we utilized solitons as opposed to long dispersive waves (LDWs) that are generated beyond 2nd ZDW and normally require a waveguide with two spectrally neighboring ZDWs^[@bib25],\ [@bib51],\ [@bib52],\ [@bib53]^. This strategy was motivated by the following considerations: (a) solitons are shorter pulses with higher peak power than the LDWs, and (b) the temporal delay between short dispersive wave (SDW) (*2f*) and soliton (*f*) is relatively lower compared to SDW and LDW (*f*) combination, which will be useful for applications in which further nonlinear conversion is required, such as the SHG process in the self-referencing applications. To test the strength of the soliton at *f* compared to LDW, we designed and tested several waveguides with varying widths with 20 nm increments from 500 to 600 nm (height and slab thickness same as W1), with 2nd ZDW close to the pump wavelength (\~1.94 μm) as shown in [Figure 6](#fig6){ref-type="fig"}. The 2nd ZDW ranges from 1.93 to 2.2 μm for 500--600 nm wide waveguides, respectively.

All waveguides were pumped with the same source discussed above, with the center wavelength shifted to 1.94 μm at the energy of 30 pJ. The results are shown in [Figure 7a](#fig7){ref-type="fig"}. The input coupling for each waveguide was optimized until the LDW was generated to the longest possible wavelength, which is a sign of maximum coupling. Here we observe that the wider the waveguide the further the LDW shift. We also tested waveguides with widths \>600 nm but the overall signal strength kept decreasing, especially in the region of interest (*f*\~2.3 μm). The observed spectra can be explained based on the *δ* parameter as discussed in the previous section. We calculated the *δ* for all waveguides (shown in the inset of [Figure 6](#fig6){ref-type="fig"}), and it can be seen that *δ* values decrease with increasing waveguide width. We did not plot *δ* for the 500-nm-wide waveguide because it was very high (\~0.634) and the pump wavelength was almost in its normal dispersion region. As discussed in the previous section, a decrease in *δ* results in an increase in the spectral shift accompanied by a gradual drop in the signal amplitude, explaining the observed continuous decrease in the signal with greater waveguide width. The maximum signal of \~2.3 μm was obtained with 560 nm wide waveguide. Here all spectra are only plotted from 2.1 μm because we used a long-pass filter to avoid any spectrometer (Thorlab FTIR) artifacts. We also observed that for all the waveguides from 500 to 600 nm, no SDWs below the 1st ZDW were generated.

We learn from these results that the LDWs for different waveguides remained lower in power than the signal generated at 2.3 μm in the W1 waveguide (shown in green in [Figure 7a](#fig7){ref-type="fig"}). This result can be explained by two effects. (a) The signal from W1 at 2.3 μm is due to the high peak power fundamental soliton. That is because temporally the shortest (high peak power) soliton shifts to the longest possible wavelength after the fission of the higher-order soliton into many fundamental solitons^[@bib41]^. The signal at 2.3 μm fits the condition for a fundamental soliton (*N*=1) with the peak power of \~2 W and pulse width of \<75 fs. (b) The dispersive waves are generally weaker, that is, their power is within 1--5% of the high-power solitons generated after fission, and they also spread out temporally and spectrally over a wide bandwidth, thus limiting the peak and average power in the relevant region (that is, *f*). We also investigated the variation in the *f* signal with varying pump energy (30, 21, and 10 pJ) as shown in [Figure 7b and 7c](#fig7){ref-type="fig"}. We observe that both the soliton and LDW are shifted in wavelength due to the power-dependence of the self-phase modulation (SPM). Nevertheless, as the *f* LDW is not at the edge of the spectrum, unlike the *f* soliton, the amplitude of the *f* signal in [Figure 7c](#fig7){ref-type="fig"} is not affected as much by variation of power as shown in [Figure 7b](#fig7){ref-type="fig"}.

These results clearly suggest that even in the upper limit of the LDW generation (that is, pumping only for efficient LDW), the soliton-based signal energy is comparable to, if not significantly higher than, the most efficient LDW signal. Moreover, the pulse width of the LDW is normally several picoseconds. From the simulation we predict it to be \>70 times wider than the high peak power fundamental soliton pulse width. This results in the reduction of peak power for LDW for applications requiring further nonlinear conversion. As mentioned, we tested only the upper limit of the LDW so far, however, for octave-spanning applications in which 1*f* and 2*f* signals are generated with the help of a waveguide with two ZDWs, the LDW will be significantly lower in amplitude than the soliton-based *f* signal. To test that, we designed and measured a waveguide with two neighboring ZDWs and compared it with W1, as shown in [Figure 8a](#fig8){ref-type="fig"}. Here the two spectra are plotted together; the green curve shows the data taken from [Figure 2](#fig2){ref-type="fig"} and the red curve is for a waveguide W3, with width, height and slab thickness of 640, 280, and 100 nm, respectively. The dispersion curves are shown in the inset. The 1st and 2nd ZDWs are 1.526 and 2.095 μm, respectively, for the W3 waveguide. The pump parameters were the same as for W1 in [Figure 2](#fig2){ref-type="fig"}.

As expected, the LDW is significantly weaker than the soliton from W1, \~17 dB weaker around 2.3 μm. This is due to a significant amount of power being required for efficient SDW generation. Moreover, the SDW of the W3 waveguide was not as short in wavelength as the W1 waveguide even though the *δ* was smaller (\~0.017 at 1.7 μm) than for W1 (\~0.022 at 1.9 μm). This is explained by the fact that the SDW of W3 is generated by a significantly low power soliton located at \~1.7 μm and not directly by the pump pulse because the pump wavelength is in the negative *β*~3~ region, causing most of the pump energy to go into the LDW. Moreover, higher-order dispersion effects become important in W3 (near 1.7 μm), which can reduce the SDW that is aggravated by the higher TPA and lower *n*~2~ at \~1.7 μm. We also observe that the signal in the 1400--1600 nm range is weaker in W3 than in W1. That is due to the *δ* being higher for W1; hence, it has more energy for SDW than in the W3 waveguide, as explained previously (see [Equation (3)](#equ3){ref-type="disp-formula"}). In addition, insufficient SPM-based spectral broadening occurs close to the 1st ZDW in the anomalous region of W3.

To generate both efficient SDW and LDW, a careful design consideration for *β*~3~ is required. Simply modifying the waveguide design of W3 to further reduce the dispersion would not help because this would result in higher *δ*, causing a smaller frequency shift. Conversely, by increasing the dispersion to decrease the *δ*, the SPM-based broadening is compromised due to high *β*~2~; hence, not enough energetic signals are generated to radiate into the SDW, as is evidenced in [Figure 8b](#fig8){ref-type="fig"}, where we do not observe any SDW. In [Figure 8b](#fig8){ref-type="fig"}, we plotted the full spectrum for one of the waveguides described (560 nm) in [Figure 7](#fig7){ref-type="fig"}. All other waveguides show similar response below 1st ZDW. In addition, shifting the dispersion such that the 1st ZDW is near the pump wavelength (1.9 μm) would result in the LDW being generated in the regions where the silica substrate loss can be overwhelming (\>2.5 um^[@bib25]^). Nevertheless, a lower *δ* can be obtained over a wide range, for example, by reducing the *β*~3~ over such a range by designing a flatter *β*~2~^[@bib54]^. The *β*~2~ should be low enough for efficient SPM process to produce a wider and flatter SC for a waveguide with two ZDWs. However, generating LDW that is stronger than the solitons will still be challenging.

Conclusion
==========

In this work, we demonstrated that a coherent supercontinuum can be generated over the entire near-IR transparency window of silicon. Based on this advance together with the recently demonstrated silicon second-harmonic generator^[@bib34]^ and a chip-scale thulium mode-locked laser source^[@bib35],\ [@bib55]^, various applications can be envisioned, such as CMOS-compatible chip-scale optical metrology, frequency synthesis and precision spectroscopy. Moreover, the strong SC signal around 1550 nm bodes well for frequency synthesis for telecom applications^[@bib56]^, in which case a silicon SC device can be integrated together with silicon-based erbium-doped Al~2~O~3~ CW lasers^[@bib57]^. Such a synthesizer would leverage established integrated germanium detectors that are not available in the mid-IR^[@bib58]^. Moreover, we show experimentally that to generate efficient DW, optimization of the third-order dispersion should be considered for a nonlinear waveguide design along with the design for nonlinear parameter *γ*^[@bib59]^. We also demonstrate the advantage of soliton-based *f* signal over LDW for obtaining high peak power at *f* for applications in optical frequency metrology. Such a silicon-based soliton has an additional advantage of being coherent due to the lack of a broad Raman gain in silicon compared to photonics crystal fiber, where a significant amount of soliton spectral shift is induced by Raman effects^[@bib60]^.

There is still room for improvement. For example, a flatter SC can be achieved with optimally designed tapered waveguides that are also promising for relaxing the requirement of sub 100 fs driver pulses for coherent SCG^[@bib61],\ [@bib62],\ [@bib63],\ [@bib64]^. Further improvements in *f* and *2f* spectra can be obtained by implementing Bragg-gratings in the SC waveguides for selective enhancement of the signal^[@bib65]^. Furthermore, mode-locked lasers based on holmium can be used for pumping SC because silicon shows the highest *n*~2~ \~2.1 μm^[@bib66]^. If combined with high-repetition-rate lasers, this can lead to an increased signal strength over the entire SC spectrum.

Together with other relevant demonstrations of silicon-based SCG^[@bib23],\ [@bib26]^, this work establishes silicon as an important platform for supercontinuum generation and nonlinear photonics in general.
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![The asymmetric Michelson interferometer setup for measuring the SC and its coherence, . The SC is measured with a multimode InF~3~ fiber butt coupled at the output (not shown). ACL, achromatic lens; AL, aspheric lens; BS, beam splitter; HWP, half wave plate; MM, movable mirror. SMF28/SM980 are single-mode fibers to measure coherence above 1.4 μm and below 1.4 μm, respectively. The cross-section of the SOI waveguide (W1) is shown with the dispersion of W1 and W2 waveguides in the inset. Unit of *D* is ps nm^−1^ km^−1^.](lsa2017131f1){#fig1}

![The SC spectrum (in green) with SOI waveguide W1. The pump spectrum (blue dashed line) is centered at \~1.9 μm. The SCG extends from 1.1 μm to over 2.4 μm (18 pJ coupled energy). The dotted signal was measured with coupled energy of 4 pJ. Note that the noise level difference between the solid and dotted curves is due to the change in the sensitivity level of the spectrum analyzer.](lsa2017131f2){#fig2}

![The SC spectrum with a waveguide (W2) dimension width of 0.9 μm, height of 0.315 μm and slab thickness of 0.065 μm. The SC (in green) extends from 1.06 μm to over 2.4 μm when pumped at 1.95 μm. The simulation is shown in blue dots. The inset shows the magnified image of the signal at the short wavelength side of the SC showing signal reaching below 1.1 μm.](lsa2017131f3){#fig3}

![Measured coherence and visibility fringes of the SC (W1). (**a**) Octave-spanning visibility fringes (right axis). The signal span from 1.15 to 2.2 μm is taken with 4 dB loss, and that from 2.2 to 2.32 μm is taken with 6 dB loss in the long arm. (**b**,**c**) Magnified range of SC fringes with periods 8 and 3 nm, respectively. Because of the differences in delay, the period of fringes varies, but the fringe visibility is not affected. Panels (**d**) and (**e**) are the simulated fringes.](lsa2017131f4){#fig4}

![(**a**) Simulation of the SCG and coherence, produced by waveguide (W1). (**b**,**c**) Spectral and temporal evolution of the SC along the waveguide. (**d**) Simulated third-order dispersion *β*~3~ × 10^−39^ s^3^ m^−1^ (in red), modulus of group velocity dispersion *β*~2~ × 10^−25^ s^2^ m^−1^ (in green) and the unitless third-order dispersion parameter *δ* (in blue).](lsa2017131f5){#fig5}

![Dispersion of waveguide varying in width from 500 to 600 nm (in blue) shown along with W1 (green) for comparison. The inset shows *δ* for waveguides at 1.94 μm. Unit of *D* is ps nm^−1^ km^−1^.](lsa2017131f6){#fig6}

![(**a**) Measured long-wave dispersive wave (LDW) from waveguides 500--600 nm in width. The soliton signal at 2.3 μm is shown from W1 (in green). (**b**,**c**) pump power response of the soliton signal at 2.3 μm of W1 and LDW of 560-nm-wide waveguide, respectively. Here, i, ii and iii represent 30, 21 and 10 pJ of coupled energy. All the waveguides were pumped at 1.94 μm with same input power.](lsa2017131f7){#fig7}

![(**a**) Comparison of supercontinuum spectra of waveguide W1 (green) and W3 (red). Inset shows the dispersion of the two waveguides. Unit of D is ps nm^−1^ km^−1^. (**b**) Full SC spectrum of 560-nm-wide waveguide pumped at 1.94 μm with coupled energy of 30 pJ.](lsa2017131f8){#fig8}
