Since the image feature points are always gathered at the range with significant intensity change, such as textured portions or edges of an image, which can be detected by the state-of-the-art intensity based point-detectors, there is nearly no point in the areas of low textured detected by classical interest-point detectors. In this paper we describe a novel algorithm based on affine transform and graph cut for interest point detecting and matching from wide baseline image pairs with weakly textured object. The detection and matching mechanism can be separated into three steps: firstly, the information on the large textureless areas will be enhanced by adding textures through the proposed texture synthesis algorithm TSIQ. Secondly, the initial interest-point set is detected by classical interest-point detectors. Finally, graph cuts are used to find the globally optimal set of matching points on stereo pairs. The efficacy of the proposed algorithm is verified by three kinds of experiments, that is, the influence of point detecting from synthetic texture with different texture sample, the stability under the different geometric transformations, and the performance to improve the quasi-dense matching algorithm, respectively.
Introduction
In the last decades, more and more methods for 3D modeling have been proposed. Techniques which only use images or video as input have been developed to reconstruct 3D scenes. For examples, techniques of shape-from-video used flexibility of the recording to reconstruct the wide variety of scenes. However, these methods require large overlap between subsequent frames, which might not always be possible to record video of the interest object due to time pressure or obstacles. Furthermore a reconstruction is desirable from the images which are not taken for the purpose of 3D modeling. Since the stereo matching has been focusing on the small baseline stereo or frontoparallel planes, many algorithms such as graph cuts [1] [2] [3] , minimal path search [4] , and belief propagation [5] are based on the diversity of concepts.
One of the most studied problems in stereo matching is finding corresponding points between stereo image pairs, and this is sometimes very hard. The system should set aside smoothness assumptions to detect the occlusions and depth discontinuities, and it also strongly depends on the capacity of handling weakly textured regions. The algorithms mentioned above can handle short-baseline stereo matching well; however in contrast, there are much more challenging in the wide-baseline situation due to increased occluded areas and large perspective distortions. But the wide-baseline only requires fewer images to reconstruct a scene completely, and it is worth addressing.
On the other hand, local, viewpoint invariant features can be used for wide-baseline matching, and hence the viewpoints can be further apart. Amintoosi et al. [6] used SIFT key-points for image registration, and Jian et al. [7] proposed a key-point detector based on wavelet transform for image retrieval. In general, the process for matching the discrete image points can be divided into three main steps: firstly, extracting the interest point from each image, such as T-junctions, corners. The point detector should have the property of repeatability, which guarantees finding the same physical interest point under different viewing conditions. Secondly, each interest point can be represented by a distinctive feature vector through the descriptor. Finally, the descriptor vectors are matched between different images.
Almost all of the detectors are based on the gradient map of image. For example, the Harris corner detector [8] is based on the second moment matrix, which describes the gradient distribution in a local neighborhood of a point in image. But corners detected by this method are not scale invariant. Mikolajczyk and Schmid [9] proposed two scale-invariant methods, that is, Harris-Laplace and HessianLaplace, which are based on the concept of automatic scale selection [10] . And the location is selected by Harris measure or the determinant of the Hessian matrix; scale is selected by Laplacian. Lowe [11] speeds up the above methods by using the difference of Gaussians (DoG) to approximate the Laplacian of Gaussians (LoG). Stansk and Hellwich [12] introduce a new operator to extract the salient points from image, which used interest points as the anchor points to match points between different perspectives. There are lots of different detectors that have been proposed in the literature [13] [14] [15] [16] . However, image blurring, magnification, and illumination are still problems of the methods based on interest point; one of the most serious weaknesses is that these methods could not get a point on the weakly texture areas by classical interest-point detectors. For solving this, Dragon et al. [17] proposed an NF-features method to complementary regular feature detection, which is similar to our method. The method uses regular detectors, such as SIFT, HessianAffine, and SURF to get the interest points surround the nontextured regions and get the NF-features by using these points as anchor features according to the Euclidean distance between every location in the textureless areas and regular point.
In this paper, we will extend the capability of classical interest-point detectors by transfer strongly texture to extracting the corresponding points in the weakly texture areas. The motivation is the fact that large nearly flat textureless areas in the real world are always assumed as a smoothness surface [18] , which means the depth of these areas are continuous. Hence, if the textureless area is nearly flat, it can also be approximated by a plane and the transformation of this plane between two image pairs can be described by a simple affine transform. Different from the texture synthesis for 3D shape algorithm, we will use a 2D texture synthesis for the weakly texture regions in two image pairs and then use classical interest-point detectors to extract the correspondences from these regions. Hence, we can take advantage of these powerful detectors to obtain corresponding points from 3D textureless objects in wide-baseline stereo matching. We focus only on the points corresponding problem in large nearly flat textureless areas and propose an algorithm to get the corresponding points on those areas by using both salient features surround large weakly texture objects and the information on these objects. The proposed algorithm can be divided into two steps. First, the feature points detected on the contour of the object, which has a large textureless region, will be used to estimate the affine transform and to locate the center points for adding synthesize textures on the object surface between two image pairs. Second, since the real surfaces of these objects are not planar completely, the correspondences extract from the first step are not accurate. We therefore use the graph cut algorithm to adjust the corresponding results from first step by incorporating the features on the object, such as the intensity and the self-similarity.
The proposed approach can be used for enhancing the performance of dense wide-baseline matching by increasing the seed points obtained from classical interest-point detectors [16] . The results obtained on image sets under different types of photometric and geometric transformations show the high robustness of the method. The proposed approach gives a rich set of corresponding points in the large weakly-textured region which has no distinctive feature points detected by classical detectors.
The paper is organized as follows. Section 2 describes the method for adding synthetic texture to image pairs. We will discuss why the texture can be added in two image pairs by an affine transform and how this transform will be estimated. In Section 3, we propose an approach to adjust the position of the corresponding point in the second image by graph cut algorithm and comparing the adjusting result to the one which is directly obtained from Section 2. In Section 4, we verify the proposed method with extensive experiments of human model images under different circumstances. Section 5 provides concluding remarks and possible extensions of the proposed approach.
Texture Synthesis for Point Detecting and Matching
In this section, we will present a texture transfer mechanism used for interest point detecting and matching. We first explain the reason why the relationship of a large weak texture region between two image pairs can be approximated by an affine transform and then can present the estimation methods of this affine transform and structuring synthetic texture for adding texture on the textureless object surface.
Relationship of Large Textureless Area between Image
Pairs. Let 0 be a 3D point and , are the corresponding projection points in image plane , from two cameras with different orientations, respectively. According to this relationship, a mapping : → exists, when ( , ) ∈ , ∈ , ∈ are the projection points from a same scene point .
In wide-baseline situations, the feature of point in two images would be changed frequently by lighting or perspective changes. Thus, most researchers favor using classical detectors, such as GLOH and SURF [16, 19] , which are both based on the gradient map of image and have proven successful for sparse matching in wide-baseline situation. And the mapping : → can be got by using the sparse matching result as seed points [20] .
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The general sparse matching algorithm is as follows:
(1) interesting point detecting; (2) point describing; (3) matching points between two images.
Let and denote the point sets got by interest point detector, is a point in , and then its corresponding point in can be got as follows:
where (⋅) denotes the descriptor operator, (⋅) is the match operator and the pair of points ( , ) ∈ . From the above analysis, we see that the result from sparse matching algorithm depend largely on its detector and descriptor, so these algorithms cannot give the corresponding points in textureless areas, since points in these areas will not be detected by those detectors. On the other hand, texture synthesis can replace the textureless areas with strong texture image. The idea is as follows.
let Ω Obviously, if transformation operator (⋅) satisfies the above conditions, then
In general situation, it is more difficult to get transformation operator (⋅) than to get mapping directly. However, if (⋅) is an affine transform, then descriptors such as SIFT and SURF are both satisfying Condition 2 with this transformation.
As discussed above, it is difficult to get a transformation which satisfies Condition 1, but fortunately, textureless region can be assumed as a plane, and in this paper we assume that these regions are almost planar, and according to the property of affine transform, it is possible to use affine transform as (⋅) under this hypothesis. The following theorem explains the reason why an affine transform can be used as an approximation of mapping between 3D points in the same plane which are projected on different viewpoint images.
A 3D point coordinate vector in world coordinate system is denoted by M = [ , ,
, 1] , and its coordinate vector in camera coordinate system is m = [ , , ,1] ; according to the simple pinhole model, the relationship between M and m is given by
where [R,t] is the extrinsic parameters which describes the rotation and translation between two coordinate systems. Moreover, the relationship between m and its image projection m = [ , V, 1] is given by
where C is the camera intrinsic matrix, and are scale factors in image and V axes, respectively, and ( 0 , V 0 ) are the coordinates of the principal point. According to formulas (2)- (3), the relationship between M and m is given by
where
which denotes the Pinhole camera model. Let ( = 1, 2, 3) be the 3D points in the same plane as shown in Figure 1 ; then each 3D point on this plane can be represented as follows:
where W is the parameter for ( = 1, 2, 3) to represent point in 3D coordinate. According to above formulas, the 2D coordinate of in each image can be represented as
Equation (7) gives the 2D coordinates of a 3D point in two images, respectively, since the relationship of points ( = 1, 2, 3) in image pairs can be represented by affine transform A as follows:
According to formulas (7) and (8), the relationship between and is represented as follows:
Formula (9) proves that the relationship between this two 2D coordinates in two images is an affine transform, which means if we find three noncollinear corresponding points between two image pairs, and the affine transform according to these points can be estimated, the corresponding relationship of the points which are on the same planar can be obtained from the affine transform. Figure 2 (b) shows that the image got from the affine transform is almost seem to the one get from camera in different perspectives. 
Snake Based Textureless Object Segmentation.
As described in Section 2.1. the corresponding point on the textureless surface can be obtained by affine transformation. We use the snake-based scheme to segment the textureless region from image. In this paper, we use human model surface as the example of textureless object. According to [21] , the snake can be defined as a controlled continuity contour which is attracted by salient features of an image and whose motion should satisfy the minimize of the following energy function:
where ( ) = ( ( ), ( )) represents the position of a snake.
int and ext are the internal energy and the external energy, respectively. They are defined as
where the internal energy is used to keep the active contour smooth, and the external energy is depended on the application. ( , ) is a 2D Gaussian kernel with the standard deviation , ( , ) denotes the image intensity at position ( , ), and ∇ denotes the gradient operator.
The minimization of (10) can be solved by variational calculus techniques and the force balance equation as follows [19] :
where (− ext / , − ext / ) are the external forces which can be used for attracting the snake to the object boundary. Figure 3 shows the segmentation results.
Embed Texture Image
Based on Feature Point. After the objects have been segmented, the next step is to estimate the affine transform between them and select the centre position for adding the texture image in each object. To develop this method, we first have to extract the image content. Since the centre positions in two images should be the same point on the real object, the representation of the image content has to be robust to geometric transformations. We choose classical feature points detectors to extract the image content.
The embed texture method is summarized as follows:
(1) detecting robust feature points on the object (include the boundary of the object);
(2) using different sizes of slide windows to detect the largest region inside the textureless object, and this region will seem to be the centre region of the object; (3) computing the characteristic scale of each detected feature point by searching for a local extremum over scales of LoG as the way in [22] , and the detection scale is represented by a circle around the point as show in Figure 3 ; (4) selecting point whose characteristic scale region and the centre region are intersect; (5) using those points' positions to estimate the affine transform by least squares, computing the centroid coordinate of those points and this coordinate will seem to be the centre position of the textureless object.
Note that they might have no feature points on the object; therefore we will add the feature points along the contour of the object by a marked cross line. Figure 3 is the texture adding presentation from above mechanism.
Texture Synthesis Based on Image Quilting (TSIQ).
In this section we will develop a texture synthesis algorithm based on the quilting technique described in [23] . The goal of texture synthesis algorithms TSIQ is that using images from samples of the real world to synthesize novel views instead of recreating the entire physical world from scratch directly. In the situation of weakly texture areas, we need to use this algorithm to transfer texture from the samples with strong texture to these areas. However, the traditional texture synthesis algorithm need not consider the correspondence problems between two image pairs; hence, it should not be used in weak texture areas directly. The texture synthesis algorithm should follow the follwoing criteria.
Criteria 1.
The results from this algorithm could be used for point matching, specifically; the classical detectors can find corresponding points as much as possible; that is, each patch of quilting should be distinctive under an affine transformation.
Criteria 2. The distribution of the detected correspondences inside the texture image should be uniform against the circumstance that the points gathered on the edge which were quilting together.
According to the above two criteria, our proposed TSIQ algorithm is as follows.
(1) Go through the image to be synthesized in raster scan order in steps of one block.
(2) For every location, search the input texture for a set of new blocks and use some transformation to transform each block (e.g., use rotation or Gaussian transformation), and pick the transformed block with the biggest distinction compared to old blocks. The difference between our image quilting algorithm and the algorithm in [23] is that we transform each new block and pick the one with the biggest distinction to the old blocks in step 2; the reason of doing this is directly from Criteria 1. Figure 4 shows the results from our texture synthesis algorithm, and the performance is quite good for extracting correspondences.
Adjust the Corresponding Points Based on Graph Cut
Since the surface of human model is not planar completely (see Figure 5) , the matching result obtained from classic detectors is not accurate exactly. The second picture of Figure 5 shows the possible position of corresponding point. We assume that the possible position in the region which surround the initial corresponding point detected by classical interest point detectors. On the other hand, the human model of surface can be assumed to be composed of local regions which are self-similar, and these self-similar regions are also distinguishable with their neighborhoods. Hence, this structure can also be used for point matching.
In this section, we propose a method of incorporation self-similarity into graph cut to improve the point matching accuracy. In Section 3.1, we focus on measuring the selfsimilarity of region in human model surface. In Section 3.2, Mathematical Problems in Engineering 7 we explain the mechanism for incorporating self-similarity within the formulation of graph cut. In Section 3.3, we adjust the performance of point matching process.
3.1. Self-Similarity Region Quantifying. Let ( ) be the intensity value at location , denotes points set in a fragment Ω, and denotes the average intensity value of fragment Ω. Then the similarity of the fragment Ω by transformation can be measured by the normalized correlation coefficient as follows:
Since transformation is reflection and rotation, formula (14) also can be written as follows:
where the purpose of formula ( ) − is to reduce the influence caused by intensity change. It is clear that fragment on the human model surface has strong mirror symmetry, let point = ( , ) be in polar coordinates, let ∈ [0, ) denote the mirror line orientation, and then the symmetric point of about the mirror line can be represented as = ( , 2 − ). For measuring the mirror symmetry about the region Ω , it should fulfill all mirror line orientations ∈ [0, ), the symmetry of region Ω can be obtained as follows [24] :
where (⋅) denotes the symmetry transformation function, and it transforms Ω to its symmetric region about the mirror line orientation ∈ { 0 , 1 , . . . , −1 }, Δ = / , and = × Δ . It is easy to prove that the max( -texture (Ω )) = 1 and min( -texture (Ω )) = 0, Ω ∈ .
Graph Cut Based Point
Matching. In this section we incorporate self-similarity into graph cut for improving the point matching accuracy. The idea is as follows: let ⃗ be the motion vector from prior correspondence to the accurate correspondence position. If pixels and correspond, they are assumed to have similar intensity, and since the surface of object is piecewise smooth, same value of self-similarity and should have same motion vector ⃗ . However, there are special circumstance when corresponding pixels have very different intensity due to the effects of image sampling. We use the technique of [25] to avoid the sensitivity to image sampling.
On the other hand, while the matching results given by classical interest point detector are not accurate exactly, they have given the approximation locations of point correspondences in two images. Hence, these results can be used as constraint conditions, and we assume the accurate location of point correspondence in the region with the center of its prior correspondence.
As mentioned above, the goal is to find a labeling that assigns each pixel a label ∈ , the mean of labeling is the location of accurate correspondence against its prior correspondence, and since the distribution of the points on the human model surface is both piecewise smooth and consistent with observed date, should also satisfy these two conditions.
It can be formulated in terms of energy minimization to find the best labeling , and the energy can be represented as follows:
smooth ( ) measures the extent to which is not piecewise smooth, and data ( ) measures the disagreement between and the observed data. The form of the energies can also be represented as
In this paper we use the Potts model for its distinct penalty ; that is,
We turn to improving the point correspondence problem, and the improving process is scored according to the following criteria. Criterion 1. The pixel's intensity ( ) is used for measuring how well the pixel matches its corresponding point; that is, comparing intensities between corresponding points and low values represents better matches.
Criterion 2. Each pixel on the human model surface is given a value of self-similarity with region Ω . According to the property of piecewise smooth, the adjacent pixels with the same value of self-similarity should also have the same label; hence, the adjacent pixels which have the same label correspond to low smooth . The goal of the above criteria is to devise an algorithm improving the point correspondence results in Section 2.
For data support energy data ( ), how well the point position fits to its corresponding point position in the range of | − ( + )| ≤ 1/2 will be measured by
The fractional values +Δ can be gotten by linear interpolation between pixel values, and we also measure the following parameter as symmetry: The final dissimilarity between two points is defined as follows:
In this paper we set const = 20 for all experiments. For smooth energy smooth ( ), as mentioned above, we consider the Potts model as the distinct penalty, and it can be represented as , = { , } ⋅ ( ̸ = ). The information of self-similarity of pixels in the first image can significantly influence the assessment of motion vector label without even considering the second image. Specifically, the neighboring pixels are much more likely to have same motion vector label if we know that ≈ , that is, Criterion 2.
According to Criterion 2, it is easy to incorporate the information of the first image into the framework by varying { , } depending on the self-similarities and . Let
Each { , } denotes a penalty for assigning different motion vector label to neighboring pixels and . As Criterion 2 mentioned above, the value of penalty { , } should be larger for pairs { , } with smaller self-similarity difference | − |. In practice, (| − |) can be defined as follows:
where is the Potts model parameter.
Improved Results from Graph Cut.
The size of images we used here is 512 × 512, and the region of the motion vector label for graph cut is 81 × 81 pixels, so the position of the corresponding points in the second image can be adjusted in this size of region with the center of their prior correspondences positions. The self-similarity radius for each point is set to 10 pixels. To determine the neighboring of each point, we set the distance up to 30 pixels; that is, two points in the first image are neighbours, if their distance is less than 30 pixels. Figure 6 shows the correspondences from classical detectors and the adjusted correspondences (e.g., in each right image of the corresponding pairs, the points represented by square are got from classical detectors directly, and the points represented by circle are results from the graph cut algorithm.), respectively. Moreover, for showing the efficiency of the adjustment in more detail, we also marked four improved correspondence results.
Experiment Results
In this section, we present experiments for evaluation of the proposed approach. The experiments can be divided into three parts. In the first part, the performance of extracting feature points from textureless region will be examined in a texture database of 36 samples of textures with three classical interest point detectors. In the second part, we will demonstrate the stability of TSIQ method by comparing the performance across different images in various situations with classical detectors. And in the last part, TSIQ will be used for improving the performance of dense wide-baseline matching [20] .
Points Extraction Testing with Different Textured Surfaces.
Since the number of detected points varies with different textured surfaces, we measure our algorithm performance for points detection under the publicly available textured database at http://sipi.usc.edu/database/database.php. And the texture with the best performance is selected under three classical point detectors, that is, SIFT, SURF, and Harris-Affine. The database consists of 12 samples, each of them has three different textures (the resolution of each sample is 512 × 512), and the textures include additional sources of variability wherever possible: inhomogeneous texture patterns (bark and wood), nonplanarity surface (bark), and nonrigid deformations in the same classes (water and leather). For measuring the performance, we use the proportion between the number of detected points on the objects (OP) and total number of detected points (TP). Table 1 gives the average performance at each texture with three detectors under test images.
The first observation of the results from Table 1 is that SIFT detector which performs better than SURF, and HarrisAffine, but it is more sensitive to the change of texture than others; the standard deviations of the points' numbers on the object detected by SIFT, SURF and HarrisAffine are 123.6, 72.6, and 27.9, respectively. Next, the performance of individual textures for our system can be analyzed. To this end, the texture is arranged in order to increase the detection rate of points on the objects which are detected by SIFT detector (second column). Roughly speaking, the number of detected points is positively correlated with the resolution of the texture. Some of the lowest numbers belong to coarse-scale like Brick wall (T12) and weave (T04), while some of the highest belong to fine-scale textures like plastic bubbles (T13), grass (T01), and woolen cloth (T05). However, the relationship is not universal. For example, wood grain (T09), which is finescale, has a relatively low rate 60.62%, while the largescale, bark, (T02) has a relatively high rate 80.18%. On the other hand, the order of detection rate is different with different detectors. Overall, the intrinsic characteristics of the various textures are not related directly to point detection performance. According to Table 1 , Raffia (T10) has the best average performance under three detectors. Figure 7 shows the performance of TSIQ under T10.
The TSIQ Performance under Varying Blur, Lighting
Change, Rotating, and Viewpoint Change. The aim of these experiments is to test the proposed TSIQ algorithm with three detectors, that is, SIFT, SURF, and Harris-Affine. Four measures are reported: the number of matched points on the object with and without adding texture (i.e., TOP and OP) and the number of matched points on the total pairs of test images with and without adding texture (i.e., TTP and TP). Since the Harris-Affine detector has no descriptor, the SIFT descriptor will be used to represent the detected region. To display the performance of baseline under different photometric and geometric transformations, all image pairs used in this experiment are shown in Figures 8, 9 , 10, and 11; the curves show the proportion of the number of matched points on the object compared with the original image pairs under different transformation levels.
Moreover, since the purpose is to detect the stability of TSIQ in various situations, the number of points detected from the initial image pairs become important for measuring this property, so all experiments reported will use Raffia (T10) as the texture sample because of its best performance for point detection that has been demonstrated by the previous experiment. On the other hand, the interest points were detected on images of size 512 × 512, and the resolution of texture image is 256 × 256. Figure 8 shows the results obtained from the reference image and lighting change images which are undergoing decreasing amounts of light intensity. The initial numbers of matched points on the object got from SIFT, SURF, and Harris-affine are 114, 208, and 128, respectively; when the intensity decreases to 50%, the decrease of the numbers of detected points on the weak texture region is 23.7%, 22.6%, and 34.4%, respectively. However the ratio between the number of points detected on the object and total image is increased with the decrease of intensity level. There are two reasons for those results: the first one is that the lighting change has little influence on HSV space, so the contour of human detected by snake algorithm is almost the same in different levels; moreover the synthetic texture added on the region is independent from lighting changes. More generally, the second reason is that the feature in the background becomes nonsignificant to detectors. Figure 9 clearly show the performance on the image pairs with increasing amounts of object scale. The initial numbers of matched points on the object got from SIFT, SURF, and Harris-affine are 66, 68, and 62, respectively. And the reason why it gets the low numbers of initial matched points on the object here is that the object on the reference image is too small (as Figure 9 shows). The decrease of the numbers of detected points on the total pair of test images is 38.1%, 53.9%, and 61.1%, respectively. The decrease of the numbers of detected points on the object is 57.6%, 23.5%, and 62.9%, respectively. The decrease speed of the number of detected points on the object is slower than on the total pair of test images, as show in Figure 9(c) . According to the performance with three detectors, SURF gives the best stability under the scale changes situation (Figure 9(a) ).
Lighting Changes.

Scale Changes. Results presented in
Changes in Vertical Camera
Angle. Figure 10 shows the results changing amounts of vertical camera angle. The initial numbers of matched points on the object got from SIFT, SURF, and Harris-affine are 136, 193, and 144, respectively, The decrease of the numbers of detected points on the total pair of test images is 74.7%, 66.2%, and 71.6%, respectively, and the decrease of the numbers of detected points on the object is 78.7%, 69.4%, and 74.3%, respectively, the decrease speed of the number of detected points on the object is almost close with the one on the total pair of test images as show in Figure 10 (c), and it also demonstrates that the stability of added texture by this scheme is the same as the nature texture on the background in this situation; furthermore, the performance depends mostly on detectors. Here the performance of three detectors is nearly as the same as the one shown in Figures 10(a) and 10(b).
Changes in Horizontal Camera
Angle. The results for changing amounts of horizontal camera angles are shown in Figure 11 . The initial numbers of matched points on the object got from SIFT, SURF, and Harris-affine are 97, 147, and 94, respectively. The decrease of the detected points on the total pair of test images is 61.2%, 52.8%, and 48.0%, respectively. And the decrease of the detected points on the object is 49.5%, 38.1%, and 31.9%, respectively. Harris-Affine detector gives the most stability under these perspective distortions. The comparative evaluation of detected points with the ones on the total image pairs has confirmed that the TSIQ method is more stable than nature texture on the background in this situation as shown in Figure 11 (c).
Improved Quasidense Matching.
In this section, we use the TSIQ mechanism to promote the quasidense matching algorithm which was proposed by Maxime Lhuillier and Long Quan (2002). The quasidense matching algorithm starts from a set of sparse seed matches which were usually obtained by classical detectors, then propagates to the neighboring pixels by the best-first strategy, and finally produces a quasidense disparity map. Since most initial sparse seed matches are distributed in the strong texture regions, they nearly have no seed matches in the textureless areas; furthermore if the matches got from propagated step in this area are wrong, gross reconstruction errors will occur, so we use the proposed approach to get the initial sparse seed matches in the large textureless areas. The quasidense matching algorithm in [20] is independently implemented for comparison on the same image pairs. The TSIQ based algorithm is evaluated on the changes of horizontal camera angle, vertical camera angle, and image scale, respectively, and the corresponding point sets obtained by the proposed TSIQ based method and traditional quasidense matching algorithm are shown in Figure 12 ; according to this result our method can get more points on the textureless region between wide baseline images due to more sparse seeds gotten by TSIQ algorithm. Table 2 also lists the numbers of corresponding points taken by improved quasi and original quasi, respectively, under different circumstance. The improved quasidense matching algorithm is very efficient; in particular, the number of corresponding points gotten from this algorithm is nearly three times more than the original one with the vertical camera angle situation.
Conclusions
We propose a TSIQ based method to add texture to large weak texture areas between two wide-baseline image pairs; it extends the capability of classical detectors to extract the correspondences in the weak texture. While adding corresponding texture to image pairs is sometimes harder even than extracting the corresponding points directly, we developed an incorporate affine transform and graph cut algorithm to add corresponding texture to large weak texture areas based on the assumption described in Section 2. The performance of this algorithm was demonstrated on a wide variety of geometric transformations, and empirically the TSIQ based algorithm performs well for improving the dense wide-baseline matching. The proposed approach gives rich information in the textureless object under wide-baseline that can be used for 3D reconstruction. A deficiency of the proposed method is that the added texture will become unreliable, when there are no enough corresponding points surrounding the object, and our future research goal is to find a way to use the information inside the object such as edges to estimate the affine transform which
