Abstract. In this paper, we propose an algorithm for the stable and e cient computation of Fourier expansions of square integrable functions on the unit sphere S R 3 , as well as for the evaluation of these Fourier expansions at special knots. The heart of the algorithm is an e cient realization of discrete Legendre function transforms based on a modi ed and stabilized version of the Driscoll{Healy algorithm.
Introduction
Fourier analysis on the sphere S R 3 has practical relevance in tomography, geophysics, seismology, meteorology and crystallography. It can be used in spectral methods for solving partial di erential equations on the sphere (see 4] , 16]). In 12] , the authors utilize spherical Fourier transforms for the decomposition and reconstruction of functions de ned on the sphere with respect to spherical frames. In this paper, we propose an algorithm for the e cient and stable computation of Fourier expansions of square integrable functions on S. where a n k (f) are the Fourier coe cients of f with respect to the orthogonal basis of spherical harmonics Y n k . To compute these Fourier coe cients we rst prove a sampling theorem which is based on Clenshaw{Curtis quadrature and restricts the evaluation of the integrals a n k (f) to the computation of discrete spherical Fourier transforms. Note that for N 360 there exist numerous realizations of discrete spherical Fourier transforms. For the interesting case N > 360 we can refer only to 9]. Since the spherical harmonics Y n k ( ; ') are scaled products of complex exponentials e in ' and Legendre functions P jnj k (cos ), the discrete spherical Fourier transform splits into ordinary discrete Fourier transforms for complex exponentials, which can be realized by fast Fourier transform techniques, and discrete Legendre function transforms. The main part of this paper deals with an e cient and stable algorithm for these discrete Legendre function transforms. For n = 0, i.e. in the case of the discrete Legendre transform, we apply the algorithm for the fast polynomial transform introduced in 13]. This algorithm with an arithmetic complexity of O(N log 2 N) can be considered as a modi ed version of the transposed Driscoll{Healy algorithm 6] in which the original fast Fourier transforms were replaced by fast cosine transforms. Due to the consequent application of polynomial arithmetic and cascade summation, our approach seems to be simpler and more straightforward than the original Driscoll{Healy algorithm. By convenient cascade summation a fast polynomial transform can be modi ed for a fast Legendre function transform (FLFT). Unfortunately, its implementation demonstrates numerical instability for large n > 16. The reason for this is that some of the so{called associated functions P n k (x; c) involved in the algorithm become very large for jxj 1 while other functions P n k (x; c) become relatively small. The multiplications of these large and small values result in unacceptable roundo errors. To avoid this negative e ect, we introduce special stabilization steps in the algorithm. This heuristic stabilization method can be compared with the so{called method of \stable bypass operations" in 9], which was used to stabilize the Driscoll{Healy algorithm on the sphere. The introduction of the exceptional steps closes the gain in the stability of the algorithm at the expense of a loss of runtime e ciency. However, for n 3N=4, our algorithm performs faster than the Clenshaw algorithm. For n N=2, we need half of the CPU-time of the Clenshaw algorithm. This paper is organized as follows: First we present a sampling theorem for band{limited functions f 2 L 2 (S). Taking into account that our algorithm for the e cient discrete spherical Fourier transform is mainly based on fast realizations of discrete cosine transforms, Section 3 deals with discrete cosine transforms. A fast algorithm for the discrete Legendre function transform is described in Section 4. Finally, Section 5 contains a stabilized version of the algorithm and numerical results.
Band{limited functions on S
Starting with the Legendre polynomials
we de ne the associated Legendre functions P n k (n 2 N 0 ; k = n; n + 1; : : :) by P n k (x)P n l (x) dx = 1 2k + 1 k;l (n 2 N 0 ; k; l = n; n + 1; : : :) :
Moreover, the associated Legendre functions ful l the three{term recurrence relation P n n?1 (x) := 0; P n n (x) := ((2n)!) 2 n n!
1=2
(1 ? x 2 ) n=2 ; P n k+1 (x) = v n k xP n k (x) + w n k P n k?1 (x) (k = n; n + 1; : : :) ( 
as spherical Fourier transform. Hence, for m 6 = n, we are done. For m = n, we verify that P jnj l P jnj k is an algebraic polynomial of degree 2 j+1 such that Clenshaw{Curtis quadrature gives 1 2 Note that a similar sampling theorem for band{limited functions on S was proved in 6]. We are interested in the e cient solution of the following two problems:
For given values f(p j s;t ) ((s; t) 2 I j ) of f 2 V j compute the Fourier{ coe cientsâ n k 2 C ((k; n) 2Î j ) given in Theorem 2.1. 2. For given Fourier{coe cientsâ n k 2 C ((k; n) 2Î j ) compute the values f(p j s;t ) ((s; t) 2 I j ) of f de ned by (2.2).
By de nition of Y n k and by Theorem 2.1, we suggest the following algorithms for 1. and 2., respectively. Output:â n k 2 C ((k; n) 2Î j ). Algorithm 2.3 (Inverse discrete spherical Fourier transform) Input: For xed j 2 N 0 , letâ n k 2 C ((k; n) 2Î j ) be given. into a product of sparse matrices. Consequently, once a fast algorithm for (2.7) is known, a fast algorithm for the \inverse" problem (2.6) with the transform matrix (P jnj ) T is available too by transposing the sparse matrix product. Therefore, we restrict our attention to the fast computation of (2.7).
Discrete cosine transforms
The heart of our fast transform consists in the fast polynomial multiplication via fast cosine transforms. Let 
Fast Legendre function transforms
The simplest realization of (2.7) by the Clenshaw algorithm utilizes the three{ term recurrence relation (2.1) and requires O((2 j ?n)2 j ) arithmetical operations for xed n. In the sequel, we propose a new algorithm for the evaluation of (2.7) which is faster than Clenshaw's algorithm for su ciently large 2 j ?n. Especially, for n 16 Step :k : Form (4.7) by fast polynomial multiplications.
Step j. Computeã n (n = 0; : : : ; N) by (4.8) and (4.10).
Output:ã n 2 R (n = 0; : : : ; N). Note that the extensive error analysis of the Driscoll{Healy algorithm for the case n = 0 in 6] which demonstrates the stability of the algorithm for Legendre polynomials can be developed for our algorithm in a similar way. While the relative error is acceptable for 0 n 16, it becomes quite large if n further increases. Similar results appear for other transform lengths N.
The instability results from the fact that for some special tripels (n; k; c) 2 f(n; 2 ? 1; 2 +1 l + 1) : n = 0; : : : ; N; = 1; : : :; j ? 1; l = 0; : : : ; N=2 +1 g the absolute values of some entries of the matrices U n k (x; c) become very large for jxj 1 while the entries of U n k (x; 1) (or more general of U n k (x; c) with c < n) become very small. The multiplication of the resulting small and large values introduces large roundo errors. Consequently, the simplest idea consists in replacing the ordinary cascade summation step by \special" stabilization steps whenever the values jP n k (x; c)j involved in the algorithm cross some threshold. This straightforward idea was rstly formulated in 9] as so-called \stability bypass operations" in connection with the Driscoll{ Healy algorithm. To avoid the multiplications with large values, we replace the multiplications with U n k ( ; c) by those with U n k+c?1 ( ; 1). By U n k+c?1 ( ; 1) = U n n?1 ( ; 1) U n c?n?2 ( ; n + 1) U n k ( ; c) with U n n?1 (x; 1) = . Moreover, the number of exceptional steps increases with n while n N=2. Example. For N = 1024, Figure 2 indicates the tripels (n; k; c) (16 By choosing higher thresholds, we can decrease the number of stabilization steps and hence the number of arithmetical operations at the cost of a lower accuracy. For example, a threshold of 10 6 implies an error of 10 ?7 in the above calculations. Table 3 lists the CPU{times t(CA) and t(FLFT) (in seconds) for the Clenshaw algorithm and for the stabilized FLFT while Figure 3 shows the number of multiplications required by the stabilized FLFT (star) and by the Clenshaw algorithm (cross). Here the coe cientsâ n k (k = n; : : : ; Table 3 Up to now the location of the stabilization steps was precomputed by computer simulation. To determine the location of the stabilization steps in a theoretical way, the following open questions concerning the behaviour of the associated functions P n k ( ; c) must be answered. By P n k (?x; c) = (?1) k P n k (x; c) ; we conjecture that the associated functions P n k ( ; c) ful l the following property maxfjP n k (x; c)j : x 2 0; 1]g = P n k (1; c) for n < c. Moreover we are interested in the behaviour of P n k (1; c) as function of c in the case n < c.
