where in both cases D is a certain class of Zn-periodic functions of X.
IKTR~DucTI~N
The aim of this paper is to formulate a set of sufficient conditions insuring that the evolution equation will have T-periodic solutions. Throughout WC' assume .-l generates a 2n-periodic group {e"l}, f is T-periodic, and 'I' is entrained with E, that is, T = 2n( I $-ccl) -: 27+.
(1.2)
Our basic results are given in a series of theorems in Section 3. Without being overly precise at this time, these are as follows. Let is a homeomorphism for E > 0. Two applications of the theory are given. In Section 4 we show that if g'(u) ;G /I > 0 then the first order wave equation U( = II, + e(g(u) -h(t, x)), u(t, x + 27r) = u(t, x) (1.5) has a T-periodic solution. In Section 5 we consider the wave equation in symmetric form, vt = w, -t 673, w, :: vu, -ch(t, x) (1.6) with the rather strange appearing boundary conditions, v(t, x + n) = -v(t, x) = v(t, -x), w(t, x + T) = -w(t, x) = -w(t, -x).
(1. 7) \Ve mention that the oddness-evenness condition in (1.7) insures that if v is twice differentiable, then it satisfies the wave equation with nonlinear damping Z(t -z,, = c{z"zt +-g(i, x)), z(t, 0) = z(t, 7r) = 0 (1.8)
for some suitable choice of h and E. The n-antiperiodicity requirement, on the other hand, has been imposed to simplify equations (1.3) and (1.4) .
Kate that we have assumed A generates a 2rr-periodic group and that the nonlinear term has period close to 2x. Hence the phenomenon we are describing is one of nonlinear forcing near resonance of the system ti :---Au, all of whose vibrations are 2n-periodic. Our interest is in the situation where the nonlinearity suppresses the free oscillations causing the system to synchronize or lock-step with the forcing frequency. Similar problems have been much discussed for ordinary differential equations and we wish to cite in particular the works of Cronin [5] , Chap. 2, Stoker [19] , Appendix I, Friedrichs [8] , Chap. IV, and Hale [9] , Chap. 8 and [lo], Chap. 7.
In this work we emulate the methods of the first three authors by attempting to find a fixed point of the period map u(Z', p, l ). First we observe that the equation u(T, p, 6) -p =-. 0 is trivial at E = 0; any p E D is a solution.
To break the degeneracy, we divide by e. For reasons of convenience we then multiply by e-Ar to obtain the equation F( p, c) : 0, where F( p, l ) = c-le--AT{u( T, p, E) -p',.
(1.9)
We mention that as Q -+ 0, F(p, l ) converges to the expression in (1.3).
Conventional wisdom is to apply the implicit function theorem to (1.9) . This means that F(p, 0) = 0 must be solved for an approximate solution p0 and that the derivative in p, F'(p, e), must be continuously inverted at (p. , 0). This approach is quite adequate for ordinary differential equations, but the method fails when A is unbounded because the Frechet derivative is not continuous at E = 0 in the uniform operator topology of the spaces concerned. This point is adequately explained in Section 3. Of course, we are aware of Bartle's result [2] which shows that continuity is not required, but it is still necessary that F'(p, , E) be "close" to F'(p, , 0). However, for our problems, it appears that these two maps are not close enough, no matter how small c is made.
We can avoid the above mentioned difficulty by inverting F'(p, , C) for E + 0 and that is the approach used here. Unfortunately, the inversion problem becomes much more difficult, reducing the class of problems we can solve. While it is possible to make some simplifications by replacing F'(pO, l ) with the nearby operator !ZJ(p, , G) of equation (1.4) , the equations can still be formidable. For instance, in the example (1.5), inverting F'( p,, , 0) means solving the ordinary differential equation
for a 2n-periodic solution, whereas the inversion problem for F'(p, , l ) is equivalent to solving the difference equation
for the same type of solution.
One corollary of the implicit function theorem is that as E ---• 0, the solution P(C) to F(p, 6) -= 0 converges to p,, . In our case, this requires a separate argument but it is true. Consequently, as E --• 0, the T-periodic solution u(., p(e), 6) reduces to the 27r-periodic solution P/P,, as E b 0.
One of the most interesting aspects of our work is that for suitable nonlinearities we can obtain T-periodic solutions for every T in a neighborhood of 2x. This is in contrast to other studies of these and similar equations in which 'I' is restricted to be 2~ or a rational multiple of 2rr or must otherwise satisfy some sort of Diophantine restriction. Of course, if T is rcstrictcd, a much larger class of nonlinear terms are admissible For example, Rabinowitz [17] has shown the existence of 2n-periodic solutions for the nonlinear Klein-Gordon equation
when f is strongly monotonic in u and 2rr-periodic in 1. He has subsequently improved this result to nonlinearities of the form 9n-l + ~(t, X, U) with g monotonic [ 161. As he points out, however, on p. 154 of [17] , a classic problem of small divisors arises when arbitrary periods are considered. It is interesting to note that our method applied to (1.10) results in the same difficulty when we try to invert B(p,, , c). There are indications, on the other hand, that for periods which are badly approximated by rationals some progress can be made with (1.10). MT:e shall attempt to explore this possibility in future work.
Other papers dealing with 7'-periodic solutions (but with T restricted as mentioned above) are those of Cesari [4] [7] , Torelli [20] , and Hall [ 121. WC remark that one of the examples considered by Hale, % -UT.,: = +f3 i-g(t, x)), (1.1 I) has the type of nonlinearity permitting the application of our methods if R is l'-periodic with T -= 2~(1 + EP). When A satisfies the requirement (Au, U) > 0 (as do our examples), and f is a continuous, monotone, coercive map of a Hilbert space to itself, Browder has shown in [3] that (1.1) will h ave T-periodic solutions for any T and for any negative value of 6. While the nonlinear terms in examples (1.5) and (1.6) do not fit all of these hypotheses, they do have a monotonic character. There is indication that such assumptions of monotonicity will allow the solution of (1.3) and (1.4) under fairly general circumstances. In fact, in Sections 4 and 5, the monotonicity theory of linear operators in the form of the Lax-Milgram lemma is used to invert %(p,, , l ). Further applications of monotonicity appear in solving (I .3) for equation (I .6) where we apply some of the recent theory of Hammerstein integral equations.
One final remark before WC embark on the detailed study of (1.1): The presence of E suggests a power series, and in Section 6 we show that indeed the solutions p(c) to F(p, c) .-0 for the two examples of Sections 3 and 4 do have a formal power scrics. Questions of convergence or asymptotic character will be deferred to a later work, however. In the derivation of the series, the operator F'(p, , 0) plays an important role. It is interesting to note that even when F'(p,, , E) seemingly cannot be inverted, the equation F'(pO , 0)d .-= 6 can still be solved. In some unpublished work we have obtained some fascinating formal results for autonomous equations such as utt --I(,, = +u + /322), u(t, 0) = up, 7r) = 0 even when LY = 0 using the techniques of Section 6. These indicate that (1.3) and its associated variational equation may bc very important in understanding the asymptotic behavior of (I. I).
NOTATION AND PRELIMINARY RESULTS
Let H be a real Hilbert space with inner product (., .)" and norm i . !". Suppose A: D C H + H is a closed, densely defined linear operator. We assign D the graph norm Occasionally, the symbol 1 . , will also be used to denote the absolute value of a scalar. The usage should be clear.
We shall study the existence of T-periodic solutions to the nonlinear evolution equation The following basic assumptions will be made:
(1) A generates a unitary group {e""} of linear operators on H with es"* = I, the identity.
(2) fis a continuous (possibly nonlinear) map R x D to D, is 2n-periodic in wt (w = 2x/T), and is bounded (in the sense that bounded sets arc mapped to bounded sets).
(3) f is Frechet differentiable in u, and the derivative f' is a continuous, bounded (in the sense given above) map of R >: 11 to L(D, D) satisfying a uniform C, condition on D. This latter statement means that, for any bounded set S in D and any 7 >x 0, there is a 6 > 0 (independent of t E R and u, V, and ecf in S) such that Proof. By Corollary 2.3, B(s,) is continuously invertible with inverse constant m/2. Take 17 = m/4 and apply the C, condition to H to choose p > 0 such that 11 x1 -x,, 11 < p and II x2 -x0 II < p implies il f&4 -H(4 -B(x,)(x, -x,)l, < 77 II ~1 -~2 II.
Then 7 satisfies (2.10), and, if 11 H(q,)ll < v,, = pm/4, Theorem 2.3 gives a unique x E S(X,, , p) such that H(x) = 0.
Our goal in the next section is to show how Theorem 2.4 applies to the periodicity equation (2.4) when t, == 0 or t, = -T.
So~uT10x 0F THE PERIODICITY EQUATION
In this section we shall show how Theorem 2.4 can help us find sufficient conditions for solving (2.4). We will consider only the cases where t, = 0 or to = -T, and only the former situation will be discussed in detail. Theorems, without proofs, will be supplied when t, = -T, and the two results will be tied together in a form suitable for the applications of Sections 4 and 5. We note that F(p, E) has the limiting value F(p, 0) = 27rpAp + jozr e-As f(s, e""p) ds. Fix o, the constant of Theorem 2.1, at the value 1 + I p. i and T to be larger than 7'. Then co is determined, and the element u(., p, 6) has the properties of continuity, etc. as given in Theorems 2.1 and 2.2 for (p, c) in J2. This insures that F(p, E) is a continuous map of Q' C 11 to II which is differentiable with derivative given by (3.3).
The first item to be checked in using Theorem 2.4 is the C, condition on Q' = S(0, u). For our purposes it is important to know that the verification can be done independently of l (for 1 E I < Ed, of course). So suppose p, , p, , and pz are in Q'. Let ui , i ---0, I, 2, be the element U(S, pi , e). Using whenever I pr -p. I < 6, and I p2 -p. j < 6,. So the second integral can be estimated by 4q I pr -p, I. Taking 6 = min(l;/kr (8,) we obtain the desired result.
Next we need to show p. is a good approximate solution to F(p, e) :.: 0. This is done by limiting the size of E. We note that to do so does not affect the C, condition checked above. Combining these with our previous results and assumptions we obtain the lemma. These show that by keeping E small enough we can satisfy the conditions of Theorem 2.4. The following existence theorem is thus obtained. 
Proof. By assumption (5), %(po, )
E is a linear homeomorphism with inverse constant m independent of E. By the lemmas we can find cs so that I B(pa , c) -23( p, , E)I < m/2 and so that I IQ0 , e)l is sufficiently small when 0 < I E ( < 6s. Hence by Theorem 2.4, F(p, E) = 0 has a locally unique solution p(c). Thus u(T, P(C), E) = p(c) and therefore (2.1) has a T-periodic solution.
When E -+ 0, (2.1) becomes the homogeneous linear equation ti = Au. One solution is u,(t) = e*'p, . Hopefully, u(., p(c), E) + u. as E -+ 0. Let us show that this is indeed the case.
Referring to the proof of Theorem 2.3, we see that p(c) is the limit of the sequence WPO 9 ~)(Pn+k) -P,(e)) = -W&)9 + Because 1 B(p, , E)A I > (m/2) I A I, where m is independent of E, and, since the C, condition can be determined independently of Q (provided ) c ( < co), the inequalities (2.13) and (2.14) hold for {p,(c)): (5) there is a locally unique, T-periodic solution to (2.1) for E sufficiently small. Irr addition, as E + 0, the solution goes to eAfpO where p,, satisfies F(p, 0) = 0.
\\'hen to -. -T, the periodicit); equation (2.4) The conclusion is that it is enough to verify the basic assumptions (l)-(4), and either (5) when E > 0 or (5)' when E < 0. Once this is done the result for values of Q with the opposite sign is automatically obtained and we have a periodic solution for mery E in a neighborhood of zero which bifurcates from eA'po .
Let us turn now to some applications of Theorem 3.4.
A FIRST ORDER WAVE EQUATION
The first example we shall consider is the wave equation
where g is a Ca strongly monotonic increasing real-valued function of u E R with g(0) = 0 and h is a Cm function of t, x E R which is 2a-periodic in wt and x. (We say that g is strongly monotonic increasing if g'(u) > /? > 0 for all u E R.) As before, T = 2a/w is assumed to be entrained with E.
In this example, the function f is given by f(t, u)(x) := g(u) -h(r, x). FVe shall now verify that this example satisfies the three assumptions of Section 2 and the two assumptions of Section 3. In view of the discussion of Section 3, it suffices to take e > 0.
Assumption ( Assumption (2) of Section 2 follows easily from the assumed properties of g and h.
In order to verify Assumption (3) of Section 2, we need the estimates which appear in the next two theorems. Set 1 Y IoE = sup{1 u(x)l: x E R}. Proof. We have where C is a generic constant depending only on the bounded set S. By the uniform continuity of g' and g" on bounded subsets of R and the boundedness of S in HI , it is now clear that given 71 > 0 there is a 6 > 0 such that the right hand side of (4.3) is less than or equal to r] I u -v i wheneveru,v,wESwith lu-WI <aand IV-WI <S.
We next turn to assumption (4) of Section 3. In this example, equation Proof. The proof depends upon the sign of p, so let us take p > 0. The argument for p < 0 is similar and will be omitted.
We first note that the initial value problem for (4.4) has a unique solution in a neighborhood of 0 ( [9] , p. 18). Let P,(X) denote the solution of (4.4) satisfying ~~(0) = a. We shall show that pa(x) exists for all x 3 0. In fact, if I pa(x)I 2 I h I& Thus, P.( x must remain bounded and can be continued 1
for all x > 0 ( [9] , p. 16). Define a mapping u from R to R by u(a) = ~~(27~). o is continuous and the previous calculation shows that o maps the closed interval [-h 1,/p, 1 h I,,.//31 into itself. Thus, u has a fixed point a,, and the solution &,(x) of (4.4) with initial value a, is 2n-periodic.
Moreover, since it is periodic, p,,(x) can be continued for all x < 0. The fact that p,, E H, now follows directly from (4.4).
In order to prove uniqueness, let p,, and pt be two H2 solutions of (4.4). Then Po(24 -A(274 = P,(O) -P,(O) -CL-' s,'" MP&)) -&l(4)) dx, and so, by the periodicity of p,, and p1 , we have I *n k(PoW -&&9> dx = 0. 0 (4.5) Now suppose that p,(~,) # pr(x,) for some x0, say p,,(x,,) > pr(x,,). By the uniqueness of solutions to (4.4), we must have p,,(x) > pi(r) for all x. The strong monotonicity of g then implies that from which it follows that the integral in (4.5) is positive, a contradiction.
Finally we look at assumption 5 of Section 3. In our example, equation ( We shall verify assumption 5 by showing that B(p,, , l ) has a bounded inverse from H, to Zi, for each E > 0 and that the inverse is bounded by a constant independent of l . To simplify the notation, we shall simply write !B for d(p, , E). Adding (4.6) and (4.7), we obtain
(1 -t-'%yp)(dU, 24)" I 2((23u)', zql > 27r13(1 u r$ G I u' Ii). for all II E HI . S is clearly a linear mapping from HI to HI . Moreover, S is bounded by a constant independent of E; in fact, from (4.8) and (4.9), 1 sv 12 < (Sv, bSv), = (Sv, v)a < j sv Ia . / v In < c-,-l 1 sv 1 . 1 v 1 for all v E HI .
It follows immediately from (4.9) that bS = I, the identity operator. Using this fact, we then have (u, 2wBv), = (u, da), (4.10) for all u, v E HI . (4.10) together with (4.8) implies that Sd = I. We can now apply Theorem 3.4 to this example and obtain the following result: THEOREM 4.1. There exists an Ed > 0 such that, for each E in (--es , EJ, (3.1) has a unique periodic solution of period T = 241 + y). Moreover, as E -+ 0, this periodic solution reduces to e*'p,, , where p0 satisfies (4.4). where h is a CQ function of (t, x) E R which is 2n-periodic in wt and n-antiperiodic and even in x. (We say h is m-antiperiodic in x if h(t, r + T) = -h(t, x) for all t and x.)
As we mentioned in the introduction, a smooth solution w to (5.1) satisfies the wave equation with weak nonlinear damping ztt -z,, = ~ (32%~ -h,(t, ix) ).
With the choice of D given below v will also satisfy zero boundary data at x = 0 and n.
Equation ( with domain D, = Ha is a closed linear operator from H2 C Ii to If. As in the first example, we shall drop the I subscript on the inner product and norm on HI . We are now ready to again consider the five assumptions of Sections 2 and 3. We recall once more that it suffices to take l > 0.
Assumption ( Assumptions (2) and (3) of Section 2 can be verified either directly or by using Theorems 4.1 and 4.2 which have extensions to vector-valued functions of vector variables. We shall omit the details.
Turning to assumption (4) of Section 3 and using Lemma 5.1, we see that equation (3.2) becomes where z(t, x) = l/2{q(x + t) $ q(x -t) f r(x * t) -T(X -t)}, and b(t, x) is h(t, X) at E = 0. Using Lemma 5.1 again, we obtain The pairing between an element p* E X* and an element p E X is given by
It is easily checked that the nonlinear operator A' given by (5.7) is a continuous bounded mapping of X into X*. Moreover, the linear operator K given by (5.6) is a compact monotone linear mapping of X* into X. In fact, (Kp, p) = 0 for all p E S. for all p with 1 p jx sufficiently large.
We now conclude from Amann's theorem that (5.8) has at least one solution p0 E X. It follows directly from (5.5) that pa E Ha .
The proof of uniqueness appears at the end of this section. Finally, Equation ( We shall verify assumption 5 in a manner similar to that employed in our first example. However, it will be necessary for us to require now that p,, , the solution of (5.4), should not be identically zero. This will be true as long as both m and n are not identically zero. The reader may verify that if h has a traveling wave component then 1 p0 I0 # 0. As before, we shall write b for 'B(p, , l ) and Q for Q(p,). and so, if pz # 0, we must have p. = pr . On the other hand, if pa ;;-1 0, then pt = olpo , a < 0. In this event, it follows directly from (5.14) that p. = p1 = 0.
THE EXISTENCE OF A FORMAL POWER SERIES FOR p(e)
Let F(p, E) be as given by (3.1). We shall show that for the examples given in Sections 4 and 5, the equationF(p, l ) = 0 yields a formal expression for p of the form P -c pn4n!, (6.1) where, if f is analytic, then so is each p,, an analytic element of D.
As is well-known, the coefficients p, are obtained by successive differentiation of F, putting E = 0 at each step. Thus p. is determined from F(po,O) =O, (6.2) whereas pi is a solution of 
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