Summary: L p -norm weighted depth functions are introduced and the local and global robustness of these weighted L p -depth functions and their induced multivariate medians are investigated via influence function and finite sample breakdown point. To study the global robustness of depth functions, a notion of finite sample breakdown point is introduced. The weighted L p -depth functions turn out to have the same low breakdown point as some other popular depth functions. Their influence functions are also unbounded. On the other hand, the weighted L p -depth induced medians are globally robust with the highest possible breakdown point for any reasonable estimator. The weighted L p -medians are also locally robust with bounded influence functions for suitable weight functions. Unlike other existing depth functions and multivariate medians, the weighted L p depth and medians are easy to calculate in high dimensions. The price for this advantage is the lack of affine invariance and equivariance of the weighted L p depth and medians, respectively.
Introduction
Since the introduction of the halfspace depth (Tukey, 1975; Donoho and Gasko, 1992) and the simplicial depth (Liu, 1990) , data depth has become an important tool for high dimensional data ordering, analysis, and inference. The key motivation of depth functions in the location setting is to provide a center-outward ordering of observations in high dimensions where, unlike in the one-dimensional case, no natural and meaningful order principle of points exists. Some general treatments of depth functions have been provided by Liu et al. (1999) , Zuo and Serfling (2000a, b) and Mosler (2002) . Among many interesting applications of data depth, employing depth (and consequently a center-outward ordering) to define multivariate medians is a paradigm.
A legitimate concern for depth functions and especially depth induced medians is: How sensitive are they with respect to the assumed underlying distribution (data)? Are they robust, locally and globally?
In this paper, we extend the L p -depth defined in Zuo and Serfling (2000a) and introduce a class of weighted L p -depth functions. We then focus on the robustness of the weighted L p -depth functions and medians induced from them. Specifically, we investigate the local and the global robustness of these depth functions and depth medians via influence function and finite sample breakdown point, respectively. The latter notion, introduced by Donoho and Huber (1983) , has become the most prevailing quantitative measure of global robustness of estimators, especially location and scatter estimators. We adapt the original definition and introduce in this paper a notion of breakdown point for depth functions.
It turns out that, like some popular depth functions, the weighted L pdepth function, with a low breakdown point, is not very robust globally. Its influence function is also unbounded, although the local shift sensitivity of this depth function is bounded for suitable weight functions. On the other hand, the multivariate median induced from the weighted L p -depth is globally robust with the best possible breakdown point and locally robust as well with a bounded influence function for suitable weight and distribution functions.
The article is organized as follows. In Section 2 we define a class of weighted L p -depth functions and investigate the local and global robustness of the depth functions via influence function and a notion of finite sample breakdown point introduced in the same section. Section 3 is devoted to the study of the local and the global robustness of the weighted L p -depth induced multivariate medians. The paper ends in Section 4 with some concluding remarks.
Weighted L p -depth
Zuo and Serfling (2000a) defined a depth function based on the L p -norm. Different distances (norms) relative to the underlying distribution (data) were treated with equal importance (equally weighted). In practice, the importance (weight, cost, penalty, or incentive) may not be the same for different distances (norms). This motivates us to define weighted L p -depth as follows
where w is a suitable weight function on [0, ∞), X ∼ F and " · p " stands for the L p -norm (when p = 2 we have the Euclidean norm and write · for · 2 ). We assume that w is non-decreasing and continuous on [0, ∞) with w(∞−) = ∞. We rule out the non-existence case of Ew( x − X p ) (which gives rise to an unappealing depth 0 for all points) and assume that Ew( x−X p ) < ∞ for any x ∈ R d . The latter holds true if Ew( X p ) < ∞ and w does not increase too rapidly in the sense that w(2 x p ) ≤ Cw( x p ) for some C > 0 and any
The weighted L p -depth possesses some desirable properties of depth functions (see Zuo and Serfling, 2000a, b) . For example, it is translation invariant (can be affine invariant for p = 2 under some modification), maximized at the center of a (centrally) symmetric distribution for convex w, decreasing when a point moves along a ray stemming from the deepest point, and vanishing at infinity; see Zuo and Serfling (2000a) for more related discussions. We now investigate the robustness of the weighted L p -depth.
Influence function.
Denote by δ x the point mass probability distribution at a fixed point x ∈ R d . For a given distribution F in R d and an > 0, the distribution resulting from contaminating F with an amount of the point mass distribution δ x is denoted by F ( , δ x ) = (1 − )F + δ x . The influence function of a statistical functional T at a given point x ∈ R d for a given F is defined as (Hampel et al., 1986) IF (x; T, F ) = lim
IF (x; T, F ) describes the relative effect (influence) on T of an infinitesimal point-mass contamination at x, and captures the local robustness of T . The supremum norm of the influence function is called the gross error sensitivity of T at F (Hampel et al., 1986) . That is,
GRE (T, F ) is the maximum relative effect on T of an infinitesimal pointmass contamination and measures the local (and the global as well) robustness of T . When an observation x is slightly shifted to a neighboring point y, the effect on the functional T can be measured by means of IF(y; T, F ) − IF(x; T, F ). A measure for the worst case standardized effect of 'wiggling' is provided by the local shift sensitivity (LSS) (Hampel et al., 1986) 
Note that in the original definitions of GRE and LSS, the Euclidean norm is employed. We adopt the L p norm here simply for the consistency with the underlying metric.
In this subsection we investigate the robustness of the weighted L p -depth via influence function and gross error and local shift sensitivity. For convenience, we sometimes write F ( , δ x ) = F for a fixed x. It follows in a straightforward fashion that
Hence, we have 
Clearly, the influence function is continuous. 
When w is Lipschitz continuous with a constant C, then by the triangle inequality we see that
Thus, the local shift sensitivity of the weighted L p -depth is bounded when w is Lipschitz continuous.
The empirical influence function of a statistical functional T at the empirical distribution function F n of F can be defined by (see Hampel et al., 1986) 
For the weighted L p -depth of point y, a straightforward calculation yields
This empirical influence function clearly converges with probability 1 to the population counterpart IF(x; WL p D(y; F ), F ). The empirical influence function possesses many similar properties of the population counterpart. We conclude this subsection with the following remark.
Remark (i) The influence function of the weighted L p -depth of a point y is bounded whenever the point mass contamination occurs at a point x within a bounded set but becomes unbounded when x moves to ∞ (unlike in the halfspace depth case where the influence function is always bounded; see Romanazzi, 2001 ). (ii) The local shift sensitivity of the weighted L p -depth of a point y is bounded when the weight function is Lipschitz continuous (unlike in the halfspace depth case where the local shift sensitivity is unbounded; see Romanazzi, 2001 ).
2.2. Finite sample breakdown point. The influence function only captures the local robustness of a statistical function. To depict the entire robustness picture of a statistical function, we need a global robustness measure. The breakdown point turns out to be a prevailing one. The notion of finite sample breakdown point of an estimator was first introduced by Donoho and Huber (1983) . Roughly speaking, the finite sample breakdown point of an estimator is the minimum fraction of 'bad' points in a data set that can render the estimator useless. In the location setting, if the estimator becomes unbounded under some contamination, then we say the estimator becomes useless. In the scale (or scatter matrix) setting, if the determinant of the estimator becomes arbitrary small or large under some contamination, we say the estimator becomes useless. In the statistical depth function setting, we now introduce a notion of breakdown point.
Depth functions are usually nonnegative (and bounded). In our following discussion, we assume that D(x; F n ) ≥ 0. This indeed is true for all common depth functions and the weighted L p -depth functions. The boundary depth value 0 corresponds to a very special location of a point and conveys very little information about the underlying data set. In the spirit of Donoho and Huber (1983, see pages 167-168) , we say that the depth of a point breaks down if under some contamination its non-boundary depth value becomes the boundary value 0 and vice versa. A non-zero depth to a zero depth corresponds to an explosion breakdown. The minimum of all point-wise breakdown points will be called the breakdown point of the depth function. Motivated by this, we formally introduce a notion of breakdown point for depth functions. Define log a − log b = 0, if a = b = 0. 
Definition 1 The finite sample breakdown point of the depth
The above notion of breakdown point is based on replacement contamination. A notion based on addition of contamination can also be defined (see Donoho and Huber, 1983; and Zuo, 2001) .
We remark that the above definition focuses on the special explosion robustness aspect of a depth function and that other versions of breakdown point focusing on other robustness aspects of a depth function may also be introduced. For example, one might incorporate the implosion breakdown concept into the above definition and assert that the depth of a point also breaks down whenever it reaches the upper boundary value (1 in many cases) under some contamination.
Note that in the light of the breakdown point of the depth of a point we can study the breakdown point of the αth depth region Cramer (2003) and Mosler and Cramer (2004) also studied the robustness of depth functions with a focus on depth induced contours and deepest point.
A desirable property of a statistical depth function D(·; F ), as discussed in Zuo and Serfling (2000a, b) , is 'vanishing at infinity', that is, sup
This property not only insures the boundedness of the αth depth region but also facilitates many technical treatments of depth function related problems. Intuitively, it is also sensible: When a point moves away from the deepest point to infinity, the point becomes the least deep one. If this property fails to hold for some contaminated data X n m for some m, then we see that
Hence, the depth function breaks down in the sense of the above definition.
Another desirable feature of depth functions is the invariance property.
It is seen that the breakdown point of a depth function reserves the invariance property of the underlying depth function, namely
. Now, we calculate the breakdown point of some popular depth functions.
Example 1 The Tukey halfspace depth (Tukey, 1975) 
with respect to a given data set X n is the minimum fraction of sample points contained in a closed halfspace with x on its boundary. That is
: H x closed halfspace with x on its boundary}.
(12) Clearly the points on the boundary of the convex hull formed by the sample points in X n possess halfspace depth 1/n and the points outside the convex hull have halfspace depth 0. When we move one sample point on the boundary to infinity, the halfspace depth of the point keeps the same. Hence, there are points with original 0 (or positive) depth which have positive (or 0) depth
under the contamination. It follows immediately that BP(HD; X n ) = 1/n. The halfspace depth of a point does not contain all the information about the relative 'distance' of the point with respect to the center of the data cloud. The value of the halfspace depth of a point can not be employed directly to identify outliers among the sample points. Indeed, outliers and the points on the boundary of the convex hull may all have the same depth 1/n. This disadvantage of the halfspace depth is exactly captured by its global robustness: a low breakdown point. Note that the depth of a single point deep inside halfspace depth contours could be more resistant to a small amount of contamination and hence have a higher breakdown point.
The depth of the deepest point has the highest breakdown point.
Example 2 The simplicial depth (Liu, 1990 ) of a point x ∈ R d with respect to a given data set X n is the fraction of simplices formed by sample points that contain the point x. That is,
where 
The weighted L p -depth function has, unfortunately, a low breakdown point 1/n, just like the halfspace and the simplicial depth functions do. A natural question is: Is there some depth function that can have a (much) higher breakdown point? The answer is given in the following example.
Example 3 The projection depth (Liu, 1992; Zuo and Serfling, 2000a, b; and Zuo, 2003) of a point x ∈ R d with respect to a given data set X n is defined based on the Stahel (1981) and Donoho (1982) 
where
with µ and σ being univariate location and scale estimators and u X = {u X 1 , · · · , u X n }. Consider robust µ and σ such as the median (Med) and a modified median absolute deviation ( , 2003) . Hence, we conclude that BP (PD; X n ) = (n − d + 1)/2 /n (a detailed proof is somewhat involved and shall be reported elsewhere).
The next natural question is: How high can the breakdown point of a depth function be? We answer this question for a class of translation invariant depth functions.
Proposition 3 Let D(·; ·) be translation invariant and vanish at infinity. Assume there is a point
Proof By translation invariance, assume without loss of generality that 
Weighted L p -median
A straightforward application of the weighted L p -depth (or any other depth) is to define the deepest point based on the depth as a multivariate analogue of the univariate median. The multivariate median induced from the weighted L p -depth is called weighted L p -median. That is,
If there is a non-uniqueness problem, we take the average to take care of it.
If w is Lipschitz continuous with a constant C (such w includes w(x) = Cx + B), then φ p (x; F ) always exists since |φ p (x; F )| ≤ C x p for fixed x. If Ew( X p ) < ∞ and w does not increase too rapidly in the sense that w(2x) ≤ C 1 w(x) (see Section 2), then φ p (x; F ) is again well defined since w( t − x p ) ≤ w(2 x p ) + C 1 w( X p ). From now on, we assume that φ p (x; F ) is well defined. The weighted L p median exists for 'reasonable' weight function w and is unique for 'reasonable' distribution F . It is also Fisher consistent for F symmetric about θ, that is WL p M (F ) = θ. F of X is said to be symmetric about θ if X − θ and θ − X have the same distribution. If F is symmetric about 0, then the weighted L p -median is odd, that is,
Proposition 4 (1) WL p M (F ) exists if w is continuous and P {x : w( x p ) < w(∞−)} > 0; (2) WL p M (F ) is unique if w is strictly convex or if it is convex and F is not concentrated on a line in
R d ; (3) WL p M (
F ) is Fisher consistent for symmetric F and convex w; (4) WL p M (F ) is odd for F symmetric about the origin; and (5) WL p M (F n ) is odd and translation equivariant and is symmetric about the center θ of symmetric F and is unbiased for θ provided that EX exists.
Note that the weighted L p -median becomes regular M -estimates of multivariate location under some regularity conditions on w and F (see Huber, 1981) for discussions on M -estimates of location. When w(x) = x α , the sample weighted L p -median becomes the L α q estimate (q = p) of Rao (1988) . A particularly interesting case of the general weighted L p -median is the one with p = 2, although different norms are equivalent in some sense. The corresponding weighted L 2 -median is
(16) When w(x) = x, the general weighted L 2 -median becomes the so-called L 1 or spatial median in the literature. An immense amount of research related to L 1 -median has been carried out (see for example Hayford, 1902; Haldane, 1948; Brown, 1983; Pollard, 1984; Rao, 1988; Small, 1990; Chaudhuri, 1992; Chakraborty, Chaudhuri and Oja, 1998; Dodge and Rousson, 1999; and Hettmansperger and Randles; 2002) . The uniqueness of the L 1 median is proved by Milasevic and Ducharme (1987) , among others. The L 1 -median is Fisher consistent even for halfspace symmetric F (see Zuo and Serfling, 2000c) for the notion of halfspace symmetry and the proof.
In the following we confine attention to the most interesting case: the weighted L p -median with p = 2. Many of the following results can actually be extended for more general p, though.
3.1. Influence function. In this subsection we investigate the local robustness of the weighted L 2 -median via its influence function. For simplicity, denote by θ(F ) the weighted L 2 -median.
Proposition 5 Let P (X = x) = 0 for any x ∈ R d and w be continuously twice differentiable. Then the influence function of the weighted
as long as
exists and is invertible and consequently
When X is spherical symmetric with a density f , then θ(F ) = 0 and
provided that c exists and = 0.
It is not difficult to see that a sufficient condition for the existence of A is the existence of Ew (2) ( X − θ(F ) ) and Ew 
and P (H θ(F ) ) = 0 for any hyperplane H θ(F ) containing θ(F ) are sufficient conditions. Indeed, it is readily seen that these conditions insure a positive definite matrix A.
Clearly, when A −1 exists and the contamination occurs over a bounded set in R d , the influence of a point mass contamination on the weighted L 2 -median is bounded. Furthermore, the influence function of the weighted L 2 -median is bounded as long as w
(1) (·) is bounded on [0, ∞) (such w includes w(x) = ax + b with a > 0 and b ≥ 0) and A −1 exists. Due to the jump at the point x = θ(F ), the local shift sensitivity of the weighted L 2 -median can be unbounded, though.
Note that for symmetric F , by translation equivariance, we can assume, w. l. o. g., that F is symmetric about the origin. Distributions F satisfying Zuo, 2003; and Zuo, Cui and Young, 2004) 
In the special case w(x) = ax + b with a > 0 and b ≥ 0 (this covers the L 1 -median case), we can simplify the results in the above proposition and have
provided that
then θ(F ) = 0 and
Thus, A exists if E X − θ(F ) −1 exists. The latter is guaranteed if F has a density that is bounded in any bounded region in
To the best of our knowledge, the above general results are new. A bivariate influence function of the weighted L 2 -median in the special case: d = 2, w(x) = x, and X d = −X was given in Niinimaa and Oja (1995) . The authors presumed the existence of the matrix
(and its inverse) and their influence function is not defined at the special point x = θ(F ) = 0. By the corollary, if X ∼ N d (0, I d×d ) and w(x) = ax + b, a > 0, b ≥ 0, then the gross error sensitivity of the weighted L 2 -median is
which is finite for any d ≥ 2 and increases in a rate of
, the GES of these bivariate weighted median (including the L 1 -median) is in-between those of the halfspace median (HM) (see Chen and Tyler, 2002) and the projection median (PM) (see Zuo, Cui and Young, 2004) :
Under some regularity conditions, we have the asymptotic representation of the weighted L 2 -median (the proof is slightly involved and not the focus of this paper)
Hence, √ n (θ(F n ) has the asymptotic mean θ(F ) and the asymptotic covariance matrix
Thus, the asymptotic relative efficiency (ARE) of these weighted L 2 -median with respect to the mean is 1/k d which increases to 1 as d → ∞. Indeed, we have the following ARE results: We note that the asymptotic distribution and the efficiency of the L 1 -(or spatial) median, as a special case of the weighted L 2 -median here, have been discussed by many authors (see for example Huber, 1981; Brown, 1983; Pollard, 1984; and Chaudhuri, 1992) . Indeed, we realized that among others Brown (1983) also obtained the k d and provided an efficiency table of the L 1 -median relative to the mean for d from 2 to 7.
To end this subsection we remark that the weighted L 2 -median possesses a bounded influence function for suitable weight and distribution functions. At standard normal model, it also has a high asymptotic efficiency (relative to the mean) which approaches 100% rapidly as d increases.
3.2. Finite sample breakdown point. The weighted L 2 -median is locally robust in the sense it possesses a bounded influence function for properly chosen weight functions. In this section we investigate the global robustness of the weighted L 2 -median via its finite sample breakdown point. The finite sample breakdown point of the L 1 -median (the special case of the weighted L 2 -median with w(x) = x) has been studied in Lopuhaä and Rousseeuw (1991) . They proved that the L 1 -median has a breakdown point (n + 1)/2 /n, the highest possible value for any translation equivariant location estimator. We end this section with the following slightly more general result. 
Concluding remarks
For studying the global robustness of weighted L p -depth, a notion of finite sample breakdown point for general depth functions is introduced. The weighted L p -depth turns out to have a low breakdown point, just as some popular depth functions. The influence function of the weighted L p -depth is also unbounded. The weighted L p -depth thus is not very robust. On the other hand, the weighted L p -depth induced medians possess the best possible global robustness for suitably chosen weight functions. These weighted medians can be locally robust as well in the sense that they have bounded influence functions for appropriate weight functions. Robustness and efficiency of location estimators are uncooperative in general. But the weighted L 2 -medians somehow can keep a very good balance between the two. Indeed, the asymptotic relative efficiency of the medians tends to 100% rapidly as d increases.
A remarkable advantage of the weighted L P -depth and L p -medians is the ease in computation in high dimensions. The price for gaining this big advantage in computation is the lack of affine invariance and equivariance, respectively, although the L p -depth is translation (and even orthogonal) invariant and the weighted L p -medians are translation and scale and can be orthogonal equivariant.
Affine invariance (or equivariance) is certainly a desirable and ideal property for depth functions (or location estimators)( see for related discussions Liu, 1990; and Zuo and Serfling, 2000a, c) . This is especially true when the underlying variables are measurements of the same quantity and are on the same scale and when linear combinations are actually employed in practice. However, there is a trade-off between affine invariant depth (or affine equivariant location estimators) and computability in high dimensions. High dimensional affine invariant depth or affine equivariant location estimators
are typically computationally challenging. Fortunately, in many (not all) practical applications, the coordinates have specific means and represent measurements of very different types of variables (such as blood pressure, education level, and marriage status) and the linear combination of the underlying variables may not be very meaningful. The equivariance property of the L p -(especially L 2 -) medians seems adequate in those practical applications, if one is willing to sacrifice the ideal property for the accuracy and the ease in computation.
That said, it is still possible to have the ideal and the desirable affine invariance (or equivariance) property for the weighted L p depth (or medians) if one is willing to pay a higher price in the computing. For example, one can modify the weighted L 2 -depth and medians by replacing x in their definitions with
, where Σ is a covariance matrix of the underlying distribution F (see for example Rao, 1988; and Zuo and Serfling, 2000a) . Also one can employ the transformation-retransformation technique of Chakraborty, Chaudhuri, and Oja (1998) to achieve the ideal property. The latter technique is utilized in Hettmansperger and Randles (2002) . 
When A −1 exists, it can be seen that the gross error sensitivity of θ(F ) is 
When X ∼ F is spherically symmetric about the origin, the matrix A becomes
because of the independence of X/ X and X and the fact that E(X 
Proof (of Proposition 6) Let X n = {X 1 , · · · , X n } be the original data set and θ(X n ) be the weighted sample median at X n . Let X n m = {X * 1 , · · · , X * m , X m+1 , · · · , X n } = {Y 1 , · · · , Y n } be a contaminated data set with at most m(< (n + 1)/2 ) original points in X n being contaminated (it is understood that X m+1 , · · · , X n may not be the same n − m points of X n for different X m ) to be the weighted L 2 sample median. The desired result follows immediately from the breakdown point upper bound given in Lopuhaä and Rousseeuw (1991) .
