In this paper we present a novel method for the stable inversion of Mellin convolution operators. Although the inverse operator is explicitly known for this class of operators, regularization techniques have to be used due to the ill-posedness of the problem. Considering operators which are continuously invertible between the space L 2 [0, ∞] and a Mellin-Sobolev space H s * [0, ∞], we propose a combination of a data smoothing algorithm and an exact inversion for the order optimal regularization of the equation. As application, we derive the Mellin transform of the capillary pressure operator and analyze its mapping properties. Finally, we present some numerical results.
Introduction
The numerical solution of an operator equation
with A being an operator between (infinite dimensional) Hilbert spaces has been of constant interest for many years. In case of an ill-posed operator equation, a numerical method for the approximation of the solution x * of (1.1) has to use some regularization technique in order to guarantee convergence. This is in particular important if only an approximation y δ of of the true data y is known (e.g. if the data stems from measurements). For a good overview on regularization methods we refer to [2, 9] . In general, for a given linear operator A, almost all regularization methods can be used for a stable inversion of Eq. (1.1). However, these methods will differ in the reconstruction quality and the numerical effort for the computation of the approximation to the solution. To obtain a fast and accurate inversion algorithm it seems sensible to use as much information on the operator and the solution as possible. Thus we will propose a regularization method for a class of integral operators that uses the knowledge of a fast inversion formula for the operator as well as its mapping properties. In the following, we will study the solution of integral equations of the first kind on the half line [0, ∞): To study the order of ill-posedness of Eq. (1.2) we apply the Mellin transform which reduces the integral operator B to a multiplication operator with the function k, the Mellin transform of k. The asymptotic behavior of k along a certain line in the complex plane determines the mapping properties of B in a scale of weighted Sobolev spaces on [0, ∞). This connection facilitates the application of a regularization method, which was developed by Ramlau and Teschke [12] . It is based on the regularization of the embedding operators between Sobolev spaces.
Our article was inspired by an integral equation from petroleum engineering. To determine the capillary pressure from centrifuge data one has to solve approximately a Volterra integral equation of the first kind; see [7, 11] . We will denote this Volterra operator as capillary operator. There are already several articles dealing with the numerical solution of this Volterra integral equation, i.e. [8, 11] . In these articles numerical methods for the solution of integral equations and Tikhonov-regularization are used for the approximate solution. In contrast to this we will use the Mellin structure of the kernel of the Volterra operator to analyze the equation and to define a numerical algorithm for its solution. We are able to calculate k explicitly for the capillary operator and this allows the application of the results in [12] .
In Section 2 we give a short introduction to Mellin convolution operators and the corresponding weighted Sobolev spaces. Then we show that the capillary operator is an example of such an operator. We calculate the Mellin transform k and estimate the behavior of k on the line (z) = 1/2 in the complex plane. At the end of Section 2 we define regularization and Morozow's discrepancy principle.
In Section 3 we describe the regularization of Mellin convolution operators and show that it is essential to regularize imbedding operators between weighted Sobolev spaces on the half line. One advantage of this method is that we do not solve systems of linear equations to fulfill Morozow's discrepancy principle. Only the numerical calculation of a Mellin transform and its inverse is necessary to determine the regularized solution.
In the final section we apply our method to the numerical solution of the capillary equation. Numerical results are presented.
Problem definition and function spaces on [0, ∞)

Mellin convolutions and functions spaces on the half axis
We introduce function spaces on the half line [0, ∞) which are suitable for the analysis of Mellin convolution equations in the later sections. For a function u ∈ L 2 [0, ∞] the Mellin transform Mu(z) := u(z) is given by 1) and well defined in the L 2 sense. Furthermore we have the following equality: (−s/2) . This relation also proves the following formula for the inverse Mellin transform M −1 :
[13, Section 1.5], where we introduced the notation := {z ∈ C| (z) = 1/2}. We denote by L 2 ( ) the space of square integrable functions on with the norm
, with compact support, the following formula holds:
This is proved by j partial integrations, see also [3, Formula 6.1(11)] or [1] . Now we introduce Sobolev spaces H l [0, ∞], l > 0, on [0, ∞) in the following way:
with the norm
Formula (2.4) and (2.5) show that the norm is also given by
The norm · ,L 2 l ( ) is a weighted L 2 -norm for functions on . If we denote this function space by L 2 ,l ( ) we get the isometry
That the mapping is really surjective follows by differentiation of formula (2.3) with respect to t. Now it is natural to extend the definition of
Therefore we first introduce the norm 
(2.11)
Again we get for s ∈ N 0 equivalent norms · s ∼ · ,s .
For a measurable function κ : → C with 12) c > 0, α ∈ R, the multiplication operator
is a continuous operator
If the function also fulfills
If a function κ fulfills (2.12) and (2.15) for some number α ∈ R, which is unique, we will call α the order of the operator M κ . Because of relation (2.11) we can define a continous operator K κ by
This motivates the definition of the so called Mellin convolution operators Operators of the form I + K k , where k is defined in a strip around in the complex domain, were studied in several papers, see e.g. [1, 4] . In this case one can also derive regularity results for the solution of the integral equation
In the present paper we will study equations of the form K k u = f , where the order of the multiplication operator M k is negative (−1). Even if K k is injective this operator is not continuous invertible in any H l * . So the problem is ill-posed. First we present some examples where this integral equation of the first kind appears.
Examples of Mellin convolution equations of the first kind
Mellin convolution operators appear in different applications. A prominent example comes from LIDAR (Light Detection and Ranging), which is used to obtain information on the distribution of aerosols within the atmosphere [5] .
An important task in petroleum reservoir engineering is the determination of the pore size distribution of drilling cores. This can be done by a NMR-technique or by a centrifuge experiment. In the first case, the measured data is given by
where the second operator is of Mellin convolution type. To obtain the pore size distribution by the centrifuge experiment, one needs to compute the capillary pressure curve by solving a linear equation with the capillary operator A 1 : It is defined by
u is the capillary pressure curve, and τ ∈ (0, 1) a positive constant; see [11, Formula (8) ]. In the following, we will focus our attention on the capillary operator. We rewrite the integral equation in the following way:
where the kernel k 1 is given by
The support of k 1 is bounded away from zero and k 1 (t) = O t→∞ (t −1 ). This shows that the Mellin transform k 1 of k 1 is a holomorphic function in the domain {z ∈ C| (z) < 1}. To analyze the behavior of k 1 as a function on we calculate the Mellin transform more explicitly
For s ∈ [0, 1] we get the uniformly convergent Taylor series
where
Using the Taylor series (2.25) in (2.24) and interchanging integration and summation shows
For z = p + it, p < 1 and t ∈ R, this implies
(2.28)
Here σ 1 and σ 2 are even and positive functions. We further know
But we can also estimate σ 1 and σ 2 from above
Both sums converge. Therefore there are constants c 1 , c 2 > 0 such that
holds. The inequalities in (2.29) prove
We collect the conclusions of the last two inequalities in the following lemma. 
In the next section we will only consider the case p = 1/2. Because of this we give a more precise estimate of the operator norm of A 1 and A −1
1 . Let p = 1/2 and z = 1/2 + it. Then we get
On the other side we estimate
This shows 
(2.33)
Regularization methods for linear inverse problems
In this subsection we might summarize some well known results on regularization methods for ill-posed linear problems. For a good overview on the topic, we refer to the monographs [2, 9] . Let A : X → Y be a linear, injective operator between Hilbert spaces, and assume we are looking for a solution of the equation With given parameter choice rule, the convergence of x δ α = T α y δ to a solution x * of (2.34) might be arbitrary slow. To get error estimates, one has to use additional information to the solution x * . A common assumption is
Definition 2.4. Let T α be a regularization of A with parameter choice rule α(δ, y δ ), and assume x * fulfills (2.39). T α is called an order optimal regularization method, if the error estimate
holds.
In this paper, we will only use Tikhonov-regularization. The regularized solution for given α is computed as minimizing function of the Tikhonov-functional
It is easy to see that the minimizing function x δ α can be obtained as the solution of the linear system
and the operator T α is therefore given by
Parameter choice rules for Tikhonov-regularization are well studied. We will use Morozov's discrepancy principle, where the regularization parameter α is chosen such that 
. If the regularization parameter for Tikhonov-regularization is chosen according to (2.45), then the method is order optimal:
For a proof, we refer e.g. to [2] .
Regularizing Mellin-convolution operators
The computation of the minimizer of the Tikhonov functional requires the solution of the linear operator equation (2.42). If Morozov's discrepancy principle is used to obtain a suitable regularization parameter, (2.42) has to be solved several times, which might cause a high computational effort. Therefore, we will propose a method for Mellin convolution operators that finds the regularization parameter without solving a linear equation. The method is based on the regularization of the Mellin-Sobolev embedding operator, which was already used in [12] 
denotes the Mellin-Sobolev embedding operator, the operatorÃ :
As A has a bounded inverse operator, the ill-posed part of solvingÃx = y is the inversion of the embedding operator i s .
Our strategy will be as follows. First, we will use Tikhonov-regularization for the inversion of the embedding operator, meaning that we want to compute an approximation where I denotes the identity. As an approximation to the solution of Ax = y we will then take
which is now well defined as y δ α ∈ H s * [0, ∞]. In the following, we will derive representations for i * s and (i * s i s ) ν , and give a convergence rate result.
Lemma 3.1. Let i s be defined as in (3.4). Then its adjoint operator
is defined in the Mellin space by
(3. is given by
(3.10)
Thus we obtain
The minimizer of the Tikhonov-functional is given by the solution of the equation
Using i * s i s = i * s we get by (3.9)
which is equivalent to (3.10).
we obtain by (3.9) 13) i.e. i * s i s is a pseudo-differential operator of Mellin type with symbol σ . As a function of a pseudo-differential operator is usually defined via its symbol,
Now we can characterize the range condition (2.39) by a smoothness condition in terms of a Sobolev scale.
Lemma 3.2. Let i s denote the embedding operator (3.4). Then a smoothness condition y = (i * s i s ) ν/2 x holds if and only if
Proof. It iŝ
or equivalently,
we have with (3.15) then we obtain the error estimate
Proof. From x * ∈ H sν * [0, ∞] follows by (3.3) Ax * = y ∈ H s+sν . Thus, a smoothness condition
is fulfilled. According to (3.7), AT α y δ = y δ α with y δ α defined in(3.6), and the discrepancy principle (3.17) reduces to Morozov's discrepancy principle for the inversion of the embedding operator i s : H s
Thus we obtain with y = Ax * , (3.6) and (3.19)
In particular holds y δ α ∈ H s * [0, ∞], and as A :
has a bounded inverse operator, we finally get the estimate
Next, we will provide a simple formula for the computation of x δ α : 
Proof. As A is a Mellin-convolution operator with kernel k, the Mellin-transform of Ax is given by Ax =k ·x.
Thus, the inverse operator (on R(A)) is given by
As we have seen in (3.10), y δ α is computed by
, and together with (3.22) we obtain (3.21).
We might stress that our approach for the inversion of (3.2) is numerically cheap: The computation of y δ α for fixed α requires only one Mellin transform, a division and an inverse Mellin transform.
At the end of this section we wish to remark on the determination of a regularization parameter fulfilling (3.17). As we have stated before, this is usually done by choosing α 0 > 0, 0 < q < 1, setting α j = q j α 0 and computing
holds. Generally, the computation of x δ α j requires to solve a linear equation for every α j . For our approach, finding α with (3.17) is much cheaper: As we have seen in the above proof holds
The function g(α, z) is easily computed for every α, and in order to compute y δ − Ax δ α , only the integral (3.24) has to be computed. The numerical effort for finding a regularization parameter fulfilling Morozov's discrepancy principle is small if (3.24) has to be computed for few α k , e.g. if α 0 is well chosen. Because of
we can choose α 0 such that
Thus, 
A numerical example
In this section we will give some numerical results from reconstructions for the capillary operator A 1 (2.21). As we have seen in Section 2. for all s (see Lemma 2.2 and (2.33)). It is not quite often that one can exactly compute the Mellin transform of the kernel of a Mellin-convolution operator, but in this case it was possible, see formula (2.27). Of course,k 1 is computed by an infinite series, but the sum converges especially for small τ rather fast, so that a very good approximation to the Mellin transform of the kernel is available (Fig. 1) . With given noisy data, we are left with the computation of the Mellin transform of y δ and the inverse transform of
As we have considered the Mellin transform Mx(z) of a function x only for arguments z = 1 2 − iτ , τ ∈ R, the Mellin transform of x for those arguments can be effectively computed by Fourier transform: Setting t = e s , we find 
Thus, we can use the fast Fourier transform both for the computation of the Mellin transform and its inverse operator. For our first test computations, we have chosen the function x(s) := 1 s + γ which has the typical behaviour of a capillary pressure curve. In this case, A 1 x is explicitely computable.
It is
The data has been contamined with additive random noise, and the Mellin transforms of x, y and y δ have been computed. Fig. 2 show the Mellin transforms of true and noisy data with approximately 8% additive random noise. It seems that the imaginary part of the Mellin transform of the noisy data is in particular contaminated with noise. However, as it can be seen in the upper part of Fig. 3 , after the reconstruction, e.g. after the division by the kernel k 1 , the absolute value of the reconstruction with noisy data does highly oscillate, which is due to the ill-posedness of the operator equation. We have performed reconstructions with noisy data and different noise levels. The regularization parameter was obtained by Morozov's discrepancy principle; it was chosen such that , it means that the high frequencies in the data (which usually belong to the noise) will be damped by the regularization. This fact can be seen in the lower part of Fig. 3 . Applying the inverse Mellin transform to the reconstruction y δ α (z)/ k 1 (z), we get the reconstruction x δ α (t) (lower part of Fig. 4 ). For comparison, we have also plotted a reconstruction for x without regularization (upper part of Fig. 4) . Clearly, the reconstruction without regularization is heavily oscillating, in particular in a neighborhood of zero. On the other hand, the reconstruction x δ α seems to be quite close to the true solution x, even with 8% data error. It can be seen that the graph of the reconstruction lies always below the graph of the solution and has therefore a smaller L 1 -norm. This defect can be interpreted as a loss of energy within the reconstruction, which is caused by dividing the noisy data by 1 + α(1 + |z| 2 ). Finally, in Fig. 5 , a plot for the convergence rate of our method can be seen. We have plotted the square of the data error x − x δ α 2 as a function of the absolute data error δ for the relative errors of 1%, 2%, . . . , 15%. The square of the data error has an almost linear behaviour. This indicates a convergence rate of O(δ 1/2 ), which is the best possible convergence rate for Tikhonov-regularization. 
