Abstract. Zero-knowledge proofs with witness elimination are protocols that enable a prover to demonstrate knowledge of a witness to the verifier that accepts the interaction provided that the witness is valid for a given statement and additionally the witness does not belong to a set of eliminated witnesses. This set is determined by a public relation Q (that parameterizes the primitive) and the private input of the verifier. Zero-knowledge proofs with witness elimination thus call for a relaxation of the zero-knowledge property and are relevant in settings where a statement has a multitude of witnesses that may attest to its validity. A number of interesting issues arise in the design of such protocols that include whether a protocol transcript enables the verifier to test for witness after termination (something akin to an "offline dictionary attack") and whether the prover should be capable of understanding whether her witness is eliminated. The primitive is motivated by the setting of identification schemes where a user wishes to authenticate herself to an access point while preserving her anonymity and the access point needs to certify that the user is eligible while at the same time making sure she does not match the identity of a suspect user that is tracked by the authorities. We call such primitives anonymous identification schemes with suspect tracking.
Abstract. Zero-knowledge proofs with witness elimination are protocols that enable a prover to demonstrate knowledge of a witness to the verifier that accepts the interaction provided that the witness is valid for a given statement and additionally the witness does not belong to a set of eliminated witnesses. This set is determined by a public relation Q (that parameterizes the primitive) and the private input of the verifier. Zero-knowledge proofs with witness elimination thus call for a relaxation of the zero-knowledge property and are relevant in settings where a statement has a multitude of witnesses that may attest to its validity. A number of interesting issues arise in the design of such protocols that include whether a protocol transcript enables the verifier to test for witness after termination (something akin to an "offline dictionary attack") and whether the prover should be capable of understanding whether her witness is eliminated. The primitive is motivated by the setting of identification schemes where a user wishes to authenticate herself to an access point while preserving her anonymity and the access point needs to certify that the user is eligible while at the same time making sure she does not match the identity of a suspect user that is tracked by the authorities. We call such primitives anonymous identification schemes with suspect tracking.
In this work we formalize zero-knowledge proofs with witness elimination in the universal composability setting and we provide a general construction based on smooth projective hashing that is suitable for designing efficient schemes. As an illustration of our general construction we then present an explicit efficient scheme for proving knowledge of a BonehBoyen signature with witness elimination. Our scheme requires the design of a smooth projective hash function for the language of linear ElGamal ciphertexts. Along the way we demonstrate how zero-knowledge proofs with witness elimination naturally relate to the primitives of passwordbased key exchange and private equality testing.
Introduction
Zero-knowledge proofs were introduced in [23] and constitute a most useful cryptographic primitive. Given the wide applicability of the primitive several generalizations of its basic formulation have been considered, typically by extending the basic set of security properties that are captured by a protocol implementation. These include parallel and concurrent composition of zero-knowledge [22, 18] , non-malleable zero-knowledge [17] , resettable zero-knowledge protocols [9] , monotone closure of zero-knowledge proofs [16] , non-interactive zero-knowledge [2] and more recently isolated zero-knowledge proofs [15] .
The security of the prover in a zero-knowledge proof is intended to be captured by demonstrating the existence of a simulator that is capable of generating transcripts indistinguishable from regular honest prover verifier interactions. A relaxation of the zero-knowledge property is the notion of witness indistinguishability [19] that requires instead that a malicious verifier cannot distinguish which one amongst two different possible witnesses the prover is using. Note that witness indistinguishability is useful as a notion only in cases where a number of distinct witnesses are associated with the same statement (while in cases when only a single witness exists the property is vacuous).
In this work we consider a different relaxation of the zero-knowledge property that we call witness elimination. A zero-knowledge proof with witness elimination with respect to a relation Q, enables the verifier to make sure that the witness employed by the prover does not satisfy (w, w ) ∈ Q where w is of the choice of the verifier. Our typical example for the relation Q would be the equality relation: in this case, the verifier given a string w of her choice can make sure that w = w . Note that in case w is public and the relation R for which the proof is executed is in NP, witness elimination can be resolved generically by having the prover engage in a proof that ((x, w) ∈ R) ∧ (w = w ). Nevertheless witness elimination is interesting as a property in the case that the verifier does not wish to disclose to the prover which witness w is she checking against.
It follows from the above discussion that zero-knowledge proofs with witness elimination as a primitive introduces a private input for the verifier for which, ideally, no information should be disclosed to the prover about it. A number of interesting questions arise when one seeks to construct protocols that solve the witness elimination problem for zeroknowledge proofs, in particular: (i) how many candidate witnesses should the verifier be able to test given a single protocol execution? (ii) should the verifier be able to test whether the prover possesses a valid witness? (this is relevant in the case where the witness has been eliminated) (iii) should the prover be allowed to extract the information that the verifier is eliminating her witness based on the protocol interaction? (note that the prover may realize this from a signal that is external to the protocol but this may or may not be provided depending on the application scenario -see below).
Our motivation for studying this primitive is its application to the identification protocol setting. Indeed, a notable application of zero-knowledge proofs is the efficient design of identification schemes that was exemplified in the work of Fiat and Shamir [20] and Schnorr [30] . Given such protocols, the ability to perform efficient conjunctions and disjunctions of zero-knowledge proof protocols [16, 12] lead to the design of anonymous identification schemes [6] . Indeed, disjunction of identification protocols leads to a natural one-to-many relationship between a valid statement and the witnesses that attest to its validity something that in turn lends itself to the design of anonymous identification schemes. In particular, a prover may show that he belongs to a group of users provided that such group is identified by a directory of public-keys.
Witness elimination in this domain translates naturally to the following problem: the verifier wishes to make sure that the prover's identity does not match a suspect that is currently being tracked by authorities. Given that anonymity must still be preserved the verifier should have some way to make sure that the witness used by the prover is not equal to a suspect witness while not learning any further information about the witness of the prover. At the same time the protocol should not leak any information about the suspect identity which may be protected for the course of the investigation and potentially should never be revealed if sufficient evidence is not gathered. This is related to but at the same time different from user revocation in identification schemes where typically the identity of revoked users can be made public in the form of a CRL.
Our contributions are summarized as follows:
-We formalize the primitive of zero-knowledge with witness elimination in the Universal Composability setting [7, 8] . In our security formalization we capture the following properties related to the three questions raised above: (i) A verifier can only test a single witness for each live protocol execution with the prover; this also ensures the prover that transcripts of her protocol executions at the present time cannot be tracked if she becomes a suspect in the future. This protects the privacy of individuals prior to the time when authorities receive a court order that enables their tracking. As a cryptographic property it also relates to protection against offline dictionary attacks in password based authenticated key exchange [25, 21, 10] as well as to the notion of backwards unlinkability of identification schemes [31, 1, 27] in the context of user revocation.
(ii) In our protocols we may allow the verifier to have the power to test whether the witness of the prover is valid even in case that such witness is eliminated -this is natural as we view zero-knowledge proofs with witness elimination as an extension of the standard zero-knowledge proof functionality. (iii) We do not allow any information about the input of the verifier to be leaked to the prover from a protocol execution, i.e., the prover will be oblivious to what witnesses are eliminated by the verifier (independently of whether she is revoked or not). This protects the identity of the suspect in case no case is ever made against her by the authorities. -We provide a general construction of zero-knowledge proofs with witness elimination that is suitable for building efficient implementations and is based on the notion of smooth projective hash functions, [13, 21, 24] . -We present an explicit practical construction of a zero-knowledge proof with witness elimination for the language of all non-adaptive Boneh-Boyen signatures [3] . This result immediately implies an anonymous identification scheme with suspect tracking. As part of our construction we also design a smooth projective hash function family for the language of Linear ElGamal ciphertexts that is suitable in the bilinear group setting when the DDH assumption may not necessary hold.
Comparison with previous primitives. We note first that the problem of zero-knowledge with witness elimination can be viewed within the general context of secure two party computation (as it is also the case for regular zero-knowledge proofs). This means that one can apply generic techniques to obtain a solution for the functionality (e.g., using the protocol compiler of [11] ). Still such generic techniques do not yield efficient protocols or much insight about the primitive something that further motivates the present investigation. Second, depending on the relation Q, zero-knowledge proofs with witness elimination may provide an inequality test for the private inputs of the prover and the verifier. It follows that this makes the resulting primitive similar to private equality tests [28] and password-based key exchange [25, 21, 10] . Note though that in the latter primitive it is also required to incorporate a private coin flipping component (that will produce the shared key) something that is not necessary in the witness elimination setting. On the other hand, the property that protocol transcripts of a password-based key exchange should not facilitate offline dictionary attacks corresponds to the property that the verifier should not be able to extract any new information from old witness elimination transcripts. Looking at the primitive from the identification point of view, one can draw parallels to the primitive of traceable signatures [26] and verifierlocal revocation group signatures [31, 1, 5] . The difference of these previous schemes compared to anonymous identification with suspect tracking is that in our case prior identification transcripts need to conceal the identity of the users even after the suspect witness is made known to the access points. This relates to the the property of backwards unlinkability that was introduced in [31, 1, 27] . We note that in these papers backwards unlinkability is only partially achieved as time is divided into epochs and within an epoch all user transcripts would be traceable. In contrast in our setting of anonymous identification with suspect tracking we explicitly require only live checking of suspects, i.e., an access point can check exactly one suspicion per protocol invocation and past protocol transcripts reveal no tracking information.
Preliminaries
Notation. We write s r ← S to denote randomly selecting s from a finite set S, and s d ← S to denote selecting s from a finite set S according to distribution D(S). Smooth Projective Hashing for Hard Partitioned Subset Membership Problems. Smooth projective hashing was introduced by Cramer and Shoup for constructing encryption schemes [13] . Later it was used to obtain efficient password-based authenticated key-exchange protocols [21] and further to achieve stronger security in the UC framework [10] . It is also used to build efficient oblivious transfer protocols [24] . Loosely speaking, a projective hashing family is a family of hash functions that can be computed in two ways: either use the (secret) hashing key to compute the function on every point in its domain, or use the (public) projected key to compute the function only on a specified subset of the domain. Further we say such a family is "smooth" if the value of the function on any point outside the specified subset is independent of the projected key. Here we use a variant adopted by Gennaro and Lindell [21] .
In our setting, a hash family is defined as a tuple H = (paragen, sampler, G, H, K, α, S, J) that satisfies the following:
-The parameter generation algorithm paragen(·) takes as input a security parameter and returns the parameter Λ ← paragen(1 λ ), where Λ = (X, L, W, R), and X, L, W are finite non-empty sets such that L ⊂ X. R ⊆ X × W is a binary relation, where for all x ∈ X there exists w ∈ W such that (x, w) ∈ R iff x ∈ L. -Further we assume that the set X can be written as a Cartesian product C×I and it is partitioned into disjoint subsets X(i) as follows: each element x ∈ X is in the form (c, i), where i ∈ I will be called the index and c ∈ C will be called the content. We define X(i) def = C × {i}, i.e., the subset of pairs in X of the form (c, i) with i is fixed. Accordingly, we define L(i) the subset of pairs in the language L of the form (c, i).
-Given Λ as a parameter, the random variable
We will also use the notation (
respectively to denote the operation of the sampler(·) procedure.
-G is a finite non-empty set, H = {H k } k∈K is a collection of functions indexed by K where H k : X → G; S be a finite non-empty set, α : K × C → S and J = {J s } s∈S is a collection of functions where
is a hard smooth projective hash family if the following properties hold:
Smoothness: For any (c, i) ∈ X \ L, the following two distributions are statistically indistinguishable: c, i, s, g )} Hard partitioned subset membership: For every i ∈ I, the following two distributions are computationally indistinguishable:
Gennaro and Lindell show that the properties above have the following implication:
Lemma 1 (Corollary 3.6 in [21] ). Given a hard smooth projective hash family H = (paragen, sampler, G, H, K, α, S, J), for any i ∈ I, the following two distributions are computationally indistinguishable:
Hard Smooth Projective Hashing in the context of Public-Key Encryption. In our protocol design, we consider hard smooth projective hashing in the context of encryption schemes. Given a CPA-secure public key encryption scheme E = (gen, enc, dec), we define paragen and sampler algorithms for a hash family H as follows:
-The parameter generation algorithm paragen() operates as follows: first run a key pair (pk , sk ) ← gen(1 λ ); a ciphertext for a plaintext m ∈ M can be computed by c = enc(pk ; m; r) where r r ← U , and M is the plaintext space and U the random coins space; Let C pk be the space of all ciphertexts based on public key pk ; define X If we further can define (H, K, G, α, S, J) where H k : C pk × M → G, J s : C pk × M × U → G, and α : K × C pk → S, to satisfy the properties of projection and smoothness, then we have a hard smooth projective hashing H = (paragen, sampler, G, H, K, α, S, J). In [21] , several concrete hard smooth projective hashing in the context of ElGamal encryption, Cramer-Shoup encryptions, and others are constructed. In section 3.3, we give a concrete construction in the context of Linear ElGamal encryption. elimination relation. The functionality interacts with an ideal adversary S and two parties, the prover P and the verifier T ; the identities of both parties are encoded in session identifier sid . Intuitively F R,Q ZKWE can be viewed as an augmented ZK functionality with a "¬Q-test" based on the private input of the verifier. Compared to the standard F ZK functionality, here the functionality will receive from prover P an input (x, w), and will receive from verifier T a secret input w . Once both inputs are given, T is supposed to eventually receive a bit ϕ, where ϕ = 1 if and only if both (x, w) ∈ R and (w, w ) ∈ Q hold. The functionality blocks the secret inputs w and w as well as the outcome of the test (w, w ) ∈ Q from the ideal world adversary S; it leaks though a bit φ to S where φ = 1 if and only if (x, w) ∈ R (cf. the standard ZK functionality, [7, 11] ).
ZKWE is parameterized with the ZK relation R and the elimination relation Q.
-Upon receiving (Prove, sid , x, w ) from party P where sid = (P, T, sid ), record P, x, w , send (LeakProve, sid , x, φ , P ) to the adversary, where φ = 1 if (x, w) ∈ R, and φ = 0 otherwise. Ignore future (Prove, . . .) inputs. -Upon receiving (Verify, sid , w ) from party T where sid = (P, T, sid ), record T, w , send (LeakVerify, sid , T ) to the adversary. Ignore future (Verify, . . .) inputs. -Upon receiving (InflVerify, sid ) from the adversary, if (x, w) ∈ R and (w, w ) ∈ Q, then send (VerifyReturn, sid , 1) to party T . Else if (x, w) ∈ R or (w, w ) ∈ Q, then send (VerifyReturn, sid , 0) to party T . 
Some comments are in place:
-While one may use arbitrary relations Q for witness elimination, here we will be focusing on relations Q that capture some sort of equality test, either of the whole witness or a substring of the witness. This is consistent with our motivation in applying witness elimination to solve the suspect tracking problem in identification schemes. Nevertheless, more general elimination relations may be defined and could be potentially useful in other settings. -Under the assumption that there is a way for any w to sample w such that the event (w, w ) ∈ Q happens with negligible probability, one can simulate the F ZK ideal functionality using an ideal F ZKWE functionality box. To see this observe that the verifier can play the role of T and select T 's input w at random. The assumption on Q needed for the simulation can be seen to be easily satisfied by the substring equality relations Q we consider here. -Our formalization of F ZKWE ensures that as long as no party is corrupted the protocol transcript by itself should not leak any information about the relation of w, w . This as an essential property as witness elimination should not be applied to protocols transcripts that are not "live." Moreover, even if the party T is corrupted the protocol transcript should enable a corrupted T to test the predicate Q(w, ·) for no more than a single candidate witness. This property is similar to the property of resistance against off-line dictionary attacks in password-based key exchange schemes where an eavesdropper should not be able to use a protocol transcript to scan for the correct password. -In our formalization of F ZKWE the adversary S learns whether the prover uses a valid witness or not. Intuitively this suggests that we allow the protocols that realize F ZKWE to have a method for a (dishonest) party T to extract this fact from a protocol interaction with an honest prover. This is consistent with the fact that we will only consider elimination relations Q for which the F R,Q ZKWE functionality simulates the F R ZK ideal functionality and thus this does not affect the intended security properties of the protocol (the prover P is aware that the verifier T can easily learn whether she possesses a valid witness or not, cf. the second bullet above).
Generic construction based on smooth projective hashing
In this section we present a construction for F R,Q ZKWE that applies to the setting when the elimination relation Q is either the equality relation or it contains all elements of the form (w 1 , w 2 ), (w 1 , w 2 ) such that w 2 = w 2 (i.e., Q is a "substring equality" relation). Based on this, in the remaining of the section we assume that the NP relation R contains pairs of the form (x, (w 1 , w 2 )) and the elimination relation Q tests the "w 2 -part" of the witness (while it should be noted that the "w 1 -part" could be empty).
Our construction is based on a CPA-secure encryption scheme E = (gen, enc, dec), a zero-knowledge proof of membership (ZKPM) scheme P = (setup, P, V, S), and a hard smooth projective hashing H = (paragen, sampler, G, H, K, α, S, J) in the context of a CPA-secure encryption scheme E = (gen , enc , dec ). Recall that both P and T are supposed to keep their inputs private. P 's input is the witness to the ZK relation that she is supposed to demonstrate knowledge of while T 's input determines the elimination relation. In accordance to the above our construction includes: (1) an encryption of the prover's input under E and the verifier's input under E , (2) an inequality test subprotocol using the smooth projective hash H, and (3) a ZKPM for consistency proof that the above (1) and (2) components are consistent and at the same time the input of the prover satisfies the ZK-relation R. As mentioned, to implement the (one-sided) inequality test, we use the hard smooth projective hashing in the context of the public-key encryption scheme E . If the party P 's input witness is indeed matched by the verifier T , i.e., w 2 = w 2 , then the projection property of the hashing will guarantee that κ = κ holds (where κ, κ are the respective hash values with κ being transmitted by the prover to the verifier), and otherwise if w 2 = w 2 then κ = κ . A corrupted P cannot learn T 's input given the underlying public-key encryption E is CPA-secure. A corrupted T on the other hand cannot learn P 's witness in the case that w 2 = w 2 given the smoothness property of the hashing as well as the CPA property of E. Of course T will learn (part of) P 's witness in the case w 2 = w 2 ; nevertheless, any polynomial-time bounded eavesdropper will not be able to extract any information about the exchanged witnesses (cf. lemma 1). In figure 2 we present the protocol in details.
Regarding the security of the construction we have the following:
Given that E is a CPA-secure encryption scheme, H is a family of hard smooth projective hash functions in the context of a CPAsecure encryption scheme E , and P is a zero-knowledge proof of membership, then the construction in figure 2 realizes functionality F R,Q ZKWE against non-adaptive adversaries in the F CRS -hybrid world.
In order to prove the theorem, we describe first an ideal world simulator S as below; then we show for this simulator that for any PPT environment Z, EXEC The construction of simulator. The simulator S first runs the key generation algorithms of both the encryption schemes E , E and the proof system P to obtain key pairs, i.e., (pk , sk ) ← gen (1 λ ), (pk , sk ) ← gen(1 λ ), and (ρ, τ ) ← setup(1 λ ); then S sets crs ← (pk , pk , ρ) and the corresponding trapdoor td ← (sk , sk , τ ). Then S initializes A d by giving it crs as the common reference string. Now the simulator S interacts with the environment Z, the functionality F R,Q ZKWE and its subroutine A d .
Protocol π for zero-knowledge with witness elimination for relations R and Q Common reference string: crs = (pk , pk , ρ), where pk and pk are public keys of encryption schemes E and E respectively, and ρ is a reference string of ZKPM scheme P.
Protocol steps:
Upon receiving (Verify, sid , w 2 ) from the environment, where sid = (P, T, sid ), party T selects r r ← U and computes c ← enc (pk ; w 2 ; r ), and sends (move1, c ) to party P . Upon receiving (Prove, sid , x, w1, w2 ) from the environment, party P first checks if (x, (w1, w2)) ∈ ? R and waits for a move1 message from party T ; after receiving move1 message, -if (x, (w1, w2)) ∈ R then party P sends party T a message (move2, "no valid proof"); -else if (x, (w1, w2)) ∈ R then party P sends party T a message (move2, s, κ),
then party P computes c ← enc(pk ; w1, w2; r) where r r ← U ; now parties P and T play the roles of prover and verifier respectively to run a ZKPM subprotocol P(w1, w2, k) i.e, party P proves to party T that based on crs, the statement (x, c , c, κ) ∈ L R where L R = {(x, c , c, κ)|∃(w1, w2, k, r) s.t. (x, (w1, w2)) ∈ R ∧ κ = H k (c , w2)∧ c = enc(pk ; w1, w2; r)}.
Upon receiving (move2, "no valid proof") from party P , party T returns (VerifyReturn, sid , 0) to the environment. Else if receiving (move2, s, κ), party T computes κ ← Js(c , w 2 ; r ); and if κ = κ and also party T accepts the proof in the subprotocol above, then party T returns (VerifyReturn, sid , 1) to the environment; otherwise returns (VerifyReturn, sid , 0) to the environment. Fig. 2 . Generic construction of zero-knowledge with witness elimination based on a CPA-secure encryption scheme E = (gen, enc, dec), and a zero-knowledge proof of membership scheme P = (setup, P, V, S), as well as a hard smooth projective hashing H = (paragen, sampler, G, H, K, α, S, J) in the context of a CPA-secure encryption scheme E = (gen , enc , dec ) .
The simulator S simulates the protocol transcripts by following the protocol π on behalf of the honest parties. Since the secret inputs of the honest parties are not known, the simulator uses randomly selectedw 2 andw as the witnesses to compute c and κ, c, and further, the simulator runs S with V to simulate the ZKPM subprotocol transcripts. We give details below. Note that we only consider non-adaptive corruptions.
After receiving (LeakProve, sid , x, 1 , P ) from the functionality (party P is honest), and the move1 message from party T including c , the simulator S uses a randomly selectedw = (w 1 ,w 2 ) (since the real witness w = (w 1 , w 2 ) is blocked by the functionality) to compute κ and c, and runs S with V (instead of P with V) to simulate the ZKPM subprotocol proof transcripts. If on the other hand it receives (LeakProve, sid , x, 0 , P ) from the functionality and the move1 message from T , S responds T with a move2 message "no valid proof".
After receiving (LeakVerify, sid , T ) from the functionality (party T is honest), the simulator S uses a randomly selectedw 2 (since the real witness w 2 is blocked by the functionality) to compute c , and sends c as the move1 message to party P . Later when it receives the move2 message from party P , S sends (InflVerify, sid ) to the functionality.
We next consider the case that party T is corrupted. When S receives (LeakProve, sid , x, 1 , P ) from the functionality and a move1 message including c from the corrupted party T , the simulator uses sk to decrypt c into w 2 , and then sends the input (Verify, sid , w 2 ) in the name of T to the functionality; after receiving (LeakVerify, sid , T ) from the functionality, S sends (InflVerify, sid ) to the functionality; if the functionality returns (VerifyReturn, sid , 1) which means w 2 = w 2 where w 2 is from the actual witness of the prover, the simulator randomly selectš w = (w 1 ,w 2 ) to finish the simulation of the P protocol; if the functionality returns (VerifyReturn, sid , 0) which means w 2 = w 2 where w 2 is from the real witness, the simulator randomly selectsw 1 , and useš w = (w 1 , w 2 ) to finish the simulation. On the other hand, if it receives (LeakProve, sid , x, 0 , P ) from the functionality and a move1 message, S simulates the P by responding with "no valid proof" as the move2 message.
We now consider the case that party P is corrupted. If S receives the message (move2, s, κ) from the corrupted party P , and after executing the ZKPM subprotocol the party V returns 1 which means party T accepts the subprotocol proof that (x, c , c, κ) ∈ L R , the simulator uses sk to decrypt c into w and sends input (Prove, sid , x, w ) in the name of P to the functionality; else if V returns 0 which means party T rejects the subprotocol proof, then the simulator sends input (Prove, sid , x, ⊥ ) where (x, ⊥) ∈ R. Further, if S receives (move2, "no valid proof") from the corrupted P , the simulator also sends input (Prove, sid , x, ⊥ ) to functionality. After it receives (LeakProve, sid , x, φ ) from the functionality, S sends (InflVerify, sid ) to the functionality, and the functionality returns (VerifyReturn, sid , ϕ) to the dummy T according to its program. This completes the description of the simulator S.
Illustrative efficient construction
In this subsection, we instantiate the generic construction to obtain an explicit practical protocol for a zero-knowledge proof with witness elimination. The zero-knowledge proof we develop is for proving possession of a non-adaptive Boneh-Boyen digital signature [3] . We first introduce a building block, a hard smooth projective hashing in the context of linear ElGamal encryption [4] , and then give the protocol.
Our construction yields immediately an anonymous identification scheme with suspect tracking. This can be seen as follows: each user in the system will hold a BB signature on a random message while the public-key of the BB signature will be publicly available. To authenticate itself to a verifier, a prover will engage in a proof of knowledge of a signature. Note that based on the non-adaptive unforgeability of BB signatures it is impossible for any coalition of users to obtain an additional signature. Observe now that if the system manager wishes to track a suspect it may disclose the message-signature pair that was assigned to the particular user. This will enable any verifier to employ witness elimination and thus check that any prover that engages in the interaction does not possess the suspect message-signature pair.
Bilinear Groups. Let G = g be a cyclic group of prime order p such thatȇ : G × G → G t is a bilinear map, i.e., for all u, v ∈ G and a, b ∈ Z p , it holds thatȇ(u a , v b ) =ȇ(u, v) ab andȇ is non-trivial, i.e.,ȇ(g, g) = 1. Note that |G t | = p. The zero-knowledge with witness elimination protocol. In our protocol, party P keeps a witness including two parts m and σ such that the relationȇ(g m X, σ) =ȇ(g, g) which can be viewed as a non-adaptive BB message-signature pair with public parameter (p, g, X, G, G t ,ȇ) and signing secret x, where X = g x . The relation Q for which the witness elimination is performed is an equality test on the signature part of the message-signature pair. Note that in the non-adaptive BB-signature there is a correspondence between messages and signatures and thus Q amounts to simply an equality relation.
The inequality test subprotocol is based on a hard smooth projective hashing in the context of linear ElGamal encryption introduced in the previous subsection. Then we use two encryption schemes to encrypt P 's witness, i.e., a Paillier [29] encryption to encrypt m into E, and a linear ElGamal encryption to encrypt σ into U, V, W . We construct a three-move Sigma-protocol to prove: (1) m and σ is a valid non-adaptive BB message-signature pair; (2) the inequality subprotocol is consistent with the statement in (1); and (3) E and U, V, W are cipertexts for m based on Paillier encryption and for σ based on linear ElGamal encryption respectively. Further to defend against a dishonest verifier, we use a technique of [14] to wrap up the above Sigma-protocol by using a commitment scheme. The protocol is presented in full details in figure 3 .
