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For a code C , its i-th symbol is said to have locality r if its value can be recovered by accessing
some other r symbols of C . Locally repairable codes (LRCs) are the family of codes such that every
symbol has locality r.
In this paper, we focus on (linear) codes whose individual symbols can be partitioned into subsets
such that symbols in one subset have different locality than the ones in other. We call such codes as
codes with unequal locality. For codes with unequal information locality, we compute a tight upper
bound on the minimum distance as a function of number of information symbols of each locality.
We demonstrate that the construction of Pyramid codes can be adapted to design codes with unequal
information locality that achieve the minimum distance bound. This result generalizes the classical
result of Gopalan et al. for codes with unequal locality. Next, we consider codes with unequal all
symbol locality, and establish an upper bound on the minimum distance as a function of number of
symbols of each locality. We show that the construction based on rank-metric codes by Silberstein et
al. can be adapted to obtain codes with unequal all symbol locality that achieve the minimum distance
bound. Finally, we introduce the concept of locality requirement on a code, which can be viewed
as a recoverability requirement on symbols. Information locality requirement on a code essentially
specifies the minimum number of information symbols of different localities that must be present
in the code. We present a greedy algorithm that assigns localities to information symbols so as to
maximize the minimum distance among all codes that satisfy a given locality requirement.
1 Introduction
Coding for distributed storage has recently attracted significant research attention with a focus on the
problem of recovery from storage node failures. The thrust has been on characterizing fundamental
limits and designing associated coding schemes for one or more of the following metrics that are crucial
in the node repair process: (a) repair bandwidth – the amount of data downloaded during failed node
repair [1, 2]; (b) disk I/O – the number of bits read from the nodes participating in the repair process [3, 4];
and (c) repair locality – the number of nodes participating in the repair process [5, 6].
In this paper, we focus on the metric of repair locality and a class of codes designed in the context of
this metric, known as locally repairable codes (LRCs). Consider a block code of length n that encodes
k information symbols. A symbol i is said to have locality ri if it can be recovered by accessing ri other
symbols in the code. We say that a code has information locality r if each of its k information symbols
has locality at most r. Similarly, we say that a code has all-symbol locality r if each of its n symbols has
locality at most r.
Codes with small locality were introduced in [7, 8] (see also [6]). The study of the locality property
was galvanized with the pioneering work of Gopalan et al. [5]. One of their key contributions was to
establish a trade-off between the minimum distance of a code and its information locality analogous
to the classical Singleton bound. In particular, the authors showed that for a (scalar) linear (n,k) code
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having information locality r, the minimum distance d of the code is upper bounded as
d ≤ n− k−
⌈
k
r
⌉
+2. (1)
They also demonstrated that the Pyramid code construction in [7] achieves this bound. Since then, a
series of results have extended the code distance bound for a given locality for various types of codes
along with corresponding optimal code constructions achieving the distance bound. We give a brief (far
from complete) overview of some of these results below.
Related work: The distance bound was generalized for codes with multiple local parities in [9],
universal (scalar/vector linear, nonlinear) codes in [10], universal codes with multiple parities in [11, 12].
An integer programming based bound was established in [13]. Almost all of these works also presented
optimal code constructions. Furthermore, a large number of other optimal code constructions have been
presented, see e.g., [14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. The notion of locality was extended to
multiple recovery groups (also known as, availability) in [24, 25], and for the case of multiple failures,
to sequential repair in [26] and hierarchical repair in [27]. The Singleton-like bound was extended to
accommodate the alphabet size in [28].
Our contributions: In previous works, the locality of a code is characterized by a single parameter
r. Inspired from the notion of unequal error protection, we are interested in investigating linear codes,
in which, different subsets of symbols possess different localities. We refer to such codes as codes with
unequal locality. For example, consider a (15,11) code whose 4 information symbols have locality 2, 3
information symbols have locality 3, and 4 information symbols have locality 4 (with no constraint on
the locality of parity symbols). Under the classical terminology, such a code would be characterized as
a code with information locality 4. However, it is not clear if the distance bound given in (1) is tight for
the case of unequal localities. Our main goal is to compute a tight upper bound on the minimum distance
of such codes with unequal locality.
Codes with unequal locality are practically appealing in scenarios when important information sym-
bols, e.g., symbols of hot data, need to be repaired quickly; whereas, recovering less important symbols
can involve more overhead. Moreover, these types of codes can be useful in reducing download latency
for hot data. For instance, references [29, 30] study storage codes from queueing theoretic perspective to
analyze download latency.
Our key contributions are summarized as follows. To characterize a code with unequal information
locality, we define a notion of information locality profile of a code. We say that a code has an information
locality profile k = {k1, . . . ,kr} if it contains k j information symbols of locality j for 1 ≤ j ≤ r. For
example, a code having 5 information symbols of locality 2, and 6 information symbols of locality 4
would have an information locality profile {0,5,0,6}. For scalar linear codes, we establish an upper
bound on the minimum distance as a function of information locality profile k = {k1, . . . ,kr} as follows
(Theorem 1).
d ≤ n− k−
r
∑
j=1
⌈
k j
j
⌉
+2. (2)
We demonstrate that the Pyramid code construction in [7] can be adapted to design unequal locality
codes that are distance-wise optimal according to the bound above.
When parity symbols also have locality constraints, we can analogously define an all symbol locality
profile of a code. W say that a code has an all symbol locality profile n = {n1, . . . ,nr} if it contains k j
information symbols of locality j for 1≤ j ≤ r. For instance, consider a (15,11) code that has 6 symbols
of locality 2, 4 symbols of locality 3, and 5 symbols of locality 4. Its all symbol locality profile would be
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{0,6,4,5}. We compute an upper bound on the minimum distance for scalar linear codes as a function
of all symbol locality profile, which has the following form (Theorem 2).1
d ≤ n− k+2−
r−1
∑
j=1
⌈
n j
j+1
⌉
−


k−∑r−1i=1
(
n j −
⌈
n j
j+1
⌉)
r

 . (3)
We adapt the construction in [14], which uses a maximum rank distance (MRD) code as an outer code
and a maximum distance separable (MDS) code as inner code, to construct codes with unequal all symbol
locality that are optimal with respect to the above bound.
Finally, we introduce a concept of information locality requirement. To motivate this, consider a
scenario where we need to design a linear code of dimension k = 11 such that ˜k3 = 5 information symbols
must have locality at most 3, and the remaining ˜k4 = 6 information symbols must have locality at most 4.
Collectively, we can specify this as a locality requirement of ˜k= {0,0,5,6}. Notice that this is equivalent
to a requirement as a code must contain at least 5 symbols of locality up to 3, and at least 11 symbols of
locality up to 4. In general, a locality requirement of ˜k = {˜k1, . . . , ˜kr} means that a code should contain
at least ∑ii=1 ˜k j symbols of locality up to i for each 1 ≤ i ≤ r, or, in other words, ˜k j information symbols
should have locality at most j.
One can design codes with various information locality profiles that would satisfy this require-
ment. For examples, the locality requirement of ˜k = {0,0,5,6} is satisfied by locality profiles {5,6},
{0,0,5,6}, {0,2,9}, {1,0,6,4}, etc. The question what is the maximum value of minimum distance
any code with this locality requirement would attain, and can we find an optimal locality profile which
achieves this distance? Note that locality requirement can be viewed as a recoverability requirement for
code design. We give a simple greedy algorithm which computes an information locality profile given
an information locality requirement.
2 Preliminaries
2.1 Notation
We use the following notation.
1. For an integer l, [l] = {1,2, . . . , l};
2. For a vector x and an integer i, x(i) denotes the i-th coordinate of x, for a matrix H and integers
i, j, H(i, j) denotes the element in row i and column j;
3. For a vector x, Supp(x) denotes its support, i.e., Supp(x) = {i : x(i) 6= 0};
4. For a vector x, wt(x) denotes its Hamming weight, i.e., wt(x) = |Supp(x) |;
5. For vectors x and y, x ·y denotes their dot product;
6. For a set of vectors x1, . . . ,xm, 〈x1, . . . ,xm〉 denotes their span, whereas for a matrix H , 〈H〉 denotes
its row space;
7. For a vector space A , dim(A ) denotes its dimension;
8. For a matrix H , rank(H) denotes the rank of H .
1In an parallel and independent work, Zeh and Yaakobi [31] also consider the problem of computing a bound on minimum
distance of codes with unequal all symbol locality, referred in their work as multiple locality codes. Their bound [31, Theorem
8] has a similar form as we get. In addition, [31] extends Cadambe-Mazumdar bound in [28] for codes with multiple localities,
and present several optimal code constructions.
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2.2 Codes with Locality
Let C denote a linear [n,k,d]q code over Fq with block-length n, dimension k, and minimum distance
d. Let c denote a codeword in C . The code can be represented by a set of n (column) vectors C =
{c1, . . . ,cn} ∈ F
k
q. The set of vectors must have rank k for C to have dimension k. The i-th vector ci is
referred to as the i-th coordinate of C . For any codeword c ∈ C , c(i) is said to be the i-th symbol of the
codeword c. In the context of locality, we use the terms symbol or coordinate interchangeably. Our main
focus is on systematic codes, and we assume that the first k coordinates correspond to the information
symbols.
We say that the i-th coordinate of a code C has locality ri if its value can be recovered from some
other ri coordinates of C . The formal definition of locality is as follows.
Definition 1. [Locality] For ci ∈ C , we define Loc (ci) to be the smallest integer ri such that there exists
a subset R (i)⊂ [n]\{i}, |R (i) | ≤ ri, such that ci = ∑l∈R(i) λlcl , where λl ∈ Fq ∀ l ∈ R (i).
Note that, if the minimum distance of the code is more than two, then every coordinate has locality
at most k.
We say that an (n,k) code has information locality r if each of its k information symbols has locality
at most r. Similarly, we say that an (n,k) code has all symbol locality r if each of its n symbols has
locality at most r.
3 Codes with Unequal Information Locality
In this section, we are interested in systematic codes, whose information symbols can be partitioned into
disjoint subsets in such a way that the symbols in one subset have different locality than the symbols
in other subset. We say that such codes possess unequal information locality. We can characterize the
locality of such codes by listing the locality values of each information symbol. Alternatively, we can
consider the list of cardinalities of subset of each locality. We call such a list as the information locality
profile of the code. Formally, the definition is as follows.
Definition 2. [Information Locality Profile] Given a systematic [n,k,d]q code C , the information local-
ity profile of C is defined as a length-k vector r(C ) = {r1, . . . ,rk}, where ri is the locality of the i-th
information coordinate of C . Note that 1 ≤ ri ≤ k for each i ∈ [k], assuming d ≥ 2.
Alternatively, we can specify the locality profile of C as a length-r vector k(C ) = {k1, . . . ,kr}, where
r = max{r1, . . . ,rk} and k j is the number of information coordinates of locality j for j ∈ [r]. Note that
∀ j ∈ [r], 0 ≤ k j ≤ k, kr ≥ 1 and ∑rj=1 k j = k.
Remark 1. For a code C with representation C, we can choose any subset of k full-rank coordinates of
C to represent information symbols. Without loss of generality, we can always choose the coordinates
having smallest overall locality as information coordinates. More specifically, for 1 ≤ j ≤ r, let C j ⊂C
be the subset of coordinates having locality j. Set C0 = /0. Let
k j = rank
(
∪ ji=0Ci
)
− rank
(
∪ j−1i=0Ci
)
. (4)
In other words, ∑ ji=1 ki is the rank of the sub-matrix formed by the coordinates having locality up to j.
Starting with j = 1, we choose a subset I j ⊂ C j of k j linearly independent coordinates to represent k j
information symbols, and continue incrementing j till the total rank is k.
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Algorithm 1 Construct set S ⊆C such that rank(S)≤ k−1
1: Let S0 = /0, i = 1
2: while rank(Si−1)≤ k−2 do
3: Pick a coordinate ci ∈C \Si having smallest locality
4: if rank
(
Si−1∪ cΓ(i)
)
< k then
5: Set Si = Si−1∪ cΓ(i)
6: else
7: Pick Γ(i)′ ⊂ Γ(i) such that rank
(
Si−1∪ cΓ(i)′
)
= k−1
8: Set Si = Si−1∪ cΓ(i)′
9: end if
10: Increment i
11: end while
Remark 2. In the classical notion of locality defined by Gopalan et al. [5], technically, every symbol
can have different locality. However, the (information) locality of a code is parameterized by a single
value r, which is the largest locality of an (information) symbol. On the other hand, we parameterize
the information locality using a length-k vector that specifies the locality of each individual information
symbol. We are interested in characterizing a trade-off between the minimum distance of a code and its
locality profile vector.
3.1 Bound on the Minimum Distance
Consider a class of systematic linear codes having an information locality profile k = {k1, . . . ,kr}. We
are interested in finding an upper bound on the minimum distance as a function of the code length,
dimension, and information locality profile. This would be a generalization of the result in [5] for codes
with unequal localities for information symbols.
Theorem 1. For any linear code with block-length n, dimension k, and information locality profile
k = {k1, . . . ,kr}, we have
d ≤ n− k−
r
∑
j=1
⌈
k j
j
⌉
+2. (5)
Proof. We build on the proof technique proposed in [5]. The idea is to construct a large set S ⊆C such
that rank (S)≤ k−1, and then use the following fact.
Fact 1. ([5]) The code C has minimum distance d if and only if for every S⊆C such that rank(S)≤ k−1,
we have
|S| ≤ n−d. (6)
Recall that R (i) denotes a repair group of ci, and we have |R (i) |= Loc (ci). Define Γ(i) := {i∪R (i)}.
Further, for any subset T ⊆ [n], define cT = {ci ∈C : i ∈ T}.
We use Algorithm 1 to construct a set S such that rank(S) < k. First, note that in line 3, as
rank (Si−1)≤ k−2, and there are k (linearly independent) information symbols, there exists a coordinate
ci /∈ Si−1.
Our goal is to find a lower bound on |S|. Let l be the total number of iterations of Algorithm 1.
Observe that |S|= |Sl|. Further, the final set Sl has rank(Sl) = k−1. We define the increment in the size
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and rank of set Si in the i-th iteration as follows.
si = |Si|− |Si−1|, ti = rank(Si)− rank(Si−1) . (7)
Note that
|Sl |=
l
∑
i=1
si, rank (Sl) =
l
∑
i=1
ti = k−1. (8)
We consider two cases depending on whether Algorithm 1 reaches the condition in line 4, i.e.,
rank
(
Si−1 ∪ cΓ(i)
)
= k. We note that the condition can be reached only in the last iteration.
Case 1: Suppose we have rank
(
Si−1∪ cΓ(i)
)
≤ k− 1 throughout. Now, in the i-th iteration, we add
cΓ(i) to S. Thus, si ≤ Loc (ci)+1. Further, vectors in cΓ(i) \Si−1 are such that they yield a (possibly zero)
vector in 〈Si−1〉. Therefore,
ti ≤ si−1 ≤ Loc (ci) . (9)
Using this, we can write
|S|=
l
∑
i=1
si ≥
l
∑
i=1
(ti +1) = k−1+ l, (10)
where the last equality follows from (8).
Lower bounding the number of iterations. Now, to find a lower bound on |S|, we find a lower bound
on l. Let m be the locality of the last symbol collected by Algorithm 1, where m ∈ [r]. For 1 ≤ j ≤ m,
let l j be the number of iterations in which Algorithm 1 picks coordinates of locality j. Note that, if C
does not contain any symbol of a particular locality j, we set l j = 0. Thus, for each j, 0 ≤ l j ≤ l, and
l = ∑mj=1 l j.
Recall that C j ⊂C is the set of coordinates of locality j (see Remark 1). Since the algorithm collects
all coordinates of locality up to j before collecting any coordinate of locality j+1 for 1 ≤ j ≤ m−1, we
have S∑ jp=1 lp = ∪
j
p=1Cp. Therefore, from (17), rank(Sl1) = k1 and for 2 ≤ j ≤ m− 1, rank
(
S∑ jp=1 lp
)
−
rank
(
S∑ j−1p=1 lp
)
= k j. This results in
rank
(
S∑ jp=1 lp
)
=
j
∑
p=1
kp, for 1 ≤ j ≤ m−1. (11)
The above two results can be interpreted as follows. The increment in the rank of S by collecting all the
coordinates of locality j is k j for 1 ≤ j ≤ m− 1. The rank of S, when it contains all the coordinates of
locality up to j, is ∑ jp=1 kp.
When the algorithm terminates, it may not have collected all the coordinates of locality m. Let k′m be
the increment in the rank of S by the coordinates of locality m that are collected by the algorithm. Note
that 1 ≤ k′m ≤ km.
Note that rank (Sl) = rank
(
S∑m−1j=1 l j
)
+ k′m. Using the fact that rank (Sl) = k− 1 and (11), we get
k− 1 = ∑m−1j=1 k j + k′m. On the other hand, by definition of locality profile vector, we have ∑rj=1 k j = k.
We consider two cases.
Case (1a): kr ≥ 21. Then, it must be that m = r and k′m = kr −1 since 1 ≤ k′m ≤ km.
Case (1b): kr = 1. Then, it follows that m = r−1, and k′m = kr−1 since 1 ≤ k′m ≤ km.
In summary, for 1≤ j ≤ r−1, the increment in the rank of S by collecting the coordinates of locality
j is k j. The increment in the rank of S by locality r coordinates is kr −1. (Note that this holds for Case
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(b) as well.) Moreover, for each 1 ≤ j ≤ r, when the algorithm is collecting the coordinates of locality
j, the rank can increase by at most j in each step (see (9)). Therefore, l j ≥
⌈
kr−1
r
⌉
for 1 ≤ j ≤ r−1 and
lr ≥
⌈
kr−1
r
⌉
.
Combining this with l = ∑rj=1 l j gives,
l ≥
r−1
∑
j=1
⌈
k j
j
⌉
+
⌈
kr −1
r
⌉
. (12)
Substituting this into (10), we get
|S| ≥ k−1+
r−1
∑
j=1
⌈
k j
j
⌉
+
⌈
kr −1
r
⌉
(13)
≥ k−2+
r
∑
j=1
⌈
k j
j
⌉
. (14)
Case 2: In the last step, we get rank
(
Sl−1 ∪ cΓ(l)
)
= k. For 1 ≤ i ≤ l− 1, in the i-th iteration, we
add cΓ(i). Thus, si ≤ Loc (ci)+1. Further, vectors in cΓ(i) \Si−1 are such that they yield a (possibly zero)
vector in 〈Si−1〉. Therefore, for 1 ≤ i ≤ l − 1, we get ti ≤ si − 1 ≤ Loc (ci). In the last step l, we add
cΓ(l)′ ⊂ cΓ(l). This increments rank(S) by tl ≥ 1 (since rank(Sl−1)≤ k−2), and |S| by sl ≥ tl . Therefore,
we have
|S|=
l
∑
i=1
si ≥
l−1
∑
i=1
(ti +1)+ tl = k−1+ l−1, (15)
the last equality follows from (8).
Lower bounding the number of iterations. Similar to Case 1, in each iteration i (including the last
one), we have ti ≤ Loc(ci). The only difference from Case 1 is that S accumulates total rank of k instead
of k−1. Therefore, to lower bound l, we can use the same arguments as in Case 1 along with rank(Sl)= k
to obtain l ≥ ∑r−1j=1
⌈
k j
j
⌉
+
⌈
kr
r
⌉
in place of (12). Substituting this into (15) yields |S| ≥ k−2+∑rj=1
⌈
k j
j
⌉
(which is same as (14)).
Finally, noting that |S| ≤ n−d from Fact 1 and using this lower bound on |S| gives (5).
3.2 Code Construction: Pyramid Codes
We show that the parity splitting construction of the Pyramid codes [7] can be adapted to obtain codes
with unequal information locality, that are optimal with respect to (5). Consider an information locality
profile k = {k1, . . . ,kr}. Let { j1, . . . , jm} with j1 < · · · < jm be the m(≤ r) localities such that k jp > 0.
We begin with a (k + d − 1,k,d) systematic maximum distance separable (MDS) code C ′ . Let the
representing coordinates be C′ = {e1, . . . ,ek,p0, . . . ,pd−2}, where e j is the j-th column of a k×k identity
matrix, and p j for 0 ≤ j ≤ d−2 are the columns representing the parity coordinates.
We partition the set [k] into m disjoint subsets S1, . . . ,Sm such that |Sp|= k jp for each p ∈ [m]. Next,
partition each subset Sp into lp =
⌈ k jp
jp
⌉
disjoint subsets each of size at most jp. That is, Sp = ∪lpi=1Sp,i.
For a vector x of dimension k, and a set S ⊆ [k], let x|S denote the |S|-dimensional restriction of x to the
coordinates in set S. Then, we define the systematic code C with the following representation.
C =
{
e1, . . . ,ek,p0|S1,1 , . . . ,p0|S1,l1 ,p0|S2,1 , . . . ,p0|S2,l2 , . . . ,p0|Sm,1 , . . . ,p0|Sm,lm ,p1, . . . ,pd−2
}
. (16)
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Note that we have split the parity p0 into ∑rj=1
⌈
k j
j
⌉
parities. Therefore, n = k+ d− 2+∑rj=1
⌈
k j
j
⌉
.
It is easy to verify that parity splitting does not affect the distance, and hence, the code C has distance
d. Since C ′ is an MDS code, we have wt(p0) = k. Therefore, a set of k jp information coordinates and⌈ k jp
jp
⌉
parity coordinates have locality at most jp for each p ∈ [m]. Similar to the classical Pyramid codes
in [7], the last d−2 parity symbols may have locality as large as k.
4 Codes with Unequal All Symbol Locality
In this section, we extend the notion of information locality to profile to accommodate the codes whose
parity symbols also have locality constraints. In this case, code symbols can be partitioned into disjoint
subsets according to their locality, with maximum locality ra < k. We define all symbol locality profile
of a code as follows.
Definition 3. [All Symbol Locality Profile] Given an [n,k,d]q code C , the all symbol locality profile of
C is defined as a length-n vector r(C ) = {r1, . . . ,rn}, where ri is the locality of the i-th coordinate of C .
Note that 1 ≤ ri ≤ k for each i ∈ [n], assuming d ≥ 2.
Alternatively, we can specify the locality profile of C as a length-ra vector n(C ) = {n1, . . . ,nra},
where ra = max{r1, . . . ,rn} and n j is the number of information coordinates of locality j for j ∈ [ra].
Note that ∀ j ∈ [ra], 0 ≤ n j ≤ n, nra ≥ 1 and ∑raj=1 n j = n.
Remark 3. For a code C with representation C, let C j ⊂C be the subset of coordinates having locality
j for 1 ≤ j ≤ ra. If n j = 0 for some j, then we set C j = /0. For 1 ≤ j ≤ ra, we define
k j = rank
(
∪ ji=0Ci
)
− rank
(
∪ j−1i=0Ci
)
, (17)
where we set C0 = /0. Define r = max{ j : k j > 0}. Then, {k1, . . . ,kr} can be considered as the information
locality profile of C . Codes with the same all symbol locality profile can have different information
locality profiles.
4.1 Bound on the Minimum Distance
Note that codes with unequal localities for all symbols are a special class of codes with unequal informa-
tion localities. Therefore, the minimum distance upper bound in (5) holds for an all symbol locality code
having information locality profile k. As noted in Remark 3, it is possible for a code to have different
information locality profiles for a given all symbol locality profile. The upper bound in (5) obtained
using only information locality profile may not be tight for certain information localities. Our goal is to
compute an upper bound on the minimum distance as a function of all symbol locality profile.
Theorem 2. Consider a code C with all symbol locality profile n= {n1, . . . ,nra}. Define k
′
j = n j−
⌈
n j
j+1
⌉
.
Let r′ = max{1 ≤ i ≤ ra : ∑ij=1 k
′
j < k}. Let r = min{r′+1 ≤ j ≤ ra : n j ≥ 2}. Then, we have
d ≤ n− k+2−
r−1
∑
j=1
⌈
n j
j+1
⌉
−


k−∑r−1i=1
(
n j −
⌈
n j
j+1
⌉)
r

 . (18)
Proof. Similar to information locality case, we consider Algorithm 1 to find a set S ⊂ C such that
rank (S)≤ k−1.
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Recall that C j ⊂C is a subset of coordinates of locality j. Let k j = rank
(
∪ ji=0Ci
)
− rank
(
∪ j−1i=0Ci
)
,
where we define C0 = /0.
It is easy to show that k j ≤ k
′
j for each 1 ≤ j ≤ r. In particular, consider the following greedy
algorithm. Beginning with T0 = /0 until Tp =C j, in each iteration p, extend Tp−1 as by adding a coordinate
cp ∈C j \Tp−1 and all its repair group coordinates cR(p) to Tp−1. Specifically, Tp = Tp−1∪ (cΓ(p) \Tp−1).
Now, in each iteration there must be at least one linear dependency between Tp−1 and cΓ(p) \ Tp−1.
Further, in each iteration, we extend the size of T by at most j, and thus, the number of iterations are at
least
⌈
n j
j+1
⌉
. Therefore, the number of linear dependencies among the coordinates in C j must be at least⌈
n j
j+1
⌉
.
Case 1: Suppose we have rank
(
Si−1 ∪ cΓ(i)
)
≤ k− 1 throughout. Let m be the locality of the last
symbol picked by the algorithm. For 1 ≤ j ≤ m−1, the algorithm collects all the coordinates of locality
j. Let nˆm ≤ nm be the number of coordinates of locality m that are collected by the algorithm. Then, we
have
|S|= n1 + · · ·+nm−1 + nˆm.
Note that rank(S) when S has accumulated all the coordinates of locality up to m−1 is rank
(
∪m−1j=1 C j
)
=
∑m−1j=1 k j. Therefore, the rank accumulated from locality m coordinates is (k−1)−∑m−1j=1 k j := ˆkm. Now,
using standard arguments similar to the proof of Theorem 1, it is easy to show that nˆm ≥ ˆkm +
⌈
ˆkm
m
⌉
.
Therefore,
|S| ≥
m−1
∑
j=1
n j + ˆkm +
⌈
ˆkm
m
⌉
:= |S|LB. (19)
Next, we show that |S|LB is minimized when k j = k
′
j. Let S
′ be the set collected if rank
(
∪ ji=0Ci
)
−
rank
(
∪ j−1i=0Ci
)
= k′j. In this case the locality of the last coordinate must be r provided ∑r−1j=1 k
′
j < k− 1.
Let nˆ′r be the number of coordinates of locality r that are collected by the algorithm. (If ∑r−1j=1 k
′
j = k−1,
then nˆ′r = 0 and the following analysis still holds.) Then, we have
|S′ |= n1 + . . .+nr−1+ nˆr.
The rank accumulated in locality r coordinates is (k− 1)−∑r−1j=1 k
′
j := ˆk′r. Again, using standard argu-
ments similar to the proof of Theorem 1, it is easy to show that nˆ′r ≥ ˆk′r +
⌈
ˆk′r
r
⌉
. Therefore,
|S′ | ≥
r−1
∑
j=1
n j + ˆk′r +
⌈
ˆk′r
r
⌉
:= |S′ |LB. (20)
Next, we show that |S′ |LB ≤ |S|LB. Suppose, for contradiction, |S
′
|LB > |S|LB. First, note that since
k′j ≥ k j j for 1 ≤ j ≤ r, we have r ≤ m.
Case (1a): m = r. Then, we have
r−1
∑
j=1
n j + ˆk′r +
⌈
ˆk′r
r
⌉
>
r−1
∑
j=1
n j + ˆkr +
⌈
ˆkr
r
⌉
.
However, this essentially implies ∑r−1j=1 k
′
j < ∑r−1j=1 k j, which is a contradiction.
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Case (1b): m < r. Then, we have
r−1
∑
j=1
n j + ˆk′r +
⌈
ˆk′r
r
⌉
>
r−1
∑
j=1
n j +nr + · · ·+ ˆkr +
⌈
ˆkr
r
⌉
.
However, this implies ˆk′r +
⌈
ˆk′r
r
⌉
> nr + · · ·+ ˆkr +
⌈
ˆkr
r
⌉
, which is a contradiction as ˆk′r +
⌈
ˆk′r
r
⌉
≤ nˆ′r ≤ nr.
Hence, to get smallest lower bound on |S|, one can assign maximum incremental rank k′j to each
locality j. Let l j be the number of iterations during which Algorithm 1 collects coordinates of locality j.
Then, using the same arguments as in the proof of Theorem 1, we have |S| ≥ k−1+∑rj=1 l j (see (10)).
For 1 ≤ j ≤ r− 1, the algorithm collects all the n j coordinates of locality j. When a coordinate of
locality j is picked, the size of S can be increased by at most j+ 1 in that iteration. Thus, l j ≥
⌈
n j
j+1
⌉
for 1 ≤ j ≤ r− 1. For locality r, we increment the rank of S by (k− 1)−∑r−1j=1 k
′
j. At each step, tank is
increased by at most r, thus lr ≥
⌈
(k−1)−∑r−1j=1 k
′
j
r
⌉
. Hence,
|S| ≥ k−1+
r−1
∑
j=1
⌈
n j
j+1
⌉
+
⌈
(k−1)−∑r−1j=1 k
′
j
r
⌉
≥ k−2+
r−1
∑
j=1
⌈
n j
j+1
⌉
+
⌈
k−∑r−1j=1 k
′
j
r
⌉
.
Case 2: In the last step, we get rank
(
Sl−1 ∪ cΓ(l)
)
= k. Analysis to show that the smallest lower
bound on |S| is obtained assigning maximum incremental rank k′j to each locality jis similar to Case 1.
Using the same arguments as in the proof of Theorem 1, we have |S| ≥ k− 2+∑rj=1 l j (see (15)).
Following the same argument as Case 1, l j ≥
⌈
n j
j+1
⌉
for 1 ≤ j ≤ r−1. For locality r, we increment the
rank of S by k−∑r−1j=1 k
′
j. At each step, tank is increased by at most r, thus lr ≥
⌈
k−∑r−1j=1 k
′
j
r
⌉
. Hence,
|S| ≥ k−2+
r−1
∑
j=1
⌈
n j
j+1
⌉
+
⌈
k−∑r−1j=1 k
′
j
r
⌉
.
Finally, the result follows from using the Fact 1.
4.2 Code Construction
We adapt the rank-metric codes based LRC construction in [14] for the unequal all symbol locality
scenario. The idea is to first precode the information symbols with a rank-metric code (in particular, with
Gabidulin codes), and then use maximum distance separable (MDS) codes to obtain local parities. We
begin with a brief review of rank-metric codes.
4.3 Rank-Metric Codes
Let FN×mq be the set of all N ×m matrices over Fq. The rank distance is a distance measure between
elements A and B of FN×mq defined as dR (A,B) = rank(A−B). It can be shown that the rank distance is
indeed a metric [32]. A rank-metric code is a non-empty subset of FN×mq under the context of the rank
metric.
Typically, the rank-metric codes are considered by leveraging the correspondence between F1×mq and
an extension field Fqm . By fixing a basis for Fqm as an m-dimensional vector space over Fq, any element
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of Fqm can be represented as an m-length vector over Fq. Similarly, any N-length vector over Fqm can be
represented as an N×m matrix over Fq. The rank of a vector A ∈ FNqm is the rank of A as an N×m matrix
over Fq, which also works for the rank distance. This correspondence allows us to view a rank-metric
code in FN×mq as a block code of length N over Fqm .
Focussing on linear codes, an (N,K,D) rank-metric code C ⊆ FNqm is a linear block code over Fqm of
length N, dimension K, and minimum rank distance D. For such codes, the Singleton bound becomes
d ≤ min
{
1, mN
}
(N −K) + 1 (see [32]). Codes that achieve this bound are called as maximum-rank
distance (MRD) codes. Note that, for m ≥ N, the Singleton bound for rank metric coincides with the
classical Singleton bound for the Hamming metric. Indeed, when m ≥ N, every MRD code is also MDS,
and hence can correct any d−1 rank erasures.
Gabidulin Codes: For N ≥ m, a class of MRD codes was presented in [32] by Gabidulin (see
also [33]). A Gabidulin code can be obtained by evaluation of linearized polynomials defined as follows.
A linearized polynomial f (x) over Fqm of q-degree K has the form f (x) = ∑Ki=0 aixqi , where ai ∈ Fqm such
that aK 6= 0. Evaluation of a linearized polynomial is an Fq-linear transform from Fqm to itself. In other
words, for any a,b ∈ Fq and x,y ∈ Fqm , we have f (ax+by) = a f (x)+b f (y).
A codeword in an (N,K,N −K + 1) Gabidulin code CGab over Fqm for m ≥ N is defined as c =
( f (g1), . . . , f (gN)) ∈ FNqm , where f (x) is a linearized polynomial over GFmq of q-degree K − 1 whose
coefficients are information symbols, and evaluation points g1, . . . ,gN ∈ Fqm are linearly independent
over Fq. Note that since Gabidulin code is also an MDS code, it can correct any N−K erasures.
4.4 Code Construction
In the following, we give a construction of an (n,k,d) LRC with all symbol locality profile n= {n1, . . . ,nra}
which attains the distance bound in (18). For the simplicity of presentation, we assume that j+1 | n j for
each j. One can generalize the construction for the case when this is not the case.
Construction 1. Consider a length-k vector of information symbols m ∈ Fkqm . First, we precode m
using a Gabidulin code. Then, the codeword of the Gabidulin code is partitioned into local groups, and
the local parities are computed for each group using MDS codes over Fq. The details are as follows.
Define N j = n j
(
j
j+1
)
for each j ∈ [ra]. Let N = ∑raj=1 N j. Encode m using an (N,k,N − k + 1)
Gabidulin code to obtain cGab ∈ FNqm . Partition cGab into ra disjoint groups cGab = ∪raj=1c jGab such that
|c jGab|= N j for j ∈ [ra] with c jGab = /0 for each j such that N j = 0. For each 1 ≤ j ≤ ra such that N j > 0,
further partition c jGab symbols into
N j
j disjoint local groups each of size j, i.e., cGab j = ∪i=1 N jj c j,iGab. For
each group c j,iGab of j symbols, generate a local parity using a ( j+ 1, j,2) MDS code over Fq. Denote
the resulting code as CLRC. Note that the total number of symbols are ∑raj=1 N jj ( j + 1) = ∑raj=1 n j = n.
Note that, we generate the local parities in such a way that CLRC possesses all symbol locality profile
{n1, . . . ,nra}.
Next, we show that the above construction achieves the distance bound mentioned in Theorem 2.
Theorem 3. Let CLRC be an (n,k,d) LRC with all symbol locality profile {n1, . . . ,nra} obtained by Con-
struction 1. If j+ 1 | n j for each j ∈ [ra], then CLRC over Fqm for m ≥ ∑raj=1 n j
(
j
j+1
)
and q ≥ ra + 1,
achieves the bound in (18).
Proof. Similar to [14], the idea is show that any e := n− k + 1−∑r−1j=1
⌈
n j
j+1
⌉
−
⌈
k−∑r−1i=1
(
n j−
⌈
n j
j+1
⌉)
r
⌉
symbol erasures correspond to N−K rank erasures, which can be corrected by the Gabidulin code.
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The Fq-linearity of the linearized polynomials plays a crucial role. In particular, since the local
parities are obtained using an MDS code over Fq, any symbol ci of locality j can be written as ci =
∑ jp=1 apcip = ∑ jp=1 ap f (gip) = f
(
∑ jp=1 apgip
)
. Hence, for each j ∈ [ra], in a local group of size j, any
m ≤ j symbols are evaluations of f (x) in m points that are linearly independent over Fq. Therefore, for
each j ∈ [ra], in a local group of size j + 1, any i+ 1(≤ j + 1) symbol erasures correspond to i rank
erasures. Moreover, taking any j points from all local groups of size j+ 1 for each j ∈ [ra], we obtain
the Gabidulin codeword, which has obtained by precoding m.
With above observation, the worst case erasure pattern is when the erasures occur in the smallest
possible number of local groups (of possibly different localities), and the number of erasures in each
local group are maximal.
Note that we can write n as n = ∑raj=1 N j + N jj . Let k = ∑r−1j=1 N j +N
′
r for some N
′
r < Nr. Then, we can
write
e = 1+
ra∑
j=r
(
N j +
N j
j
)
−
(
N
′
r +
⌈
N ′r
r
⌉)
. (21)
On the other hand, for the outer Gabidulin code, we have
N− k =
ra∑
j=r
N j −N
′
r. (22)
Case 1: r | N ′r. Let N
′
r = rβ . Then, from (21), we have e = 1 + ∑raj=r+1( j + 1)
(
n j
j+1
)
+ (r +
1)
(
nr
r+1 −β
)
. Thus, in the worst case, the number of local groups that are completely erased are
∑raj=r+1
(
n j
j+1
)
+
(
nr
r+1 −β
)
with one erasure in an additional group. Recall that, due to the Fq-linearity,
any i + 1 erasures in a local group of size j + 1, the number of rank erasures corresponding to the
Gabidulin codeword are only j. Thus, total number of rank erasures are ∑raj=r+1 j
(
n j
j+1
)
+ r
(
nr
r+1 −β
)
.
However, from (22), we get N − k = ∑raj=r+1 j
(
n j
j+1
)
+ r
(
nr
r+1 −β
)
. Therefore, all the rank erasures
can be corrected by the outer Gabidulin code.
Case 2: r ∤ N ′r. Let N
′
r = rβ + γ , where 1 ≤ γ ≤ r−1. Then, from (21), we have e = 1+∑raj=r+1( j+
1)
(
n j
j+1
)
+(r+ 1)
(
nr
r+1 −β −1
)
+(r− γ + 1). In other words, in the in the worst case, the number of
local groups that are completely erased are ∑raj=r+1
(
n j
j+1
)
+
(
nr
r+1 −β −1
)
with (r− γ + 1) erasures in
an additional group. This corresponds to ∑raj=r+1 j
(
n j
j+1
)
+ r
(
nr
r+1 −β −1
)
+(r− γ) rank erasures.
From (22), we get N− k = ∑raj=r+1 j
(
n j
j+1
)
+ r
(
nr
r+1 −β −1
)
+(r− γ). Hence, all the rank erasures
can be corrected by the outer Gabidulin code.
5 Information Locality Requirement
In general, one can design codes for different locality profiles, which gives rise to the following natural
question: how to choose a locality profile that gives largest minimum distance. Towards this, we define
a notion of locality requirement as follows.
Definition 4. Let ˜k = {˜k1, . . . , ˜kr} be a length-r vector for some r < k such that for each 1 ≤ j ≤ r, we
have 0 ≤ ˜k j ≤ k and ∑rj=1 ˜k j = k. Consider a code C with information locality profile k = {k1, . . . ,kr′}
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Algorithm 2 Find an optimal locality profile k∗ for a given locality requirement ˜k
1: Set γr+1 = 0, j = r
2: while j ≥ 1 do
3: Chose integers β j and γ j such that ˜k j + γ j+1 = jβ j + γ j
4: Set k∗j = jβ j
5: Decrement j
6: end while
for some r′ ≤ r. We say that C satisfies information locality requirement ˜k if, for each 1 ≤ i ≤ r, we
have ∑ij=1 k j ≥ ∑ij=1 ˜k j, where we set k j = 0 for r′+1 ≤ j ≤ r if r′ < r. Further, in this case, we say that
locality profile k respects locality requirement ˜k, and denote this as k  ˜k.
Different locality profiles can respect a locality requirement ˜k, and one can ask which locality profile
would give larger minimum distance. For example, let ˜k = {0,3,3}. Then, one can find a number of
locality profiles that respect ˜k, such as k1 = {2,4,0}, k2 = {3,0,3}, k3 = {0,6,0}, k4 = {1,2,3}. Among
these, the last two locality profiles would give the largest minimum distance. However, in general, since
a large number of locality profiles can respect a locality requirement, it is not clear how to find an optimal
locality profile with respect to minimum distance.
Give a locality requirement ˜k, we are interested in finding a locality profile k  ˜k which results in
largest upper bound on the minimum distance for fixed n. More formally, we can define the problem as
follows.
min
k∈Zr+
r
∑
j=1
⌈
k j
j
⌉
(P1) (23)
s.t.
i
∑
j=1
k j ≥
i
∑
j=1
˜k j, for 1 ≤ i ≤ r, (24)
and
r
∑
j=1
k j =
r
∑
j=1
˜k j . (25)
A solution of the above optimization problem is said to be an optimal locality profile. In the following
we give a greedy algorithm which finds an optimal k∗. From ∑r−1j=1 k j ≥ ∑r−1j=1 ˜k j and ∑rj=1 k j = ∑rj=1 ˜k j,
we get that kr ≤ ˜kr. In similar way, we can see that the inequality constraints above can be replaced by
∑rj=i k j ≥ ∑rj=i ˜k j and ∑rj=1 k j = ∑rj=1 ˜k j. The idea of the algorithm is to start with the largest locality r
and set k∗r as the largest multiple of r such that k∗r ≤ ˜kr. Move the residue ˜kr−k∗r to the next locality r−1,
and set k∗r−1 as the largest multiple of r such that k∗r−1 ≤ ˜kr−1 + ˜kr − k∗r . We continue this until we reach
locality 1.
Remark 4. Note that Algorithm 2 assigns k∗j = ˜k j + γ j+1 − γ j for each locality j. This gives ∑rj=i k∗j =
∑rj=i ˜k j − γi for each r ≥ i ≥ 1.
Theorem 4. Given an information locality requirement ˜k, the information locality profile k∗ given by
Algorithm 2 results in the largest upper bound on the minimum distance among all the information
locality profiles that respect the given information locality requirement.
Proof. The idea is to show that any optimal information locality profile can be transformed into a form of
k∗ without loosing optimality. We first prove that it is always possible to obtain an optimal information
locality profile k′′ such that j | k′′j for each j ∈ [r].
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Lemma 1. Given a locality requirement ˜k, any optimal information locality profile k′ can be converted
into another optimal information locality profile k′′ such that j | k′′j ∀ j ∈ [r].
Proof. By induction on the number of localities j such that j ∤ k′j. Let |{ j : j ∤ k
′
j}|= m.
Basis step: m = 1. Let jm ∈ [r] be the only locality such that jm ∤ k′jm . We can write k
′
jm = jmβ jm + γ jm
such that 1 ≤ β jm ≤ jm − 1. Set k′′jm = k
′
jm − γ jm , k
′′
γ jm = k
′
γ jm + γ jm , and k
′′
j = k
′
j for all j ∈ [r] such that
j 6= jm, j 6= γ jm .
First, observe that k′′ is such that j | k j for each j ∈ [r], since γ jm | k
′
γ jm .
Second, note that k′′ is a feasible solution for (P1). This is because, for 1 ≤ i ≤ jm − 1, we have
∑ij=1 k
′′
j = ∑ij=1 k
′
j + γ jm ≥ ∑ij=1 ˜k j, and for jm ≤ i ≤ r, we have ∑ij=1 k
′′
j = ∑ij=1 k
′
j ≥ ∑ij=1 ˜k j. For both
these cases, the inequality follows since k′ satisfies the constraints of (P1).
Finally, it is easy to see that k′′ is also optimal, since
⌈
k′′jm
jm
⌉
=
⌈
k′jm
jm
⌉
− 1,
⌈
k′′γ jm
γ jm
⌉
=
⌈
k′γ jm
γ jm
⌉
+ 1, and⌈
k′′j
j
⌉
=
⌈
k′j
j
⌉
for the rest of the localities.
Induction step: m ≥ 2. Suppose the hypothesis holds whenever |{ j : j ∤ k′j}| ≤ m− 1. Consider the
case when |{ j : j ∤ k′j}| = m. Denote such a set of localities as { j1, . . . , jm}, where j1 < · · · < jm. Now,
we can write k′jm = jmβ jm + γ jm such that 1 ≤ β jm ≤ jm−1. Set k
′
jm = k
′
jm − γ jm , and k
′
γ jm = k
′
γ jm + γ jm .
Similar to m = 1 case, we can verify that k′ remains to be an optimal solution to (P1) after the
transformation. Further, since jm | k′jm , we get |{ j : j ∤ k
′
j}| = m− 1. Then, the proof follows by the
induction hypothesis.
Let |{ j : k′′j 6= k∗j}|= m. Denote such a set of localities as { j1, . . . , jm}, where j1 < · · ·< jm. We first
prove some properties for the localities where the coordinate values differ.
Proposition 1. k′′jm < k
∗
jm
Proof. Suppose, for contradiction, k′′jm > k∗jm . We can write k
′′
jm = k
∗jm + p jm for some integer p≥ 1, since
both k′′jm and k
∗
jm are multiples of jm. Consider
r
∑
i= jm
k′′i = k∗jm + p jm +
r
∑
i= jm+1
k∗i (26)
=
r
∑
i= jm
˜ki− γ jm + p jm (27)
≥
r
∑
i= jm
˜ki− ( jm−1)+ p jm (28)
≥
r
∑
i= jm
˜ki +(p−1) jm +1 (29)
≥
r
∑
i= jm
˜ki. (30)
However, this contradicts the feasibility of k′′ as it should satisfy ∑rjm k
′′
i ≤∑rjm ˜ki (due to ∑ jmi=1 k
′′
i ≥∑ jmi=1 ˜ki
and ∑ri=1 k
′′
i = ∑ri=1 ˜ki).
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Next, we show that for any information locality profile, moving the coordinates to the higher locality
does not increase the minimum distance bound.
Proposition 2. Consider an information locality profile k. For any locality pair i and j such that i < j
and k j > 0. Set ki = ki−δ and k j = k j +δ for an integer δ such that either i | δ or j | δ (or both). Then,
such a transformation does not increase the value of the minimum distance bound.
Proof. Case 1: i | δ . Let δ = ia for some integer a. After moving the coordinates of locality i to locality
j, the term
⌈
ki
i
⌉
reduces by a. Whereas, the term
⌈
k j
j
⌉
increases by at most
⌈
δ
j
⌉
, which itself is at most
a.
Case 2: j | δ . Let δ = jb for some integer b. In this case, the term
⌈
k j
j
⌉
increases by b. Whereas, the
term
⌈
ki
i
⌉
reduces by at least
⌊
δ
i
⌋
, which itself is at least b.
Therefore, in both the above case, the value of (23) does not increase.
Finally, we show that for any information locality profile, moving the coordinates to the lower locality
to obtain divisibility does not change the minimum distance bound.
Proposition 3. Consider an information locality profile k. Let j be a locality such that j ∤ k j, and let
k j = jβ j + γ j for some integers β j and 1 ≤ γ j ≤ j−1. Then, setting k j = ki − γ j and kγ j = kγ j + γ j does
not change the value of the minimum distance bound.
Proof. The argument is the same as for the basis step in the proof of Lemma 1.
Finally, we show that we can transform an optimal information locality profile where divisibility
holds for each locality into k∗.
Lemma 2. Given a locality requirement ˜k, any optimal information locality profile k′ , where j | k′′j for
each j, can be converted into k∗ without loosing optimality, where k∗ is the output of Algorithm 2.
Proof. We give an iterative algorithm (Algorithm 3) to transform an optimal information locality profile
k′′ to k∗. First note that, by Proposition 1, it must be that k′′jm < k
∗jm in the first iteration of the outer
while-loop. Moreover, at line 13, k′′ is such that j | k′′j for each j ∈ [r], hence we can invoke Proposition 1
for the every iteration of outer while-loop. Next, the optimality of k′′ is maintained at line 6 due to
Proposition 2, and also at line 10 due to Proposition 3. Finally, Algorithm 3 must terminate in finite time
as m decreases by at least 1 at line 13.
The proof of Theorem 4 follows from Lemma 1 and Lemma 2
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Algorithm 3 Transform an optimal locality profile k′′ to k∗
1: Let |{ j : k′′j 6= k∗j}|= m
2: while m > 0 do
3: Let jm = max{ j : k′′j 6= k∗j}
4: while k′′jm < k
∗jm do
5: Let jp = max{ j : k′′j > k∗j}
6: Let δ jm = k∗jm − k
′′
jm , δ jp = k
′′
jp − k
∗
jp
7: Set k′′jm = k
′′
jm +min{δ jm ,δ jp}, k
′′
jp = k
′′
jp −min{δ jm ,δ jp}
8: if δ jm < δ jp then
9: Let k′′jp = jpβ jp + γ jp
10: if γ jp > 0 then
11: Set k′′jp = k
′′
jp − γ jp , k
′′
γ jp = k
′′
γ jp + γ jp
12: end if
13: end if
14: end while
15: Set m = |{ j : k′′j 6= k∗j}|
16: end while
References
[1] A. G. Dimakis, P. B. Godfrey, M. Wainwright, and K. Ramachandran, “Network Coding for Distributed
Storage Systems,” Information Theory, IEEE Transactions on, vol. 56, no. 9, pp. 4539–4551, Sep. 2010.
[2] A. G. Dimakis, K. Ramchandran, Y. Wu, and C. Suh, “A Survey on Network Codes for Distributed Storage,”
Proceedings of the IEEE, vol. 99, no. 3, pp. 476–489, Mar. 2011.
[3] I. Tamo, Z. Wang, and J. Bruck, “Zigzag codes: Mds array codes with optimal rebuilding,” Information
Theory, IEEE Transactions on, vol. 59, no. 3, pp. 1597–1616, March 2013.
[4] O. Khan, R. Burns, J. Park, and C. Huang, “In search of i/o-optimal recovery from disk failures,” in Proceed-
ings of the 3rd USENIX Conference on Hot Topics in Storage and File Systems, ser. HotStorage’11, Berkeley,
2011, pp. 6–6.
[5] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, “On the locality of codeword symbols,” Information
Theory, IEEE Transactions on, vol. 58, no. 11, pp. 6925–6934, Nov 2012.
[6] F. Oggier and A. Datta, “Self-repairing homomorphic codes for distributed storage systems,” in INFOCOM,
2011 Proceedings IEEE, April 2011, pp. 1215–1223.
[7] C. Huang, M. Chen, and J. Li, “Pyramid codes: Flexible schemes to trade space for access efficiency in
reliable data storage systems,” in Network Computing and Applications, 2007. NCA 2007. Sixth IEEE Inter-
national Symposium on, July 2007, pp. 79–86.
[8] J. Han and L. Lastras-Montao, “Reliable memories with subline accesses,” in Information Theory, 2007. ISIT
2007. IEEE International Symposium on, June 2007, pp. 2531–2535.
[9] N. Prakash, G. Kamath, V. Lalitha, and P. Kumar, “Optimal linear codes with a local-error-correction prop-
erty,” in Information Theory Proceedings (ISIT), 2012 IEEE International Symposium on, July 2012, pp.
2776–2780.
[10] D. Papailiopoulos and A. Dimakis, “Locally repairable codes,” Information Theory, IEEE Transactions on,
vol. 60, no. 10, pp. 5843–5855, Oct 2014.
S. Kadhe and A. Sprintson 17
[11] A. Rawat, O. Koyluoglu, N. Silberstein, and S. Vishwanath, “Optimal locally repairable and secure codes
for distributed storage systems,” Information Theory, IEEE Transactions on, vol. 60, no. 1, pp. 212–236, Jan
2014.
[12] G. Kamath, N. Prakash, V. Lalitha, and P. Kumar, “Codes with local regeneration and erasure correction,”
Information Theory, IEEE Transactions on, vol. 60, no. 8, pp. 4637–4660, Aug 2014.
[13] A. Wang and Z. Zhang, “An integer programming-based bound for locally repairable codes,” Information
Theory, IEEE Transactions on, vol. 61, no. 10, pp. 5280–5294, Oct 2015.
[14] N. Silberstein, A. Rawat, O. Koyluoglu, and S. Vishwanath, “Optimal locally repairable codes via rank-metric
codes,” in Information Theory Proceedings (ISIT), 2013 IEEE International Symposium on, July 2013, pp.
1819–1823.
[15] I. Tamo, D. Papailiopoulos, and A. Dimakis, “Optimal locally repairable codes and connections to matroid
theory,” in Information Theory Proceedings (ISIT), 2013 IEEE International Symposium on, July 2013, pp.
1814–1818.
[16] T. Ernvall, T. Westerba¨ck, and C. Hollanti, “Linear locally repairable codes with random matrices,” CoRR,
vol. abs/1408.0180, 2014. [Online]. Available: http://arxiv.org/abs/1408.0180
[17] I. Tamo and A. Barg, “A family of optimal locally recoverable codes,” Information Theory, IEEE Transactions
on, vol. 60, no. 8, pp. 4661–4676, Aug 2014.
[18] S. Goparaju and R. Calderbank, “Binary cyclic codes that are locally repairable,” in Information Theory
(ISIT), 2014 IEEE International Symposium on, June 2014, pp. 676–680.
[19] W. Song, S. H. Dau, C. Yuen, and T. Li, “Optimal locally repairable linear codes,” Selected Areas in Com-
munications, IEEE Journal on, vol. 32, no. 5, pp. 1019–1036, May 2014.
[20] M. Kuijper and D. Napp, “Erasure codes with simplex locality,” CoRR, vol. abs/1403.2779, 2014. [Online].
Available: http://arxiv.org/abs/1403.2779
[21] P. Huang, E. Yaakobi, H. Uchikawa, and P. H. Siegel, “Binary linear locally repairable codes,” CoRR, vol.
abs/1511.06960, 2015. [Online]. Available: http://arxiv.org/abs/1511.06960
[22] A. Zeh and E. Yaakobi, “Optimal linear and cyclic locally repairable codes over small fields,” in Information
Theory Workshop (ITW), 2015 IEEE, April 2015, pp. 1–5.
[23] N. Silberstein and A. Zeh, “Optimal binary locally repairable codes via anticodes,” in Information Theory
(ISIT), 2015 IEEE International Symposium on, June 2015, pp. 1247–1251.
[24] A. Rawat, D. Papailiopoulos, A. Dimakis, and S. Vishwanath, “Locality and availability in distributed stor-
age,” in Information Theory (ISIT), 2014 IEEE International Symposium on, June 2014, pp. 681–685.
[25] I. Tamo and A. Barg, “Bounds on locally recoverable codes with multiple recovering sets,” in Information
Theory (ISIT), 2014 IEEE International Symposium on, June 2014, pp. 691–695.
[26] N. Prakash, V. Lalitha, and P. Kumar, “Codes with locality for two erasures,” in Information Theory (ISIT),
2014 IEEE International Symposium on, June 2014, pp. 1962–1966.
[27] B. Sasidharan, G. Agarwal, and P. Kumar, “Codes with hierarchical locality,” in Information Theory (ISIT),
2015 IEEE International Symposium on, June 2015, pp. 1257–1261.
[28] V. Cadambe and A. Mazumdar, “Bounds on the size of locally recoverable codes,” Information Theory, IEEE
Transactions on, vol. 61, no. 11, pp. 5787–5794, Nov 2015.
[29] G. Joshi, Y. Liu, and E. Soljanin, “On the delay-storage trade-off in content download from coded distributed
storage systems,” Selected Areas in Communications, IEEE Journal on, vol. 32, no. 5, pp. 989–997, May
2014.
[30] S. Kadhe, E. Soljanin, and A. Sprintson, “Analyzing the download time of availability codes,” in Information
Theory (ISIT), 2015 IEEE International Symposium on, June 2015, pp. 1467–1471.
[31] A. Zeh and E. Yaakobi, “Bound and constructions of codes with multiple localities,” arXiv, vol.
abs/1601.02763, 2016. [Online]. Available: http://arxiv.org/abs/1601.02763
18 Codes with Unequal Locality
[32] E. M. Gabidulin, “Theory of codes with maximum rank distance,” Problems Inform. Transmission, vol. 21,
no. 1, pp. 1–12, Jul 1985.
[33] P. Delsarte, “Bilinear forms over a finite field, with applications to coding theory,” Journal of Combinatorial
Theory, Series A, vol. 25, no. 3, pp. 226 – 241, 1978.
