We investigate robust optimization problems defined for maximizing convex functions. For finite uncertainty set, we develop a geometric branchand-bound algorithmic approach to solve this problem. The geometric branchand-bound algorithm performs sequential piecewise-linear approximations of the convex objective, and solves linear programs to determine lower and upper bounds of nodes specified by the active linear pieces. Finite convergence of the algorithm to an −optimal solution is proved. Numerical results are used to discuss the performance of the developed algorithm. The algorithm developed in this paper can be used as an oracle in the cutting surface method for solving robust optimization problems with compact ambiguity sets.
Introduction
We consider robust maximization problem with finitely-many candidate objective functions: max
where X ⊂ R n is the feasible set of the decision variables x, {f k } K k=1 is the set of K candidate functions. The goal of the decision maker is to find a riskaverse optimal solution x with respect to any choice of function index k of the candidate function. Note that (RM) may represent a pessimistic view of the uncertainty. In this view, it is believed that the nature intends to choose a functional form which is against the decision. In contrast, an optimistic decision maker believes that the nature intends to choose model parameters that favor the decision. As a consequence, there are four combinations of the "max" and "min" that can be set as the sense of optimization in (RM). For the case where the objective function f k (x) is either convex or concave in the decision variable x, (RM) is a member of the following list of problems that are divided into three categories:
approach of solving (FRO), one solves a master problem and a separation problem in every iteration [18] . The master problem is a relaxation of (FRO) by considering a finite set D of parameters, and the separation problem
is solved at an incumbent solutionx of the master problem to identify a new parameter d ∈ D. A new cut based on d is added to D in the next iteration.
The (RM) model also naturally arises in many practical applications. The following is an example from the situation where a diversified set of points are to be generated sequentially from a given set X.
Example 1.1 Let X ⊂ R n be a bounded set, D ⊂ R n be a finite set of points and f (x) = x − d p be a norm function, e.g., p = 1, p = 2 or p = ∞ norm. Recall that a norm is a convex function. Consider the following problem:
The objective is to find the point x from a bounded region X that maximizes the minimum p-norm distance between x and the points in D. This is a fundamental problem in developing a space filling design which has application in computer simulation experiments [25, 49] . Input sample points generated from a space filling design may lead to results with superior properties in statistical estimation [25] . An approach to finding a space filling design is to generate the sample points sequentially. In this approach, D is the current set of sample points generated. Problem (1) is solved to generate the next sample point. An engineering application of space filling design is in wireless communication, where one wants to deploy sensors in a geographic region as uniformly as possible [49] .
Contributions
We made the following contributions in this paper:
1. We develop a geometric branch-and-bound algorithm (GB2) for solving a special case of (RM) where each candidate function is a piecewise-linear convex function. The key idea of GB2 is the sequential partitioning of the feasible region and imposes the branch-and-bound procedure. We prove finite convergence of this algorithm. 2. Under the assumption that an oracle for solving a convex maximization problem over a polytope is available, we generalize the GB2 method for the case where the candidate functions are general convex functions. Specifically, we use an iterative linearization procedure in the GB2 method. We show that this algorithm convergences to an -optimal solution in a finite number of steps. 3. We provide computational results on the performance of the proposed algorithm.
Organization of this paper
This paper is organized as follows: In Section 1.4, we provide a brief literature review on robust optimization, branch-and-bound methods for solving global optimization problems, and numerical methods for solving semi-infinite programming problems. The development of the GB2 algorithm for a piece-wise linear case, and its convergence is given in Section 2. The generalization of the GB2 algorithm for convex functions (G2B2) and the corresponding convergence results are given in Section 3. Computational experience with the help of numerical examples is discussed in Section 4 for the G2B2 algorithm.
Literature review

Robust optimization
Robust optimization (RO) models assume that the uncertainty is on the model parameters [3] . For instance, realizations of model parameters are drawn from an uncertainty set and the values are chosen to be adversarial to the decisions. Most robust convex optimization problems can be NP-hard. For example, robust SDPs with ellipsoidal uncertainty sets or polyhedral uncertainty sets are NP-hard [4, 5] . However, robust linear programs with ellipsoidal uncertainty, polyhedral uncertainty and norm uncertainty, can be reformulated as second order cone programs (SOCPs) [6], linear programs (using linear duality theory) [6], and SOCPs, respectively [10] . The optimization model (FRO) studied in this paper has an essential difference from the robust optimization models in the earlier papers, where the nominal problem is a convex-minimization problem. Problem (RM) is a robust counterpart of a convex-maximization problem.
Relaxation and branch-and-bound methods in global optimization
Branch-and-bound (B&B) is an often used technique to solve global optimization problems. It is a scheme that successively refines a partition of the feasible set into subsets, and computes an upper and a lower bound of the objective value restricted on each subset. Based on comparing these bounds, subsets that do not contain a global optimal solution are removed from the search tree, or a subset is chosen for further partitioning. This procedure is repeated until the optimality gap is as desired. Branch-and-bound methods have been widely applied to mixed-integer programs [13] , and to global optimization of nonlinear programming models that have concave univariate, bilinear and linear fractional terms [7, 9, 19, 43, 47] . Specifically, [43] investigate the sum of linear ratios minimization problem with linear constraints. The feasible region is partitioned into sub-rectangles, and on each sub-rectangle a linear program is solved to evaluate a lower bound. This technique has been extend to solve general linear fractional programming problems with nonlinear constraints [19] . Branch-and-bound algorithms that involve solving a sequence of convex programs are developed in [7, 9] for the fractional programming with convex quadratic functions, as well as for the sum of linear ratios programming. More studies about development of branchand-bound methods for nonlinear programming are found in [1, 2, 8, 31, 32, 44] , etc.
An important application of branch-and-bound methods is in solving the mixed-integer nonlinear programming (MINLP) [15, 27, 33, 35] models. Tawarmalani and Sahinidis [38] develop a novel branch-and-bound framework for the global optimization of continuous and mixed-integer nonlinear programs. The relaxation procedure recursively decomposes nonlinear functions into fundamental mathematical operations and the algorithm considers relaxations based on these operations. The algorithm uses duality theory for domain reduction, rectangular partitioning for splitting the feasible set, and maximum weighted violation rule for branching variable selection. Some related research on domain reduction and branching rules is in [14, 28, 30, 40, 48] , and [11, 21, 22, 28, 30, 37] , respectively.
The geometric branch-and-bound (GB2) method developed in this paper for solving (RM) has some similarity with the spatial branch-and-bound (SB2) method used in nonconvex optimization [24, 34, 36] . Both have the common idea of sequentially partitioning the feasible region into sub-regions, and finding a lower and upper bound from the restricted problem (a convex optimization problem) in a sub-region [12, 16, 20] . However, the G2B2 method developed in this paper differs from the spatial branch-and-bound approach in how it partitions the feasible set, and its evaluation of the lower and upper bounds. In the development of the G2B2 method we consider the structure of the robust optimization model.
A Geometric Branch-and-bound Method for Piecewise-linear Candidate Functions
We first study a simplified problem of (RM), where each candidate function f k (x) is a piecewise-linear function in x. Specifically, the candidate function is represented as:
where I k is the number of linear pieces of f k and a ki , b ki are the coefficients of the i th piece of f k . In this simplified case, the (FRO) problem becomes the following problem:
Let f (x) = min k∈[K] f k (x) be the objective function in the outer optimization problem of (PL). We develop a geometric branch-and-bound (GB2) algorithm for solving (PL), which takes advantage of the problem structure and geometry.
An outline of the GB2 algorithm
In the GB2 algorithm, the feasible set of (PL) is recursively divided into subsets that are specified by certain linear pieces of candidate functions, and the objective is optimized in the selected sub-regions to obtain lower and upper bounds of (PL). In the GB2 algorithm, a node represents a polytope in X. This polytope is characterized by a subset of candidate functions and their active linear pieces, i.e., the linear piece that can give the function value in the polytope. For example, suppose a node P is specified by candidate functions {f k1 , . . . , f kr }, where {k 1 , . . . , k r } ⊂ [K], and the active linear pieces (that define P ) are i 1 , . . . , i r corresponding to f k1 , . . . , f kr , respectively. The polytope represented by P is given by P = ∩ r s=1 Q ksis , where the polytope Q ksis is defined as:
To better describe the GB2 algorithm, the notation P is used to label a node and the polytope represented by the node. As in the standard branchand-bound algorithm, the GB2 algorithm manages a branch-and-bound tree. The label J [P ] denotes the set of branching information that is needed to define the node P . It can be explicitly written as
be the set of function indices associated with P . The branching information in J [P ] indicates that in the s th branching iteration associated with P , a candidate function f ks is selected, and the i s th linear piece of f ks is selected as the dominate linear piece. The scheme of the GB2 algorithm is summarized as follows:
1. Find a leaf node P of the GB2 tree. 2. Include a candidate function f r to the scope of P if it is not yet considered in P . 3. Branch P into I r child nodes in a way that the i th linear piece of f r is active in the i th child node. 4. Compute upper and lower bounds for each child node. 5. Update the global upper and lower bounds. Pune leaf nodes that have worse upper bounds than the global lower bound. 6. Repeat the above steps.
In Section 2.2 and Section 2.3, we give detailed explanation of each step in the above scheme.
Upper and lower bounds computation
In Step 4 of the GB2 scheme, we need to compute a lower and an upper bounds of a node P . The two bounds are computed from the following linear program:
The upper bound U [P ] is the optimal value of (4), and the lower bound L[P ] is the function value f (x * ), where x * is the optimal solution of (4). In Lemma 2.1 we prove the validity of these bounds. The GB2 algorithm also keeps track of a global lower bound L and a global upper bound U of (PL). The global bounds are updated at the end of each iteration in the GB2 algorithm.
Lemma 2.1 At the end of iteration m (m ≥ 0) of Algorithm 1, the following properties hold:
(a) For any node P in the current branch-and-bound tree,
where T m is the set of leaves in the GB2 tree at the end of the iteration m. (c) The values of U and L computed in Step 4 of the GB2 algorithm (Algorithm 1) are an upper and a lower bound on the optimal value of (PL).
Proof (a): For any node P in the current branch-and-bound tree, we have
where the last inequality uses the property that min
Prove by induction on iteration m. Clearly, the equality holds for m = 0. Suppose it holds at the end of the m th iteration. If the algorithm does not terminate, then it picks a leaf P ∈ T m such that U [P ] = U , and branch P into P 1 , . . . , P I . By the induction hypothesis, we have
where
The last equality in (6) is due to that P = ∪ I i=1 P i Since nodes in the set T m+1 \ T m+1 are pruned at the end of iteration m + 1. It follows that for every
. Let x P be the optimal solution of the linear program (PL) at node P . Since f (
. Therefore, the following holds:
Equations (6) and (7) imply that (b) holds for iteration m + 1. (c): From the algorithm, we have
where x P is the optimal solution of the linear program (4) at the node P .
The GB2 algorithm
An iteration in the algorithm consists of the following five major steps: leaf selection, function selection, branching, bound updating, and pruning. In the leaf-selection step, we pick a leaf of the current GB2 tree, such that the corresponding upper bound value is the maximum among all leaves. Suppose the selected leaf is P at Level l. In the function-selection step, we select
. We note that the choice of k l+1 is empirical. The algorithm remains valid, if the index k l+1 is selected arbitrarily from the set [K] \ K[P ].
In the branching step, the polytope P is partitioned into I k l+1 sub-polytopes (child nodes). The i th sub-polytope is given by
In the boundupdating step, we compute the upper bound and the lower bound associated with the child node based on the optimal solution of the linear program (4), with the feasible set of (4) being the polytope corresponding to the child node. The algorithm then updates global lower and upper bounds L and U as L = max{L[P ] : P is a leaf of the current GB2 tree} and U = max{U [P ] : P is a leaf of the current GB2 tree}, respectively. In the pruning step, we remove all current leaves of which the upper bound value is no greater than the current global lower bound L. Finally, we repeat above steps until the optimality gap U − L is less than the tolerance value or no leaf node remains. The GB2 algorithm is given in Algorithm 1. We show in Theorem 2.1 that the GB2 algorithm can identify the global optimal solution of the problem (PL) in finitely many iterations.
Theorem 2.1 The geometric branch-and-bound algorithm (Algorithm 1) terminates in finitely many (outer) iterations, and returns a global minimizer to (PL).
Proof (Proof of Theorem 2.1) By Lemma 2.1, U and L are upper and lower bounds of val(P L) at any iteration. If at some iteration L = U , an optimal solution is found and the optimal value of (PL) is L. Notice that, if P is a level K leaf node, then L[P ] = U [P ]. If all leaf nodes are at level K, then is is guaranteed that U = L. It takes finitely many iterations to reach the status that the GB2 tree has only K level leaves.
Algorithm 1 A geometric branch-and-bound algorithm to solve (PL).
Input: An instance of the problem (PL). Output: A global solution to (PL). (Initialization) Define the root node P 0 as:
Branching node selection: Pick a leaf node P of the current GB2 tree, such that U [P ] = max{U [P ] : P is a leave of the current tree} 2. Function selection: Let k l+1 be a randomly chosen function index from 
Let L ← max{L[P ] : P is a leaf} and U ← max{U [P ] : P is a leaf}.
Pruning and update of global bounds:
for
We create a numerical instance of (PL) (Numerical Instance 1) to better illustrate the GB2 algorithm and the GB2 tree structure.
Numerical Instance 1 Let X = {(x 1 , x 2 ) ∈ R 2 : 0 ≤ x 1 ≤ 10, 0 ≤ x 2 ≤ 10}, K = 2 and I = 3. Let x = (x 1 , x 2 ) be a two dimensional vector. Let f 1 (x) = min{16.36x 1 − 7.73x 2 + 243.18, −13.75x 1 − 13.75x 2 + 393.75,
The (PL) problem becomes max x∈X min{f 1 (x), f 2 (x)}. Consider the GB2 tree associated with this problem. The root node is P 0 = X. In the algorithm, we first include the candidate function f 1 , which creates three child nodes (Level 1), one for each of the linear piece of f 1 . These are denoted by: P 1 1 , P 1 2 and P 1 3 , where the superscript is the level index and the subscript is the index for the dominating linear piece. The information labels associated with the nodes are written as 3) }, respectively. The two entries in each label indicate the index of the candidate function and the index of the active linear piece, respectively. Based on this information, the polytopes associated with the three nodes are: 
The three nodes partition X into three sub-polytope labeled as P1, P2, P3 in Figure 1 Since the global upper bound is attained at node J 1 1 , the algorithm picks this node to fathom in the next iteration. The candidate function f 2 is included in the scope to branch J 1 1 into three child nodes denoted as: J 2 1 , J 2 2 and J 2 3 , where the node information are J [P 2 1 ] = {(1, 1), (2, 1)}, J [P 2 2 ] = {(1, 1), (2, 2)} and J [P 2 3 ] = {(1, 1), (2, 3)}, respectively. The polytope associated with P 2 1 is:
The polytopes associated with P 2 2 and P 2 3 can be constructed similarly based on their node information. We can verify that the sub-polytope associated to P 2 1 is empty. The sub-polytopes associated to P 2 2 and P 2 3 are labeled as P12 and P13 in Figure 1 
A Generalized Geometric Branch-and-bound Method for General Convex Candidate Functions
We generalize the GB2 method given in Section 2 to solve (RM) for the case that each f k is general convex function. The main idea of the generalized ge-ometric branch-and-bound algorithm (G2B2) developed in this section is to work with a piecewise-linear approximation of each candidate function f k (x) and keep refining the approximation within the geometric branch-and-bound framework. The refinement step assumes existence of an oracle that maximizes a convex function over a polytope to a desired accuracy. For simplicity, the algorithm assumes that each candidate function has an initial linear approximation. At each iteration, a leaf node of the current G2B2 tree is selected for branching. Then a new piece of linear function is added to refine the envelope of f k for some k ∈ [K]. The node will branch with respect to the active region of the new linear piece. The generalized GB2 algorithm is briefly summarized as follows:
1. Find a leaf node P of the G2B2 tree. 2. If the gap between the lower and upper bounds at P does not meet the tolerance, and there exists a candidate function f r that is not well approximated, add a new linear piece p to refine the approximation of f r . 3. Branch P into two child nodes P , P . The node P is defined such that p is active, i.e., the value given by the linear piece p is greater than or equal to the value given by other linear pieces of the function f r for all x in the region of P . The node P is defined such that the previous active linear piece of f r at P remains active at P . 4. Compute upper and lower bounds at P and P . 5. Update the global upper and lower bounds. Pune leaf nodes that have worse upper bounds than the global lower bound. 6. Repeat the above steps.
Upper and lower bounds computation
We give a method to evaluate a lower and an upper bounds for each leaf node in the G2B2 tree. The bounds evaluation depends on the approximation error of a candidate function f k with a piecewise-linear function. The approximation error is defined in Definition (3.1). To refine the piecewise-linear approximation for each candidate function, we need an oracle (Assumption 1) to solve a separation problem which is a maximization problem of a convex function.
Definition 3.1 ( -accuracy)
A candidate function f k is -accurate at a node P of the current G2B2 tree if f k (x) − f k (x) ≤ , ∀x ∈ P , where f k is a piecewise-linear envelope approximation of f k at P .
Assumption 1
For the function f k (x), there exists an oracle to find anoptimal solution to the problem: max x∈P f k (x)−a x−b, where P is a polytope.
For any node P of the G2B2 tree and k ∈ [K], let f P k be the linear function used to approximate f k at node P , and write f P k (x) = a P k x + b P k . Let K P be a subset of [K] , such that for any k ∈ K P , the function f k is -accurate in P . In the algorithm the set K P is inherited first from the mother node of P and it will be updated when processing node P . For any node P , there is a set S P associate with P :
and v P, k are the -optimal solution and -optimal value of the problem:
for any k ∈ [K] \ K P . Note that (SEP-P ) is a convex maximization problem over a polytope, which is solved using an oracle (Assumption 1). A node P is further associated with values L[P ], U [P ] and (x P , θ P ). The x P , θ P are the optimal solution and the optimal value of the following linear program: Proposition 3.1 For any node P in the G2B2 tree, we have
(9)
The following value U := max{θ P | P ∈ leaf nodes of the G2B2 tree}.
is a global upper bound of (RM).
Proof Note that the candidate function f k is approximated by the linear function a P k x + b P k in region P . We first show that the linear functions a P k x + b P k + v P, k + and a P k x + b P k + majorize the function f k (x) for any k ∈ [K] \ K P and any k ∈ K P , respectively. For any k ∈ [K] \ K P , since v P, k is an -optimal value of (LP-P ), we have
Similarly for any k ∈ K P , we have a P k x + b P k + ≥ f k (x) ∀x ∈ P . Let x * be the optimal solution of max x∈P min k∈[K] f k (x). We have:
where in the last inequality, we use the property that θ P is the optimal value of the linear program (LP-P ). Since the leaf nodes of the G2B2 tree form a partition of the feasible set X, it is clear to see that U is a global upper bound of (RM).
The G2B2 algorithm
The G2B2 algorithm selects the leaf node having the maximum upper bound over all leaf nodes. Suppose that node P is selected for branching. If [K] \ K P is non-empty, it indicates that some candidate functions are not approximated with -accuracy within the node. In this case, we add a new linear piece to a candidate function from the set [K] \ K P . Specifically, we choose a candidate function index k
k is an -optimal value of (SEP-P )). Then using a sub-gradient g of the function f k * at the point x P, k * , we add a linear function: ψ(x) = g (x − x P, k * ) + f k (x P, k * ) to refine the approximation of f k . The node P is then branched into two children P 1 and P 2 , where
and we make the following initialization for P 1 and P 2 , respectively:
The purpose of the above assignment in the G2B2 algorithm is to define the approximated function of each candidate function for P 1 and P 2 . For each new leaf node P i (i = 1, 2), solve the following |K P | separation problems: The above procedures are repeated until the difference between the global lower and upper bounds is smaller than the tolerance. For more details of the G2B2 algorithm, see Algorithm 2. Theorem 3.1 shows that the G2B2 algorithm can find an -optimal solution in finitely many iterations. The Numerical Instance 2 illustrates the first two iterations of the G2B2 algorithm (Algorithm 2) for solving a simple numerical instance. Algorithm 2 terminates in finitely many iterations and return an -optimal solution to (RM).
Algorithm 2 A generalized geometric branch-and-bound algorithm (G2B2) to solve (RM).
Input: A polytope X, a set of convex candidate functions {f k } K k=1 and the initial approximation f k (a linear function) of f k for k ∈ [K]. Output: An -solution x to the problem (RM). (Initialization) Set the root node P 0 as:
Branching node selection: Pick the leaf node P such that U [P ] = max P ∈Leaves U [P ] if [K] \ K P is non-empty then Choose the k * ∈ [K] \ K P such that v P, k * = max{v P, k : k ∈ [K] \ K P }. Create two child nodes P 1 , P 2 of P defined in (12) . Delete P i (i = 1, 2) if it is empty. Determine f Pi k : k ∈ [K] as in (13) for i = 1, 2. Determine K Pi and S Pi by solving the problem (14) . Solve (LP-P ) for P i to obtain (x Pi , θ Pi ) for i = 1, 2. Proof By the termination criteria, when the algorithm terminates it will return an -optimal solution to (RM). It suffices to show that the algorithm will terminate in finitely many iterations. Suppose the algorithm does not terminate in finitely many iterations. Then the algorithm will generate infinitely many tangent planes for some candidate function f n . Let S = {x i } ∞ i=1 be the sequence of tangent points corresponding to the tangent planes. Since all points in S are within the compact set X, it contains a convergent subsequence
. Let x 0 be the limit of {x i k } ∞ k=1 . Let B(x, r) = {y | y − x 2 ≤ r} be the closed ball with the center at x. For a tangent point t define the following function g t (y) = max g∈∂fn(t) |f n (y)−g T (y −t)−f n (t)|. The value g t (y) is equal to the gap between the function value f n and the value of tangent plane at the point y. Since f n is convex and continuous in X, it is also absolutely continuous in X [26] . It implies that the function g t is also absolutely continuous in X. Therefore, there exists a constant δ > 0 such that |g t (x) − g t (x )| < 4 for any x, x ∈ X satisfying x − x 2 < δ. There exists a sufficient large integer (a) (b) Fig. 3 : Partition of X into sub-polytopes in the G2B2 algorithm, when Algorithm 2 is applied to Numerical Instance 2.
The P 0 is branched into two nodes P 1 and P 2 , which are defined as:
The P 1 and P 2 are shown in Figure 3 (a). Solving the separation problem for the two new nodes, we find the following solutions
Solving the node relaxation problem for the two new nodes, we find the following solutions:
x P1 = (10, 10), θ P1 = 268.61,
x P2 = (0, 0), θ P2 = 536.73.
We update the global upper bound and lower bound as: U = max{θ P1 , θ P2 } = 536.73, L = max{L , f (x P1 ), f (x P2 )} = 52.06, where L is the previous lower bound. Iteration 3: We branch the node P 1 by adding a new linear piece to approximate f 1 . The new linear piece g 12 is induced by the tangent plane of f 1 at x P1 1 . The function of g 12 is given by the following g 12 (x) = 114.03x 1 + 48.87x 2 − 889.5.
The P 1 is branched into two nodes P 3 and P 4 , which are defined as follows:
The P 2 , P 3 and P 4 are shown in Figure 3 
Generation of numerical instances
We generate 29 (RM) numerical instances to test the numerical performance of the G2B2 algorithm (Algorithm 2 in Section 3). The size of an instance is determined by the dimension n and the number K of candidate functions. The instance ID is given in the first column of Table 1 , and the two parameters of each instance are given in the second column of Table 1 . For every instance, each candidate function is set to be a convex quadratic function of the form f k (x) = x Q Qx + b x + c, where every entry of the matrix Q is drawn from an uniform distribution over the interval [−3, 3] , every entry of the vector b and the constant c are drawn from an uniform distribution over the interval [0, 20] . The feasible set X is set to be X = [−10, 10] n for every instance.
Implementation of the G2B2 algorithm
The G2B2 (Algorithm 2) is implemented using Python 3.6.3 and all linear programs and mixed 0-1 linear programs in the two algorithms are solved using Gurobi 7.5.1. Since the separation problem is to maximize a quadratic function over a polytope, it is a special case of constrained polynomial optimization.
We first tried to use three polynomial optimization solvers GloptiPoly [17] , Ncpol2sdpa [45] and Polyopt [41] to solve the separation problems. We find that all the solvers can not give a feasible solution to a simple polynomial optimization problem that has an analytical optimal solution. Therefore, it is unreliable to use any of them to solve our separation problems. In addition, we are not able to access a high quality global optimization solver such as BARON [29, 39] . Instead, we propose three heuristic methods for approximately solving the separation problems (maximization of convex objective over a polytope) that are needed in the G2B2 algorithm. The first method is based on the well known fact that the optimal solution of the max-of-convex problem over a polytope locates on one of the extremal points of the polytope. We can create a hyper-rectangular that contains the polytope and enumerate all vertices of the circumscribed hyper-rectangular to get an upper bound of the separation problem. Specifically, suppose the separation problem is written as max x∈P g(x) the circumscribed hyper-rectangular is given by: [r 1 l , r 1 u ] × · · · × [r n l , r n u ], where n is the dimension. The values r k l and r k u are determined by the linear programs min x∈P x k and max x∈P x k , respectively for every k ∈ [n]. The second method is to use a local optimization solver to solve the separation problem. In the implementation, we use the pyipopt 0.7 [46] (a python API of IPOPT [42] ) to find a local optimizer of the separation problems. The third method is the same as the second method except that we try 100 different initial solution in the polytope and choose the largest objective value when using pyipopt. The three heuristic methods for solving the separation problems are summarized in the following list: 1. Box: Create a circumscribed hyper-rectangular and enumerate over all vertices of the hyper-rectangular; 2. LC1: Use a local optimization solver to solve the separation problems; 3. LC2: Try 100 different initial points when using the local optimization solver.
The G2B2 algorithm can be further particularized into three algorithms G2B2-Box, G2B2-LC1 and G2B2-LC2 according to the chose of the heuristic methods for solving the separation problem. For each of the three algorithms we have also added a random-walk procedure before the main algorithm. The randomwalk procedure means to identify a good lower bound of (RM) and use it as the initial lower bound in the G2B2 based algorithms. The random walk is inside the feasible set X. It takes a random step size towards a random direction at each iteration to generate the next candidate point. If the candidate point is feasible, it moves to this point, evaluates the function value at this point and updates the largest function value theretofore, otherwise it re-generate a candidate point and verify its feasibility. The total time spending on the random walk is set to be proportional to the dimension n of the instance (see the third column in Table 1 ). For every instance, the time of random walk is split into 10 equal portions. At the beginning of each portion, the procedure restarts at the initial point. The time limit for solving each instance is 4 hours which includes the time for the random walk. In the implementation of the G2B2 based algorithms, all the master and separation problems are warm started.
Numerical performance of the G2B2 based algorithms on solving (RM) instances
The results of the G2B2-Box, G2B2-LC1 and G2B2-LC2 algorithms are given in Table 1 . For the G2B2-based algorithms, the random walk provides a good lower bound in most of the small and midsize instances (Instances 1-23). In particular, the G2B2-Box, G2B2-LC1 and G2B2-LC2 algorithms fail to improve the random-walk lower bound in 3 instances (Instances 5, 8, 23), in 12 instances (Instances 1, 5, 8-9, 11-12, 14, 16-17, 21-23) , and in 12 instances (Instances 5-8, 13, 16-17, 19-21, 23, 26) , respectively. It can be seen from Table 1 that more nodes are created for solving smaller instances, because the master and separation problems are easier to solve in small instances. The majority of computational time (more than 90%) are spent on solving the separation problems in the three G2B2-based algorithms. The G2B2-Box algorithm can solve 17 instances (Instances 1-17) to optimality. It solves Instances 18-20 with the optimality gap in the range 6.5%-11.5%, and it solves Instances 21-26 with the optimality gap in the range 69%-83.5%. The G2B2-Box algorithm fails to provide an optimality gap for the Instances 27-29, because it is impossible to enumerate all 2 20 vertices of a hyper-rectangular of dimension 20. For the completely solved instances, the computational time increases with the size of the instance within the range from 599 seconds to 7178 seconds. The G2B2-LC1 and G2B2-LC2 algorithms can not provide an optimality gap because they use a local optimization solver to solve the separation problems and hence no reliable upper bounds can be identified. The G2B2-Box algorithm gives a larger objective value than the G2B2-LC1 algorithm in 13 Instances (Instances 1, 9, 11-12, 14, 16-17, 19-22, 24, 26) , while the G2B2-LC1 gives a larger objective value in 5 instances (Instances 18, 25, [27] [28] [29] . For the rest 11 instances, the two algorithms give the same objective value. This result indicates that the G2B2-Box algorithm has better performance than the G2B2-LC1 in instances with low and midsize dimension. In high-dimensional instances (e.g., Instances 27-29), the G2B2-Box algorithm spends much more time enumerating vertices of the hyper-rectangular when solving the separation problems, and the nodes created of the G2B2-Box algorithm is much less than that of the G2B2-LC1 algorithm in the high-dimensional instances. The G2B2-Box algorithm gives a larger objective value than the G2B2-LC2 algorithm in 16 Instances (e.g., Instances 4, [6] [7] 9, [13] [14] [15] [16] [17] [19] [20] [21] [24] [25] [26] 29) , while the G2B2-LC2 algorithm gives a larger objective value in 3 instances (Instances 22, 27-28). For the rest 11 instances, the two algorithms give the same objective value. This indicates that the G2B2-Box algorithm has better performance than the G2B2-LC2 algorithm. When comparing the performance of G2B2-LC1 and G2B2-LC1 algorithms, it can be seen that although the use of multiple-initial-point strategy may find a better solution for the separation problems, it fails to improve the objective value because it spends more time on solving the separation problems.
Concluding Remarks
The results on solving the numerical instances indicates that the G2B2-Box algorithm has the best overall performance. Instances with low dimension (dim = 2, 3) are solved to optimality by the G2B2-Box algorithm. This implies that from the numerical perspective, it is more practical to apply the functionally-robust optimization framework to model problems in low dimensional space.
6 Acknowledgement Table 1 : Numerical results of solving the 29 instances using the G2B2 algorithm. The columns
