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Abstract 8 
 9 
We present a quaternion inspired formalism specifically developed to evaluate the intensity of 10 
the electrical current that traverses a single molecule connected to two semi-infinite electrodes 11 
as the applied external bias is varied. The self-adjustment of the molecular levels is fully 12 
described at a density functional ab initio quantum chemical level. Use of a quaternion approach 13 
allows for an integrated treatment of both coherent (ballistic) and non-coherent (co-tunneling) 14 
contributions to the effective charge transport, where the latter involve the existence of transient 15 
charged states of the corresponding molecular species. An expression for the net current is 16 
calculated by using second-order perturbation theory to take into account all possible transitions 17 
between states localized at the two different electrodes that involve intermediary levels in the 18 
so-called “extended molecule” complex that comprises the system of interest attached to two 19 
small metallic clusters. We show that by a judicious choice of the relevant molecular 20 
parameters, the formalism can be extended to describe the electronic transport both in 21 
conjugated as in saturated molecules, where localized orbitals are more likely to be found. In 22 
this manner, the method can be applied to the full range of coupling regimes, not only to the 23 
weak or strong cases, but also in intermediate situations, where ballistic and co-tunneling 24 
processes may coexist. 25 
 26 
  27 
PACS: 71.15.Mb, 71.20.Rv, 72.10.Bg 28 
29 
1. Introduction 30 
 31 
1.1. Conductance through single–molecules 32 
 33 
     In their landmark work [1], Aviram and Ratner first proposed the concept of a 34 
molecular rectifier, and since then a crescent amount of theoretical effort has been 35 
dedicated to the understanding of electronic transport processes occurring in the 36 
molecular scale [2]. However, after so many years of hard and varied effort, the 37 
calculation of the current that flows through a single molecule connected to metal 38 
electrodes under an externally applied bias voltage remains one of the most difficult 39 
theoretical problems to be properly considered. In fact, when dealing with structures 40 
which are much smaller than the electron mean free path, one must reformulate 41 
concepts like resistance and capacitance. For instance, a well-known result for large 42 
conductors is that the conductance is proportional to the inverse of a characteristic 43 
length (G ~ L-1) [2], so that an increasing conductance should be expected as the typical 44 
size of the device is progressively reduced. However, experiments actually show that 45 
the measured conductance tends to a limiting value Glim when the length of the 46 
conductor becomes much shorter than the electron mean free path [3]. A first theoretical 47 
insight into the question appeared with Landauer’s introduction of the concept of 48 
‘conductance from transmission’ [4, 5], in which the resistance of a very small 49 
conductor is associated to the “coherent” probability of transmission (T) through the 50 
“internal” transversal modes, supposed to be limited in number when compared to the 51 
infinite range of possible modes in the external electrodes.  52 
 53 
1.2. Coherent and non-coherent transport 54 
 55 
     Different suggestions of how to calculate T have been introduced, the most 56 
successful of them based on the use of Green´s function techniques, such as the Non 57 
Equilibrium Green´s Function (NEGF – also known as the Keldysh formalism) [6] and 58 
the recursive Green´s function (RGF) method [3].  In the former type of approach, the 59 
molecular coupling to the two terminal contacts (which are labeled as L and R, 60 
respectively) is described by an effective device Hamiltonian eff L RH H→ + Σ + Σ  that 61 
incorporate each electrode by taking into account its corresponding self-energy matrix 62 
iΣ  (i = L, R). Once this effective Hamiltonian is known, the overall current through the 63 
system can be calculated and, as long as its coherence is preserved, the electron 64 
transport maintains a “ballistic” character with no evidence of scattering from the 65 
molecular internal structure, a phenomenon which would be typically identified to the 66 
appearance of spatially localized molecular states [4]. The occurrence of ballistic 67 
transport is associated to the existence of a strong interaction between the molecule and 68 
the metallic leads, in the so called strong coupling regime. Within the Keldysh 69 
formalism, the transmission function through the system can be written as 70 
( ) L RT E G G+= Γ Γ  [6], where G  is the Green’s function of the coupled system and iΓ  is 71 
the broadening contribution of the molecular levels (which is associated to the anti-72 
hermitian part of iΣ ). The electrical current in this case is given by 73 
 74 
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 76 
where ( )iEf µ−  ( )1,2i =  are the Fermi distribution functions at the two semi-infinite 77 
electrodes.
 
78 
   One also uses Green’s functions in the RGF procedure, although in a recursive 79 
manner. For this, after the region of the device is discretized, the total Green´s function 80 
G
 
can be obtained by use of Dyson’s equation, VGGGG 00 += , where 0G is the 81 
unperturbed Green´s function and V a small perturbation. In this case, the transmission 82 
function is given by ( )T E V VGV= +  [7]. 83 
 It is worthwhile to note that even though the methods mentioned above are strictly 84 
valid only for the case of coherent transport, incoherent phenomena such as electron-85 
phonon coupling can be described by adding an interaction potential and then 86 
evaluating the corresponding coupling constants. In fact, as shown by Datta [4], while 87 
in the case of NEGF method this procedure would be equivalent to attach an extra 88 
“contact” to the device with a self-energy ( SΣ ) and associated to an additional 89 
broadening ( SΓ ) of the involved states, in the RGF method one makes the replacement 90 
UVV +→ . In both cases, the complete wave function must now take into account both 91 
(phonon and electronic) individual sub-spaces. 92 
In the usual treatment of molecular electronic devices [8-10], even after inclusion of 93 
non-coherent contributions the transport through the system remains confined to a 94 
single electronic potential surface, and the active part of the system (a single molecule 95 
for example) must remain unaltered (i.e., in the neutral form or in a specific anionic or 96 
cationic state). However, this picture is not valid if the coupling between the molecule 97 
and the metallic leads is sufficiently small; in this limit, the charge transport is 98 
sequential and we must allow for the presence of transient charged states of the 99 
molecular species considered [6]. One faces now the regime of weak coupling, where 100 
charging effects such as Coulomb blockade [3], for example, may occur.   101 
In fact, while methods such as NEGF are not able to describe charge flow in a correct 102 
manner, a more complete description of quantum transport through a single molecule 103 
connected to two terminal electrodes has to account for the occurrence of not only the 104 
two limiting regimes previously described, but also the intermediate case [6], where the 105 
multi electron master equation (MEME) approach does not include broadening effects 106 
properly. In the intermediate regime, accordingly to the intensity of the externally 107 
applied electric field, either ballistic processes or alternative charge transfer pathways 108 
involving transient charged molecular states (some of them corresponding to non-109 
coherent tunneling events at the two electrode-molecule junctions [11]) may dominate 110 
the overall charge transport.  111 
 112 
1.3. The extended molecule concept 113 
 114 
In the present paper we will develop a new formalism for the problem by 115 
considering a model system in which a single molecule (M) is connected to two 116 
identical clusters ( LC and RC ) of metal (hereafter, gold) atoms that will mimic the 117 
terminal ends of semi-infinite circuit leads. This will form the “extended molecule” 118 
(EM) whose electronic structure will be calculated anew at the ab initio level at each 119 
chosen value of the external potential bias. Finally, the L REM C M C≡ − −  will be 120 
coupled to the left and right electrodes (LE and RE, respectively) so that the overall 121 
electronic current traversing the molecule can be determined for the entire range of 122 
applied potentials (see Fig. 1). 123 
It is especially important to note at this point that it is not a straightforward issue to 124 
decide a priori if a given molecular system will be strongly or weakly coupled to a pair 125 
of existing metallic electrodes. A criterion usually adopted [6] is to assume that a strong 126 
coupling will be developed through the molecular system if the corresponding 127 
molecular orbitals are sufficiently delocalized to present nonvanishing electronic 128 
densities at the opposite sides of the extended molecule [12]. (Also note that this 129 
assumption precludes the existence of strong coupling – and therefore of the occurrence 130 
of ballistic transport – in saturated bridge type of molecules, where spatial localization 131 
of the electronic density at each extremity usually occurs.) 132 
However, a logical quagmire rapidly develops if one stretches the argument to 133 
consider larger and larger molecular entities: while, on one hand, a progressive increase 134 
in the number of metallic atoms in the terminal clusters of the EM should improve the 135 
quality of the calculated results [13], on the other hand, the larger the size of the EM, 136 
less likely it becomes to find occupied states that are truly delocalized throughout the 137 
extended molecule region. But, this tendency of spatial localization in large systems is 138 
exactly at the origin to the so-called “problem of bound states”, since no unique 139 
expression can be derived for the density matrix of electronic states that do not diffuse 140 
to the semi-infinite electrodes region [14]. To compound to the difficulties, if the 141 
theoretical treatment of the problem allows for a new ab initio calculation of the 142 
molecular system every time that the value of the external electric field is adjusted, the 143 
spatial localization of the frontier molecular orbitals can change accordingly, and 144 
consequently, the nature of the transport regime would vary along the actual calculation 145 
of the overall current.  146 
The above limitations are avoided in the present formalism, since it was developed 147 
to account not only for the case of coherent (ballistic) transport, but also to allow for the 148 
inclusion of the alternative mechanisms where – under a fixed externally applied bias – 149 
the initial step in the process involves the transfer of one electron, either one moving 150 
from the cathode to the extended molecule or another one flowing from the EM to the 151 
anode; in either one of these cases, it will be assumed that the electronic distribution of 152 
the newly charged molecular species will adjust itself to the novel situation before the 153 
electron transport between the electrodes is complete, so that the quantum-chemical 154 
problem to be solved would be that of the corresponding anion or cation (see Scheme A, 155 
where we assume a positive bias, i.e., the LE [RE] is the cathode [anode]). As equivalent 156 
pictures, these two non-coherent (“co-tunneling”) processes can be thought as 157 
corresponding to the injection of one extra electron into an unoccupied molecular orbital 158 
(UMO) or the introduction of a “hole” into one of the occupied molecular orbitals 159 
(OMO) of the EM .  160 
Therefore, these co-tunneling contributions to the total current in the device differ 161 
fundamentally from the ballistic mode by the fact that they correspond to physical 162 
situations where transitions between different potential surfaces occur; note that for this, 163 
two non-correlated charge transfer steps must be sequentially involved, so that during 164 
the intermediate time interval a transient charged molecular state temporarily flicks into 165 
existence. While only a limited number of proposals have considered this manifold of 166 
possibilities [11, 15], in the present work we will develop a unified treatment that will 167 
allow the extended molecule to be described at a density functional quantum chemical 168 
level of treatment so that the relative contributions of the coherent and incoherent 169 
regimes could be calculated. The former is expected to be dominant in conjugated 170 
molecules – see Ref. [16], while the latter becomes more relevant in the case of 171 
saturated systems (Ref. [17]).   172 
 173 
 174 
2. The quaternionic formalism 175 
 176 
2.1. Molecular charge states as independent quaternionic sub-spaces 177 
 178 
 We will now introduce a new formalism for obtaining the electrical current that 179 
crosses the extended molecule comprising a single organic molecule of interest attached 180 
to two small metallic (gold) clusters, which are in turn connected to infinite leads 181 
through which a transverse electric field of varying intensity is applied. For a fixed 182 
value of the applied potential, once the three possible pathways depicted in Scheme A 183 
are independently considered, both ballistic and co-tunneling terms will arise naturally 184 
in the resulting expression for the overall electrical current. To be able to do this in a 185 
simple and elegant manner, we will recur to the use of a quaternion-inspired formalism. 186 
Quaternions is a theoretical development originally introduced by W. R. Hamilton in 187 
the XIX Century [18] that in modern times has been adapted by Adler [19] to quantum 188 
mechanical problems. 189 
Here we use the notion of quaternions in an novel manner in that our main ansatz is 190 
to attribute for each different charge state of the molecule (labeled by 1,2 and 3) a 191 
distinct imaginary unit (i, j, and k, such that they obey the commutation rules 192 
ij ji k= − = and its cyclic permutations) and construct a more complete system 193 
composed of three uncoupled time dependent Schrodinger equations, each one 194 
belonging to a different quaternionic sub-space specific to one of these possible 195 
molecular charge states, in the form 196 
 197 
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t
ψ
ψ
∂
=
∂

 
(quantum states of the neutral molecular species) 
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(quantum states of the anionic species) 
3
33
( , )
( , )n n
r t
r tk H
t
ψ
ψ
∂
=
∂

 
(quantum states of the cationic species) . 
 198 
(Note that, for any of those charge states – let’s say, x=1, for example – the 199 
corresponding zeroth-order Hamiltonian can be considered as the direct sum  200 
 201 
1 1 1 1 ,
LE EM REH H H H= ⊕ ⊕
 
(3) 
 202 
since the semi-infinite electrodes and the extended molecule are assumed not to be 203 
initially coupled.) 204 
 205 
Alternatively, Eq. (2) can be written in the matrix form  206 
 207 
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       (4) 
 208 
where the time dependent part of each one of the three quaternionic wavefunctions is 209 
given by the usual exponential function associated to its respective complex number, i.e. 210 
 211 
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 212 
By this construct, each one of these wavefunctions is automatically orthonormalized, 213 
i.e., 
, ,
( , ) ( , )
x yx y x ymn n m
r t r tψ ψ δ δ= , where x and y denote the charge states, i.e., x, y = 214 
1,2 or 3 for the neutral form of the EM, and its anion and cation varieties, respectively.  215 
Insofar its unfamiliar form, Eq. (4) corresponds to just a system composed by three 216 
uncoupled time dependent Schrodinger equations (each one corresponding to a different 217 
quaternionic subspace represented by a distinct imaginary part) that can be separately 218 
solved. 219 
 220 
2.2. The coupling of the “extended molecule” 221 
 222 
We will assume that the molecule of interest is terminally coupled to two gold 223 
clusters forming an extended-molecule (EM) connected to the left and right metallic 224 
electrodes (LE and RE, respectively), and that the solutions for each one of the three 225 
independent components is known in the form 226 
 
,
LE LE LE LE
m m mx x xx
H Eψ ψ=
 
 
 
EM EM EM EM
lxx xx l lH Eψ ψ=  
 
(6) 
and   
 
,
RE RE RE RE
n n nx x xx
H Eψ ψ=
 
 
 227 
where HLE and HRE are the corresponding Hamiltonians of two semi-infinite electrodes, 228 
and HEM is the Hamiltonian of the extended-molecule, which will be here determined at 229 
the density functional level of ab initio theory. Note that, in agreement with Eq. (3), if 230 
the 3-part system is initially considered to be uncoupled, the zero order states for a 231 
particular quaternionic sub-space will be direct product of states describing each 232 
individual sub-system, i.e. LE EM REx x x xψ ψ ψ ψ= ⊗ ⊗ .    233 
If a perturbation T is now switched on, the complete Hamiltonian for a particular 234 
charge subspace x (i.e., 1x =  for the neutral molecule, 2x = for the single-charged 235 
anion, 3x =  for the single-charged cation) of the extended molecule, for example, will 236 
be written as  237 
 238 
LE RE EM
x x x x xH H H H T= + + +  .             (7) 
 239 
 In the Transfer Hamiltonian approach [3], for example, T represents the ‘tunneling’ 240 
of an electron from an occupied level of an electrode to an unoccupied molecular level, 241 
or vice versa. If the perturbation T is sufficiently small when compared to the typical 242 
energies of the system, a time-dependent perturbation formalism approach is valid and 243 
the total Hamiltonian for a particular x-charge state of the system can be written in the 244 
usual way as 245 
   246 
 
† † †
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n ml
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(8)  
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 247 
where †
, xm
aσ and , xmaσ  are creation and annihilation Fermion operators and the 248 
subscripts σ = LE, RE and EM  refer to the left electrode, the right electrode and the 249 
extended molecule, respectively. One electron can only be transferred from the cathode 250 
to the extended molecule or from the extended molecule to the anode by moving from 251 
one occupied level to an unoccupied one, as properly indicated in the above expression. 252 
Note that up to now no change is admitted in the total charge state of the molecule. 253 
However, processes may occur where the time lag between the consecutive electron (or 254 
hole) transfers allows the formation of a single charged cation or anion. We will now 255 
show that the quaternionic formalism can incorporate these two additional possibilities 256 
in a very expedite manner.  257 
 258 
2.3. Mixing of different quaternionic sub-spaces 259 
 260 
Now suppose that a perturbation that mixes these different subspaces is introduced in 261 
the problem, such that if the system is in a particular charge state (
1
( , )n r tψ , for 262 
example), it could evolve in three alternative manners, either by preserving the same 263 
charge, or by changing to different charge states (
2
( , )n r tψ or 3 ( , )n r tψ ). At this moment, 264 
it is convenient to introduce [20] a generalized Quaternionic Operator ( ( )tQα ) capable 265 
of describing the mixing of the three quaternionic subspaces considered in Scheme A. 266 
To do this let’s first define a normalized quaternionic wave function ( )tαχ  as 267 
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 268 
where γn are (normalization) constants whose properties and physical meaning will be 269 
discussed latter, so that the Quaternionic Operator ( ( )tQα  ) would be given by 270 
 271 
( ) ( ) ( )t t tQα α αχ χ= =
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   One can easily verify that Q is idempotent. Please note that in the above expression: i) 272 
we must take into account the quaternionic non-commutative property of the different 273 
imaginary units in the time-dependent parts of the wavefunctions for the α)(tQ  operator 274 
(and so, for instance, . .
E Ej t j t
i e e i
− −
≠ 
 and 
1 2 2 1
.
E E E Ei t j t j t i t
e e e e
− − − −
≠    ), ii)  the off-diagonal 275 
terms in Eq.(10) induce the “mixing” of the different charge states, so that ( )tQα  can be 276 
interpreted as a kind of a quaternionic Hubbard operator (as opposite to a “regular” 277 
Hubbard operator  that would only “mix” different states within the same quaternionic 278 
charge manifold), and iii) if the state ( )tαχ  is normalized, then we must 279 
have 123
2
2
2
1 =++ γγγ . Strictly speaking, the Q-Operator ( ( )tQα ) – defined above – 280 
assures us that, if the quaternionic state ( )tαχ  is normalized, we must have a 281 
probability 2lγ  in finding this state in the l-th charge state. Thereby, if one has the case 282 
where the three charge states are on equal footing in terms of probability, then 283 
3
1
321 === γγγ  and the corresponding quaternionic operator would be written as 284 
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 286 
and so on. Hence, a preliminary step is to ponder about the choice of values of γ most 287 
appropriate to each specific “physical situation”, as we will discuss further below. 288 
For the moment, in the present case pictorially represented by Scheme A we will 289 
define yxyx γγη =,  (with x, y = 1, 2, 3) such that 2, yxη  is the (phenomenological) 290 
probability that a state labeled by x may be “transformed” into a state labeled by y. Once 291 
we have constructed the quaternionic operator, we can now consider the presence of a 292 
perturbation. The usual way to do it [20, 21] would be to write, for example,  293 
1 2 22 ,
( ) ( )n n nt tV X c , where X(t) is the usual Hubbard operator. In dealing with multi-charge 294 
states, however, we have found more convenient to write the perturbation in a matrix 295 
form that allows for the different possible molecular charge states. We can define a 296 
matrix T(t) as 297 
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so that, after applying the Q-Operator, one gets  
299 
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2.4. Time-evolution of the different charged molecular states 301 
 302 
If we now add this perturbation to the Hamiltonian of Eq. (2) we have 303 
  304 
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and the three Schrodinger equations become coupled, so that the usual time dependent 306 
perturbation theory will allow a quaternionic charge state of one kind to evolve to a 307 
different one (when the off-diagonal terms of Q will be the determinant ones) or keep 308 
the same charge state (when the diagonal terms of Q will play the most important role). 309 
Hence, the wave function will now be described by a linear combination of these states 310 
whose coefficients evolve as function of time as 311 
 312 
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  (15) 
At this moment it is convenient to mention that the above treatment can be 313 
considered as a modified version of the approximation pioneered by Bardeen in his 314 
many-particle treatment of the tunneling problem [22]: in this so-called Bardeen’s 315 
approach [23], the initial quantum state associated to the Hamiltonian of the problem 316 
has its time evolution determined by a related but distinct Hamiltonian. In the 317 
approximated ‘‘single particle’’ version of Bardeen’s approach [24], the time-evolution 318 
of the total quantum state will be a combination of the independent time-evolution of 319 
each possible initial state considered. 320 
From Eq. (15), the rate of evolution of each independent charge state can be 321 
determined by solving the differential equations   322 
 323 
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where 
,
( ) ( )xx x x xm n m nt tT Tψ ψ=  and ( ) 1,x x x xm n m nE Eω −= −    with x = 1, 2, 3. 326 
After integration, the above expression can be written as  327 
 328 
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 330 
 331 
 332 
 333 
The above equation should be solved in an iterative manner, with the superscript n 334 
representing the order of the iteration. If we substitute the first order expressions for the 335 
coefficients into the second order ones, a very large (and cumbersome) expression 336 
comprising nine terms will result. 337 
 338 
 339 
2.5. Transition probabilities and transition rates 340 
 341 
The transition probability ( (2) 21 11 1( ) ( )| |t tmm l CP γ→ = ) and the transition rate of the 342 
overall process, which is the time derivative of the transition probability (i.e., 343 
(2) 2
1 11 1
( ) ( ) /| |t mm l C tR d dtγ→ = ), can be determined once the modulus of (2)1 1 ( )m tCγ
 
is taken 344 
and the appropriate initial conditions are known. 345 
Let´s consider that the neutral, cationic and anionic forms of the molecule are 346 
initially in their respective n1, n2 and n3 of states, so that 347 
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  350 
the expression for the second order coefficient (
1
(2) ( )m tC for example) is  351 
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which can be rewritten as 354 
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 357 
after substituting the first order terms.   358 
 359 
2.6. Adiabatic approximation 360 
 361 
If the coupling perturbation is switched-on adiabatically, we can mathematically 362 
consider the limit −∞→0t
 
(i.e., we admit that no perturbation existed in the distant 363 
past) and assume that .
, ,
( ) .
x x x x
t
m n m ntT T e
η
= , where η is a small positive number to be  364 
taken equal to zero at the end of the calculation.  For briefness we will work out 365 
explicitly only the first three terms to appear in the expression for (2)
1
( )m tC . (Even though 366 
at the end the final result will be shown after all relevant contributions have been taken 367 
into account. If one takes the modulus of the nine terms, 81 new ones will result, 72 of 368 
them crossing terms of oscillatory behavior from which one should expect no relevant 369 
global contribution – see supporting information. Hence, all relevant physical 370 
information is in fact contained in the nine remaining terms, the last six of them quite 371 
similar to the first three ones, as shown here.) In this manner we have 372 
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and, therefore, the transition rate can be written as 375 
 376 
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 377 
2.7. Separation of terms in different powers of t 378 
 379 
Let’s now consider the limit 0→η . The usual way to do this [25] is first assume 380 
that 1.4 ≈te η and only after this to take the desired limit. Here, however, we could 381 
alternatively go one step further [26] and take into account the next term in the 382 
exponential expansion, i.e., te t .41.4 ηη +≈ , in such manner as to obtain 383 
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  385 
before determining the limiting value. After taking the appropriate limit and considering 386 
the definition of the Dirac delta function, we can write the final expression as 387 
2(2)
1 (0) ( )( ) / ttmd C dt O O= + , i.e., a sum of a term O(0) that collects all time independent 388 
contributions plus a term O(t) that reunites the contributions linear in t. In this manner, 389 
we have 390 
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and  397 
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Let’s interpret carefully each one of the two above contributions. With regard to Eq. 400 
(24), its first term corresponds to the usual second order Fermi Golden rule [25], for 401 
which transitions involving intermediate states l1 are allowed, provided that the final 402 
and initial molecular states are the same. Note that in this case, although the energy is 403 
conserved in the entire process, in the intermediary step we must have
1 1 1l m nE E E≠ =  404 
(see more on this below). Also, the charge state does not change during the process and 405 
the labels remain unchanged (i.e. mx , nx and lx , all of them with x=1, are kept fixed). 406 
The novel contributions are the existence of the second and the third terms; each one of 407 
them individually mixes the charge state labeled as 1 with each one of the two others 408 
(respectively labeled as 2 and 3) and hence they allow the mixture of the different 409 
quaternionic sub-spaces. In physical terms, these processes involve a transition from a 410 
(initially pure, due to our assumption about the system state before any perturbation is 411 
switched on) charge state labeled as 1 to a new charge state (2 or 3). Now the initial and 412 
final energies are not the same, and therefore – as it should be expected – there is no 413 
conservation of the total energy due to the change in the overall charge state of the 414 
molecular system. Note, however, that the condition 
1 11 ( ) 0m lE E E∆ = − ≠  is required 415 
in these two terms (second and third ones). In this manner, each one of these three 416 
contributions requires the occurrence of intermediary transitions to and from molecular 417 
states of different energies (and charge states, for the last two terms). Hence, the O(0) 418 
terms of Eq. (24) correspond to non-resonant transitions in a particular sub-space (i.e., 419 
non-resonant with regard to phonon-induced transitions, for example) and should not be 420 
considered in the present description of the molecular conductance problem.  421 
The physical interpretation of the contributions forming the term O(t) (Eq. (25)) is 422 
quite similar. The first contribution represents an additional term in the second order 423 
Fermi Golden rule [26] that, as discussed above, requires conservation of the energy in 424 
transitions involving intermediate states labeled by l1; however, differently to what it 425 
was seen in the O(0) case, here it is also required that the energy of the intermediate 426 
states be the same as those of the initial and final states (
1 1m lE E= and 1 1l nE E= ). This 427 
is a very interesting term in the context of transport phenomena, because (as we will 428 
shortly see) it represents the ballistic (coherent) contribution to the global transmission 429 
function. The second and the third terms of O(t), however, are of also of novel character 430 
and must be carefully analyzed. As in the O(0) case, the two extra terms allow for a 431 
transition from a particular charge state (labeled as 1, due to our initial assumption 432 
about the system) to a different charge state (2 or 3). The initial and final energies are 433 
not the same, in another indication that the total energy of the system is not conserved 434 
since there was a change in its charge state. Although energy conservation on the entire 435 
process does not occur, each intermediate process involved corresponds to a resonant 436 
(coherent) transition. 437 
This represent the physical situation described as co-tunneling by Ratner and 438 
collaborators [15]; once one electron enters the system – in this case, by a resonant 439 
transition (i.e., one that involves a close energy matching of the electrode and molecular 440 
levels), the molecule automatically changes its charge state and rearranges itself in such 441 
a manner that a second electron can leave the system (see bottom panel in Scheme A). 442 
This energy rearrangement is sometimes referred to as expressing the need to involve 443 
virtual states [15] that are relevant only during the charge transfer process. 444 
Summing over the m1 states, multiplying by the fundamental charge q and taking 445 
into account the appropriate Fermi distributions for the occupied and unoccupied states, 446 
we can write a generic expression for the electrical current that traverses the molecular 447 
system where the ballistic and co-tunneling contributions are simultaneously 448 
considered. Hence, in this formalism the relative contributions of the entirely coherent 449 
(i.e., only involving the neutral species) and non-coherent (involving the participation of 450 
a charged molecular species) terms can be estimated for any chosen value of the applied 451 
external electric field. However, before proceeding any further, let’s estimate the 452 
relative importance of the O(0) and O(t) terms for the molecular conductance problem.  453 
 454 
2.8. Short-time and longer time events 455 
 456 
In terms of the Fermi golden rule, a well-known result [27] is that for extremely short 457 
times the probability of a transition is not proportional to t but rather to t2 (and, 458 
consequently, its derivative is not independent of t). This means that if terms of order 459 
O(t) are supposed to occur in extremely short times, then in a given finite time interval 460 
∆t it can be expected that these terms appear more frequently than those of order O(0). 461 
Hence, the latter contribution can be considered associated to less frequent events and 462 
the more frequent ones to those of order O(t). This would be an additional reason why, in 463 
obtaining an expression for the total electrical current traversing the molecular system, 464 
we can neglect the O(0) terms.  465 
Hence, we can now rewrite Eq. (19) retaining only terms involving O(t) as  466 
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 468 
 Next, we multiply Eq. (26) by the fundamental charge q, and insert conveniently the 469 
well-known relations [28] for the creation ( †
, xn
aσ ) and annihilation ( , xnaσ ) Fermion 470 
operators acting on the nth  level of the x-charge state, i.e.:{ }†, , ,,, .x x xxn m nma aσ σ λλ δ δ= , 471 
†
,, ( )xx nxnn Ea a fσσ σ= and 
†
, , ( )x x nxn n Ea a Aσ σ σ= , where the subscript σ 472 
represents the fragment of the molecular device considered, i.e., the left [right] electrode 473 
( ), [ ]LE REσ λ = or the extended-molecule itself ( ), EMσ λ = . Also, note that we 474 
consider each quaternionic sub-space as frozen, in the sense that creation (or 475 
destruction) of a given electron is automatically associated to a change in the charge 476 
state of the molecule. 477 
 Finally, to obtain an expression for the current traversing the “extended molecule” 478 
we must convert the summations over the energy levels (mx, nx with x = 1, 2, 3) of the 479 
(semi-infinite) electrodes into integrals, since they run over a continuum spectrum, i.e., 480 
( ).y y yEdE D∑ → ∫ , with ( )y yED being the density of states of the y-electrode (y = LE, 481 
RE).  482 
Summing over all intermediary states lx and averaging in time in the form 
( ) 1
0
( )tt I t dt− ∫ , we finally obtain an expression for the forward (i.e., from left to 
right electrode) electrical current as 
 
 483 
( )L RtI → =  (27) 
( ) 1
2
12 ( ) ( ) ( ) ( )
4
. ( , , , )LE RE LE LE RE RE LE LE RE RE LE RExl lxE E E EdE dE D D f A E E E
t q G Epi
∞ ∞
−∞ −∞
= ∫ ∫

 
 484 
where 485 
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( )1 12 21 1 12 , ,, ( )( ). ( ) (1 )EM EMx xl LE l x lx x xl l EEE E A fδ δ δ δγ γ  − + −    . 
 486 
In the above expressions, δx,y is the Kronecker delta. Naturally, similar expressions 487 
could be obtained for 
22, 2, ( , , , )LE RExx x l lG G E E E E≡
 
and 
33, 3, ( , , , )LE RExx x l lG G E E E E≡ . 488 
By adopting a quantum chemical calculation (at the density functional level) one can 489 
determine all eigenvalues and eigenvectors relevant to the above expression, not only 490 
for the neutral species but also to the single-charged cation and single-charged anion, 491 
always in the presence of the applied external voltage. For the left and right semi-492 
infinite electrodes standard methods available in solid state physics can be used [6]. 493 
Once a perturbation is introduced in a previously isolated system, off diagonal terms 494 
involving different charge states may become relevant. One can then recur to the above 495 
expressions to calculate the electrical current flowing through the connected molecule 496 
as a function of the applied external bias and, after taking the numerical derivative of 497 
this curve, determine the corresponding molecular conductance. Appropriate examples 498 
for the cases of conjugated and non-conjugated will be discussed in Refs. [16] and[17], 499 
respectively. 500 
Note, however, that a transition between two different charge states must involve 501 
change in the energy from the initial to the final state. Hence, following the procedure 502 
adopted by Matveev and co-workers [29], we first define an occupation number and 503 
then a ‘molecular Fermi level’ for each one of the three charge states of the extended 504 
molecule EM. In practice, we must just take into account the new electronic distribution 505 
of the transient molecular species formed and define the “molecular Fermi level” 506 
characteristic of a charge state x as being halfway between the energies of its Highest 507 
Occupied Molecular Orbital [Lowest Unoccupied Molecular Orbital] (HOMO 508 
[LUMO]), i.e.,   509 
 510 
2
x
mol
x x
HOMO LUMOE Eµ +=
 , 
            (29) 
 511 
where x xHOMO LUMOE E   is the energy of the  HOMO [LUMO] of the “x-charged extended 512 
molecule” in presence of the external bias. It is important to stress that, in doing this, we 513 
are assuming the presence of a “contact resistance” [4], so that the Fermi level at each 514 
infinite electrode, far from the molecule itself, varies linearly (and are displaced in 515 
opposite ways) with the strength of the applied electric field; however, the “molecular 516 
Fermi level” as defined above can be adjusted accordingly to a full molecular ab initio 517 
calculation repeated for each value of electric field [6, 30]. This procedure assures that 518 
typical quantum chemical effects are properly described, such as the occurrence of 519 
“avoided crossing” situations between two neighboring molecular levels [31]. As we 520 
will discuss in forthcoming papers dealing with the application of the present formalism 521 
to different systems, the inclusion of such effects provides an entirely new standpoint to 522 
interpret phenomena as the occurrence of negative differential resistance (NDR) and the 523 
appearance of charge blockade caused by the presence of spatially localized molecular 524 
orbitals instead of the canonical Coulomb blockade [16, 17]. 525 
 526 
2.9. Taking into Account the Remaining Terms 527 
 528 
 Although it is not straightforward to demonstrate, after obtaining the additional terms 529 
( 2,xG and 3,xG ) of Eq. (28) and summing the results of all sub-spaces (and considering 530 
all off-diagonal terms in the derivative 
1 2 3
22 2(2) (2) (2)2 2 2
1 2 3( ) ( ) ( ) /m m mC t C t C td dtγ γ γ
 
  
 
+ + ), the 531 
expression for the total current in the device will take the form 532 
 533 
( )
2
2 ( ) ( ) ( ) ( )
( )
4
. ( , , , ) ,
L R
LE RE LE LE RE RE LE LE RE RE LE REy xl lE E E E
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where 536 
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 538 
Let´s then discuss the physical meaning of each individual term in the above 539 
expression. To do this we have to analyze both the x = y and x ≠ y cases. When x = y, 540 
the molecule remains in the same charge state during the electron transfer from the left 541 
to the right electrode and the corresponding expression represents a transport process 542 
through an unoccupied sate of the system considered (and the Pauli exclusion principle 543 
is therefore dutifully respected), i.e., a “hot electron”, originated deep inside the 544 
cathode, crosses the entire extension of the molecule without scattering before 545 
thermalizing inside the anode. This is the condition for a coherent (or ballistic) transport 546 
as the presence of the two Dirac delta functions in Eqs. (30) (with x = y) assures that the 547 
total energy is conserved. One could say that in this case the molecule does not “feel” 548 
the presence of an extra electron, since the role of the unoccupied states is limited to 549 
serve as electron transport channels and the molecular system acts only as a passive 550 
element in the device.  551 
On the other hand, cases where x ≠ y correspond to a change in the charge state of the 552 
molecule. One can associate these instances to the processes dubbed as co-tunneling, 553 
which involve situations of a net charge transport between the metallic electrodes, while 554 
no coherence between the tunneling events occurring at each of the two junctions is 555 
assumed [11]. In case of an effective electron transport between the electrodes, two 556 
different electrons are involved: under nonzero bias, while one electron tunnels from the 557 
cathode into the system – which is initially in a charge state labeled by x (let’s say, 558 
neutral) – another one is transferred from the system – now in a modified charge state 559 
labeled by y (anion, in this example) – to the anode. In this manner, during a co-560 
tunneling event the extended molecule changes its charge state and assumes an “active 561 
behavior”, with its electronics properties (energy and wavefunction) adjusting 562 
themselves to the electron flow between the electrodes. 563 
Obviously the process described here defines the electronic current in a specific 564 
direction, i.e., from left to right, for example, or ( )L RtI → . Naturally, the net current is 565 
the difference ( ) ( )L R R Ltot t tI I I→ →= −  and the conductance could be obtained by taking 566 
the numerical derivative of the above expression. Once again, we stress the fact that 567 
both ballistic and co-tunneling processes are allowed to contribute to the overall charge 568 
transport in a given system, and so the above formalism is uniquely suited to deal with 569 
the full range of coupling regimes, i.e., it can be applied to weakly, intermediate and 570 
strongly coupled systems.      571 
 572 
2.10. Time-scale of the ballistic and co-tunneling processes 573 
 574 
An important aspect of the electron transport process to be considered concerns the 575 
typical time scales involved: even though the co-tunneling and ballistic transport are 576 
very different in nature, both take similar amounts of time to occur. This seemly 577 
paradoxical statement can be better understood once one realizes that in the ballistic 578 
case a given electron must “cross” the entire system, while in a co-tunneling event – 579 
although the system must relax to a different charge state once a first electron is 580 
transferred – an electron already on the “other side” of the molecule can immediately 581 
tunnel to the second electrode. Then, at least in principle one could estimate the 582 
“relaxation time” of the new charge state either by calculating the time spent for a 583 
ballistic electron to cross the system or by using the uncertainty principle after 584 
considering the finite lifetime of the transient ionic state [32].   585 
 586 
2.11. Relative probabilities of the ballistic and co-tunneling processes 587 
 588 
So far, we have seen that during the electron transport between the metallic 589 
electrodes, the intersected molecular system may (in case of co-tunneling/non-coherent 590 
events) or may not (for ballistic/coherent ones) change its charge state. So the question 591 
arises of how to estimate the probability for these two physical situations to occur? 592 
In fact, we still have a free choice for the parameter γx (x = 1, 2, 3) that was only 593 
briefly mentioned before. Note that only the square of this parameter is involved in the 594 
above expressions, so that it can be taken as the phenomenological probability of 595 
finding the system in a particular charge state. To estimate the possible range of values 596 
for this parameter, we remember that a necessary condition is that the quaternionic 597 
(multi charge) state (see Eq. (4)) be normalized ( 1232221 =++ γγγ ). Also we expect that 598 
the chemical structure of the molecule must play an important role in the process 599 
whatever the kind of dominant transport mechanism. In other words, as confirmed by 600 
the known experimental results, the chemical structure of the molecule will determine 601 
the relative contributions of the coherent and non-coherent terms to the overall charge 602 
transport. It is well known that while conjugated organic molecules exhibit very 603 
spatially delocalized pi-orbitals, the localized molecular orbitals associated to the 604 
presence of a saturated group in a bridge position connecting donor and acceptor 605 
moieties in a given molecule can act as an effective barrier hindering the electron 606 
transfer from one side of the non-conjugated molecule to the other. Then, as a natural 607 
choice, we will associate the facility of a molecular system in allowing charge 608 
delocalization to its degree of aromaticity [33], and set the value of the parameter 
xγ
 
as 609 
an alternative manner of estimating the aromaticity of an organic structure. One could 610 
expect that in more aromatic molecules the ballistic term will give the largest relative 611 
contribution to the overall electrical transport; by a similar reasoning, co-tunneling 612 
terms must dominate the electron transfer between terminal electrodes that connect 613 
molecules with a saturated structure.  614 
Assuming that the trapping of a charge within a molecular system during a period of 615 
time that allows for the rearrangement of its internal structure will be a rare (and 616 
discrete) event, we will associate the term 
xγ  to a Poisson distribution [34], i.e., the 617 
probability 2xγ  will have the form 618 
 619 
( )kx k
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(31) 
 620 
Note that in the above equation: i) =1.39739 mR Å was adopted as the calculated 621 
average bond length for a benzene molecule terminally substituted with thiol groups at 622 
opposite ends as determined by an optimization calculation at the DFT level using the 623 
B3LYP functional and a 6-31G(d,p) basis set [35], i.e., the result of the division of the 624 
sum of all carbon-carbon bond lengths by the number of bonds in the molecule, ii) k is 625 
the number of electrons (or holes) “trapped” by the molecule (and therefore, while k=0 626 
for the case of a neutral molecule, k=1 for a single charged anion or cation), and iii)  the 627 
summing over k allows the normalization of the Poisson distribution. Hence, for this 628 
anzats to be valid when only three charge states are relevant to the problem, the sum 629 
over these states must be almost 1, i.e., we must have 123
2
2
2
1 ≈<++ aγγγ  . (To go 630 
beyond this approximation and include more charged states, we must consider octanions 631 
[19], for example.) With the above definitions, if we choose x = 2 to represent anions, 632 
then k = 1 would correspond to a single-charged molecular anion, while k = 2 would 633 
represent the doubly charged anion. Naturally, when x = 1 (neutral species) we must 634 
have k = 0, so that the product 21212121 ... γγγγ
 
represents a ballistic event in which the 635 
extended molecule remains neutral.     636 
An alternative manner of interpreting the anzats of adopting a Poisson distribution 637 
for the probabilities 2xγ
 
is to assume a phenomenological point of view:  for example, to 638 
take into account the fact that after an electron leaves the left electrode it has the 639 
possibility to move to the molecule in three different charge states, the hopping to each 640 
particular charge state will be described by a probability defined by the parameterς . 641 
For the neutral case, the parameter k will be zero, while for both cationic and anionic 642 
species, k = 1. This is equivalent to say that we are not able to distinguish whether the 643 
molecule captures an electron or a hole: all internal processes that could occur inside the 644 
molecule are not accessible to us and will be described in a phenomenological way by 645 
the Poisson probability. 646 
As a final note, we observe that the quaternionic time dependent perturbation 647 
treatment here developed could be viewed as a general formalism that may find 648 
applications to different problems where one needs to determine the transitions rate of 649 
any perturbed system that can evolve into a three-pronged manifold. Coupled to time-650 
dependent perturbation techniques, the quaternions formalism (and its non-commutative 651 
algebra) can be used as a powerful mathematical tool whenever up to two additional 652 
physically related possibilities exist for the time evolution of a physical system. 653 
Examples in quantum chemistry problems would include, among others, the description 654 
of tautomers and cis-trans isomers, and the analyses of protonation or oxidation-655 
reduction processes.  656 
 657 
 658 
3. Conclusion 659 
 660 
In this work we presented a new theoretical approach to calculate the electrical 661 
current that flows through a molecule connected to two terminal electrodes and subject 662 
to an externally applied electric field. We allow for the possibility of both ballistic and 663 
non-coherent transport, and we call attention to the active role that the molecular levels 664 
play especially in the latter case, where the molecular conductance profile is particularly 665 
sensitive to the opening and closing of transport channels through the transient single-666 
charged species. For this, we have chosen to use time dependent perturbation theory 667 
within a quaternion formalism, where the time evolution of an initially neutral molecule 668 
can proceed either preserving the charge or by following the Hamiltonians that describe 669 
a single-charged anion or a single-charged cation. In this manner, we go beyond 670 
canonical time dependent formalism since the three quaternionic subspaces (each one 671 
with its own imaginary unit and corresponding to the three different charge states of the 672 
molecular system) can now be coupled. (We call attention to the fact that, although the 673 
application of the quaternionic formalism to other physical situation is not the focus of 674 
the present paper, it is straightforward to extend the treatment to show that the use of a 675 
time ordering operator and related Dyson series can be naturally associated to a 676 
quaternionic system. In these cases one obtain more general expressions that reduce to 677 
the known results for the case where just one quaternionic sub-space is taken into 678 
account. The corresponding details are presented in the final appendices of the 679 
accompanying support information.)  680 
The main advantage of the present approach is that in the final expression for the 681 
electrical current flowing through the molecule the ballistic (coherent) and co-tunneling 682 
(incoherent) terms appear naturally as complementary regimes of transport. Also, the 683 
treatment can take into account the possibility of describing strongly correlated 684 
situations (as those associated to the presence of spatially localized molecular orbitals) 685 
where the ballistic regime usually fails [4]. 686 
In forthcoming papers we will discuss the application of the present formalism to 687 
cases where ballistic [16] and non-coherent [17] processes become important at specific 688 
regimes of the externally applied bias, as well as to aminoacid related systems, for 689 
which both mechanisms compete [36]. Although this is just a preliminary work, we 690 
believe that it introduces a new and general description of the transport phenomena in 691 
molecular systems where a non-zero possibility exists for the capture of an electron or a 692 
hole from the connected electrodes, changing the charge of the molecule and allowing 693 
the process to continue in a new potential surface. This will give rise to new 694 
possibilities of approaching and interpreting the molecular conductance problem.            695 
 696 
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Scheme A 783 
 784 
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 786 
Top panel: (“coherent” or ballistic mode; extended molecule remains neutral - EM) 
Middle panel: (co-tunneling of electrons, a non-coherent mode; transient anion – EM-) 
Bottom panel: (co-tunneling of holes, a non-coherent mode; transient cation – EM+) 
 
Scheme A: graphical representation of alternative mechanisms of charge transport between the 
left and right semi-infinite metallic electrodes. Note that in the non-coherent modes the 
extended molecule plays an active part in the charge flow process.  
 787 
788 
Figure Caption 789 
 790 
Fig. 1 -  Schematic representation of the extended molecule L REM C M C≡ − − concept: a full 791 
quantum-chemical ab initio calculation is performed for the molecule of interest (M) while plus 792 
two connected gold metal clusters ( LC  and RC ). The EM is then assumed to be in electrical 793 
contact with the two semi-infinite metallic electrodes via fixed coupling parameter. 794 
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Appendix 1: Brief Review of the Quaternions Concept 820 
 821 
In this Appendix we will review the main Quaternion results used in this work [1, 822 
2]. The literature concerning quaternions is very extensive and to people who want to 823 
learn more about this topic, we recommend examining the material listed in the 824 
accompanying bibliography [3]. 825 
Strictly speaking, the formalism of Quaternions was devised by William Rowan 826 
Hamilton on the 16th of October in 1843. A Quaternion q could be considered as a 4-827 
component extended complex number belonging to a set H of the 828 
form: 0 1 2 3q q iq jq kq= + + + , where q0, q1, q2 and q3 are real numbers and the imaginary 829 
components (i, j, k) satisfy the following rules 830 
2 2 2 1
, , ,
i j k ijk
ij ji k jk kj i ki ik j
= = = = −
= − = = − = = − =
 831 
of a non-commutative algebra. 832 
The real and imaginary (or vector) parts of q are 0Re( )q q=  and 833 
1 2 3Im( )q iq jq kq= + + , respectively. The summation of quaternions follows the same 834 
rules as vector sums: thus if we define another quaternion 0 1 2 3p p ip jp kp= + + + , 835 
the p q+  sum is given by 0 0 1 1 2 2 3 3( ) ( ) ( ) ( )p q p q i p q j p q k p q+ = + + + + + + + . 836 
In analogy with the algebra of complex numbers, we can define the conjugate of a 837 
quaternion as 0 1 2 3q q iq jq kq= − − − , so that for any pair of quaternion numbers p, q, 838 
the conjugate of the product is given by qp pq= , i.e., the conjugate of a product is the 839 
product of the conjugates in reverse order.  840 
The inner product of two quaternions is 0 0 1 1 2 2 3 3,p q pq p q p q p q p q= = + + + . 841 
With this definition, the quaternion set H  can be considered to define a 4-dimensional 842 
real Hilbert space. We can define the norm of a quaternion as 843 
2 2 2 2 2
0 1 2 3( )qN q q qq q q q q= = = = + + +  (note that 
2qq qq q= = ), and a 844 
quaternion is called unitary if its norm is ( ) 1qN q= = .  845 
If q ≠ 0 we can define the inverse of quaternion as 21 /q q q− = , so that  846 
1 1 1q q qq− −= =  . Thus, with the sum and product operations as defined above, the set H  847 
forms a division ring.  848 
Other ways of representing quaternions are: 849 
i) Vector form: 0 .q q h q= +
 
, where ( , , )h i j k=

and 1 2 3( , , )q q q q=

with the dot 850 
denoting the usual scalar product. Note that, in the vectorial notation we 851 
have 0 0 0 0( . )pq p q p q p q q p p q= − + + + ×
     
 where ×  denotes the usual vector 852 
product.   853 
ii) Polar form: Iq q e θ= , where ( ).h qI
q
=
 
  and 
0
.
tan( ) , (0 )
h q
q
θ θ pi= ≤ ≤
 
. 854 
iii) symplectic form, a very useful one: q z jw= + , where 0 1z q iq= +  and 855 
2 3w q iq= − . Note that in this form the four real components of a quaternion 856 
are rewritten as two complexes numbers.  857 
 858 
Other definitions are: 859 
 860 
1) A quaternionic function is a map that relates each q ∈ H to a unique number 861 
( )w F q=  ).  862 
2) Exponential: ( ) ( )0 cos sinqq qe e q q
q
  
= + 
  

 
  (Note that 0qqe e= ).  863 
3) Logarithm: ( ) 1 0ln( ) ln cos qqq q
q q
−
 
= +   
 

 . 864 
Observations: Also note that neither p q p qe e e+ =   nor  ln( ) ln( ) ln( )pq p q= +  are 865 
necessarily equal. In general we have p q p q q pe e e e e+ ≠ ≠  and ln( ) ln( ) ln( )pq p q≠ + .  866 
867 
  868 
Appendix 2: Idempotency of Qα. 869 
Let´s show that (Qα)2= Qα. The easiest way to do it is noting that the quaternionic 870 
wave function
1
2
3
1
2
3
( )
( ) ( )
( )
n
n
n
t
t t
t
α
γ ψ
χ γ ψ
γ ψ
 
 
 
=
 
  
 
 , 871 
(see Eq. (2) of the main text) is normalized, i.e., 2 2 21 2 3( ) ( ) 1t tα αχ χ γ γ γ= + + =  . 872 
With this property (normalized wave function) in mind one can write:  873 
( ) ( )2 2 2 21 2 3( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t t t tQ Qα α α α α α α α α αχ χ χ χ χ χ γ γ γ χ χ= = + + = =          874 
The same result could be obtained by direct multiplication of Qα in a matrix form, 875 
i.e.: 876 
1 1 1 2 1 3
2 1 2 2 2 3
3 1 3 2 3 3
( )
1 1 1 2 1 3
2 1 2 2 2 ( ) 3
3 1 3 2 3 ( ) 3
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
t
n n n n n n
n n n n n t n
n n n n n t n
t t t t t t
t t t t t
t t t t t
Qα
γ ψ ψ γ γ ψ ψ γ γ ψ ψ γ
γ ψ ψ γ γ ψ ψ γ γ ψ ψ γ
γ ψ ψ γ γ ψ ψ γ γ ψ ψ γ
=
 
 
 
 
 
 
 
877 
( )
( ) ( ) ( ) ( )
( )( ) ( ) ( ) ( ) ( )
( ) ( )
3 3 3
2 2 2
1 1 1 2 1 3
3 3 3
2 2 2 2
2 1 2 2 2 ( ) 3
3
2
3 1 3
( )
1 1 1
1 1 1
1
1 1 1 2 1 3
2 1 2 2 2 3
3 1 3 2
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) (
t
t
n n n
n n n
n
n n n n n n n n n
n n n n n n n n n
n n n n n
Q
t t t t t t
t t t t t
t t t t
α
γ ψ ψ γ γ γ ψ ψ γ γ γ ψ ψ γ γ
γ ψ ψ γ γ γ ψ ψ γ γ γ ψ ψ γ γ
γ ψ ψ γ γ γ ψ ψ
= = =
= = =
=
=
   
   
   
∑ ∑ ∑
∑ ∑ ∑
∑ ( ) ( ) ( ) ( )3 32 22 3 ( ) 3
1 1
3 3
) ( )
t
n n
n n n ntγ γ γ ψ ψ γ γ
= =
 
 
 
 
 
 
 
 
 
∑ ∑
 
 
878 
 Since 879 
3
2
1
1 ,n
n
γ
=
=∑
 
880 
we can easily see that (Qα(t))2 = Qα(t). 881 
 882 
883 
 884 
Appendix 3: The double integral. 885 
We will make an explicit calculation of the double integral that appears in Eq. (21) 886 
of the main text     887 
1
, ,1 1 1 1
1 11 1
1 1
(2) 2 2
1 1 ,,2
' . ' '' . ''( )
' 1
' ''
m l l
lm
n
nm l
n l
i t t i t t
t
t t
C T Te edt dt ω η ω ηγ γ + +

=
−∞ −∞
∑∑∫ ∫   888 
                                                  
, ,1 1 2 2
1 1 2 2
2 1
2 2
1 2 , ,2
' . ' '' . ''1 m l l n
m l l n
n l
i t t j t t
T Te e
ω η ω ηγ γ + ++ ∑∑

 
889 
,, 3 31 1
1 1 3 3
3 1
2 2
1 3 , ,2
'' . ''' . '
...
.
1 lm l n
m l l n
n l
k t ti t tT Te e ω ηω ηγ γ ++

+

+ ∑∑

 
890 
The first term can be considered as canonical in the sense that there is only one 891 
imaginary unity so that all terms in this particular double integral commute. 892 
We will now focus our attention on the second and the third double integrals that 893 
have two different imaginary units. In fact, we will just solve in details the second one, 894 
as the same reasoning can be applied for analyzing the third one. To do this we initially 895 
rewrite it as 896 
( )( ) ( )( )1 1 2 21 2 1 1 2 21
2 1
(2) 2 , ,
, ,2
' . ' '' . ''( )
'
1 ( ) .' '' lm l nm l l nm
n l
i t t j t t
t
t t
C T T e edt dt ω η ω ηγ γ + +=
−∞ −∞
∑∑ ∫ ∫  897 
The first integral can be easily calculated, so that 898 
( ) ( )( ) ,2 21 11 2 1 1 2 2
2 1 2 2
2 ,
12 , ,2
,
' . '
' . '( ) 1
.
'
l n
m l
m l l n
n l l n
j t t
i t t
t
t
I T T j
e
edt
ω η
ω ηγ γ
ω η
+
+
−∞
   =  
 +  
∑∑ ∫  899 
 900 
Now, if we focus in the second parentheses, one can note that the real 901 
exponential term commutes with all complex exponentials so that we can rewrite the 902 
remaining imaginary exponential by use of the Euler identity cos( ) sin( )jae a j a= +  in 903 
the form   904 
12 ( )tI =  
( ) ( )( ) 2 2 2 21 1 2 2
2 22 1
, ,2 ,1 1
1 2 , ,2
,
' 2 . ' cos( ') ( ')1
.
'
l lm l
m l l
ll
n n
n
nn
i t tt t jsin t
T T jedt
ω η ω ωγ γ
ω η
+  + 
 =   +  
−∞
∑∑ ∫

 
 905 
We will now separate the above integral in two others, one containing the sine 906 
and the other containing the cosine term, i.e., 907 
( ) ( )( )1 1 2 2 2 2
2 22 1
2 ,1 1
12 1 2 , , ,2
,
( )
' 2 . '1 1
cos( ').' m la m l l l
ll
t n n
nn
i t tt
I T T jt edt
ω ηγ γ
ω η
ω
+   
 =   +  
−∞
∑∑ ∫

908 
 909 
and 910 
( ) ( )( )1 1 2 2 2 2
2 22 1
2 ,1 1
12 1 2 , , ,2
,
( )
' 2 . '1
.
sin( ').' m lb m l l l
ll
t n n
nn
i t tt jI T T jt edt
ω ηγ γ
ω η
ω
+   
 =   +  
−∞
∑∑ ∫

911 
 912 
 913 
Since the j terms do not commute with those containing i, we will keep all terms 914 
containing the j imaginary unit in the far right hand side, and use the well-known 915 
relations 916 
( )
2 2
cos( ) sin( ) .
cos( ).
bx
bx b ax a ax
ax dx
b a
e
e
+
=
+∫
 and ( )2 2sin( ) cos( ) .sin( ).
bx
bx b ax a ax
ax dx
b a
e
e
−
=
+∫
   917 
, 918 
to rewrite  919 
( )1 1 2 2 2 2 2 21 1
2 21 1 2 2
,
, , , ,
12 12 2 2
,, ,
2 .( )
( 2 ) cos( ) ( )sin( ) 1
( 2 ) ( )
m l m l l l l
a
lm l l
n n ni t t
t
nn
i t t
I ji
e
ω η ω η ω ω ωβ
ω ηω η ω
+
  + +
  =
   ++ +   
 
 920 
( )1 1 2 2 2 2 2 21 1
2 21 1 2 2
,
, , , ,
12 12 2 2
,, ,
2 .( )
( 2 )sin( ) ( ) cos( )
( 2 ) ( )
m l m l l l l
b
lm l l
n n ni t t
t
nn
i t t jI ji
e
ω η ω η ω ω ωβ
ω ηω η ω
+
  + −
  =
   ++ +   
 921 
where ( ) ( )( )1 1 2 2212 1 2 , ,21 m l l nT Tβ γ γ=

 and, for the sake of simplicity, we have excluded 922 
the sums for a moment. Note that now we can write the exponential term at the 923 
beginning of the expression because only the same imaginary unit i is present.  924 
Now, all that is left to be done is to sum the both integral expressions above and, 925 
after taking notice of the non-commutative property of quaternions, to rearrange the 926 
terms in a more convenient way, in the form 927 
12 12 12( ) ( ) ( )a bI t I t I t= +  or 928 
 929 
( )
( )
1 1 1 1 2 2 2 2 2 2,
1 1 2 2
1 1 2 2 2 2 2 2
2 21 1 2 2
, , , ,
12 12 2 2
, ,
, , , ,
2 2
,, ,
2 . ( 2 )cos( ) ( )sin( )( )
( 2 ) ( )
( 2 )sin( ) ( ) cos( ) 1
.
( 2 ) ( )
.
m l m l l l l
m l l
m l l l l
lm l l
n n ni t t
n
n n n
nn
i t t
I t
i
i t t
j ji
e
ω η ω η ω ω ωβ
ω η ω
ω η ω ω ω
ω ηω η ω
+
 + +
=
 + +

  + −
  +
 ++ +  
930 
 931 
Note that although the denominator does not commute with j in the second term 932 
inside the parentheses, it can be placed in evidence at the left hand side,  933 
 934 
1 1
1 1 2 2 2 2 2 2
1 1 2 2
1 1 2 2 2 2 2 2
2 2
,
12
12 , , , ,2 2
, ,
, , , ,
,
2 .
( ) ( 2 ) cos( ) ( )sin( )
( 2 ) ( )
1( 2 ) sin( ) ( ) cos( )
.
m l
m l l l l
m l l
m l l l l
l
i t t
t n n n
n
n n n
n
I i t t
i
i j t j t j
e
ω ηβ
ω η ω ω ω
ω η ω
ω η ω ω ω
ω η
+
= + ++ +
 
  + + −
  + 
935 
 936 
Re-arranging terms we get 937 
 938 
1 1
1 1 2 2 2 2
1 1 2 2
2 2 2 2 2 2 2 2 2 2
2 2
,
12
12 , , ,2 2
, ,
, , , , ,
,
2 .
( ) (cos( ) sin( ))
( 2 ) ( )
1(sin( ) cos( )) 2 (cos( ) sin( ))
.
m l
m l l l
m l l
l n l l l l
l
i t t
t n n
n
n n n n
n
I i t j t
i
t j t t j t j
e
ω ηβ
ω ω ω
ω η ω
ω ω ω η ω ω
ω η
+
= ⋅ + ++ +
 
  + − + + ⋅  + 
939 
 940 
Remembering that 21 ( )j= − , we can rewrite 
2 2 2 2
2
, ,
sin( ) ( ) sin( )l n l nt j tω ω= − , and hence 941 
 942 
1 1
1 1 2 2 2 2
1 1 2 2
,
12
12 , , ,2 2
, ,
2 .
( ) (cos( ) sin( ))
( 2 ) ( )
m l
m l l l
m l l
i t t
t n n
n
I i t j t
i
e
ω ηβ
ω ω ω
ω η ω
+
= + ++ +
 
2 2 2 2 2 2 2 2 2 2
2 2
2
, , , , ,
,
1( ( ) sin( ) cos( )) 2 (cos( ) sin( ))
.
l l l l l
l
n n n n n
n
j t j t t j t jω ω ω η ω ω ω η
 
  + − − + +
  + 
 
 943 
We can now rewrite 
 
944 
1 1
1 1 2 2 2 2
1 1 2 2
2 2 2 2 2 2 2 2 2 2
2 2
,
12
12 , , ,2 2
, ,
, , , , ,
,
2 .
( ) (cos( ) sin( ))
( 2 ) ( )
1(cos( ) sin( )) 2 (cos( ) sin( ))
m l
m l l l
m l l
l l l l l
l
i t t
t n n
n
n n n n n
n
I i t j t
i
j t j t t j t j
e
ω ηβ
ω ω ω
ω η ω
ω ω ω η ω ω
ω η
+
= + ++ +
 
  − + + +
  + 
945 
 946 
and group all sine and cosine terms to get 947 
12 ( )tI =  
1 1
1 1 2 2 2 2 2 2
2 21 1 2 2
,
12
, , , ,2 2
,, ,
2 .
1( 2 )(cos( ) sin( )
.( 2 ) ( )
m l
m l l l l
lm l l
i t
n n n
nn
t
i j t j t ji
e
ω ηβ
ω η ω ω ω
ω ηω η ω
+  
   = + − +   ++ +  
 
If we now use again the Euler formula we have 948 
2 2
1 1
,
1 1 2 2
2 21 1 2 2
,
12
12 , ,2 2
,, ,
2 .
( ) ( 2 )
( 2 ) ( )
l
m l j tn
m l l
lm l l
i t t
t n
nn
i jI i j e ji
e ω
ω ηβ
ω η ω
ω ηω η ω
+  
   = + −
     ++ +  
 949 
or 950 
,1 1 2 2
1 1 2 2
2 21 1 2 2
,
12
12 , ,2 2
,, ,
2 .
( ) ( 2 )
( 2 ) ( )
.
lm l nj t
m l l
lm l l
i t t
t n
nn
eI i j ji
e
ωω ηβ
ω η ω
ω ηω η ω
+  
   = + −   ++ +  
 951 
Now, note that the denominator could be written in a more symmetric form as 952 
1 1 2 2 1 1 2 21 1 2 2
2 2
, , , ,, ,
1 1
( 2 )( 2 )( 2 ) ( ) m l l m l lm l l n nn
D
i j i ji ω η ω ω η ωω η ω
= =
+ + + −+ +
 953 
or 954 
1 1 2 2 1 1 2 2, , , ,
1 1
( 2 ) ( 2 )
.
m l l m l ln n
D
i j i jω η ω ω η ω= ⋅+ + + −  955 
 956 
Hence, we can simplify the expression of the I12(t) integral in the form 957 
 958 
1 1
1 1 2 2 1 1 2 2
1 1 2 2
2 2
,
,2 2
12 12
, , , ,
, ,
,
2 .( ) 1 1( 2 ) ( 2 )
2
m l
l
m l l m l l
n
m l l
l
i t t
t
n n
j t
n
n
I
i j i j
i j j
e
e
ω η
ω
β
ω η ω ω η ω
ω η ω
ω η
+  
= ⋅ ⋅ 
+ + + −  
 
  
⋅ + −   +
 
 959 
or 960 
1 1
1 1 2 2 2 2
,2 2
,
12 12
, , ,
2 .( ) 1( 2 )
.
l
m l
n
m l l l
j t
i t t
t
n n
I
i j j
e
e
ω
ω ηβ
ω ω η ω η
+     =  
 + + +    
 961 
Using the fact that 1 / ( )q q qq− = , we can write the result as 962 
( ) ( ) ,1 1 2 2 2 21 1 2 21 1 2 2 2 2
, , , ,
12 12 2 2 2 2 2
, , ,
2 .( )
( 2 ) ( )
.( ) ( ) 4 ( )
lm l nm l l l
m l l l
i t t j tn n
t
n n
i j j
I e eω η ω
ω ω η ω ηβ
ω ω η ω η
+ − − + − +
= ⋅ ⋅ ⋅
+ + +
 963 
By applying the same reasoning, one can get for the first and third integrals the 964 
expressions 965 
1 1
1 1
1 1 1 1 1 1
,
,
11 11
, , ,
2 .( ) 1( 2 )
l n
m l
m l l l
i t
i t t
t
n n
I
i i i
e
e
ω
ω ηβ
ω ω η ω η
+   
 =  
 + + +    
 966 
or 967 
( ) ( )1 1 1 1 1 11 1 1 11 1 1 1 1 1
, ,, , ,
11 11 2 2 2 2
, , ,
2 .( )
( ) 2 ( )
,( ) 4 ) ( )
lm l nm l l n l n
m l l n l n
i t t i t
t
i i
I e eω η ω
ω ω η ω ηβ
ω ω η ω η
+ − + + − +
= ⋅ ⋅ ⋅
+ + +
 968 
And 969 
,3 3
1 1
1 1 3 3 3 3
,
13 13
, , ,
2 .( ) 1( 2 )
l n
m l
m l l l
k t
i t t
t
n n
I
i k k
e
e
ω
ω ηβ
ω ω η ω η
+     =  
 + + +    
 970 
or 971 
( ) ( ) ,1 1 3 3 3 3 3 31 1 1 1 3 3 3 3
,
, , ,
13 13 2 2 2 2 2
, , ,
2 .( )
( 2 ) ( )
.( ) ( ) 4 ( )
l nm l m l l l
m l l l
i t t k tn n
t
n n
i k k
I e eω η ω
ω ω η ω ηβ
ω ω η ω η
+ − − + − +
= ⋅ ⋅ ⋅
+ + +
 972 
So, in general one can write 973 
( ) ( )
,,
, , ,
2 2 2 2 2
, , ,
2 .( )
( 2 ) ( )
( ) ( ) 4 ( )
,
l nx x y y y yx m l y yx x
x x y y y y
yx m l y l y l
xy xy
m l l l
q tn nq t t
t
n n
q q q
I e e
ωω η ω ω η ω ηβ
ω ω η ω η
+ − − + − +
= ⋅ ⋅ ⋅
+ + +
974 
 975 
or 976 
( ) ( )
,,
, , ,
2 2 2 2
, , ,
2 .( )
( 2 ) ( )
( ) 4 ( )
,
l nx x y y y yx m l y yx x
x x y y y y
yx m l y l y l
xy xy xy
m l l l
q tn nq t t
t
n n
q q q
I e e
ωω η ω ω η ω ηδ β
ω ω η ω η
+ − − + − +
= ⋅ ⋅ ⋅
+ + +
977 
 978 
where qx (qy) are imaginary units such that for x (or y) = [1,2,3], we have [ q1 = i, q2 = j , 979 
q3 = k] and in the second equation, xyδ = 1 if x = y and 0 otherwise . 980 
981 
 982 
Appendix 4: Calculating the transition probability  983 
 984 
To obtain the transition probability between two states it is necessary to calculate 985 
the modulus of the corresponding transition coefficient. In practical terms, we then need 986 
to calculate .mn pqI I , where m, n, p, q = 1, 2 or 3. 987 
However, it is worthwhile first to point out that if we expand the complex 988 
exponentials in the integral I2, for example, in terms of sine and cosine functions, each 989 
integral gives rise to 24 terms. Hence, the product of one integral by the conjugate of 990 
another one will involve (24)2 terms. To avoid this hard work we will proceed in a 991 
different way by proving that any of the (m = p = n ≠ q, m = p ≠ n ≠ q, m = n ≠ p ≠ q or 992 
any variation of these three situations) crossing terms will give a vanishing contribution, 993 
so that only non-crossing terms (m = p = n = q, m = p ≠ n = q or any variation of these 994 
two situations) will actually contribute to the process. 995 
 996 
Case 1: m = p ≠ n = q. 997 
 998 
For m = 2 and n = 1, for example, I12 and its complex conjugate are given by 999 
  1000 
( ) ( ) 2 2, ,1 1 2 2 2 21 1 1 1 2 2 2 2
, , ,2 .
12 2 2 2 2 2
, , ,
( )
( 2 ) ( )
( ) ( ) 4 ( )
m l l ni t j tm l l n l nt
m l l n l n
t
i j j
I e e eω ωη
ω ω η ω ηβ
ω ω η ω η
− − + − +
= ⋅ ⋅ ⋅
+ + +
 
1001 
and 1002 
( ) ( )2 2, ,2 2 1 1 2 2 1 12 2 1 1 2 2
, , ,2 .
12 2 2 2 2 2
, , ,
( )
( ) ( 2 )
.( ) ( ) ( ) 4
l m lnj t i tl n m l l nt
l n m l l n
t
j i j
I e e eω ωη
ω η ω ω ηβ
ω η ω ω η
− −
+ + + +
= ⋅ ⋅ ⋅
+ + +
 1003 
Multiplying both expressions we get 1004 
 1005 
( ) ( )
2 2 1 1 2 2
2 2 1 1 2 2
2 2 2 2 2
, , ,2 4 .
12 12 2 22 2 2 2 2
, , ,
( ) ( )
( ) ( ) ( ) 4
( ) ( ) ( ) 4
l n m l l nt
l n m l l n
t tI I e η
ω η ω ω ηβ
ω η ω ω η
+ + +
= ⋅ ⋅
+ + +
 1006 
and, finally, 1007 
 1008 
( ) ( )2 2 1 1 2 2
2 2 4 .
12 12 12 12 12 2 2 2 2 2
, , ,
( ) ( ) ( ) ( ) ( ) 1 1
.( ) ( ) ( ) 4
t
l n m l l n
t t t t tI I I I I e ηβ
ω η ω ω η
= = = ⋅ ⋅
+ + +
1009 
 1010 
 1011 
Case 2: m = p ≠ n ≠ q. 1012 
 1013 
Let’s make m = p = 1, n = 2 and q = 3, for example, and calculate the term 12 13( ) ( ).t tI I . 1014 
In this case we have 1015 
( ) ( ), ,1 1 2 2 2 21 1 2 21 1 2 2 2 2
, , ,2 .
12 12 2 2 2 2 2
, , ,
( )
( 2 ) ( )
.
( ) ( ) 4 ( )
m l l ni t j tm l l n l nt
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For I3, we have 1017 
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 1020 
Multiplying both expressions, we get 1021 
 1022 
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where we used 1025 
( )( )3 3 1 1 3 32 2 2 213 , , ,( ) ( ) ( ) 4l n m l l nD ω η ω ω η= + + +  1026 
and 1027 
( ) ( )1 1 2 2 2 22 2 2 2 212 , , ,( ) ( ) 4 ( )m l l n l nD ω ω η ω η= + + + . 1028 
 1029 
Using jk = i and rearranging terms we get 1030 
,1 1
2 2 1 1 2 2 1 1 2 2
2 2 3 3 2 2 3 3
2 2 3 3 2 2 3 3
2 2
, , , , ,
4 .
, , , ,12 13
12 13
, , , ,12 13
( ) ( )
( )[(2 ) (3 )]
[cos( )cos( ) sin( )sin( )
(sin( ) cos( ) cos( )sin( ))].
m li t
l n m l l n m l l n
t l n l n l n l n
l n l n l n l n
t t
e i j i
t t i t tieI I j t t i t tD D
ω
η
η ω ηω ηω ω ω
ω ω ω ωβ β
ω ω ω ω
− − − + ×
− +
=
+
,1 1
3 3 1 1 1 1 3 3 3 3
2 2
, , , , ,
.
[(2 ) ( 3 )]( )m li tl n m l m l l n l ni j i e
ωη ω ηω ω ω ηω −
 
 
 
 
× 
 
 
− + − − 
1031 
 1032 
 1033 
Now, let´s define the complex quantities Cn where n = 1, 2, 3, 4, 5 and 6 as  1034 
2 2 1 1
2 2 1 1 2 2
2 2 3 3 2 2 3 3
2 2 3 3 2 2 3 3
3 3 1 1
1 1 3 3
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( )4 , , , ,
2 2
5 , ,
6 , ,
2
3
cos( )cos( ) sin( )sin( )
sin( ) cos( ) cos( )sin( )
2
l n m l
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 1036 
With these C-definitions, we can rewrite the above expression as 1037 
 1038 
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or 1040 
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 1041 
Let´s proceed in the same way and calculate 13 12( ) ( ).t tI I . For I12 and I13 , we have 1042 
 1043 
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 1044 
and 1045 
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 1047 
Multiplying the above expressions and rewriting the expression in a sympletic form, we 1048 
get 1049 
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After defining similar complex quantities Cn  1052 
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we get 1054 
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1055 
or 1056 
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 1057 
Since all C’s are complex quantities with the same imaginary unit (i, in this case), they 1058 
commute among themselves. Let’s re-arrange them and add 12 13( ) ( ).t tI I . Doing this, we 1059 
get    1060 
 1061 
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 1063 
In the above expression one can see that the overall contribution of the j-terms is null. 1064 
The same thing occurs with the real part of the complex numbers  Znml = CnCmCl, where 1065 
n, m, l = 1, 2, 3, 4, 5 or 6 and with any other C conjugate that may appear in Z. With 1066 
these considerations, the expression becomes a sum of purely real parts, i.e., 1067 
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( ) ( ) ( ) ( ) Re[ ]
.
Re[ ] .
t
t t t t
eI I I I C C C C C C C C C C C C
D D
C C C C C C C C C C C C
ηβ β
+ = − + + +
+ − + +
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 1069 
 1070 
But each one of the complex numbers that appear in the second bracket is the conjugate 1071 
of a similar term in the first bracket, and therefore we can write 1072 
4 .
12 13
12 13 13 12 1 4 6 2 3 6 1 3 5 2 4 5
12 13
( ) ( ) ( ) ( ) 2 Re[ ] .
.
t
t t t t
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 1074 
As it should be expected, the modulus of a quaternionic number is a real quantity. The 1075 
next step is to write explicitly the expressions for RnRmRl and analyze their properties. 1076 
To do this let´s rewrite the Cs as canonical (i.e., Cn = an+ibn) complex numbers and 1077 
calculate explicitly Re(CnCmCl), 1078 
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Hence, 1080 
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 1083 
So, we can see that  1084 
 1085 
1 4 6 1 4 6 1 4 6 1 4 6 1 4 6Re( ) ( )C C C a b a b a a a a b b b b= + + −  1086 
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 1092 
and, finally, 1093 
 1094 
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 1097 
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 1099 
According to standard second-order perturbation theory, the next step after taking the 1100 
modulus is to consider the time derivative and to take the appropriate limit 0η → . But, 1101 
within a total of seventy two crossing (interference) terms, only two of them were 1102 
explicitly developed in the above result. This corresponds to just a little portion of a 1103 
more prohibitively complex result. However, we actually do not need to consider the 1104 
complete development, since all of them involve sin( )tω  and cos( )tω terms whose 1105 
oscillatory behavior fluctuates strongly (almost randomly). Hence, in analogy with what 1106 
happens in the treatment of fluctuations of chaotic light [4], one can expect that these 1107 
interference terms give a vanishing average contribution.                      1108 
In other words, the overall contribution of all crossing terms appearing in the modulus 1109 
of the resulting integrals must vanish after time averaging them, so that the only actual 1110 
contributions should come from the non-cross terms. We conclude that if we apply the 1111 
above reasoning to the other crossing terms ( ) ( )t tmn pqI I  with at least one different 1112 
subscript, we will obtain the same result: a sum of (almost randomly) oscillating 1113 
functions in 
,x xm lω and vanishing contributions (in average) to the total modulus. The 1114 
same reasoning can be applied to other cases (such as m = p = n ≠ q and m = n ≠ p ≠ q, 1115 
for example); although we will not resolve them explicitly here, we can send the results 1116 
via e-mail upon request. 1117 
 1118 
 1119 
1120 
 1121 
Appendix 5: Some Examples of Interesting Results Obtained 1122 
by the Use of the Above Formalism 1123 
 1124 
Case 1: Conductance of Benzene-di-thiol (a conjugated molecule):[5] the perfect 1125 
agreement between the curves for the calculated conductance (black line) and the one 1126 
where co-tunneling terms were artificially suppressed (red line) is strong evidence that 1127 
the ballistic contribution is dominant in this aromatic system. Features such as the 1128 
presence of a Coulomb blockade and the intermediary peak at ~ 0.8V can be thoroughly 1129 
explained in terms of the contribution of individual molecular orbitals. 1130 
 1131 
 1132 
Case 2: Conductance of Octane-di-thiol (a saturated molecule):[6] in this case the 1133 
ballistic contribution (red line) is negligible, so that the conductance is entirely 1134 
dominated by non-coherent (i.e., co-tunneling) processes (black line). Features such as 1135 
the presence of a Coulomb blockade and the intermediary peak at ~ 0.8V can be 1136 
thoroughly explained in terms of the contribution of individual molecular orbitals. 1137 
  1138 
 1139 
 1140 
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 1142 
Case 3: Conductance of Lysine-di-thiol (intermediate case):[7] the comparison between 1143 
the curves for the calculated conductance (black line) and the one where co-tunneling 1144 
terms were artificially suppressed (red line) indicates that both ballistic and co-tunneling 1145 
contributions are relevant in the transport process for this molecule. Specific features of 1146 
these curves can be thoroughly explained in terms of the contribution of individual 1147 
molecular orbitals.  1148 
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Appendix 6: Time Ordering Operator in a Quaternionic 1175 
System Time Dependent Perturbation Theory. 1176 
 1177 
A well-known result in quantum mechanics is that related to the application of a time 1178 
ordering operator (P) on the results of the time dependent perturbation theory (TDPT). 1179 
P is an operator that acts on the operators A and B, for example, to order them so that 1180 
the earliest time is to the right, i.e.: 1181 
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  For the second order TDPT case, the application of this operator gives 1183 
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In a similar way, one can show that 1185 
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and, with this result, we can easily show that 1187 
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In a similar way, we will show that by applying the same reasoning the time ordering 1189 
operator acting in a quaternionic system will give the result 1190 
1
0 0 0
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 1191 
with a similar expression for 
2
( )k tc∞
 
and 
3
( )k tc∞ . Let´s start by rewriting Eq. (20) of the 1192 
main text in a more compact form, considering explicitly the initial conditions 1193 
(0) (0) 1
xn
C =
 for x =1, 2 and 3, and noting that, without loss of generality, we can insert a 1194 
constant phase factor like (0) 2(0)
x
xxn
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C qe
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 , where q1 = i , q2 = j, q3 =k. Doing this 1195 
we will have 1196 
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which, with (0)
xn
C as a purely imaginary number, can be rewritten as: 1199 
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Now note that although we have a sum over the sub-spaces (x, y = 1, 2, 3), the first sum 1204 
depends on t’ and the second one depends on t”. If we apply the time ordering operator 1205 
in the above expression we obtain 1206 
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and, hence, 
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If we rewrite the second integral as 
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and, upon interchanging t’ and t”, the second term becomes equal to the first. Therefore 1211 
we obtain:  1212 
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and, as a consequence, after collecting all terms we obtain an exponential series, i.e.: 1216 
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matrix elements of the corresponding operator. This is due to the fact the Q operator 1222 
contains Hubbard-like operators in the off-diagonal positions, so that a summation over 1223 
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canonical projections operators in the diagonal positions in Q. 1225 
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So that, finally, in terms of operators the time ordering process is given by 1237 
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Note that ( ) ( ) ( ) ( )xy zI xy zI yzX t t X t tT T δ′ ′ ′ ′=  and that, for x = y, the Xxy operator is nothing 1241 
but the identity matrix when summing over all possible states. Also if γ1 = 1 and γ2 = γ3 1242 
= 0 , for example, we recover the usual results for just one quaternionic sub-space. 1243 
From a practical point of view, the above results make a lot easier to deal with the non-1244 
commutative algebra of quaternions since we do not need to face the iterated integrals in 1245 
the second order time dependent perturbation; rather, the above result permits us to deal 1246 
with simple (non-iterative) integrals. 1247 
To be sure that the time ordering operator P give the same result as expressed by Eq. 1248 
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Thus, the modulus of the above term can be expressed as 1252 
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Now, deriving in time and taking the limit η→0, i.e., expanding the exponential as 
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before, we have 
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and so, by using the definition of the Dirac delta one can write 
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which is twice the result obtained in Eqs. (24) and (25) with y = 1 and x = 1, 2 and 3, 
1261 
i.e., all terms of order O(0) and O(t) that appear in those equations. Note that the Dirac 
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delta “imposes” automatically that 
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Appendix 7: Dyson Series and Green´s Function in a Quaternionic 
System. 
      The time ordering operator is a key tool in making a link between time dependent perturbation 
and the Dyson series and, consequently, for the construction of a series in terms of a generalized 
propagator or Green´s function that mixes quaternionic sub-spaces. In case of iterative integrals, 
for example, a change from one quaternionic subspace to another implies in dealing with a 
different complex unit that does not commute with the first. For this reason, it is not 
straightforward to define a propagator in these cases, for example when on going from t’ to t” 
implies the change from x-subspace to y-subspace, where x ≠ y.  
      However, this procedure can be easily done by recurring to the  time ordering operator and, in 
fact, we can make the link (time dependent perturbation  Dyson series) by noting that 
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Now, introducing the new variables t - t’ = τ1 and t - t”= τ2 and rewriting 
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which can be written as 
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Now note that the terms in brackets are nothing but the Fourier transform of the two functions 
given by 
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so that one can rewrite the above equation as   
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Green´s function of the quaternionic sub-spaces x and y, respectively, and ( )y tφ , ( )x tφ  are phase 
factors given by ( )( ) exp y yy y m lt q tφ ω=   and ( )( ) exp x xx x l nt q tφ ω= . Note that for x = y all 
quantities in the above expression commute and the phase factor yields 
( )( ) ( ) ( ) exp
x xx x x m n
t t t q tφ φ φ ω= =
 and do not affect the modulus when we are dealing with just 
one sub-space, i.e., without mixing quaternionic sub-spaces. 
     The previous equation can also be written in terms of operators. To do this let´s  rewritten the Q 
operator again (see Eq. (10)) as 
 
1 1 11 1 2 12 1 3 13
2 1 21 2 2 22 2 3 23
3 1 31 3 2 32 3 3 33
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
t t t
t t t t t t
t t t
X X X
Q X X X
X X X
α α α
γ γ γ γ γ γ
χ χ γ γ γ γ γ γ
γ γ γ γ γ γ
 
 
 
 
 
= =
  . 
 
Thus, in terms of X-operators we obtain 
 
( ) ( )(2) 0 02 ( ) ( ) ( ) ( )ˆ ˆˆ zyx z zy y y yI yx x x xIE Eq X G T t X G T tI γ−=

 , 
 
where the “hat” above Ixy  indicates that now we are dealing with an operator rather than with a 
matrix element and the phase (ϕ) was incorporated in the T(t) operator. 
     So, in general, one can write for high orders 
 
0
1
( ) ( )ˆ( )ˆ
p p ppp
y
y x xn
n
n
y x Ix
p
E tq X G TI
γ
=
 
 
 
−= ∏

              , 
 
 where for each value of p, xp (yp) = 1, 2 or 3 labels the sub-spaces (like y). Note that if xp = yp, the 
X-operator becomes identical to the identity matrix when summed over all possible states.  
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