We survey key techniques and results from approximation theory in the context of uniform approximations to real functions such as e −x , 1 /x, and x k . We then present a selection of results demonstrating how such approximations can be used to speed up primitives crucial for the design of fast algorithms for problems such as simulating random walks, graph partitioning, solving linear system of equations, computing eigenvalues and combinatorial approaches to solve semi-definite programs.
Introduction
A brief history of approximation theory. The area of approximation theory is concerned with the study of how well functions can be approximated by simpler ones. While there are several notions of well and simpler, arguably, the most natural notion is that of uniform approximations by polynomials: given a function f : R → R, and an interval I, what is the closest a degree d polynomial can remain to f (x) in the entire interval? Formally, if Σ d is the class of all univariate real polynomials of degree at most d, the goal is to understand ε f ,I (d)
This notion of approximation, sometimes called Chebyshev approximation, is attributed to Pafnuty Chebyshev, who essentially started this area in an attempt to improve upon the parallel motion invented by James Watt for his steam engine, see [13] . Chebyshev discovered the alternation property of the best approximating polynomial and computed the best degree d − 1 polynomial to approximate the monomial x d , see [14] . The result equivalently showed that any degree d polynomial with leading coefficient 1 cannot come more than 1 /2 d close to 0 everywhere in the interval [−1, 1]. Moreover, he showed that the degree d polynomial that arises when one writes cos(dθ ) as a polynomial in cos θ achieves this bound. These polynomials are called Chebyshev polynomials which find use in several different areas of science and mathematics and, indeed, repeatedly make an appearance in this survey because of their extremal properties.
Despite Chebyshev's seminal results in approximation theory, including his work on best rational approximations, several foundational problems remained open. While it is obvious that ε d ( f , I) does not increase as we increase d, it was Weierstrass [64] who later established that, for any continuous function f and a bounded interval I, ε f ,I (d) → 0 as d → ∞. Further, it was Emile Borel [11] who proved that the best approximation is always achieved and is unique. Among other notable initial results in approximation theory, A. A. Markov [35] , motivated by a question in chemistry due to Mendeleev, proved that the absolute value of the derivative of a degree d polynomial which is bounded by 1 in the interval [−1, 1] cannot exceed d 2 . These, and several other results, not only solved important problems motivated by science and engineering, but also significantly impacted theoretical areas such as mathematical analysis in the early 1900s.
With computers coming into the foray around the mid 1900s, there was a fresh flurry of activity in the area of approximation theory. The primary goal was to come up with efficient ways to calculate mathematical functions arising in scientific computation and numerical analysis. For instance, to evaluate e x for x ∈ [−1, 1], it is sufficient to store the coefficients of the best polynomial (or rational) approximation for it in this interval. For a fixed error, such approximations often provided a significantly more succinct representation of the function than the representation obtained by truncating the appropriate Taylor series.
Among all this activity, an important development happened in the 1960s when Donald Newman [39] showed that the best degree-d rational approximation to the function |x| on [−1, 1] achieves an approximation error of e −Θ( √ d) , while the best degree-d polynomial approximation only achieves an error of Θ( 1 /d). Though rational functions had also been considered by Chebyshev, it was Newman's result that revived the area of uniform approximation with rational functions and led to several results where the degree-error trade-off was exponentially better than that achievable by polynomial approximations. Perhaps the problem that received the most attention, due to its implications to numerical methods for solving systems of partial differential equations (see [18] ), was to understand the best rational approximation to e −x over the interval [0, ∞). Note that e −x goes to 0 as x goes to infinity, while any polynomial must necessarily go to infinity. Rational functions of degree d were shown to approximate e −x on [0, ∞) up to an error of c d for c < 1. This line of research culminated in a landmark result by Gonchar and Rakhmanov [19] who determined the optimal c. Despite remarkable progress in the theory of approximation by rational functions, unfortunately, there seems to be no clear understanding of why rational approximations are often significantly better than polynomials of the same degree, and this area seems to be flooded with many surprising results often proven using clever tricks. Perhaps, this is what makes the area of rational approximations promising and worth understanding; it seems capable of magic.
Approximation theory in algorithms and complexity. Two of the first applications of approximation theory in algorithms 1 were the Conjugate Gradient method [22] and the Lanczos method [33] , which are used to solve linear systems of equations Ax = v where A is an n × n real, symmetric and positive semi-definite (PSD) matrix. These results, which surfaced in the 1950s, resulted in what are called Krylov subspace methods and, can also be used to speed up eigenvalue and eigenvector (e.g., singular value/singular vector) calculations. These methods are iterative and reduce such computations to a small number of calculations of the form Au for different vectors u. Thus, they are particularly suited for sparse matrices that are too large to handled by Gaussian elimination-based methods; see the survey [53] for a detailed discussion.
Until recently, the main applications of approximation theory in theoretical computer science have been in complexity theory: one of the first being a result of Beigel et al. [8] who used Newman's result on rational approximations to show that the complexity class PP is closed under intersections and unions. 2 Another important result where approximation theory, in particular Chebyshev polynomials, played a role is the quadratic speed-up for quantum search algorithms, initiated with a work by Grover [21] . The fact that one cannot speed up beyond Grover's result was showed by Beals et al. [7] which, in turn, relied on the use of Markov's theorem as inspired by Nisan and Szegedy's lower bound for the Boolean OR function [41] . For more on applications of approximation theory to complexity theory, communication complexity and computational learning theory, we refer the reader to the bibliography by Aaronson [1] and the thesis by Sherstov [59] .
In this survey, we present applications of approximation theory to the design of fast algorithms. We show how to compute good approximations to matrix-vector products such as A s v, A −1 v and exp(−A)v for any matrix A and a vector v. 3 Such primitives are useful for performing several fundamental computations quickly, such as random walk simulation, graph partitioning, solving linear system of equations, and combinatorial approaches to solve semi-definite programs. The algorithms for computing these primitives end up performing calculations of the form Bu where B is a matrix closely related to A (often A itself) and u is some vector. A key feature of these algorithms is that if the matrix-vector product for A can be computed quickly, e.g., when A is sparse, then Bu can also be computed in essentially the same time. This makes such algorithms particularly relevant for handling the problem of big data. Such matrices capture either numerical data or large graphs, and it is inconceivable to be able to compute much more than a few matrix-vector product on matrices of this size.
As a simple but important application, we show how to speed up the computation of A s v where A is a symmetric matrix with eigenvalues in [−1, 1], v is a vector and s is a large positive integer. The straightforward way to compute A s v takes time O(ms) where m is the number of non-zero entries in A, i.e., A's sparsity. We show how, appealing to a result from approximation theory, we can bring this running time down to essentially O(m √ s). We start with a result on polynomial approximation for x s over the interval [−1, 1]. Using some of the earliest results proved by Chebyshev, it can be shown that there is a polynomial
More importantly, the time it takes to 1 More precisely, in the area of numerical linear algebra, since algorithms was not yet established as a field. 2 PP is the complexity class that contains sets which are accepted by a polynomial-time bounded probabilistic Turing machine that accepts with probability strictly more than 1 /2.
3 Recall that the matrix exponential is defined to be exp(A)
, which gives us a saving of about √ s. When A is the random walk matrix of a graph and v is an initial distribution over the vertices, the result above implies that we can speed up the computation of the distribution after s steps by a quadratic factor. Note that this application also motivates why uniform approximation is the right notion for algorithmic applications, since all we know is the interval in which eigenvalues of A lie v can be any vector and, hence, we would like the approximating polynomial to be close everywhere in that interval.
While the computation of exp(−A)v is of fundamental interest in several areas of mathematics, physics, and engineering, our interest stems from its recent applications in algorithms and optimization. Roughly, these latter applications are manifestations of the multiplicative weights method for designing fast algorithms, and its extension to solving semi-definite programs via the framework by Arora and Kale [6] . 4 At the heart of all algorithms based on the matrix multiplicative weights update method is a procedure to quickly compute e −A v for a symmetric, positive semi-definite matrix A and a vector v. Since exact computation of the matrix exponential is expensive, we seek an approximation. It suffices to approximate the function e −x on the interval [0, A ]. A simple approach is to truncate the Taylor series expansion of e −x . It is easy to show that using roughly A + log 1 /δ terms in the expansion suffices to obtain a δ approximation. However, we can use a polynomial approximation result for e −x over the interval [0, A ] to produce an algorithm that runs in time roughly O(m A ). In fact, when A has more structure, we can go beyond the square-root barrier.
For fast graph algorithms, often the quantity of interest is e −L v, where L is the combinatorial Laplacian of a graph, and v is a vector. The vector e −L v can also be interpreted as the resulting distribution of a certain continuous-time random walk on the graph with starting distribution v. Appealing to a rational approximation to e −x with negative poles, the computation of e −L v can be reduced to a small number of computations of the form L −1 u. Thus, using the near-linear-time Laplacian solver 5 due to Spielman and Teng [60] , this gives an O(m)-time algorithm for approximating e −L v for graphs with m edges. In the language of random walks, continuous-time random walks on an undirected graph can be simulated essentially independent of time; such is the power of rational approximations.
A natural question that arises from our last application is whether the Spielman-Teng result is necessary in order to compute e −L v in near-linear time. In our final application of approximation theory, we answer this question in the affirmative by presenting a reduction in the other direction; we prove that the inverse of a positive-definite matrix can be approximated by a weighted-sum of a small number of matrix exponentials.
Organization. The goal of this survey is to bring out how classical and modern results from approximation theory play a crucial role in obtaining results which are relevant today to the emerging theory of fast algorithms. The approach we have taken is to first present the ideas and results from approximation theory that we think are central, elegant, and have wider applicability in TCS. For the sake of clarity, we have sometimes sacrificed tedious details. This means that we admittedly either do not present complete proofs or theorems with optimal parameters for a few important results. The survey is organized as follows.
In Section 2, we present some essential notations and results from approximation theory, and introduce Chebyshev polynomials. We prove certain extremal properties of these polynomials which are used in this survey. In Section 3 we construct polynomial approximations to the monomial x s over the interval [−1, 1] and e −x over the interval [0, b] . Both results are based on Chebyshev polynomials. In the same Section we prove a special case of Markov's theorem which is then used to show that these polynomial approximations are asymptotically optimal.
In Section 4 we consider rational approximations for the function e −x over the interval [0, ∞). We first show that degree d rational functions can achieve c d error for some 0 < c < 1. Subsequently we prove that this result is optimal up to the choice of constant c. In Section 4.2 we present a proof of the remarkable theorem that such geometrically decaying errors for the e −x can be achieved by rational functions with an additional restriction that all its poles be real and negative.
In Section 5 we show how x −1 can be approximated by a sparse sum of the form ∑ i w i e −t i x over the interval (0, 1]. The proof relies on the Euler-Maclaurin formula and certain bounds derived from the Riemann zeta function. Section 6 contains the presentation of applications of the approximation theory results. In Section 6.2 we show how the results of Section 3 imply that we can quadratically speed up random walks in graphs, and find sparse cuts faster. Here, we discuss the important issue of computing the coefficients of the polynomials in Section 3. In Section 6.3 we present the famous Conjugate gradient method for solving symmetric PSD systems of equations Ax = v iteratively where the number of iterations depend on the square-root of the condition number of A. The square-root saving is shown to be exactly because of the scalar approximation result for x s from Section 3. In Section 6.4 we present the Lanczos method and show how it can be used to compute the largest eigenvalue of a symmetric matrix. We show how the existence of a good approximation for x s , yet again, allows a quadratic speedup over the power method.
In Section 6.5 we show how the polynomial and rational approximations to e −x developed in Section 4 imply the best known algorithms for computing exp(−A)v. If A is a symmetric and diagonally dominant (SDD) matrix, then we show how to combine rational approximations to e −x with negative poles with the powerful SDD (Laplacian) solvers of Spielman-Teng to obtain near-linear time algorithms for computing exp(−A)v. We also show how to bound and compute the coefficients involved in the rational approximation result in Section 4.2; this is crucial for the application.
Finally, in 6.6, using the result from Section 5, we show how to reduce computation of A −1 v for a symmetric positive-definite (PD) matrix A to the computation of a small number of computations of the form exp(−A)v. Apart from suggesting a new approach to solving a PD system, this result shows that computing exp(−A)v inherently requires the ability to solve a system of equations involving A.
Basics

Uniform Approximations
Given an interval I ⊆ R and a function f : R → R, we are interested in approximations for f over I. Of particular interest is the following notion of approximation.
Definition 2.1. A function g is called a δ -approximation to a function f over an interval
Both finite and infinite intervals I are considered. Such approximations are known as uniform approximations or Chebyshev approximations. Since then, a central topic of study in approximation theory has been to understand how well a function f can be approximated using polynomials. More precisely, the quantity of interest for a function f is the best uniform error achievable over an interval I by a polynomial of degree d, namely, ε f ,I (d) as defined in the introduction. The first set of basic questions are 1) does lim d→∞ ε f ,I (d) = 0? and 2) does there always exist a degree-d polynomial p that achieves ε f ,I (d)? Interestingly, these questions were not addressed in Chebyshev's seminal work. Later, Weierstrass (see [49] ) showed that, for a continuous function f on a bounded interval [a, b] , there exist arbitrarily good polynomial approximations, i.e., for every δ > 0, there exists a polynomial p that is a δ -approximation to f on [a, b].
The existence and uniqueness of a a degree-d polynomial that achieves the best approximation ε f ,I (d) was proved by Borel.
The trade-off between the degree of the approximating polynomial and the approximation error has been studied extensively, and is one of the main themes in this survey.
In an attempt to get a handle on best approximations, Chebyshev showed that a degree-d polynomial p is a best approximation to f over an interval [−1, 1] if and only if the maximum error between f and p is achieved exactly at d + 2 points in [−1, 1] with alternating signs, i.e, there are
We prove the following theorem, attributed to de La Vallee-Poussin, which implies the sufficient side of Chebyshev's alternation theorem and is often good enough. 
Proof. Suppose, to the contrary, that there exists a degree-d polynomial q such that
the polynomial q − p is non-zero at each of the x i s, and must have the same sign as ε. Thus, q − p assumes alternating signs at the x i s, and hence must have a zero between each pair of successive x i s. This implies that the non-zero degree-d polynomial q − p has at least d + 1 zeros, which is a contradiction.
The above theorem easily generalizes to any finite interval. In addition to the conditions in the theorem, if we also have sup
This theorem can be used to prove one of Chebyshev's results: The best degree-(d − 1) polynomial approximation to x d over the interval [−1, 1] achieves an error of exactly 2 −d+1 , see Theorem 2.6. However, finding the best degree-d polynomial for other functions is usually intractable, and will not be the focus in the survey. Rather, we either find a δ -approximation for a suitably small δ or prove that there are none.
Often, an effective way to study δ -approximations is to consider relaxations of the problem of finding the best uniform approximation. A natural relaxation to consider is to find the degree-d polynomial p that minimizes the ℓ 2 error 
Given a relaxation, we must consider how good that relaxation is, i.e., if p(x) is the best ℓ 2 -approximation to the function f (x), how does it compare to the best uniform approximation to f (x)? For the straightforward relaxation above, the approximation turns out to not be meaningful. However, if we modify the relaxation to minimize the ℓ 2 error with respect to the weight function w(x) 2 , then when f is continuous the best degree-d ℓ 2 -approximation with respect to w turns out be an O(log d) approximation for the best uniform approximation (see [49, Section 2.4 ] for a proof). Formally, if we let p be the degree-d polynomial that minimizes ℓ 2 -approximation with respect to w, and let p ⋆ be the best degree-d uniform approximation, then
The orthogonal polynomials obtained by applying the Gram-Schmidt process with weight w turn out to be Chebyshev Polynomials, which are central to approximation theory due to their important extremal properties.
Chebyshev Polynomials
There are several ways to define Chebyshev polynomials. For a non-negative integer d, if T d (x) denotes the Chebyshev polynomial of degree d, then it can be defined recursively as follows:
For convenience, we extend the definition of Chebyshev polynomials to negative integers by defining
It is easy to verify that with this definition, the recurrence given by (2) is satisfied for all integers d. Rearranging (2), we obtain the following:
An important property of Chebyshev polynomials, which is often used to define them, is given by the following proposition which asserts that the Chebyshev polynomial of degree d is exactly the polynomial that arises when one writes cos(dθ ) as a polynomial in cos θ . This can be easily verified as follows. First, note that T 0 (θ ) = cos(0) = 1 and 
Proof. Observe that the leading coefficient of 1] , and q(y) = T d (y). Thus, strictly between any two consecutive points where T d (x) alternates between +1 and −1, there must be a point This proposition is used to prove a lower bound for rational approximations to e −x in Section 4.1. In order to do so, we need to upper bound their growth. This can be achieved using the following closed-form expression for T d (x) which can be easily verified using the recursive definition of Chebyshev polynomials.
Proposition 2.8. For any integer d, and x, we have
T d (x) = 1 2 x + x 2 − 1 d + 1 2 x − x 2 − 1 d .
Polynomial Approximations
In this section, we use Chebyshev polynomials and their properties to construct polynomial approximations to some fundamental functions such as the monomial x s , and the exponential function e −x . We also introduce the famous Markov's theorem, and prove a special case, which is then used to prove lower bounds on the degree of best polynomial approximations.
Approximating x s on [−1, 1]
Recall from Proposition 2.3 that for any d, we can write
. If we let Y be a random variable that takes values 1 and −1, with probability 1 /2 each, we can write
This simple observation can be iterated to obtain an expansion of the monomial 
Lemma 3.1. For any integer s
Lemma 3.1 allows us to obtain polynomials that approximate x s , but have degree close to √ s. The main observation is that the probability that |D s | ≥ d is small. In particular, using Chernoff bounds, the probability 
Hence, for any δ > 0, and d ≥ 2s log 2 /δ , we have
Proof. Using Chernoff bounds (see [38, Chapter 4]), we know that
Now, we can bound the error in approximating x s using p s,d .
which is smaller than δ for d ≥ 2s log 2 /δ .
Over the next several sections, we explore several interesting consequences of this seemingly simple approximation. In Section 3.2, we use this approximation to give improved polynomial approximations to the exponential function. In Sections 6.3 and 6.4, we use it to give fast algorithms for solving linear systems and computing eigenvalues. We prove that the √ s dependence is optimal in Section 3.3.
Approximating e −x on [0, b]
In this section we consider the problem of approximating e −x over the interval [0, ∞). The first problem one faces when one looks for polynomial approximations for e −x over [0, ∞) is that none exist. The reason is that a polynomial goes to infinity with x, while e −x goes to 0. However, if one restricts to approximating e −x over an interval [0, b] , then a simple approach is to truncate the Taylor series expansion of e −x . It is easy to show that using roughly b + log 1 /δ terms in the expansion suffices to obtain a δ approximation. We show that the approximation for x s we developed in the previous section allows us to obtain a quadratic improvement over this simple approximation. After a scaling and translation, it suffices to approximate the function e −λ x−λ over the interval [−1, 1], where λ = b /2. As mentioned before, if we truncate its Taylor expansion, we obtain ∑ t i=0 e −λ (−λ ) i i! x i as a candidate approximating polynomial. Our candidate polynomial is obtained by a general strategy that approximates each monomial x i in this truncated series by the polynomial p i,d from the previous section. Formally, 
Proof. We first expand the function e −λ −λ x via its Taylor series expansion around 0, and then split it into two parts, one containing terms with degree at most t, and the remainder.
From Theorem 3.2, we know that p i,d is a good approximation to x i , and we can use it to bound the first error term.
For the second term, we use the lower bound i! ≥ ( i /e) i , and assume t ≥ λ e 2 to obtain
Thus, if we let t = max{λ e 2 , log 2 /δ} and d = 2t log 4 /δ , combining the above and using λ > 0, we
Now, we can complete the proof of Theorem 3.3.
Proof of Theorem 3.3. Let λ def = b /2, and let t and d be given by Lemma 3.4 for the given value of δ . Define 
where the last inequality follows from the guarantee of Lemma 3.4. The degree of r b,δ (x) is the same as that
Theorem 3.3 is implicit in the work by Hochbruck and Lubich [23] . A weaker version of this theorem has also been proved in [44] .
Markov's Theorem and Lower Bounds for Polynomial Approximations
In this section, we prove that the bounds in the previous section are essentially optimal. Specifically, we show that the degrees of the approximating polynomials require a √ s dependence for approximating x s on [−1, 1], and a √ b dependence for approximating e −x on [0, b]. Such lower bounds often use the following well known Markov's theorem from approximation theory.
Theorem 3.5 (Markov's Theorem, see [16] ). Let p be a degree-d polynomial such that |p(x)| ≤ 1 for any
In fact, the above theorem is another example of an extremal property of the Chebyshev polynomials since they can be seen to be a tight example for this theorem. The above theorem also generalizes to higher derivatives, where it implies that for any such p, we have
This was proved by V. A. Markov [36] .
We sketch a proof of the following special case of Markov's theorem, based on the work by Bun and Thaler [12] , that suffices for proving our lower bounds.
Lemma 3.6. For any degree-d polynomial q such that
We now present the main idea behind both of the lower bound proofs. Say p(x) is the approximating polynomial. We start by using the bound on the approximation error to bound the range of values taken by the polynomial in the interval. The crux of both the proofs is to show that there exists a point t in the approximation interval such that |p (1) (t)| is large. Once we have such a lower bound on the derivative of p, a lower bound on the degree of p follows by applying the above lemma to a polynomial q obtained by a linear transformation of the input variable that maps p(t) to q (1) . In order to show the existence of a point with a large derivative, we use the Mean Value theorem and the fact that our polynomial is a good approximation to the function of interest. We now use this strategy to show that any polynomial that approximates e −x on [0, b] to within 1 /8 must have degree at least Proof. Suppose p is a degree-d polynomial that is a uniform approximation to e −x over the interval [0, b] up to an error of δ . Thus, for all
Assume that δ ≤ 1 /8, and b ≥ 5 > 3 log e 4. Applying the Mean Value theorem (see [50, Chapter 5] ) on the interval [0, log e 4], we know that there exists t ∈ [0, log e 4], such that
Consider the polynomial q(x)
. Thus, using Lemma 3.6, we obtain |q (1) (1) (t)| ≥ Ω(s) (assuming δ small enough). The lower bound now follows immediately by applying Lemma 3.6 to the polynomial 1 /1+δ · p(tx). Now, we give a proof of the special case of Markov's theorem given by Lemma 3.6.
Proof of Lemma 3.6. If we expand the polynomial q around x = 1 as follows,
Hence, we can express the upper bound on q (1) (1) as the optimum of the following linear program where the c i s are variables and there are an infinite number of constraints:
Since (−c i ) i is a feasible solution whenever (c i ) i is, it suffices to maximize c 1 instead of |c 1 |. 7 It suffices to show that the optimum of this linear program is bounded above by d 2 . We show this by constructing a feasible solution to its dual program. We can write the dual to the restricted linear program as follows:
Now, we relax this linear program, and drop all constraints except for
Here e 1 ∈ R d+1 is the vector (0, 1, 0, . . . , 0) ⊤ , and A is the matrix defined by A i j
, and j = 0, . . . , d. Using elementary trigonometric identities (see [12] ), one can show that
is, in fact, the unique solution to Ay = e 1 , and satisfies ∑ y i = d 2 . It trivially satisfies the positivity constraints and, hence, by weak duality implies an upper bound of d 2 on the optimum value of primal linear program.
Rational Approximations
In this section we introduce approximations to functions by rational functions such as
q(x) where p, q are polynomials. The error in approximation is again measured as the worst error in the interval of interest and we would be interested in trade-off between the error and the maximum of the degrees of p, q. The surprising power of rational approximations was first demonstrated by Newman [39] who showed that rational approximations can be much more powerful than polynomial approximations. He proved that the best degree-d rational approximation to the function |x| on [−1, 1] achieves an approximation error of e −Θ( Unlike the lower bound results proved in the previous section, we show that rational functions can provide approximations to e −x that hold for all x ≥ 0, and achieve an approximation error that is exponentially small in their degree. We also show how to construct such rational approximations which in addition have negative poles. Such rational functions are extremely useful in applications, see Section 6.5.
Approximating e −x on [0, ∞)
In this section we show that, somewhat surprisingly, there exist simple rational functions of the form 1 /p(x), where p is a low degree polynomial, that approximate e −x over [0, ∞), up to an approximation error that decays exponentially with the degree of the approximation. We also show that no rational approximation of the form 1 /p(x) can do much better.
Upper Bound
In the last section, we showed that the partial sums of the Taylor series expansion of e −x requires a large degree in order to provide a good approximation over a large interval. We now show that if we instead truncate the Taylor series expansion of e x = 1 /e −x to degree d, and take its reciprocal, we can approximate
Hence, for any δ > 0, we have a rational function of degree O(log 1 /δ ) that is a δ -approximation to e −x .
Proof. First, observe that for all d, and all x ∈ [0, ∞) , we have S d (x) ≤ e x and, hence,
, and show a bound on the approximation error on each of these intervals. If x ≥ 2(d+1) /3, both the terms are exponentially small. Using
Now, assume that x < 2(d+1) /3. We have,
If x ∈ [ d+1 /3, 2(d+1) /3) , we use that e −x is exponentially small, and show that the numerator is not much larger than
is an exponentially good approximation of e x in this range. Using
A more careful argument shows that, in fact, 1 /S d (x) approximates e −x up to an error of 2 −d (Lemma 1 in [18] ).
Lower Bound
We now show that polynomials other than S d (x) cannot do much better. We give a simple proof that shows that for any rational function of the form 1 /p d (x) that approximates e −x on [0, ∞), where p d (x) is a degree-d polynomial, the error cannot decay faster than an exponential in the degree.
Theorem 4.2. For every degree
Proof. Assume for sake of contradiction that for some large enough d there exists a degree-d polyno- The exact rate of decay of the best approximation for e −x using rational functions was a central problem in approximation theory for more than 15 years. Cody, Meinardus, and Varga [18] were the first to prove a lower bound of 6 −d+o(d) for rational functions of the form 1 /p d (x) where p d is a degree-d polynomial. Schönhage [56] proved that the best approximation of the form 1 /p d (x) achieves an approximation error of 3 −d+o(d) . Newman [40] showed that even for an arbitrary degree-d rational function, i.e., p d (x) /q d (x) approximating e −x , where both p d (x) and q d (x) are polynomials of degree at most d, the approximation error cannot be smaller than 1280 −d . The question was settled by Gonchar and Rakhmanov [19] who finally proved that the smallest approximation error achieved by arbitrary degree-d rational functions is c − d(1+o(1) ) , where c is the solution to an equation involving elliptic integrals.
Approximating e −x on [0, ∞) with Negative Poles
In this section we study the question of rational approximations to e −x with geometric convergence and with negative zeros. Such rational approximations have been used, in combination with the powerful Laplacian solvers [60, 31, 30] to design near-linear time algorithms to compute approximations exp(−L)v when L is a graph Laplacian; see Section 6.5.
Unfortunately, the rational approximation 1 /S d (x) that we studied in the last section does not satisfy this requirement of having all negative poles. The zeros of S d (x) have been well studied (see [65] for a survey). How about the approximation (1 + x /d) −d ? Trivially, it is a simple rational function where the denominator has only negative zeros, and converges to e −x uniformly over [0, ∞). However, the convergence rate of this approximation is slow with d and it is easy to see that the error in the approximation at x = 1 is Θ ( 1 /d) . Saff, Schönhage, and Varga [55] showed that for every rational function of the form 1 
Surprisingly, the authors in [55] showed that if we instead consider rational functions of the form [4] . Formally, [55] proved the following. 
Since we seek an approximation over an infinite interval, we first apply a variable transformation to convert the interval into a finite one. Towards this, we can write as the approximating polynomial. We do not pursue this approach here. Instead, we now present a simplification of the proof from [55] .
Proof of Theorem 4.3. We start by relaxing the question of a uniform approximation of f d , to an ℓ 2 -approximation problem. However, the relaxation is through an intermediate
. Then, the following is a simple sequence of equalities and inequalities which rely on Cauchy-Schwartz.
The first equality holds if we take the infimum over all degree-(d − 1) polynomials r d−1 . We know how to write an explicit solution to the optimization problem in the last expression. We require orthogonal polynomials on [−1, 1] under the constant weight function, which are given by Legendre polynomials
if and only if i = j and 0 otherwise (see [62] ). Hence, we can write the last expression explicitly to obtain
where γ k denotes the inner product with the k th Legendre polynomial γ k
Plugging in the definition of Legendre polynomials, and using the integration by parts successively, we obtain
If we let v
A simple induction argument generalizes this to give
We now invoke the generalized Laguerre polynomials of degree k orthogonal with respect to the weight function ve −v , denoted by G k (v) and defined to be [62] ). Hence, simplifying (7), we obtain
Squaring the above equality, and applying Cauchy-Schwartz, we obtain [62] ), and substitute
Now, we use
Plugging this back in (6), we obtain
We can sum up the series in the above equation for any z ≥ 0 to obtain ∑ k≥d (k + 1)(2k + 1)
Here means that the inequality holds up to an absolute constant. This implies that 
which concludes the proof.
In Section 6.5 we also bound the magnitudes of the coefficients in this polynomial and show how to compute arbitrarily good approximations to them efficiently.
Approximating x −1 Using Exponentials
In this section we give an approximation to x −1 using a small number of exponentials. As we see in Section 6.6, this immediately implies a reduction from approximate matrix inversion (equivalent to approximately solving a linear system) to approximating the matrix exponential, thus proving that the problems are essentially equivalent. 
Similar results have appeared in the literature [9, 10] . The proof we present is from [54] . The starting point of the proof of Theorem 5.1 is the identity x −1 = ∞ 0 e −xt dt. The crux of the proof is to discretize this integral to a sparse sum of exponentials. One approach to discretize an integral to a sum is via the trapezoidal ruleby approximating the area under the integral using trapezoids of small width, say h, e −x jh + e −x( j+1)h . The choice of h determines the discretization of the interval and, hence, the sparsity of the approximating sum K. Recall that the error must be of the form ∀x ∈ [ε, 1]
the error in truncating the integral is
∞ b e −xt dt = x −1 e −bx , forcing b ≥ 1 /ε · log 1 /δ to be at most δ /x for all x ∈ [ε, 1]. Thus, this approach to discretization can only give us a sum which uses poly( 1 /ε) exponentials.
This suggests that we should select a discretization where t increases much more rapidly with h, e.g., exponentially instead of linearly. This can be achieved by substituting t = e y in the above integral to obtain the identity x −1 = ∞ −∞ e −xe y +y dy. Let f x (y) def = e −xe y +y . Observe that f x (y) = x −1 · f 1 (y + ln x). Since we allow the error to scale with x −1 as x varies over [ε, 1], y needs to change only by an additive log 1 /ε to compensate for x. This suggests that only roughly 1 /h · log 1 /ε additional terms are needed above those required for x = 1 in order for the approximation to hold for all x ∈ [ε, 1], giving a logarithmic dependence on 1 /ε. We show that discretizing this integral using the trapezoidal rule, and bounding the error using the Euler-Maclaurin formula, does indeed give us the above result.
Bernoulli Numbers and the Euler-Maclaurin Formula
The Bernoulli numbers, denoted by b i for any integer i ≥ 0, are a sequence of rational numbers which, while discovered in an attempt to compute sums of the form ∑ Using properties of the Bernoulli polynomials, and a well-known connection to the Riemann zeta function, we obtain the following bounds (see [20] ).
Lemma 5.2. For any non-negative integer k, and for all y
One of the most significant connections in analysis involving the Bernoulli numbers is the Euler-Maclaurin formula which exactly describes the error in approximating an integral by the trapezoidal rule. For a function g(y), let its k th derivative be denoted by g (k) (y)
. Lemma 5.3. Given a function g : R → R, for any a < b, any h > 0, and N ∈ N, we have,
where
h is an integer, and [·] denotes the integer part. Note that it is really a family of formulae, one for each choice of N, called the order of the formula. The choice of N is influenced by how well behaved the higher order derivatives of the function are. For example, if g(y) is a polynomial, when 2N > degree(g), we obtain an exact expression for b a g(y) dy in terms of the values of the derivatives of g at a and b. Since the sparsity of the approximation is Ω( 1 /h), for the sparsity to depend logarithmically on the error parameter δ , we need to choose N to be roughly Ω(log 1 /δ) so that the first error term in (8) is comparable to δ .
The Proof
Proof of Theorem 5.1. We fix the step size h, approximate the integral bh −bh f x (y) dy using the trapezoidal rule (b is a positive integer), and bound the approximation error using the Euler-Maclaurin formula. We let b go to ∞, which allows us to approximate the integral over [−∞, ∞] by an infinite sum of exponentials. Finally, we truncate this sum to obtain our approximation. Applying the order N Euler-Maclaurin formula to the integral bh −bh f x (y) dy, and using Lemma 5.2, we obtain,
Now, the derivatives of the function f x (y) are well-behaved and easy to compute. By direct computation, for any k, its k th derivative f (k)
x (y) is of the form f x (y)p k (−xe y ), where p k is a degree-k polynomial. Since the exponential function grows faster than any polynomial, this implies that for any fixed k and x, f (k)
x (y) vanishes as s goes to ±∞. We let b go to ∞ and observe that the discretized sum converges to h ∑ j∈Z f x ( jh), hence, (9) implies that
Thus, all we need to show is that the function f x is smooth enough. There is an easy recurrence between the coefficients of p k for various k, and it allows us to crudely bound the sum of their absolute values by (k + 1) k+1 (Fact 1.3 in [54] ). This, in turn, implies the bound
in [54] ). Thus, we can choose h = Θ( 1 /N 2 ) and N = Θ(log 1 /δ) to obtain the following approximation for all x > 0:
The final step is to truncate the above discretization. Since the function f x (y) is non-decreasing for y < log 1 /x, we can majorize the lower tail with an integral to obtain h ∑ j<A f x ( jh) ≤ Ah −∞ f x (t) dt = x −1 1 − e −xe Ah . Thus, for A = − 1 /h · log 1 /δ , we obtain that the lower tail is O(δ · x −1 ). Similarly, for the upper tail, using that f x (y) is non-increasing for y ≥ log 1 x , for B = 1 /h · log ( 1 /ε log 1 /δ ) , we obtain that the upper tail h ∑ j>B f x ( jh) is O(δ · x −1 ). Combining these tail bounds with (11), we obtain
which completes the proof.
Applications
In this section, we present several algorithmic applications of the approximation theory results obtained in the previous sections. All these results are obtained by lifting the approximation results for scalar functions such as x s , e −x or x −1 to the matrix world. Since matrices capture graphs, we often obtain fast algorithms for important graph problems. We start with some basics on matrices and graphs.
Matrices and Graphs
We are primarily concerned with n × n symmetric matrices over the reals. A fundamental theorem in linear algebra (see [63, Chapter 1] ) asserts that every symmetric matrix A ∈ R n×n has n real eigenvalues along with eigenvectors that can be chosen to be orthogonal. Thus, A can be written as U Λ ⊤ U where the columns of U are the eigenvectors of A and Λ is the diagonal matrix corresponding to its eigenvectors. A is said to be positive semidefinite (PSD) if all its eigenvalues are non-negative and positive definite (PD) if all its eigenvalues are strictly positive. The spectral norm of a matrix A is its 2 → 2 norm, which is defined to be
. Thus, all eigenvalues of A are bounded in absolute value by the spectral norm of A. For a PSD matrix, its norm is its largest eigenvalue. Henceforth, · is used to denote the ℓ 2 norm for vectors and the spectral norm for matrices. 
Simulating Random Walks and Finding Sparse Cuts
Consider a graph G = (V, E) with |V | = n, |E| = m, and let A denote its adjacency matrix. The simple random walk on such a graph corresponds to the process where, starting at a vertex i, one selects a vertex j with probability proportional to A i, j , and then repeats with j as the starting vertex. Suppose we select an initial vertex from the probability distribution v ∈ R n and perform an s-step random walk, the probability distribution of the vertex after s steps of this random walk is given by W s v 9 , where W def = D −1 A. Computing such distributions, sometimes starting from arbitrary real vectors rather than probability vectors, is a fundamental problem that finds many applications, for instance in finding sparse cuts in graphs as explained below; often, a good enough approximation to such a distribution suffices.
Quadratically Faster Random Walks
A simple way to compute W s v is to multiply the matrix W with v a total of s times, which requires O(ms) operations. We now show that, as an immediate application of the polynomial approximations to x s that we developed in Section 3.1, we can approximate this distribution using roughly √ s multiplications with W . First, we extend Theorem 3.2 to matrices. 
Theorem 6.1 (Corollary to Theorem 3.2). For a symmetric M with M ≤ 1, a positive integer s and
When we try to apply this theorem to W we face the obvious problem that W is not necessarily symmetric. This can be handled by considering the matrix W 10 We summarize this in the following theorem. Theorem 6.2 can be easily generalized to a reversible irreducible Markov chain with transition matrix P and stationary distribution π. Let Π be the diagonal matrix defined by Π(i, i) = π(i), the matrix Π 1 /2 P ⊤ Π − 1 /2 is symmetric and has norm at most 1 and, hence, we can apply the above algorithm with W = Π 1 /2 P ⊤ Π − 1 /2 and the vector Π 1 /2 v, and obtain a vector u with the approximation guarantee
s log 1 /δ arithmetic operations, where t P is the cost of multiplying the matrix P ⊤ with a given vector.
Finding Sparse Cuts
We now outline how we can use the algorithm in the proof of Theorem 6.2 to speed up an algorithm to find sparse cuts in a graph. For a graph G = (V, E) with adjacency matrix A, a cut S ⊆ V is said to have sparsity or conductance φ (S)
.
The conductance of a graph, φ def = min S⊆V φ (S), gives a measure of how interconnected a graph and is an important problem theory and practice, see [63, Chapter 5] for a detailed discussion on this problem. It is also NP-hard to find the cut of least conductance and, hence, one has to be satisfied with algorithms that compute cuts whose sparsity is close to that of the sparsest cut. A celebrated result of Cheeger [15] and Alon and Milman [3] relates the second smallest eigenvalue of the Laplacian L of G, denoted λ 2 (L) to the conductance of the graph. Often referred to as Cheeger's inequality, the result, stated here for dregular graphs, asserts that
d L be the normalized Laplacian. In fact, a cut of conductance O √ λ can be recovered from the second eigenvector of L and, thus, algorithmically, it is sufficient to compute the second eigenvector of L. Mihail [37] proved a stronger version of this theorem which showed how to produce a cut of sparsity at most O( √ λ ′ ) from any vector v (orthogonal to the all ones vector) such that
Note that for d-regular graphs, the all ones vector is an eigenvector of L with eigenvalue 0. Hence, the second eigenvector is orthogonal to this vector.
We show how, as a direct consequence to Theorem 6.2, we can produce a vector u such that
giving us an algorithm to find a cut of sparsity at most O(
. This gives a 10 An important issue we need to note is the bit length of the numbers involved. Even though it is not possible to store these numbers precisely, here we show that few bits to store each of these numbers are sufficient. Assume that we store each of the numbers in b-bit registers. quadratically better dependence in λ than the standard algorithm using the Power method. Formally, we prove the following theorem.
Theorem 6.3. Given an undirected regular graph G with normalized spectral gap λ , we can find a cut of conductance O(
√ λ ) with probability at least 1 /3 using O ( m / √ λ · log n /λ) operations.
Proof. We use the algorithm in the proof of Theorem 6.2 to approximate W s v where W = 1 d A is the random walk matrix, v a random unit vector orthogonal to the all ones vector, with parameters s and δ (the required s and δ is determined later). Note that λ is the second smallest eigenvalue of I −W and, hence, 1 − λ is the second largest eigenvalue of W. Let v 2 be the corresponding unit eigenvector.
Let u be the approximating vector as obtained from Theorem 6.2. Let u ⋆ def = W s v, and let ∆ def = u − u ⋆ . Thus, we know that ∆ ≤ δ . Since v was chosen as a random unit vector orthogonal to the uniform distribution, with probability at least 2 /3 we have,
. This implies,
We choose δ
Thus, we have,
where the first inequality uses
As dictated by the Power method to approximate the spectral gap, we [63, Chapter 8] for a proof). This implies,
Thus,
We note that since v is orthogonal to the all ones vector, the vector u returned is also orthogonal to the all ones vector. Hence, by Mihail's theorem, we can round u to find a cut of conductance O( √ λ ).
The running time for this procedure is dominated by the time required to compute u, which requires O (t A + n) s log 1 /δ operations. We note that δ = Ω ( λ /n) , which implies that the total number of operations required is O ( m / √ λ · log n /λ) .
Solving Linear Equations
Given a matrix A ∈ R n×n and a vector v ∈ R n , our goal is to find a vector x ∈ R n such that Ax = v. The exact solution x ⋆ def = A −1 v can be computed by Gaussian elimination, but the fastest known implementation requires O(n 2.737 ) time. For many applications, the number of non-zero entries in A (denoted by m), or its sparsity, is much smaller than n 2 and, ideally, we would like linear solvers which run in time O(m) 11 , roughly the time it takes to multiply a vector with A. While we are far from this goal for general matrices, iterative methods, based on techniques such as gradient descent or the Conjugate Gradient method reduce the problem of solving a system of linear equations to the computation of a small number of matrix-vector products with the matrix A when A is symmetric and positive definite (PD). The solutions these methods produce are, in general, approximate which suffice for most applications. While the running time of the gradient descentbased method varies linearly with the condition number of A, that of the Conjugate Gradient method depends on the square-root of the condition number; the quadratic saving occurring precisely because of the √ s degree polynomials approximating x s .
A Gradient Descent Based Linear Solver
The gradient descent method is a general method to solve convex programs; here we only focus on its application to linear systems. The PD assumption on A allows us to formulate the problem of solving Ax = v as a convex programming problem: Let the squared A-norm of the error
, and find the vector x that minimizes f A (x). Since A is symmetric and PD, this is a convex function, and has a unique minimizer x = x ⋆ .
When minimizing f A , each iteration of the gradient descent method is as follows: Start from the current estimate of x ⋆ , say x t , and move along the direction of maximum rate of decrease of the function f A , i.e., against its gradient, to the point that minimizes the function along this line. Thus, . Substituting this value of α t , and using x ⋆ − x t = A −1 r t , we obtain
For any z, we have z ⊤ Az ≤ λ 1 z ⊤ z and z ⊤ A −1 z ≤ λ −1 n z ⊤ z, where λ 1 and λ n are the smallest and the largest eigenvalues of A respectively. Thus,
, where κ def = λ 1/λ n is the condition number of A. Hence, assuming we start with x 0 = 0, we can find an x t such that x t − x ⋆ A ≤ δ x ⋆ A in approximately κ log 1 /δ iterations, with the cost of each iteration dominated by O(1) multiplications of the matrix A with a given vector (and O(1) dot product computations). Thus, this gradient descent-based method allows us to compute a δ approximate solution to x ⋆ in time O((t A + n)κ log 1 /δ).
The Conjugate Gradient Method
Suppose we run the gradient descent-based method described in the previous section for k iterations. Observe that at any step t, we have x t+1 ∈ Span{x t , Ax t , v}. Hence, for x 0 = 0, it follows by induction that x k ∈ Span{v, Av, . . . , A k v}. The running time of the gradient descent-based method is dominated by the time required to compute a basis for this subspace. However, this vector x k may not be a vector from this subspace that minimizes f A . On the other hand, the essence of the Conjugate Gradient method is that it finds the vector in this subspace that minimizes f A , in essentially the same amount of time required by k iterations of the gradient descent-based method. We must address two important questions about the Conjugate Gradient method: (1) Can the best vector be computed efficiently?, and (2) What is the approximation guarantee achieved after k iterations? We show that the best vector can be found efficiently, and prove, using the polynomial approximations to x k from Section 3.1, that the Conjugate Gradient method achieves a quadratic improvement over the gradient descent-based method in terms of its dependence on the condition number of A. 
A . Solving this optimization problem for α i requires matrix inversion, the very problem we set out to mitigate. The crucial observation is that if the v i s are A-orthogonal, i.e., v ⊤ i Av j = 0 for i = j, then all the cross-terms disappear.
A , and we can explicitly obtain the best solution since
as in the gradient descent-based method.
Hence, if we can construct an A-orthogonal basis {v 0 , . . . , v k } for K efficiently, we do at least as well as the gradient descent-based method. If we start with an arbitrary set of vectors and try to A-orthogonalize them via the Gram-Schmidt process (with inner products with respect to A), we need to compute k 2 inner products and, hence, for large k, it is not more efficient than the gradient descent-based method. An efficient construction of such a basis is one of the key ideas here. We proceed iteratively Hence we can find the best vector in the Krylov subspace efficiently enough. We now analyze the approximation guarantee achieved by this vector. Note that the Krylov subspace K = Span{v, Av, . . . , A k v} consists of exactly those vectors which can be expressed as
where p is a degree-k polynomial defined by the coefficients β i . Let Σ k denote the set of all degree-k polynomials. Since the output vector x k is the vector in the subspace that achieves the best possible error guarantee, we have
Observe that the last expression can be written as 2 , where the minimization is now over degree-(k + 1) polynomials q that evaluate to 1 at 0. Since A is symmetric and, hence, diagonalizable, we know that q(A) 2 = max i |q(λ i )| 2 ≤ sup λ ∈[λ n ,λ 1 ] |q(λ )| 2 , where 0 < λ n ≤ · · · ≤ λ 1 denote the eigenvalues of the matrix A. Hence, in order to prove that an error guarantee of x k − x ⋆ A ≤ δ x ⋆ A is achieved after k rounds, it suffices to show that there exists a polynomial of degree k + 1 that takes value 0 at 1, and whose magnitude is less than δ on the interval [λ n , λ 1 ].
As a first attempt, we consider the degree-s polynomial q 0 (x)
s . The maximum value attained by q 0 over the interval
= κ log 1 /δ suffices for this value to be less than δ . Or equivalently, approximately κ log 1 /δ rounds suffice for error guarantee x − x ⋆ A ≤ δ x ⋆ A , recovering the guarantee provided by the gradient descent-based method.
However, for a better guarantee, we can apply the polynomial approximation to x d 0 developed in Section 3.1. Let z 
Combining this with the observations from the previous paragraph, q 1 (x) takes value at most 2δ on the interval [λ n , λ 1 ], and at least 1 − δ at 0. Thus, the polynomial q 1 (x) /q 1 (0) is a polynomial of degree d = O( √ κ log 1 /δ ) that takes value 1 at 0, and at most 2δ
Or equivalently, O( √ κ log 1 /δ) rounds suffice for an error guarantee
A , which gives a quadratic improvement over the guarantee provided by the gradient descent-based method. We summarize the guarantees of the Conjugate Gradient method in the following theorem: We note that this proof of the guarantee of the Conjugate Gradient method is different from the traditional proof, which directly proves that the polynomial 
Computing Eigenvalues via the Lanczos Method
The Conjugate Gradient method is one of several methods that work with the Krylov subspace, collectively called Krylov subspace methods. Another Krylov subspace method of particular interest is the Lanczos method, which is typically employed for approximating the eigenvalues and eigenvectors of a symmetric matrix, see [48] for an extensive discussion. In this section, we present the Lanczos method for approximating the largest eigenvalue of a symmetric matrix and show how existence of good polynomial approximations to x s allow us to easily improve upon the power method. We conclude this section with a brief discussion on the generalizations of the Lanczos method to computing quantities such as f (A)v. Here, rather straightforwardly, the existence of low degree polynomial approximations to f (·) in the interval containing the eigenvalues of A imply fast algorithms for computing good approximations to f (A)v quickly. For simplicity, in this section we assume that the matrix is PSD.
We start by recalling the variational characterization of eigenvalues: The largest eigenvalue of A is equal to the maximum value of the Rayleigh quotient
over all non-zero vectors w. The power method (see [63, Chapter 8] ) tells us that for a unit vector v picked uniformly at random, with constant probability, the vector A s v achieves a Rayleigh quotient of at least (1 − δ )λ 1 for s roughly 1 /δ , where λ 1 is the largest eigenvalue of A. The Lanczos method essentially finds the vector in the Krylov subspace K def = {v, Av, . . . , A k v} that maximizes the Rayleigh quotient. We prove below, again using the polynomial approximations to x s from Section 3.1, that in order to find a vector with Rayleigh quotient at least (1 − δ )λ 1 , it suffices to choose k to be approximately 1 / √ δ . Such a result was proven in [32] . We present a simpler proof here with a slightly worse bound.
Let λ 1 ≥ · · · ≥ λ n be the eigenvalues of A, and let u 1 , . . . , u n be the corresponding eigenvectors. Let δ > 0 be a specified error parameter. Pick v to be a unit vector chosen uniformly at random. Assume that v can be expressed in the eigenbasis for A; i.e., v = ∑ n i=0 α i u i . Let {v 0 , . . . , v k } be any orthonormal basis for the Krylov subspace K. 12 Let V denote the n × (k + 1) matrix whose ith column is v i . Thus,
Iterating this argument, we obtain that for all i ≤ k, we have A i v = V T i V ⊤ v and, hence, by linearity, p(A)v = V p(T )V ⊤ v for any p ∈ Σ k . Also, note that for every w ∈ K, we have w = VV ⊤ w, and hence,
In words, the above equality says that for any vector w ∈ K, the Rayleigh quotient of the vector w with respect to A is the same as the Rayleigh quotient of the vector V ⊤ w with respect to T.
The Lanczos method computes the largest eigenvalue of T, λ 1 (T ) and outputs it as an approximation to λ 1 (A). By the variational characterization of the largest eigenvalues, it follows that λ 1 (T ) ≤ λ 1 (A). We have
Later on we show how to construct such a basis quickly, similar to the case of the Conjugate Gradient method.
where the second equality holds since K is a k + 1 dimensional subspace with the columns of V as an orthonomal basis, and the fourth equality holds because every z ∈ K can be expressed as p(A)V for some p ∈ Σ k .
Since v is picked uniformly at random, with probability at least 1 /2, we have α 2 1 ≥ 1 /4n. Thus, assuming that α 2 1 ≥ 1 /4n, for any p ∈ Σ k , we can bound the relative error:
where the second inequality follows by splitting the sum in the numerator depending on whether λ ≥ (1 − δ )λ 1 , or otherwise.
Observe that if we pick the polynomial p(λ ) = ( λ /λ 1 ) s for s def = 1 /2δ · log 4n /δ in the above bounds, the relative error is bounded by O(δ ). Hence, the Lanczos method after k = O( 1 /δ · log n /δ ) iterations finds a vector with Rayleigh quotient at least (1 − O(δ ))λ 1 with constant probability, essentially matching the guarantee of the power method.
However, we use the polynomial approximations p s,d to x s from Section 3.1 to show that the Lanczos method can do better. We use the polynomial p(λ ) = p s,d ( λ /λ 1 ) for s = 1 /2δ · log 4n /δ as above, and d = 2s · log 2n /δ . In this case, we know that for all λ such that |λ | ≤ λ 1 , we have |p
Hence, p(λ 1 ) ≥ 1 − δ /n, and
Since the degree of this polynomial is d, we obtain that It remains to analyze the time taken by this algorithm to compute λ 1 (T ). Let t A denote the number of operations required to compute Au, given a vector u. We first describe how to quickly compute an orthonormal basis for K. The procedure is essentially the same as the one used in the Conjugate Gradient method. We iteratively compute Av i , orthogonalize it with respect to v i , . . . , v 0 , and scale it to norm 1 in order to obtain v i+1 . As in the Conjugate Gradient method, we have Av j ∈ Span{v 0 , . . . , v j+1 } for all j < k and, hence, using the symmetry of A, we obtain, v ⊤ j (Av i ) = v ⊤ i (Av j ) = 0 for j + 1 < i. Thus, we need to orthogonalize Av i only with respect to v i and v i−1 . This also implies that T is tridiagonal. Hence, we can construct V and T using O((t A + n)k) operations. (Note the subtle difference; here, we ensure the basis vectors are orthonormal, instead of A-orthogonal as in the case of Conjugate Gradient.) The only remaining step is to compute the largest eigenvalue of T, which can be found via an eigendecomposition of T. Since T is tridiagonal, this step can be upper bounded by O(k 2 ) (see [47] ). Thus, we have the following theorem: Theorem 6.5. Given a symmetric PSD matrix A, and a parameter δ > 0, the Lanczos method after k iterations, for The eigenvector w of T which achieves λ 1 (T ) can be used to give a candidate for the the largest eigenvector of A, i.e., the vector V w.
Beyond the largest eigenvalue. The Lanczos method can also be used to approximate several large eigenvalues of A. The algorithm is essentially the same, except that we choose a Krylov subspace of higher order k, and output the top r eigenvalues of the matrix T. Using techniques similar to above, we can achieve a similar speed-up in the case where the top eigenvalues of A are well-separated. Such results were obtained in [29, 51] (see [52, Chapter 6] and the notes therein). Computing f (A)v. The Lanczos method can in fact be used more generally to obtain a fast approximation to f (A)v for any function f , and any vector v. We saw that if we work with the Krylov subspace {v, Av, . . . , A k v}, for any polynomial p ∈ Σ k , we have V p(T )V ⊤ v = p(A)v. Hence, a natural approximation for f (A)v is V f (T )V ⊤ v. Moreover, using the method above, the number of operations required is O((t A + n)k) plus those required to compute f (·) on the (k + 1) × (k + 1) tridiagonal matrix T , which can usually be upper bounded by O(k 2 ) via diagonalization (see [47] ). Letting I def = [λ n (A), λ 1 (A)], the error in the approximation can be upper bounded by 2ε f ,I (k), the uniform approximation error achieved by the best degree k polynomial approximating f on I (see [63, Chapter 19] ). This method derives its power from the fact that, in order to compute a good approximation, just the existence of a good polynomial that approximates f on I is sufficient, and we do not need to know the polynomial.
Computing the Matrix Exponential
In this section we consider the problem of computing exp(−A)v for an n×n PSD matrix A and a vector v. Recall that exp(−A) = ∑ ∞ k=0
Of particular interest is the special case exp(−s(I −W )) = e −s ∑ k≥0 s k k! W k where W is the random walk matrix associated to a graph G = (V, E) defined in Section 6.2. In terms of the normalized Laplacian L = I − W, this is the same as exp(−sL). This matrix corresponds to the transition matrix of a continuous-time random walk of length s on G, also called the heat-kernel walk on G, see [17, 34] . Note that this walk can be interpreted as the distribution of a discrete-time random walk after a Poisson-distributed number of steps with mean s since exp(−sL) = e −s ∑ k≥0 s k W k k! . These random walks are of importance in probability and algorithms, and the ability to simulate them in time near-linear in the number of edges in the graph results in near-linear time algorithms for problems such as the balanced version of the Sparsest Cut problem introduced in Section 6.2.2. More generally, fast computation of exp(−A)v plays a crucial role, via the Matrix Multiplicative Weights Update method, in obtaining fast combinatorial algorithms to solve semi-definite programs, see [6, 42, 5] .
The most natural way to compute exp(−A)v is to approximate the matrix exponential using the Taylor series approximation for the exponential, or to use the improved polynomial approximations constructed in Section 3.2. Indeed, Theorem 3.3 can be used to compute a δ approximation to exp(−A)v in time O (t A + n)
A log 1 /δ ; similar to Theorem 6.2. However, Theorem 3.7 implies that that no polynomial approximation can get rid of the dependence on A in the running time above.
What about rational approximations to e −x proved in Section 4? Indeed, we can use the rational approximation from Theorem 4. Thus, it is suffices to speed a computation of this form. The first problem is that β i s could be complex, as is indeed the case for the polynomial S d as discussed in Section 4. However, since S d has real coefficients, its complex roots appear as conjugates. Hence, we can combine the factors corresponding to the pairs and reduce the task to computing (A 2 − (β i +β i )A + |β i | 2 I) −1 u. The matrix (A 2 − (β i +β i )A + |β i | 2 I) is easily seen to be PSD and we can try to apply the Conjugate gradient method to compute (A 2 − (β i +β i )A + |β i | 2 I)u. However, the condition number of this matrix can be comparable to that of A, which gives no significant advantage over A . To see this, observe that |β i | ≤ d (see [65] ), and consider a matrix A with λ 1 (A) ≫ d, and λ n (A) = 1. For such a matrix, the condition number of (A 2 − (β i +β i )A + |β i | 2 I) is Ω( λ /d) is PSD, the condition number of (I + A /d) could be comparable to that of A. Hence for arbitrary PSD matrices, the rational approximations to e −x seem insufficient for obtaining improved algorithms for approximating the matrix exponential. Indeed, O (t A + n)
A log 1 /δ is the best result known for computing the matrix exponential-vector product for a general PSD matrix A, see [44] .
The above approach of using rational approximations shows how to reduce the computation of exp(−A)v to a small number of linear systems involving the matrix A. For an important special class of matrices, we can exploit the fact that there exist algorithms that are much faster than Conjugate Gradient and allow us to approximate (I + A /d) −1 u, for a given u. In particular, for a symmetric and diagonally dominant (SDD) matrix 13 A, there are powerful near-linear-time SDD system solvers [60, 31, 30] whose guarantees are given in the following theorem. The above theorem was first proved in [44] . However, instead of computing the coefficients of the polynomial p d explicitly, the authors in [44] appealed to the Lanczos method from numerical linear algebra that allows them to achieve the error guarantee of the approximating polynomial without explicit knowledge ofTheorem 6.9 (Corollary to Theorem 5.1, [54] ). Given ε, δ ∈ (0, 1], there exist poly(log 1 /εδ) numbers 0 < w j ,t j = O(poly( 1 /εδ)), such that for all symmetric matrices A satisfying εI A I, we have (1 − δ )A −1 ∑ j w j e −t j A (1 + δ )A −1 .
Since the above reduction only requires that the matrix A be positive-definite, it immediately suggests an approach to approximating A −1 v: Approximate e −t j A v for each j and return the vector ∑ j w j e −t j A v as an approximation for A −1 v. Since the weights w j are O(poly( 1 /δε)), we lose only a polynomial factor in the approximation error.
