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In quenching a topological phase across phase transition, the dynamical bulk-surface correspon-
dence emerges that the bulk topology of d-dimensional (dD) phase relates to the nontrivial pattern
of quench dynamics emerging on (d − 1)D subspace, called band inversion surfaces (BISs) in mo-
mentum space. Here we report the first experimental observation of the dynamical bulk-surface
correspondence through measuring the topological charges in a 2D quantum anomalous Hall model
realized in an optical Raman lattice. The system can be quenched with respect to every spin axis
by suddenly varying the two-photon detuning or phases of the Raman couplings, in which the topo-
logical charges and BISs are measured dynamically by the time-averaged spin textures. We observe
that the total charges in the region enclosed by BISs define a dynamical topological invariant, which
equals the Chern index of the post-quench band. The topological charges relate to an emergent
dynamical field which exhibits nontrivial topology on BIS, rendering the dynamical bulk-surface
correspondence. This study opens a new avenue to explore topological phases dynamically.
Introduction.— Topological quantum matter [1, 2] has
attracted intense interest due to the discovery of new
fundamental phases [3–5] and broad potential applica-
tions [6, 7]. Recent experimental advances in cold atoms
highlight the realizations of various topological models,
such as the one-dimensional (1D) Su-Schrieffer-Heeger
model [8], 1D chiral topological phase [9], and 2D Chern
insulator [10–15]. The studies commonly faces an impor-
tant question: how to measure topological indices for cold
atom systems? The 1D winding number can be detected
by measuring Zak phase via Ramsey interferometry [8].
In 2D spin-orbit (SO) coupled Chern phase [14, 15], the
Chern number can be determined by measuring Bloch
states at highly symmetric momenta [16]. These meth-
ods are however not generic or lack sufficient accuracy.
Recently, a research focus has been drawn to non-
equilibrium dynamics in topological quantum phases
[9, 17–21]. Several theoretical works [22–26] proposed dy-
namical characterizations of topological phases by quan-
tum quenches, with some predictions having been stud-
ied in experiment [27–29]. In particular, a dynamical
bulk-surface correspondence was proposed [23], showing
that the bulk topology of a dD topological phase uni-
versally corresponds to the nontrivial pattern of quench
dynamics emerging on the (d−1)D momentum subspace
called band inversion surfaces (BISs), analogy to the well-
known bulk-boundary correspondence in real space [1, 2].
A recent experiment observed the ring pattern of BISs
dynamically [27]. However, the topological invariant of
quench dynamics emerging on BISs was not observed, so
the experimental verification of the essential dynamical
bulk-surface correspondence is yet to be pursued.
In this letter, we report the experimental observation
in ultracold atoms of the dynamical bulk-surface cor-
respondence [23] following a new scheme proposed in
Ref. [25], and characterize the topological phases by dy-
namically detecting topological charges of monopoles in
momentum space. The central idea of the new scheme
is that through a sequence of quantum quenches along
all spin axes in the topological system, the topology can
be detected by measuring the quantum dynamics for only
z-component spin polarization in each quench. We imple-
ment the study in a 2D quantum anomalous Hall (QAH)
model in an optical Raman lattice, and quench the sys-
tem along different spin axes by quickly varying the two-
photon detuning or phases of Raman couplings based on
the new scheme [25]. The complete information of bulk
topology, including the topological charges and BISs, is
extracted by measuring the z-component spin dynam-
ics. We observe that the total charges in the region
enclosed by BISs equal the Chern number of the post-
quench phase, and are related to an emergent dynami-
cal field which exhibits nontrivial topological pattern on
the BIS, rendering the dynamical bulk-surface correspon-
dence in momentum space.
Experimental setup.— Our experiment is based on a
2D QAH model [30] with C4 symmetry proposed in the-
ory [31] and realized for ultracold 87Rb bosons trapped
in a square optical Raman lattice [14, 15, 32]. The
laser beam Ex (Ey) with wavelength of λ = 787nm
is incident from x (y) direction and reflected by mir-
ror. The two beams pass through λ/2 wave plates and
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Figure 1: Experimental scheme. (a) Experimental setup.
Two laser beams Ex and Ey are incident on the atoms and
then reflected by two mirrors Rx,y, simultaneously producing
a 2D square lattice and two Raman coupling potentials. The
λ/2 wave plates are used to generate two orthogonally polar-
ized components Exy,xz or Eyx,yz for each beam, and EOMs
are placed in front of the mirrors to tune the phase shift be-
tween the two components. (b) Level structure and Raman
transitions. Two hyperfine states |1,−1〉 and |1, 0〉 are se-
lected to form the double-Λ-type coupling configuration. (c)
The quench process corresponds to changing the symmetry
of Raman potentials (sinusoidal curves) with respect to lat-
tice sites (yellow ellipsoids) in a spatial direction. The relative
(anti)symmetry selects the hopping type: Before quench, only
on-site spin flipping is permitted while spin-flipped hopping
is forbidden; after quench the situation is reversed. (d) The
s-band structure before and after quenching hx or hy. The
color indicates the distribution of spin polarization 〈σz〉 with
respect to eigenstates of the pre- or post-quench Hamiltonian.
each splits into two orthogonally polarized components
Ex = Exz +Exy and Ey = Eyz +Eyx [Fig. 1(a)], with
Exy = yˆ |Exy| cos(k0x), Exz = zˆ |Exz| eiϕ1 cos(k0x−ϕ1),
Eyx = xˆ |Eyx| cos(k0y), and Eyz = zˆ |Eyz| eiϕ2 cos(k0y −
ϕ2), from which the scalar and vector potentials are gen-
erated and give the lattice and Raman potentials, re-
spectively [15, 31]. Here k0 = 2pi/λ and ϕ1 (ϕ2) is
the relative phase between Exz (Eyz) and Exy (Eyx).
As proposed in Ref. [25], the key technique here is that
we apply electro-optic modulators (EOMs) to manipu-
late the relative symmetries between lattice and Raman
potentials by tuning ϕ1,2. The spin-1/2 system, selected
from the hyperfine states |↑〉 = |F = 1,mF = −1〉 and
|↓〉 = |1, 0〉, are coupled by the Raman transitions [see
Fig. 1(b)]. In tight-binding regime the realized Bloch
Hamiltonian H(q) = h(q) · σ reads (see more details in
supplementary materials [33])
H(q) =(mx + 2tyso sin qy)σx + (my + 2txso sin qx)σy
+ (mz − 2tx0 cos qx − 2ty0 cos qy)σz, (1)
where q = (qx, qy),mi, σi, and ti0 (tiso) are respectively
the Bloch momentum, Zeeman constants, Pauli matrices
acting on spin space, and the spin-conserved (flip) hop-
ping coefficients, with i = x, y, z. The mz-term is related
to the two-photon detuning by mz = δ/2. The Zeeman
constants mx,y and spin-flip hopping coefficients tx,yso are
induced by the Raman couplings and controlled by ϕ1,2.
In this experiment, the quenches along different spin axes
will be performed by quickly modulating mx,y,z [25, 33].
The two Raman potentials are generated by two pairs
of beams (Exz,Eyx) and (Eyz,Exy), respectively. For
the setting with (ϕ1, ϕ2) = (pi/2, pi/2), the former (or lat-
ter) potential ∝ sin(k0x) cos(k0y) (or sin(k0y) cos(k0x))
is symmetric with respect to every lattice site in y (or x)
direction, but antisymmetric in x (or y) direction [33].
This is the configuration of 2D optical Raman lattice to
realize QAH model [14, 15, 31, 32], in which the nearest-
neighbor spin-flip hopping is induced by each Raman
potential along the antisymmetric direction, while on-
site spin-flip transition is forbidden. We then reach the
Hamiltonian (S10) with mx = my = 0. Further, for the
other setting with (ϕ1, ϕ2) = (0, pi/2) (or (pi/2, 0)), the
former (or latter) Raman potential ∝ cos(k0x) cos(k0y),
which is symmetric with respect to each lattice site in
both x and y directions, and induces on-site spin-flip
transition, but no nearest-neighbor spin-flip hopping.
Then a nonzero my (or mx) is induced, while txso ≈ 0 (or
tyso ≈ 0) [25, 33], and the Hamiltonian (S10) can describe
a trivial system with large transverse Zeeman field.
Quenches and measurements.— We implement the
quenches with respect to all spin quantization axes. For
simplicity we consider that txso = tyso = tso and tx0 = t
y
0 =
t0 by setting the lattice depths (V0) and the Raman po-
tential amplitudes (Ω0) to be isotropic for post-quench
Hamiltonian. Quenching hz is realized by tuning the
two-photon detuning δ [27, 33], while quenching hx,y is
performed by suddenly tuning (ϕ1, ϕ2) between the afore-
mentioned two settings [see Fig. 1(c)]. In each quench,
the post-quench parameters are fixed. Quenching hx,y is
performed as follows. First, the 87Rb atoms are prepared
slightly above the critical temperature of Bose-Einstein
condensation, and then adiabatically loaded into the Ra-
man lattice with (ϕ1, ϕ2) = (0, pi/2) or (pi/2, 0) by ramp-
ing up the laser intensity in 100ms [33]. The atoms
are then populated almost in the lowest trivial energy
band of the pre-quench Hamiltonian [Fig. 1(d)]. Sec-
ond, using the EOM in the x (or y) direction we sud-
denly tune the phase to shift as (ϕ1, ϕ2) → (pi/2, pi/2)
within 2µs, corresponding to quenching hy (or hx). The
atoms are driven out of equilibrium and evolve under the
post-quench Hamiltonian with the topologically nontriv-
ial bands [Fig. 1(d)]. Third, we hold the system for a
certain time t, and measure the atom density n↑,↓(q, t)
of each spin component in momentum space by time-of-
flight (TOF) expansion. The evolution of spin polariza-
tion 〈σz(q, t)〉 = [n↑(q, t) − n↓(q, t)]/[n↑(q, t) + n↓(q, t)]
is obtained at each Bloch momentum.
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Figure 2: Time evolution of the spin polarization 〈σz(q)〉y,z
after quenching hy (a) and hz (b), respectively. Quenching hy
is realized by tuning the phases from (ϕ1, ϕ2) = (0, pi/2) to
the setting (pi/2, pi/2). Quenching hz corresponds to varying
the two-photon detuning from δ = −200Er to −0.2Er. In each
case, the measured spin textures for different hold time t (up-
per) are compared with numerical calculations (lower). Spin
textures after the two quenches exhibit distinctive patterns
during the time evolution. The post-quench parameters are
fixed at lattice depth V0 = 4.0Er, Raman coupling strength
Ω0 = 1.0Er and δ = −0.2Er. Here Er is the recoil energy.
Figure 2 shows the measured spin textures 〈σz(q, t)〉y,z
at different time after quenching hy,z, which are com-
pared with the numerical calculations. The spin evolu-
tion 〈σz(q, t)〉x is also measured by quenching hx but not
shown here for simplicity. The polarizations 〈σz(q, t)〉y,z
oscillate at frequencies equaling to local gap of the post-
quench bands at momentum q. In particular, for quench-
ing hy in (a), there appears a spiral-like dynamical pat-
tern, which gradually spreads to the whole BZ. For
quenching hz in (b), the spin oscillations exhibit a ring
structure with C4 symmetry, which is the dynamical sig-
nature of the BIS emerging in quench dynamics. For each
quench, we fit the spin oscillation at every momentum
q [33], with which we further obtain the time-averaged
spin textures 〈σz(q)〉x,y,z. These spin textures exhibit
nontrivial patterns which characterize the topology of
post-quench band, as elaborated below.
Measuring topological charges.— As shown in the-
ory [23, 25], the bulk topology can be characterized by
the total topological charges in the region enclosed by
BISs. The information of topological charges and BISs
is captured dynamically by the time-averaged spin tex-
tures 〈σz(q)〉i, which are shown in Fig.3(a). The mo-
menta where all the polarizations 〈σz(q)〉x,y,z being zero
form the BIS, which shapes a ring around the M point
(qx = qy = k0), and divide the whole BZ into V+
(with hz > 0) and V− (with hz < 0) regions [33]. Be-
sides the BIS, there are also other momenta satisfying
〈σz(q)〉x = 0 or 〈σz(q)〉y = 0, and form the curves de-
noted as Lx1,x2 and Ly1,y2, respectively. As shown in
Fig.3(b), the curves Lx1,x2 and Ly1,y2 intersect at four
momentum points D1,2,3,4 in the first BZ, which mark
the locations of dynamical topological charges [25, 34]:
three in V− and one in V+. All our experimental mea-
surements agree well with numerical calculations (Fig.3),
which are based on the full-band model and take into
account the finite temperature effect [33]. A special case
is that if the pre-quench trivial phase is fully polarized
by a large initial Zeeman term with |mi|  |t0,so|, the
BIS refers to the 1D band-crossing ring with hz = 0, and
topological charges are located at the nodes of SO cou-
pling with hx = hy = 0, which are Γ, X1,2 and M points
in the BZ [25].
The charge value C = ±1 can be further characterized
by the winding of the spin-texture field S(q) = (Sy, Sx),
with components given by [25]
Sy,x(q) =
1
Nq sign[hz(q)]〈σz(q)〉y,x. (2)
Here Nq denotes the normalization factor. Since the two
curves that intersect at a charge divide the neighboring
region into four parts, the charge value C can be simply
determined by the signs of spin textures 〈σz(q)〉x,y in
the four subregions, as illustrated in Fig. 3(c). The plus
(minus) sign of 〈σz(q)〉x,y indicates that the field compo-
nents Sx,y point to the positive (negative) spin axes. The
combined dynamical field S(q) characterizes the charge
C = +1 if the field flows from or to the charge; C = −1 if
it is “repulsed” by the charge. We finally find that three
dynamical topological charges are enclosed in the region
V− with one being C = −1 and two C = +1, whose sum-
mation characterizes the post-quench topological phase
with the Chern number Ch = +1.
Dynamical bulk-surface correspondence.— Similar to
the well-known bulk-boundary correspondence in real
space, there is also a dynamical bulk-surface correspon-
dence emerging from quench dynamics in the momentum
space [23]. It claims that the bulk topology can be char-
acterized by the dynamical topological pattern on the
lower-dimensional BISs. In Ref. [27], we have observed
the quench dynamics that occurs on BISs, and accord-
ingly determined the topological phase diagram, but the
topological pattern can not be measured by quenching
only hz. Here, using the time-averaged spin textures ob-
tained by a sequence of quenches, we can observe the
winding of an emergent dynamical field defined on the
BIS, as an experimental observation of the dynamical
bulk-surface correspondence.
According to Refs. [23, 25], the dynamical field g(q) =
(gy, gx) can be defined by
gy,x(q) ≡ 1Nq ∂q⊥〈σz(q)〉y,x, (3)
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Figure 3: Dynamical measurement of topological charges and Chern number. (a) Experimental measurements (upper) of
time-averaged spin textures 〈σz(q)〉i by quenching hi (i = x, y, z), compared with numerical calculations (lower). Dynamical
characterization of 〈σz(q)〉z = 0 identifies the BIS (green), which also emerges in 〈σz(q)〉x,y. The BIS divides the BZ into two
regions: V− with hz < 0 and V+ with hz > 0. In both 〈σz(q)〉x and 〈σz(q)〉y, other than the BIS, two additional curves are
formed at momenta with vanishing spin polarization, denoted by Lx1,x2 (magenta) and Ly1,y2 (brown), respectively. (b) The
four lines Lx1,x2and Ly1,y2 have four intersections D1,2,3,4, marking the locations of topological charges. Three charges are
in the region V− and one in V+. (c) The charge value Ci = ±1 at each intersection Di (i = 1, 2, 3, 4) is determined by the
signs of spin textures 〈σz(q)〉x,y in the neighboring four subregions. The plus (minus) sign of 〈σz(q)〉x,y indicates that the field
components Sx,y point to the positive (negative) spin axes. When S flows from or to the charge, the charge value Ci = +1
(red); if S is “repulsed” by the charge, Ci = −1 (blue). Three topological charges are enclosed in V− with total charges being
C = +1, giving the Chern number Ch = +1. The post-quench parameters are V0 = 4.0Er,Ω0 = 1.0Er and δ = −0.2Er.
whereNq is normalization factor, and q⊥ denotes the mo-
mentum perpendicular to the BIS and points from V− to
V+. We calculate the field components gi(q) (i = x, y)
by the variations of spin textures 〈σz(q)〉i along the di-
rection q⊥, i.e., gi(q0) = limq⊥→0[〈σz(q0 + q⊥eˆ⊥)〉i −
〈σz(q0 − q⊥eˆ⊥)〉i] for every q0 on the BIS. The results
are shown in Fig. 4. A combination of the two com-
ponents gives the emergent dynamical field g(q), which
is observed to exhibit a nonzero winding along the ring
despite local fluctuations induced by experimental errors.
The winding number of the field g(q), resembling the flux
of magnetic monopoles, counts the total charges C = +1
in the region V−, and characterizes the post-quench quan-
tum phase with Chern number Ch = +1.
Conclusion.— We have detected by quench dynam-
ics the topological charges and further the dynamical
bulk-surface correspondence in a 2D QAH model through
a sequence of quantum quenches. We observed that
the bulk topology can be generally characterized by the
total charges enclosed by a lower-dimensional momen-
tum subspace called band inversion surface (BIS). Such
topological charges are related to the emergent topolog-
ical pattern of a dynamical field defined on the BIS,
showing an essential dynamical bulk-surface correspon-
dence. We emphasize that the scheme of quenching all
the spin axes enables to extract the complete topologi-
cal information by measuring only a single spin compo-
nent, hence has great advantages in detecting topolog-
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Figure 4: Dynamical topological pattern emerging on the
BIS. The field component gi(q) (i = x, y) is obtained by
the variation of time-averaged spin texture 〈σz(q)〉i [shown
in Fig. 3(a)] across the BIS. The first (second) row are the
experimental (numerical) results. The measured dynamical
field g(q) exhibits a nonzero winding along the ring, which
characterizes the bulk topology with Chern number Ch = +1.
ical states. This study clearly verifies the insight that
a higher-dimensional topological system (e.g. 2D Chern
insulator) can be characterized by lower-dimensional dy-
namical invariants (1D ring topology or 0D monopole
5charges), which has broad applications to dynamical clas-
sification of generic topological phases [23, 25].
Note added.–In completing the manuscript, we notice a
preprint which demonstrates the dynamical bulk-surface
correspondence based on nitrogen-vacancy center [35]. In
comparison, we first measured the topological charges
with ultracold atoms, and provide an alternative pow-
erful approach to verify the dynamical bulk-surface cor-
respondence.
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6Supplemental Material for:
Observing topological charges and dynamical bulk-surface correspondence with
ultracold atoms
This supplemental material provides details of the experimental realization (Sec. I), data processing (Sec. II),
numerical calculations (Sec. III) and theoretical background (Sec. IV).
I. Experimental Realization
Here we briefly explain the generation of lattice and Raman potentials (Sec. IA), the derivation of the Bloch
Hamiltonian for different settings (Sec. IB), and the calibration of the two phases ϕ1,2 (Sec. IC). More details can be
found in Refs. [15, 25, 31].
IA. Raman lattice scheme
The experimental setup for 87Rb Bose gas is shown in Fig. 1a of the main text. Two magnetic sublevels | ↑〉 ≡
|F = 1,mF = −1〉 and | ↓〉 ≡ |1, 0〉 are selected by 10.2MHz Zeeman splitting generated via a bias magnetic field of
14.5G applied in zˆ direction. The laser beam Ex (Ey) with wavelength of λ = 787nm injected from xˆ (yˆ) direction
passes through a high extinction-ratio polarization beam splitting and a λ/2 wave plates to generate two orthogonally
polarized components Exy (Eyx) and Exz (Eyz). A electro-optic modulator (EOM) is placed in front of the mirror
Rx (Ry) to introduce a phase shift ϕ1 (ϕ2) between the two components Exy and Exz (Eyx and Eyz). Hence, the
laser beams Ex and Ey form the standing-wave fields for atoms:
Ex = yˆ |Exy| ei(α+αL/2) cos(k0x− αL/2) + zˆ |Exz| ei(α+αL/2+ϕ1) cos(k0x− αL/2− ϕ1),
Ey = xˆ |Eyx| ei(β+βL/2) cos(k0y − βL/2) + zˆ |Eyz| ei(β+βL/2+ϕ2) cos(k0y − βL/2− ϕ2), (S1)
where k0 = 2pi/λ, α and β denote the initial phases, and αL (βL) is the phase acquired by Ex (Ey) for an additional
optical path from the atom cloud to mirror Rx (Ry), then back to the atom cloud. As shown in Fig. S1, the lattice
and Raman coupling potentials are contributed from both the D2 (52S1/2 → 52P 3/2) and D1 (52S1/2 → 52P1/2) lines.
The total Hamiltonian reads (~ = 1)
H =
[
k2
2m
+ Vlatt(x, y)
]
⊗ 1+ Ωx(x, y)σx + Ωy(x, y)σy +mzσz, (S2)
where
Vlatt(x, y) =
1
3
(
t2D2
∆D2
+
t2D1
∆D1
)
(|Exz|2 + |Exy|2 + |Eyz|2 + |Eyx|2). (S3)
is the square lattice potential, Ωx,y are the Raman potentials determined by the two Raman couplings
Ωx =
1
6
(
t2D2
2∆D2
− t
2
D1
∆D1
)
(eˆz ·Exz)(eˆ− ·Eyx), Ωy = 1
6
(
t2D2
2∆D2
− t
2
D1
∆D1
)
(eˆ+ ·Exy)(eˆz ·Eyz), (S4)
and mz = δ/2 measures the two-photon detuning of Raman coupling. Here eˆ± = (eˆx ∓ ieˆy)/
√
2, tD2 ≡ |〈J =
1/2||er||J ′ = 3/2〉|, tD1 ≡ |〈J = 1/2||er||J ′ = 1/2〉|, and tD2 ≈
√
2tD1 ≈ 4.227ea0 [36], with a0 being the Bohr radius.
One can tune the phases ϕ1,2 by EOMs to manipulate the Raman and lattice potentials.
IB. Symmetric and asymmetric settings
We consider three cases of the phases: (i) (ϕ1, ϕ2) = (pi/2, pi/2); (ii) (ϕ1, ϕ2) = (0, pi/2); (iii) (ϕ1, ϕ2) = (pi/2, 0).
(i) When (ϕ1, ϕ2) = (pi/2, pi/2), the light fields read
Ex = yˆ|Exy|ei(α+αL/2) cos(k0x− αL/2) + izˆ|Exz|ei(α+αL/2) sin(k0x− αL/2),
Ey = xˆ|Eyx|ei(β+βL/2) cos(k0y − βL/2) + izˆ|Eyz|ei(β+βL/2) sin(k0y − βL/2), (S5)
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Figure S1: Light couplings of both D2 (52S1/2 → 52P 3/2) and D1 (52S1/2 → 52P1/2) transitions for 87Rb atoms.
which leads to the lattice potential
Vlatt(x, y) = V0x cos
2(k0x− αL/2) + V0y cos2(k0y − βL/2), (S6)
with
V0x/0y =
t2D1
3
(
1
|∆D1 |
− 2|∆D2 |
)
(|Exy/yx|2 − |Exz/yz|2), (S7)
and the Raman coupling potentials
Ωx = Ω0x sin(k0x− αL/2) cos(k0y − βL/2), Ωy = Ω0y cos(k0x− αL/2) sin(k0y − βL/2), (S8)
with
Ω0x/0y =
t2D1
6
√
2
(
1
|∆D1 |
+
1
|∆D2 |
)
|Exz/xy||Eyx/yz|. (S9)
In the tight-binding limit and only considering s-bands, the Hamiltonian (S2) takes the form in the momentum space
H =
∑
q Ψ
†
qHΨq [25, 31], where Ψq = (cq↑, cq↓) and
H(i) = [mz − 2t0(cos qxa+ cos qya)]σz + 2tso sin qxaσy + 2tso sin qyaσx (S10)
is exactly the 2D QAH model. Here a is the lattice constant with a = λ/2, q is the Bloch momentum, and t0 and tso
are, respectively, the spin-conserved and spin-flipped hopping coefficients
t0 = −
ˆ
drφs(x, y)
[
k2
2m
+ Vlatt(r)
]
φs(x− a, y),
tso = Ω0
ˆ
drφs(x, y) cos(k0y) sin(k0x)φs(x− a, y), (S11)
where φs(x, y) denotes the Wannier function and Ω0x = Ω0y = Ω0.
(ii) When (ϕ1, ϕ2) = (0, pi/2), the light fields become
Ex = yˆ|Exy|ei(α+αL/2) cos(k0x− αL/2) + zˆ|Exz|ei(α+αL/2) cos(k0x− αL/2),
Ey = xˆ|Eyx|ei(β+βL/2) cos(k0y − βL/2) + izˆ|Eyz|ei(β+βL/2) sin(k0y − βL/2). (S12)
The lattice potential is
Vlatt(x, y) = V
′
0x cos
2(k0x− αL/2) + V0y cos2(k0y − βL/2), (S13)
with V0y being defined as in Eq. (S7) and V ′0x =
t2D1
3
(
1
|∆D1 | −
2
|∆D2 |
)
(|Exy|2 + |Exz|2). The Raman potentials are
Ωx = 0, Ωy = Ω0x cos(k0x− αL/2) cos(k0y − βL/2) + Ω0y cos(k0x− αL/2) sin(k0y − βL/2). (S14)
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Figure S2: Calibration of the phase ϕ1. Spin polarization P of BEC atoms is measured as a function of the phase ϕ1 with
ϕ2 = pi/2. The circles with error bars are experimental measurements and the red curve is the fitting curve. The phase ϕ1 is
tuned to be 0 (or pi/2) when P reaches the minimum (or maximum). The inset i) and ii) show the spin-resolved TOF imaging of
the BEC in the case corresponding to ϕ1 = 0 (green square) and ϕ1 = pi/2 (green triangle), respectively. The lattice depth V0y
is varied from 4Er (ϕ1 = pi/2) to 5.2Er (ϕ1 = 0), while other parameters are fixed at V0x = 4.0Er, Ω0 = 1.0Er and δ = −0.6Er.
which generate spin-flipped hopping only in yˆ-direction, accompanied with on-site spin flipping. In the tight-binding
limit, the Bloch Hamiltonian reads [25]
H(ii) = [mz − 2(tx0 cos qxa+ ty0 cos qya)]σz + 2txso sin qyaσx +myσy, (S15)
where
my = Ω0x
ˆ
drφs(r) cos(k0x) cos(k0y)φs(r). (S16)
(iii) When (ϕ1, ϕ2) = (pi/2, 0), the light fields become
Ex = yˆ|Exy|ei(α+αL/2) cos(k0x− αL/2) + izˆ|Exz|ei(α+αL/2) sin(k0x− αL/2),
Ey = xˆ|Eyx|ei(β+βL/2) cos(k0y − βL/2) + zˆ|Eyz|ei(β+βL/2) cos(k0y − βL/2). (S17)
The lattice potential is
Vlatt(x, y) = V0x cos
2(k0x− αL/2) + V ′0y cos2(k0y − βL/2), (S18)
with V0x being defined as in Eq. (S7) and V ′0y =
t2D1
3
(
1
|∆D1 | −
2
|∆D2 |
)
(|Eyx|2 + |Eyz|2). The Raman potentials are
Ωx = Ω0x sin(k0x− αL/2) cos(k0y − βL/2)− Ω0y cos(k0x− αL/2) cos(k0y − βL/2), Ωy = 0. (S19)
which generate spin-flipped hopping only in xˆ-direction, and also on-site spin flipping. In the tight-binding limit, the
Bloch Hamiltonian reads [25]
H(iii) = [mz − 2(tx0 cos qxa+ ty0 cos qya)]σz + 2tyso sin qxaσy +mxσx, (S20)
where
mx = Ω0y
ˆ
drφs(r) cos(k0x) cos(k0y)φs(r). (S21)
IC. Calibration of the phases ϕ1,2
In experiment, we tune the phases ϕ1,2 by the voltage applied on EOMs (−200 V ∼ 200 V). The instability of ϕ1,2,
which is limited to approximately pi/60 radians per 10 hours, is controlled by the thermoelectric cooler attached to
EOMs. We calibrate the phases ϕ1,2 by measuring the spin polarization of the Bose-Einstein condensate (BEC).
90 0.4 0.8 1.2 1.6 2.0
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P z
q1
Figure S3: Time evolution of spin polarization 〈σz(q, t)〉 at the momentum q1 after quenching hy. The green diamonds with
error bars are experimental measurements with the post-quench parameters V0 = 4.0Er, Ω0 = 1.0Er and δ = −0.2Er. The red
curve is the fitting curve. The inset is the spin texture at t = 0.4 ms, where q1 is marked.
We first prepare about 3 × 105 87Rb atoms in the Raman lattice with some values of the phases ϕ1,2, which are
cooled to condense at the ground state of the lowest band (qx = qy = 0). We then release the BEC atoms for
25 ms and take the spin-resolved TOF imaging to obtain the spin and momentum distribution of the atomic cloud.
We calculate the spin polarization of the BEC P = N↑−N↓N↑+N↓ , where N↑ (N↓) denotes the total atom number in the
spin-up (-down) state, and accordingly calibrate the values of ϕ1,2. We show an example in Fig. S2, where the spin
polarization P is measured as a function of the phase ϕ1 with ϕ2 being fixed at pi/2. The measured variation of P
reflects the generation of the transverse magnetization my: when P takes the maximum, the magnetization my ' 0,
corresponding to ϕ1 = pi/2; when P is at the minimum, my takes its largest value, corresponding to ϕ1 = 0.
II. Data processing
Here, we explain the obtainment of the time-averaged spin textures from the time evolution of spin polarization
(Sec. IIA) and the sign of hz (Sec. IIB).
IIA. Data fitting
After the measurement, we fit the time-evolved spin polarization 〈σz(q, t)〉 at each momentum q into the combination
function
Pz(q, t) =
3∑
i=1
Ai(q) cos(2pifi(q)t+ φi)e
− tτ1 +B(q)e−
t
τ2 +D(q). (S22)
Here the first Ai(q)-terms denote the damped oscillations with the characteristic damping time τ1, the second B(q)-
term represents a pure decay with the characteristic time τ2, and the last D(q)-term is an offset. Both the decay and
damping are internal relaxation induced by the fluctuation of magnetic field and the atom-atom interaction [27, 37]. In
the derivation of time-averaged spin textures, we remove those non-ideal effects from Eq. (S22) and obtain 〈σz(q)〉x,y,z
by
〈σz(q)〉x,y,z =
1
T
T∑
t=0
(
3∑
i=1
Ai(q) cos(2pifi(q)t+ φi)
)
+B(q) +D(q). (S23)
Here T is taken much longer than the oscillation period. As an example, the measured time-evolved spin polarization
at q1 = (0.66k0, 0.66k0) is shown in Fig. S3 after quenching hy. Experimental data are fitted into Eq. (S22) (red
curve). According to the fitting parameters, we have 〈σz(q1)〉x ≈ −0.02.
The time average of all momentum points in the first BZ are shown in Fig. 3(a) for three quenches. The deviation
from numerical results comes from experimental errors induced by mechanical shaking and magnetic field fluctuation,
as well as interaction induced decay or dephasing.
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Figure S4: hz for different detuning δ with t0 = 0.09. The dash curves are hz = 0, which is BIS. The BISs divide the first BZ
into two regions: V− with hz < 0 and V+ with hz > 0.
IIB. The sign of hz
The sign of hz = mz − 2t0(cos(qx) + cos(qy)) can be determined by the size of the BISs from the experiments. In
the theory [Fig. S4], the region V− as well as the size of the BISs shrinks when the detuning increases from δ = −0.6
to δ = 0.6, from which we obtain hz < 0 (hz > 0) in the region V− (V+). In the experiment, we measure the
time evolution of spin polarization with different detuning and fixed lattice depth and Raman coupling strength in
topological nontrivial regime. The measured results are found in Ref. [27]. The size of the BISs shrinks when the
detuning increases, which is consistent with theoretical calculation. Therefore, hz < 0 in the region V− and hz > 0 in
the region V+.
III. Numerical calculations
We compare our experimental observations to the numerical calculations. In the calculations, the post-quench uni-
tary dynamics is described by the time evolution operator U(q, t) = exp(−iHt), where H is the full-band Hamiltonian
(S2) with ϕ1 = ϕ2 = pi/2. The time-dependent density matrix is then ρ(q, t) = U(q, t)ρ(q, t = 0)U(q, t)†. Here the
initial state reads ρ(q, 0) =
∑
n pn|n〉〈n|, where |n〉 denotes the n-th eigenstate of H with pre-quench parameters
and pn is the population probability at the state |n〉 determined by the Bose-Einstein statistics f(En;T, µ), with the
temperature T being 150nk (100nk) for quenching hx,y (hz), and the chemical potential µ being fixed by the particle
density. The time-evolved spin textures are then given by 〈σz(q, t)〉 = Tr[ρ(q, t)σz], and the time averages 〈σz(q)〉x,y,z
are obtained by summing over a long enough time so that they approaches the ones averaged over infinite time.
The time-averaged spin textures in topologically trivial region are also measured, as shown in Fig.S4 with V0 =
4.0Er,Ω0 = 1.0Er, δ = −1.0Er. One can see that there is no momentum satisfying 〈σz(q)〉x,y,z = 0, which characterizes
the trivial phase with Chern number C = 0. The observations agree with the numeral calculations with the same
experimental parameters (Fig.S4).
IV. Theoretical background
Here we present briefly the theoretical background of our experiment. Details can be found in Refs. [23, 25, 34].
In our dynamical classification theory, two essential concepts are introduced: One is band inversion surfaces (BISs)
defined as the surfaces with hz(k) = 0; the other is topological charges located at nodes of the spin-orbit (SO) field
hso(k) ≡ (hy, hx) = 0. We find that the bulk topology is classified by either the total charges enclosed by BISs, or
the winding of the SO field hso(k) on BISs. We make use of the time-averaged spin textures after quench, which is
defined by (i = x, y, z)
〈σz(k)〉i = limT→∞
1
T
ˆ T
0
dtTr
[
ρi(0)e
iHtσze−iHt
]
= hzTr [ρi(0)H] /E2, (S24)
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Figure S5: Time-averaged spin textures in the topologically trivial phase. The first (second) row is the experimental measure-
ments (numerical calculations) of 〈σz(q)〉 after quenching hx,y,z. The post-quench parameters are V0 = 4.0Er,Ω0 = 1.0Er, δ =
−1.0Er.
with E =
√
h2x + h
2
y + h
2
z, to dynamically characterize the BISs, the SO field, the charges, and also the topology.
Here ρi(0) denotes the initial state for quenching hi and H is the post-quench Bloch Hamiltonian. In the following,
we first give the description of dynamical characterization by deep quenches [23, 25], and then discuss the shallow
quench situation that our experiment belongs to.
A. Deep quenches
When the quench starts from the extremely deep trivial regimemi → −∞, the initial state ρi(0) yields Tr [ρi(0)H] =
hi and the time-averaged spin texture reads
〈σz(k)〉i = hz(k)hi(k)/E2(k). (S25)
One can see that no matter which axis is quenched, the spin polarization 〈σz(k)〉i always vanishes on BISs where
hz(k) = 0. Hence, a BIS can be dynamically determined by vanishing time-averaged spin polarization independent
of the quench axis:
BIS = {k|〈σz(k)〉x,y,z = 0}. (S26)
In particular, 〈σz(k)〉z = 0 occurs only on BISs, so one can find out these surfaces simply by quenching hz. Besides,
the spin texture 〈σz(k)〉x/y also vanish on the surfaces with hx/y(k) = 0 [see Eq. (S25)]. Accordingly, the nodes of the
SO field can be found out by 〈σz(k)〉x,y = 0 but 〈σz(k)〉z 6= 0. Furthermore, near a node k = qc, the time-averaged
spin texture directly reflects the SO field: 〈σz(k)〉i
∣∣
k→qc ' hi(k)/hz(qc). Thus, we define a dynamical spin-texture
field S(k), whose components are
Si(k) ≡ sgn[hz(k)]Nk 〈σz(k)〉i, (S27)
with Nk being a factor. With this result, the topological charge can be dynamically determined by [25]
C = sgn[JS(qc)]. (S28)
where JS(k) ≡ det [(∂Si/∂kj)] is Jacobian determinant.
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Moreover, we define a dynamical directional derivative field g(k) = (gy, gx), whose components are given by
gi(k) =
1
Nk ∂k⊥〈σz〉i, (S29)
where k⊥ denotes the momentum perpendicular to BIS, and Nk is the normalization factor. It can be shown that on
the BIS g(k) = hˆso(k), where hˆso(k) ≡ hso(k)/|hso(k)| is the unit SO field. Thus the topological invariant can be
characterized dynamically by
W =
∑
j
1
2pi
ˆ
BISj
[gy(k)dgx(k)− gx(k)dgy(k)] , (S30)
where the summation is over all the BISs. The result manifests itself a highly nontrivial dynamical bulk-surface
correspondence [23].
B. Shallow quenches
When the quench starts from a shallow trivial regime, i.e., mi is finitely large, we find that the dynamical charac-
terization is not valid for any shallow quenches [34]. Here we give the validity condition for our quench experiment.
For an shallow quench, the time-averaged spin texture read
〈σz(k)〉i = hz(k)Tr [ρi(0)H] /E2(k). (S31)
The BISs can still be identified by the vanishing spin polarizations via Eq. (S26). The directional derivative on BISs
becomes
∂k⊥〈σz〉i = Tr [ρi(0)H] /E2 (S32)
We denote h˜i ≡ Tr [ρi(0)H], and consider the situation that a quench corresponds to adding an additional constant
magnetization δmi in hi and tuning δmi from δmi < −max{|hi(k)|} to zero.
To obtain the validity condition, we introduce local transformations Ui(k) = e−iui(k), with ui(k) =
∑
j=x,y,z u
(i)
j σj ,
for each quench, which rotates the initial state ρi around the axis uˆi ≡ ui/|ui| by an angle 2|ui| to the fully polarized
one ρ′i = Ui(k)ρi(k)U
†
i (k), with σiρ
′
i = ρ
′
i and σj 6=iρ′i = 0. We further set uˆi to be normal to the plane spanned by
the σi axis and the pre-quench vector field h such that 0 ≤ 2|ui| < pi/2 and u(i)i = 0. It can be checked that this
transformation does not change the topology [34]. Note that after each quench, we return to the same post-quench
Hamiltonian Hpost =
∑
j hjσj . When quenching hi, we have the pre-quench Hamiltonian H(i)pre = Hpost + δmiσi. We
notice that the pre-quench vector field should be in the σi axis after rotation, which gives
H(i)′pre = [(hi + δmi)/ cos 2|ui|]σi. (S33)
The relation (hi + δmi)2/ cos2 2|ui| = (hi + δmi)2 +
∑
j 6=i h
2
j leads to
δmi = − cot 2|ui|
√
E2 − h2i − hi. (S34)
We use the equality
UiσiU
†
i = cos 2|ui|σi + i
sin 2|ui|
|ui|
∑
j 6=i
u
(i)
j σiσj , (S35)
and obtain the rotated post-quench Hamiltonian
H(i)′post = H(i)
′
pre − δmiUiσiU†i =
hi + δmi sin
2 2|ui|
cos 2|ui| σi − iδmi
sin 2|ui|
|ui|
∑
j 6=i
u
(i)
j σiσj . (S36)
Thus, we have Tr[ρiHpost] = Tr[ρ′iH(i)
′
post] = h˜i, where we denote
h˜i ≡ (hi + δmi sin2 2|ui|)/ cos 2|ui| = hi cos 2|ui| − sin 2|ui|
√
E2 − h2i . (S37)
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On the BIS where hz(k) = 0, we have
h˜x = hx cos 2|ux| − sin 2|ux||hy|, h˜y = hy cos 2|uy| − sin 2|uy||hx| (S38)
It can be easily checked that the first terms {hx cos 2|ux|, hy cos 2|uy|} preserve the topological pattern of hso on
BISs while the second terms {− sin 2|ux||hy|,− sin 2|uy||hx|} can change it. Here we assume δmx = δmy = δm,
hx = 2tso sin qx, hy = 2tso sin qy, and hz = mz − 2t0 cos qx − 2t0 cos qy with |mz| < 4t0. In order to ensure that our
dynamical characterization is valid, we should have 0 ≤ 2|ux|, 2|uy| < pi/4 and δm < −2tso(| sin qx|+ | sin qy|). Since
cos qx + cos qy = mz/(2t0) on the BIS, we have
δm < min
{
−4tso
√
1− m
2
z
16t20
,−2tso
}
. (S39)
In our experiment, we have typically tso = 0.5t0 and mx,y = −14t0, which satisfies Eq. (S39) very well.
The locations of charges are dynamically determined by 〈σz(k)〉x,y = 0 but 〈σz(k)〉z 6= 0, which gives
h˜x,y(k) = 0. (S40)
These charges are obviously different from those monopole charges defined by hso(k) = 0, and hence dubbed as
dynamical topological charges [34]. Moreover, the dynamical spin-texture field S(k) defined in Eq. (S27) characterizes
these dynamical topological charges. We have proved that the winding of (h˜y, h˜x) along BISs classifies the bulk
topology if the condition (S39) is satisfied. It is then expected that under the same condition, the total dynamical
topological charges enclosed by BISs can be used for the dynamical characterization.
