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A compact and efficient numerical method is described for studying plane flows of an ideal fluid
with a smooth free boundary over a curved and nonuniformly moving bottom. Exact equations of
motion in terms of the so-called conformal variables are used. In addition to the previously known
applications for shear flows with constant (including zero) vorticity, here a generalization is made to
the case of potential flows in uniformly rotating coordinate systems, where centrifugal and Coriolis
forces are added to the gravity force. A brief review is given of previous results obtained by this
method in a number of physically interesting problems such as modeling of tsunami waves caused
by the movement of nonuniform bottom, the dynamics of Bragg (gap) solitons over a spatially
periodic bottom profile, the Fermi-Pasta-Ulam (FPU) recurrence phenomenon for waves in a finite
pool, the formation of anomalous waves in an opposing nonuniform current, and the propagation
of a solitary wave in a shear current and its runup on a depth difference. In addition, a number of
new numerical results are presented concerning the nonlinear dynamics of a free boundary in closed
rotating containers partially filled with a fluid – centrifuges of complex shape. In this case, the
equations of motion differ in some essential details from those of x-periodic systems.
I. INTRODUCTION
In some branches of hydrodynamics, the approxima-
tion of an ideal incompressible fluid turns out to be quite
acceptable. In particular, this includes the theory of sur-
face waves on water. The description of flows is signif-
icantly simplified if we assume that they are potential.
Moreover, since the Laplace equation for the velocity
field potential in the spatially two-dimensional case is
conformally invariant, and we are talking about domains
with curved boundaries, the theory of conformal map-
pings and the corresponding analytic functions is suitable
for the occasion. Therefore, it is not surprising that the
idea of using conformal mappings for the exact represen-
tation of the equations of nonlinear dynamics of potential
surface waves arose quite a long time ago (in Ovsyan-
nikov’s works [1, 2]). For a long time, these equations
remained unclaimed, and few people knew about them.
Only with the development and extensive spread of com-
puter technology in the 1990s and with the effective prac-
tical implementation of fast discrete Fourier transform
algorithms, the equations of motion of a free surface in
conformal variables were rediscovered by Zakharov and
his colleagues [3-6] and became a working tool for many
researchers (see [7-34] and numerous references therein).
The authors mainly modeled waves on infinitely deep wa-
ter, for which the most important results had been ob-
tained over two decades, including the pioneering obser-
vations of anomalous waves (the so-called rogue waves)
in high-precision numerical experiments of Zakharov’s
group [7-10]. However, there are a number of interesting
problems in which the effects of the interaction of waves
with a nonuniform bottom profile are fundamentally im-
portant. To study these problems, in 2004 the present
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author generalized the method of conformal variables to
the case of a fixed curved bottom [35]. The waves over
a moving bottom were examined in [36], and shear flows
with a free boundary over a variable depth were modeled
by the conformal mapping method in [37]. The dynamic
objects in this description are the potential component of
the velocity field and the conformal mapping of the hor-
izontal strip 0 ≤ v ≤ 1 from an auxiliary complex plane
w = u + iv to the moving domain in the vertical plane
z = x + iy occupied by the fluid. The conformal map-
ping z(w, t) = Z(ζ(w, t), t) can be represented as a com-
position of two analytic functions: an unknown function
ζ(w, t) and the given function Z(ζ, t); the first of these
functions leaves invariant the real axis (i.e., Im ζ(u, t) =
0), and the second parametrically defines the shape of
the bottom X(b)(s, t) + iY (b)(s, t) = Z(s, t). As a result,
a single unknown real function a(u, t) = Re ζ(u + i, t) is
sufficient to parameterize the shape of the free bound-
ary. The complex velocity potential with regard to the
kinematic condition at the lower boundary also depends
on a single unknown real function ψ(u, t). The general-
ized Bernoulli equation and the kinematic condition on
the upper (free) boundary imply the equations of mo-
tion for a(u, t) and ψ(u, t). The equations contain linear
operators that are diagonal in the Fourier representa-
tion, so that a pseudospectral numerical method using
fast Fourier transform turns out to be the most natural
and convenient.
Since then, a number of results have been obtained
that confirmed the practical advantage and high effi-
ciency of the method. In particular, the dynamics of
the Bragg (gap) solitons over a spatially periodic bottom
profile [38,39], the Fermi-Pasta-Ulam (FPU) recurrence
phenomenon for waves in a finite pool [40,41], and the
formation of anomalous waves on an opposing nonuni-
form current [42] have been investigated. The goal of
the present study is to give a brief overview on this topic
and present some new results on the classical problem of
2the free surface dynamics in partially filled closed rotat-
ing containers, which has not been previously discussed
in connection with conformal variables (see, for exam-
ple, [43-45] and references therein). In fact, one can
talk about quasi-two-dimensional centrifuges (irregularly
shaped cylinders with characteristic transverse dimension
R and length h ≪ R, or eccentric circular cylinders)
that rotate around a horizontal axis (the axis is paral-
lel to the generatrices) and may be subjected to angular
and/or linear accelerations, as well as to deformations of
the cross-sectional shape. At sufficiently high rotational
speeds of Ω≫ ν/h2 (where ν is the kinematic viscosity),
viscous effects become insignificant at times on the or-
der of several tens of Ω−1, which corresponds to many
revolutions. It is very important that the fluid flow is
not potential at all, but is close to solid state rotation
with angular velocity Ω. Therefore, a natural step is the
transition to a rotating coordinate system in which, as is
known, the centrifugal and Coriolis forces are added to
the gravity force. Perturbations of the (divergence-free)
velocity field due to the accelerations and deformations
of the container turn out to be purely potential, so that a
generalized Bernoulli equation holds, in which the stream
function harmonically conjugate to the potential appears
as a separate term (due to the Coriolis force). It should
be noted that even a relatively simple problem of nonlin-
ear waves in a coaxial circular container in the absence
of the gravity force has been little studied, although it is
a very elegant and informative problem, not to mention
the full version with deformable noncircular containers
and their accelerations. Therefore, the use of conformal
variables looks very promising here.
Further presentation is organized as follows. In Sec-
tion 2, we give a fairly detailed description of the method
used, including the derivation of the exact equations of
motion and the discussion of the numerical scheme. In
Section 3, we briefly discuss the most interesting pre-
vious results obtained by the author using a composite
conformal mapping. Section 4 is devoted to a new ap-
plication of conformal variables to describe surface waves
in rotating systems. Finally, Section 5 contains a brief
conclusion.
II. DESCRIPTION OF THE METHOD
A. Exact equations of motion
We will derive exact and explicit equations of motion of
a free boundary for the case of waves in centrifuges, since
systems infinite along x are largely similar and have been
considered in detail in the above-cited papers [35-37].
As is known, the Euler equation for plane flows of
an ideal incompressible fluid in a rotating (counterclock-
wise) coordinate system contains additional forces (com-
ponentwise) (Ω2x,Ω2y)+(2ΩV (y),−2ΩV (x)) and admits
the reduction V = (V (x), V (y)) = (ϕx, ϕy) = (θy,−θx),
where the subscripts denote partial derivatives, the func-
tion ϕ(x, y, t) is the potential of the velocity field, and
θ(x, y, t) is the corresponding harmonically conjugate
stream function. Therefore, the generalized Euler equa-
tion has the form
ϕt + (ϕ
2
x + ϕ
2
y)/2− Ω2(x2 + y2)/2 + 2Ωθ
+g(t)(y cosΩt+ x sinΩt) + P˜ = 0, (1)
where P˜ is pressure divided by the density of the fluid.
The effective gravity field g(t) depends on time if the axis
of rotation is subjected to vertical accelerations.
Suppose that, at each instant of time, the flow domain
represents a deformed disk with one “hole” — a free sur-
face. Consider a scalar function v(x, y, t) satisfying the
Laplace equation vxx+vyy = 0 and taking fixed boundary
values: v = 0 on the outer boundary of the domain (i.e.,
at the bottom of the container), and v = 1 on the free
(inner) boundary. Such a function exists and is unique.
Now, let us construct a function u(x, y, t) harmonically
conjugate to v. This function is multivalued (and is de-
fined up to an additive constant). Its increment L(t)
when going along the free surface (the conformal modu-
lus) generally depends on time. We compose a complex
combination w = u+ iv, which is an analytic function of
the complex variable z = x + iy. It is clear that such a
curvilinear change of coordinates corresponds to a con-
formal mapping z(w, t) of a rectangle with dimensions
L× 1; moreover, the variable v is an analog of the radial
coordinate, and the variable u is an analog of the angular
coordinate.
Now the shape of the free boundary is defined para-
metrically by the formula
X(s)(u, t) + iY (s)(u, t) ≡ Z(s)(u, t) = z(u+ i, t), (2)
and the bottom profile, by the formula
X(b)(u, t) + iY (b)(u, t) ≡ Z(b)(u, t) = z(u, t). (3)
It is very important that the complex potential
ϕ(u, v, t) + iθ(u, v, t) = φ(w, t) is an analytic function.
Denote the boundary values of this function as follows:
φ(u + i, t) ≡ Φ(s)(u, t), φ(u, t) ≡ Φ(b)(u, t). (4)
Since Φ(s)(u, t) and Φ(b)(u, t) are values of the same an-
alytic function at the points u and u+ i, they are related
by a linear transformation (see [36]):
Φ(s)(u, t) = e−kˆΦ(b)(u, t), (5)
where e−kˆ ≡ exp(i∂ˆu). This implies the relation
Φ
(s)
k (t) = e
−kΦ
(b)
k (t) for the corresponding Fourier trans-
forms. For further exposition, we need a few more linear
operators. These operators Sˆ, Rˆ, and Tˆ = Rˆ−1 are also
diagonal in the Fourier representation:
Sk = 1/cosh(k), Rk = i tanh(k), Tk = −i coth(k).
(6)
3It is important that the action of any of these operators
on a real function yields a purely real function.
Equation (1), rewritten in new variables, has the fol-
lowing form on the free boundary (the dynamic boundary
condition):
Re
(
Φ
(s)
t − Φ(s)u Z(s)t /Z(s)u
)
+ |Φ(s)u /Z(s)u |2/2
−Ω2|Z(s)|2/2 + 2Ω ImΦ(s)
+g(t)Im [Z(s) exp(iΩt)] = 0. (7)
To this equation, we add two kinematic boundary condi-
tions:
Im
(
Z
(s)
t Z¯
(s)
u
)
= −ImΦ(s)u , (8)
Im
(
Z
(b)
t Z¯
(b)
u
)
= −ImΦ(b)u , (9)
where Z¯ denotes the complex conjugate. It is convenient
to represent Φ(b)(u, t) as
Φ(b)(u, t) = Sˆψ(u, t)− i(1− iRˆ)∂ˆ−1u f(u, t), (10)
where ψ(u, t) and f(u, t) are some unknown real func-
tions. Then, due to relation (5) and the operator equali-
ties
e−kˆSˆ = (1 + iRˆ), e−kˆ(1− iRˆ) = Sˆ, (11)
we obtain the following formula for Φ(s)(u, t):
Φ(s)(u, t) = (1 + iRˆ)ψ(u, t)− iSˆ∂ˆ−1u f(u, t). (12)
Next, we use the following function in the equations:
Ψ(u, t) ≡ (1 + iRˆ)ψ(u, t). (13)
Now we should take into account that the function
z(w, t) can be represented as a composition of two func-
tions (see [35,36]), that is, z(w, t) = Z(ζ(w, t), t), where
the known analytic function Z(ζ, t) = X(ζ, t) + iY (ζ, t)
defines the shape of the bottom by the mapping of the
real axis. The conformal mapping Z(ζ, t) should not
have singularities within a sufficiently wide horizontal
strip over the real axis in the plane ζ, so that there is
“enough space” for large-amplitude waves in the z plane
(in a particular case, Z(ζ, t) may not have singularities
in the entire upper half-plane ζ). The decomposition of
the conformal mapping z(w, t) into a composition is not
unique, because if Z(ζ, t) = Z1(β(ζ, t), t), where the an-
alytic function β(ζ, t) leaves invariant the real axis and
does not have singularities too close to it, then
Z(ζ(w, t), t) = Z1(β(ζ(w, t), t), t) = Z1(ζ1(w, t), t).
The intermediate analytic function ζ(w, t) takes real
values on the real axis, and therefore the equality
ζ(w, t) =
∫
ak(t)
cosh(k)
eikw
dk
2π
, a−k = a¯k, (14)
is valid, where ak(t) is the Fourier transform of some real
function a(u, t). At the bottom, ζ(u, t) = Sˆa(u, t), and
therefore
Z(b)(u, t) = Z(Sˆa(u, t), t), (15)
On the free surface, we have the relations
ζ(u + i, t) ≡ ξ(u, t) = (1 + iRˆ)a(u, t), (16)
Z(s) = Z(ξ, t), Z(s)u = Zξ(ξ, t)ξu, (17)
Z
(s)
t = Zξ(ξ, t)ξt + Zt(ξ, t). (18)
Since our goal is to derive equations of motion for the
unknown functions ψ(u, t), f(u, t) and ξ(u, t), we should
substitute expressions (10), (12), (15), (16), (17), and
(18) into Eqs. (7), (8), and (9). Equation (9) does not
require any effort and immediately gives an explicit rela-
tion
f = Im
(
Zt(s, t)Z¯s(s, t)Sˆau
)∣∣
s=Sˆa
, a = Re ξ. (19)
Equation (8), divided by |Z(s)u |2, takes the form
Im
(
ξt
ξu
)
+ Im
(
Zt(ξ, t)
Zξ(ξ, t)ξu
)
=
−ImΨu + Sˆf
|Zξ(ξ, t)ξu|2 . (20)
Thus, we have Im(ξt/ξu) = −Q, where
Q ≡ ImΨu − Sˆf|Zξ(ξ, t)ξu|2 + Im
(
Zt(ξ, t)
Zξ(ξ, t)ξu
)
. (21)
Next, we argue as follows: since
ξt/ξu = ζt(w, t)/ζw(w, t)|w=u+i
is a value of the analytic function taken at u + i, that
is real on the real axis, there is the following relation
between the real and imaginary parts: Im(ξt/ξu) =
RˆRe(ξt/ξu), so that Im(ξt/ξu) = −Q implies ξt =
−ξu(Tˆ + i)Q. This yields an equation for at:
at = −Re[ξu(Tˆ + i)Q]. (22)
Now we substitute the necessary expressions into Eq. (7)
in order to find ψt. Straightforward transformations lead
to the following equation:
ψt = −Re[Ψu (Tˆ + i)Q] + Re
(
ΨuZt(ξ, t)
Zξ(ξ, t)ξu
)
−|Ψu|
2 − (Sˆf)2
2|Zξ(ξ, t)ξu|2 − g(t)Im[Z(ξ, t) exp(iΩt)]
+
Ω2
2
|Z(ξ, t)|2 − 2Ω(ImΨ− Sˆ∂ˆ−1u f). (23)
Thus, we have derived exact equations of motion for
waves on the free surface of an ideal fluid in centrifuges.
As for shear flows in systems infinite along x, every-
thing is done similarly, except that a different generalized
Bernoulli equation is used (see [37]).
4B. Numerical simulation
For the practical application of system (19), (21), (22),
and (23) in numerical simulation, one should take into
account two important facts discussed below.
First, the period L in the variable u (the previously
mentioned conformal modulus of the mapping) depends
on time due to the singularity of the operator Tˆ ≈
1/(ik) = ∂ˆ−1u for small k, which gives rise to a component
−au〈Q〉u, aperiodic in u, on the right-hand side of Eq.
(22) and a similar component−ψu〈Q〉u on the right-hand
side of Eq. (23), where 〈Q〉 is the average value of Q over
the period L. Therefore, instead of the variable u, it is
more convenient to use the new variable ϑ = [2π/L(t)]u,
for which the period is fixed and equal to 2π. In this
case, the equation of motion for α(t) = 2π/L(t) is ob-
tained from the requirement that the terms α˙uaϑ and
α˙uψϑ, aperiodic in ϑ, on the left-hand sides of Eqs. (22)
and (23) should cancel out with the corresponding ape-
riodic components on the right-hand sides when substi-
tuted into these equations. Obviously, the cancellation
occurs for α˙ = −α〈Q〉.
Second, if the period-average value of f is different
from zero (which inevitably occurs when the walls of
the centrifuge are deformed with a change in its cross-
sectional area Ac), then an additional potential circular
flow with circulation Γ(t) appears in the system, so that
〈ψϑ〉 = Γ/2π, and the potential itself turns out to be a
multivalued function. It is useful to keep in mind that,
due to the conservation of the velocity circulation along
the free boundary in the laboratory coordinate system,
the integral of motion Γ(t) + 2ΩAc(t) = const holds.
This conservation law must be checked when debugging
the numerical code.
Thus, we can single out the fixed aperiodic part in
a(ϑ, t) by writing a(ϑ, t) = ϑ + ρ(ϑ, t), where ρ(ϑ, t) is a
2π-periodic function:
ρ(ϑ, t) =
+∞∑
m=−∞
ρm(t) exp(imϑ). (24)
Similarly, for the derivative ψϑ, we have
ψϑ(ϑ, t) =
+∞∑
m=−∞
Dm(t) exp(imϑ), (25)
where D0 = Γ/2π, ρ−m = ρ¯−m, and D−m = D¯−m.
In this case, the formulas for the corresponding analytic
functions on the free boundary have the form
ξ(ϑ, t) = ϑ+ iα(t) +
+∞∑
m=−∞
2ρm(t) exp(imϑ)
1 + exp(2mα(t))
, (26)
Ψϑ(ϑ, t) =
+∞∑
m=−∞
2Dm(t) exp(imϑ)
1 + exp(2mα(t))
. (27)
In view of the above remarks, the equations of motion for
the functions ρ and ψϑ in the variables (ϑ, t) look sim-
ilar to Eqs. (22) and (23), except that all u-derivatives
should be replaced by ϑ-derivatives and the previous op-
erators Rˆ, Sˆ, and Tˆ should be replaced everywhere by
new operators Rˆα, Sˆα, and Tˆα, respectively:
ρt = −Re[ξϑ(Tˆα + i)Q], (28)
ψϑt =
∂
∂ϑ
{
Re
(ΨϑZt(ξ, t)
Zξ(ξ, t)ξϑ
)
− Re[Ψϑ(Tˆα + i)Q]
−|Ψϑ|
2 − (SˆF )2
2|Zξ(ξ, t)ξϑ|2 − g(t)Im[Z(ξ, t) exp(iΩt)]
+
Ω2
2
|Z(ξ, t)|2
}
− 2Ω(ImΨϑ − SˆF ), (29)
where ξ = ϑ+ iα+ (1 + iRˆα)ρ, Ψϑ = (1 + iRˆα)ψϑ,
F = Im
(
Zt(s, t)Z¯s(s, t)(1 + Sˆρϑ)
)∣∣
s=ϑ+Sˆρ
, (30)
Q =
ImΨϑ − SˆF
|Zξ(ξ, t)ξϑ|2 + Im
(
Zt(ξ, t)
Zξ(ξ, t)ξϑ
)
. (31)
These new operators are diagonal in the discrete
Fourier representation: Rα(m) = i tanh(αm), Sα(m) =
1/ cosh(αm), and Tα(m) = −i coth(αm) form 6= 0, while
Tα(0) = 0. Note that the operator Tˆα has no singularity.
The system is closed by the following condition for α˙(t),
which guarantees the cancellation of aperiodic terms in
Eqs. (22) and (23):
α˙(t) = − 1
2π
∫ 2pi
0
Q(ϑ)dϑ. (32)
This system of equations has an integral of motion cor-
responding to the conservation of the area occupied by
the fluid (the centrifuge area Ac minus the area of the
hollow domain Ah),
A = 1
2
∮
(X(b)dY (b) − Y (b)dX(b))
− 1
2
∮
(X(s)dY (s) − Y (s)dX(s)). (33)
In addition, if the container rotates uniformly at a certain
angular velocity Ω + ∆ without changing its shape, i.e.,
Z(ζ, t) = exp(i∆t)Z(ζ), then, for g = 0, the sum of
the kinetic and centrifugal energies in the corresponding
coordinate system is conserved (the fluid vorticity in the
laboratory system is still assumed to be equal to 2Ω).
If we denote X + iY = Z(s) exp(−i∆t) and Xb + iYb =
5Z(b) exp(−i∆t), then the conserved energy is
E∆ = 1
8
(Ω2 + 2Ω∆)
∮
(X2 + Y 2)(XdY − Y dX)
+
∆2
8
∮
(X2b + Y
2
b )Rˆα(X
2
b + Y
2
b )ϑ dϑ
+
∆
2
∮
[X2 + Y 2]ψϑ dϑ− ∆
2
∮
[X2b + Y
2
b ]Sˆψϑ dϑ
− 1
2
∮
(ψ − Γϑ/2π) Rˆαψϑ dϑ+ Γ2α/4π. (34)
If ∆ = −Ω and g = const (the container is fixed in the
laboratory coordinate system), the sum of the kinetic
and potential energies in the gravity field is conserved:
E−Ω + (g/2)
∮
Y 2dX = const. When testing a computer
program, all of these conservation laws should also be
checked. Otherwise, as the computational practice has
shown, one can make an error that does not show up in
all cases and may therefore remain unnoticed.
Equations (28)-(32) are very convenient and easy for
numerical simulation if the function Z(ζ, t) is given by
a sufficiently compact explicit formula, as is the case for
many practically interesting bottom profiles. In addition,
the C programming language has data type complex, and
the mathematical library contains elementary functions
of a complex variable, such as cexp, clog, etc., which
makes the process of writing a code quite simple and
pleasant. The numerical scheme created by the author is
naturally based on the discrete Fourier transform, since
all linear operators in the equations can be effectively cal-
culated in the m-representation with the use of modern
software (in fact, the FFTW library [46] is used), while
all nonlinear operations are local in the ϑ-representation.
As the main dynamical variables, we take α(t), ρm(t),
and Dm(t) with 0 ≤ m < M (for negative m, we use
the relations ρ−m = ρ¯m and D−m = D¯m). To guar-
antee the stability of the numerical scheme at large m,
after each fourth-order Runge-Kutta procedure, we keep
only the spectral components with |m| < Meff , where
Meff ≈ (1/4)N , M ≈ (3/8)N , while N = 212...19 is
the size of the arrays used for the fast Fourier transform.
During each numerical experiment, the number N is dou-
bled several times, when necessary, if small-scale wave
structures are formed on the free surface. As a result of
such an adaptive increase in N , the right-hand sides of
the evolution equations can be calculated with approxi-
mately the same numerical error of δ0 < N10
−18, which
corresponds to the type complex. Since the time integra-
tion step decreases in this case as τ ∼ 1/N , the error in
calculating the position of the free surface at t ∼ 1 can
be estimated as δs . N
210−18. In practice, the integrals
of motion are conserved with an accuracy of up to 10-
12 decimal places throughout most part of the evolution.
At the final stage, the greater number Nfinal is used, the
later comes the moment when the high accuracy is lost.
At the end of this section, we should say a few words
about how to set the initial configuration of the free sur-
face in conformal variables if its dependence is known,
for example, in polar coordinates (r, χ) in the form of an
explicit expression r = r(χ). To this end, we should set
ρ = 0 and take the value of α0 so that the volume of the
hollow domain corresponds to the function r(χ). Then
we should formally temporarily remove the Coriolis force
from the generalized Bernoulli equation and modify the
potential of the centrifugal force:
Ω2|Z(s)|2/2→ Ω2(|Z(s)|2 − r2(χ))/2.
In addition, we should set g = 0 and add uniform
linear damping to the Bernoulli equation by replacing
ψt → (ψt + γψ) in this equation. As a result of the
evolution of such a modified system, the configuration of
the free boundary quickly relaxes to the required shape,
after which we can return to the original equations and
start the computation.
III. BRIEF SUMMARY OF PREVIOUS
RESULTS
The first numerical examples given in [35-37] set as
their primary goal to demonstrate the applicability of the
method to the description of the dynamics of very steep
(and even overturning) wave profiles over a nonuniform
bottom, rather than to verify any theoretical predictions.
A typical formulation of numerical experiments was to
initiate an initial solitary wave over a relatively deep bot-
tom (or create a small group of waves due to the move-
ment of the bottom, thereby simulating the tsunami phe-
nomenon), and then observe the evolution of this wave
when it runs up onto a shallower region. As expected
from everyday experience, when propagating into shal-
low water, the wave increases its amplitude and over-
turns. In some simulations, the process is accompanied
by the formation of blocked waves in those places where
a large-scale current passes from smaller to larger depths.
A more nontrivial phenomenon in the interaction of
waves with nonuniform bottom is the so-called Bragg (or
gap) solitons. If, in a spatially one-dimensional wave sys-
tem (such as the free boundary over a two-dimensional
flow), waves interact with a periodic structure, then the
frequency spectrum of linear waves is divided into zones
between which gaps appear. If we take into account non-
linearity, then, in some cases, long-lived localized struc-
tures in the form of envelope solitons for standing waves
may arise. In this case, the soliton frequency lies within
the gap. As applied to the waves over periodic bot-
tom profiles (the bottom has period Λ along x, and the
modulated standing wave has length 2Λ), such coherent
structures were considered by the author in [38,39]. The
theoretical predictions based on previously known solu-
tions of approximate model equations were successfully
confirmed by direct numerical simulation of the exact
equations within the method discussed here. The Bragg
solitons given at the initial moment by an analytical for-
mula did not disappear sometimes during hundreds of
6wave periods, although, of course, effects unaccounted
for by the weakly nonlinear theory made themselves felt
in the case of large amplitudes. On the whole, this phe-
nomenon looks rather curious and paradoxical: a local-
ized standing wave on the water surface does not split in
time into two groups of waves running left and right, al-
though it would seem that the surface is free and nothing
prevents the wave from splitting. It is very important
that the most favorable regime for observing such gap
solitons is obtained with very strong bottom deviations
(in fact, this is a “comb” of narrow and high barriers),
which can hardly be equally adequately and easily pro-
cessed by other methods.
Another example of paradoxical nonlinear dynamics is
the famous Fermi-Pasta-Ulam recurrence, when the ini-
tial state of a wave system in the form of a single excited
spatial harmonic is first transformed by nonlinearity into
a set of solitons, and then, after a long period of nontriv-
ial interactions between them, the wave energy is again
almost completely concentrated in the initial harmonic.
As applied to waves in a finite pool, this phenomenon
was first modeled in [40,41]. Although the bottom of
the pool in this case is assumed to be horizontal, all
other significant ingredients of the method work to the
full extent. For example, without taking into account
the time dependence of the conformal modulus, high-
precision calculations would be impossible. In these nu-
merical experiments, we took, as the initial condition, a
stationary fluid with vertical deviation of the free bound-
ary in the form of a half cosine wave with a maximum
at one end of the pool (at x = 0) and a minimum at
the other end (at x = L/2). Further, the wave system
evolved according to the scenario typical of the FPU phe-
nomenon: several slow oscillations in the standing wave
regime, and then the formation of shorter coherent struc-
tures, solitons, and their nontrivial long-term dynamics
during which approximately standing waves with multi-
ple wave numbers appeared for a short time. Then it was
as if time had been reversed, and a more ordered state
was formed in the form of the same initial cosine wave
from a less ordered state. After several standing oscilla-
tions, the process was approximately repeated. Depend-
ing on the relative length of the pool L/2h and the initial
amplitude of the cosine, A0/h, the number of interact-
ing solitons and the recurrence period were significantly
different. Aproximately, the recurrence time is fitted by
the formula
TFPU(g/h)
1/2 ≈ C(L/h)2(h/A0)1/2,
where C = 0.148 + 0.096(A0/h). The accuracy of re-
currence to an (almost) stationary state was surprisingly
high for not too long pools with L/h ∼ 60− 100 and not
too large amplitudes of A0/h ∼ 0.12− 0.15.
In addition, in [41], the present author took initial
states in the form of several solitons and simulated ex-
treme waves over various bottom profiles, including long-
wave and short-wave irregularities. In the case of the
initial state consisting of several separated solitons over
a horizontal bottom, the quality of recurrence was gen-
erally much worse than that in the case of the cosine
wave. As for the extreme waves, the flat bottom and
the corresponding quasi-integrable dynamics regime did
not promote the emergence of extreme waves. If the ap-
proximate integrability was violated by the bottom irreg-
ularities, then the system passed to the state of a ran-
dom wave field, in which quasisolitonic coherent struc-
tures of different amplitudes were present, some of which
being much stronger than the initial solitons. The col-
lision of the strongest counterpropagating solitons gave
rise to extreme waves. The highest waves were observed
over a smooth bottom profile, while for relatively short-
correlated bottom irregularities, the extreme waves were
lower but had sharper crests. Similar effects were ob-
served both for waves between two vertical walls and for
waves with periodic boundary conditions without walls.
The subject of anomalous waves was also touched upon
in [42], but in a slightly different setting. Analytical es-
timates for deep-water waves in the presence of a large-
scale inhomogeneous current have shown that an oppos-
ing increasing current renders the wave more modulation-
ally unstable and thereby contributes to the formation of
anomalous waves. To observe this effect in a direct nu-
merical experiment, the author included potential stream
(an analog of Γ) over a nonuniform bottom profile and
modeled relatively short traveling waves. The direct in-
teraction of such waves with the bottom is negligible,
but the presence of a stream, slow over deep bottom and
faster over shallow bottom, was important. At the ini-
tial instant of time, a rather long modulated wave packet
was launched in the region with a slow current, which
then propagated upstream. Upon reaching a strong op-
posing current, modulational instability developed, and
anomalous waves were formed in accordance with the the-
ory. It was also noted that if a quasi-random sequence of
wave groups, rather than a weakly modulated long wave
packet, reaches the opposing current, then much higher
rogue waves can arise than those predicted by the for-
mula based on the solution of the nonlinear Schro¨dinger
equation in the form of the so-called Akhmediev breather.
The reason for the appearance of higher anomalous waves
lies in the attractive interaction between quasisolitonic
coherent structures into which typical wave groups turn
upon reaching a fast opposing current, while the Akhme-
diev breather and the formula based on it do not take
into account possible processes of fusion of quasisolitons.
IV. NEW APPLICATION: WAVES IN
CENTRIFUGES
Before proceeding to new numerical results, we con-
sider linearized equations of motion for surface waves in
a partially filled, perfectly circular centrifuge (of unit ra-
dius and unit angular velocity) under the condition of
relatively small gravity force (g/Ω2R≪ 1 in dimensional
variables). We will use polar coordinates r and χ, so
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Figure 1: Time dependence of the maximum and minimum
values of the radial coordinate of the free surface in slightly
noncircular centrifuges for different azimuthal numbers m of
the bottom deviations and different detunings δ of the angular
velocity of rotation from the corresponding resonant values.
that x + iy = r exp(iχ). In this case, the unknown
functions are the small deviation of the free bound-
ary η(χ, t) = [r(χ, t) − c] from the equilibrium radius
0 < c < 1 and the boundary value ψ(χ, t) of the velocity
field potential. The generalized Bernoulli equation and
the kinematic boundary condition on the free boundary
in the main approximation are as follows (for Γ = 0):
ψt = cη − 2Rˆψ − cg(t) sin(χ+ t), (35)
ηt = c
−1
Rˆψχ, (36)
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
(a) t = 42.79
m = 1
y la
b
xlab
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
(b) t = 19.84
m = 2
y la
b
xlab
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
(c) t = 16.61
m = 3
y la
b
xlab
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
(d) t = 15.77
m = 4
y la
b
xlab
Figure 2: Formation of singularities on the free surface for
δ = 0 and different m.
where the operator Rˆ (an analog of the operator Rˆα ) is
diagonal in the discrete Fourier representation:
Rm = i
(1− c2m)
(1 + c2m)
= i tanh(m ln(1/c)) ≡ iσm. (37)
The relation θ(χ, t) = Rˆϕ(χ, t) for r = c arose from the
fact that the fulfillment of the kinematic condition on the
container wall is ensured by equality
φm = Am(t)r
meimχ + A¯m(t)r
−me−imχ. (38)
In the case of g = const, a particular solution of the
inhomogeneous linear system (35), (36) has the form
ψst =
cg
(1 + σ1)
cos(χ+ t), (39)
ηst =
−σ1g
(1 + σ1)
sin(χ+ t). (40)
It corresponds to the stationary state in the laboratory
coordinate system (see [43] for details). Equations (35)
and (36) also yield an expression for the eigenfrequen-
cies (the “dispersion law”; incidentally, we note that, in
[43], the dispersion equation was derived in a nonrotat-
ing system, and this is probably why the answer was not
brought to such a simple formula)
ωm = σm +
√
σ2m +mσm , (41)
here positive m correspond to leading waves, and nega-
tivem, to lagging waves (in laboratory coordinates). It is
clear that if perturbations with azimuthal number m and
relative rotation speed ∆ ≈ ωm/m are introduced into
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Figure 3: The maximum and minimum values of the radial
coordinate of the free surface as a function of time for vertical
vibration of the axis of a circular centrifuge with effective
gravity force g(t) = 0.02 − 0.01 cos(ωvibrt).
the system, then one should observe a resonant growth
of the corresponding harmonic. Such perturbations are
most easily implemented by slightly distorting the shape
of the centrifuge and forcing it to rotate with frequency
of about 1 + ∆, rather than with frequency Ω = 1. In
the numerical examples shown in Figs. 1 and 2, such a
regime is provided by the function
Z(ζ, t) = exp[i(−ω−m/m+ δ)t]eiζ [1 + ǫeimζ ] (42)
with ǫ = 0.02 for m = 1, 2, 3, 4. The detuning from the
resonance was fixed by the parameter δ. As the initial
conditions, we took the functions ρ = 0 and ψ = 0, and
the initial value α0 = − ln(0.6) gave an approximately
circular shape of the free boundary with an average ra-
dius of c ≈ 0.6. In this series of numerical experiments,
we used a dimensionless gravity field of g = 0.02.
Figures 1 and 2 show that there really was a reso-
nant growth of waves accompanied by an enhancement
of their nonlinearity and ending with the formation of a
singularity on the free surface. In real conditions, this
would mean the beginning of the transition of the flow
to a three-dimensional turbulent regime.
Another possibility of introducing resonant perturba-
tions is given by the vertical vibrations of the axis of
rotation, which lead to the dependence
g(t) = g0 +A cos(ωvibrt).
Such perturbations act most effectively on the harmonics
with m = ±1, even in the case of a perfectly circular
container, as follows from the approximate equations (35)
and (36). The resonance frequencies are given by the
formula ωvibr = 1 ± ω±1. The corresponding examples
are illustrated in Figs. 3 and 4.
To demonstrate the full potential of the method, in
Figs. 5 and 6 we show examples of the evolution of
the free surface in a deformable centrifuge with a cross-
sectional area varying (decreasing) with time. In these
experiments, g = 0.1, and the shape of the container
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Figure 4: Formation of a singularity on the free surface in a
circular centrifuge with a vertically vibrating axis for a reso-
nant value of the vibration frequency.
corresponded to the analytic function
Z(ζ, t) = exp
[
iζ + id(t) ln
(1 + C1eimζ
1− C2eimζ
)
− 0.5πd(t)
]
,
(43)
where the measure of deviation from circular shape was
given by the expression d(t) = 0.1[1 − exp(−0.04t)]. In
Fig. 5, the parameters are m = 1, C1 = 0.9, and
C2 = 0.7. In Fig. 6, we took m = 2, C1 = 0.9, and
C2 = 0.9. At the initial time, this was a circularly sym-
metric configuration with the radius of the free surface
c. Then, part of the bottom of the container was seem-
ingly raised along the radius, thus formingm regions with
“smaller depth.” In this case, the decrease in the con-
tainer area was accompanied by the appearance of an ad-
ditional counterclockwise circular potential stream with
parameter Γ(t). Singularities (overturning angles) were
formed on the crest of a growing wave near the point
where the stream passed from smaller to larger depth.
Finally, Fig. 7 shows the deformation of the initially
circular container to a shape intermediate between a cir-
cle and a square (for g = 0.1, c = 0.6). In this numerical
experiment, we used the expansion of the corresponding
elliptic integral up to the fourth order,∫ z
0
dz√
1− z4 ≈ zE4(z
4), (44)
E4(µ) =
(
1 +
µ
10
+
µ2
24
+
5µ3
16 · 13 +
35µ4
128 · 17
)
,(45)
to construct the function
Z(ζ, t) = [1− 0.1d˜(t)]eiζE4
(
d˜(t) exp(4iζ)
)
, (46)
where d˜(t) = 0.8[1− exp(−0.04t)]. In this case, a singu-
larity was also formed. However, if, instead of the factor
[1 − 0.1d˜(t)], we took the factor [1 − 0.2d˜(t)], which re-
sulted in a more significant decrease in the container area
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Figure 5: Formation of a singularity on the free surface in a
centrifuge deformed according to formula (43) with m = 1,
C1 = 0.9, and C2 = 0.7 for three values of the initial radius.
c = 0.6
t=02.00 t=14.00
t=20.00 t=21.858
Figure 6: Formation of a singularity on the free surface in a
centrifuge deformed according to formula (43) with m = 2,
C1 = 0.9, and C2 = 0.9.
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t=05.00 t=30.00
t=45.00 t=51.08
Figure 7: Formation of a singularity on the free surface in
a centrifuge deformed from a circle to a square according to
formula (46).
and the hollow domain in it after deformation, then (for
c = 0.6) the waves on the free surface remained smooth
for a long time and did not show a tendency to form sharp
overturning crests (these results are not shown). There
is yet no complete understanding of the reasons for such
behavior.
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V. CONCLUSIONS
Thus, the main result of this work is the development
and application of the method of composite conformal
mapping to describe the dynamics of waves on the free
surface of an ideal incompressible fluid in partially filled
flat centrifuges of complex shape. Just as in previous ap-
plications, the method has demonstrated high accuracy
and efficiency. True, so far we cannot say that all ques-
tions have been exhausted. For example, it is not yet
clear how to modify the method in the case when a rel-
atively small hollow domain (a hollow vortex for Γ 6= 0)
moves far from the origin during its dynamics so that
the origin turns out to be filled with a fluid. Obviously,
a conformal mapping of the type Z(ζ) = exp(iζ), which
has a singularity at Z = 0 (or at any other previously
fixed point), fails to work in this case.
However, even in the existing version, the method can
solve many interesting problems. It is quite clear that
the examples presented here are far from exhausting the
entire variety of possible wave structures and their dy-
namics in rotating systems with nontrivial geometry.
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