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Abstract
We consider one parameter families of vector ﬁelds depending on a parameter ε such that
for ε = 0 the system becomes a rotation of R2 ×Rn around {0} ×Rn and such that for ε > 0
the origin is a hyperbolic singular point of saddle type with, say, attraction in the rotation plane
and expansion in the complementary space. We look for a local subcenter invariant manifold
extending the stable manifolds to ε= 0. Afterwards the analogous case for maps is considered.
In contrast with the previous case the arithmetic properties of the angle of rotation play an
important role.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main results
First we consider one-parameter families of vector ﬁelds on R2+n such that, for a
value of the parameter, the system becomes −x2/x1+x1/x2, with  = 0, where
x = (x1, x2) denote coordinates on R2; let z denote coordinates on Rn.
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More concretely, we study families of vector ﬁelds Xε deﬁned in some neighbourhood
of the origin by differential equations of the following form:
Xε :

x′1 = −x2 + ε(a11x1 + a12x2 + a13 · z)+ εO(|(x1, x2, z)|2)+O(ε2),
x′2 = x1 + ε(a21x1 + a22x2 + a23 · z)+ εO(|(x1, x2, z)|2)+O(ε2),
z′ = ε(a31 · x1 + a32 · x2 + a33 · z)+ εO(|(x1, x2, z)|2)+O(ε2),
(1)
where ε0 is a real parameter. We have used the following notation: if a is a linear
map and v is a vector, a · v denotes the image of v. In the variables x = x1 + ix2,
x¯ = x1 − ix2 Eq. (1) becomes
Xε :

x′ = ix + ε(b11x + b12x¯ + b13 · z)
x¯′ = −ix¯ + ε(b¯12x + b¯11x¯ + b¯13 · z)
z′ = ε(b31 · x + b¯31 · x¯ + a33 · z)
〉
+ εO(|(x, x¯, z)|2)+O(ε2), (2)
where b11 = (a11+ia21−ia12+a22)/2, b12 = (a11+ia21+ia12−a22)/2, b13 = a13+ia23
and b31 = (a31− ia32)/2. Since  = 0, we can simplify the linear terms by the change
of variables (x, x¯, z) → (u, u¯, w) deﬁned by

u = x + ε 1
i (b12x¯ + b13 · z),
u¯ = complex conjugate of the ﬁrst line,
w = z+ ε 1
i (−b31 · x + b¯31 · x¯).
(3)
It is then calculated that
u′ = iu+ εb11u
u¯′ = −iu¯+ εb¯11u¯
w′ = εa33 · w
〉
+ εO(|(u, u¯, w)|2)+O(ε2). (4)
Note that the O(ε2) terms may contain constant and linear terms in (u, u¯, w). This
kind of families shows up in the unfolding of the Hopf-zero singularity: see [5,7] for
motivation, history and description of the problem. One is interested in the case when
Re b11 < 0 (that is: a11 + a22 < 0) and when all eigenvalues of a33 have positive
real part. In this case, for ε > 0, the system is, roughly speaking, contracting in
the (x1, x2)-direction and expanding in the z-direction. The conditions above imply,
using the implicit function theorem, that there is a hyperbolic singular point pε =
(xε, x¯ε, zε) = (O(ε2),O(ε2),O(ε)) with an unstable manifold Wsε of dimension two
and a stable manifold Wuε of dimension n. For the invariant manifold theory see, for
instance, [10]. We make a translation in such a way that pε ≡ 0 becomes the origin.
We can express these invariant manifolds locally as invariant graphs.
The analogous setting for maps consists of families of diffeomorphisms that behave
as time one maps of equations of the form (2). More precisely, diffeomorphisms of
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the form
Fε(x1, x2, z) = L · (x1, x2, z)T + εfε(x1, x2, z), (x1, x2) ∈ R2, z ∈ Rn
with L =
(
G 0
0 Id
)
, where G is a rotation in R2 of angle  and the linear terms of
fε are such that Fε has a two-dimensional stable manifold near the (x1, x2)-plane and
an n-dimensional unstable manifold near the z-subspace. The stable manifold can also
be represented by an invariant graph.
A ﬁrst question is: how does the domain of deﬁnition of these graphs depend on
ε when ε ↓ 0? Note that the ‘hyperbolicity strength’ of Xε or Fε at the correspond-
ing ﬁxed point tends to zero in this case. A second question is: what happens to
these invariant graphs (and their derivatives) when ε ↓ 0? In fact, considered in the
(x1, x2, z, ε)-space we have a completely non-hyperbolic singularity at (x1, x2, z, ε) =
(0, 0, 0, 0). So we are looking for a subcenter invariant manifold.
As far as we know there is no systematic theory about subcenter manifolds and the
results in the literature always concern (up to our knowledge) very speciﬁc situations
that are not related to our results. Some works deal with the case of maps such that all
eigenvalues of their linear part at the ﬁxed point are one [11,6,8] in the two-dimensional
case and [2] in the n-dimensional one. They give sufﬁcient conditions to obtain local
subcenter manifolds that behave as stable manifolds. For three-dimensional singularities
of vector ﬁelds such that the eigenvalues of the linear part are 0, i,−i ( = 0) a
C∞ subcenter manifold (a curve) corresponding to the zero eigenvalue was obtained
in [4], assuming a certain non-ﬂatness condition; note that in this situation, by formal
normal form methods, there always is a formally invariant subcenter manifold. In [3]
this was extended to general formally invariant curves in R3.
Let us come back to the situation under study in this paper.
Concerning the unstable manifold (i.e. close to the rotation axis {(x1, x2) = (0, 0)})
we have results in the general context of diffeomorphisms, which behave like the time
one map of Xε. In fact, in [5] we give sufﬁcient conditions such that, if we write the
local unstable manifold as Wuloc,ε = graphε, then there exists a ball B(0,) ⊂ Rn
such that for all ε > 0 (sufﬁciently small) ε is deﬁned on B(0,), and such that ε
converges uniformly on B(0,) to zero together with all its derivatives.
Let us give a brief summary of these results previously proved in [5].
Theorem 1. Let U be an open set of R2+n, containing the origin, and Fε :U −→ R2+n
be a family of Cr diffeomorphisms, r1, of the form
Fε(x, z) = Lε(x, z)+ εfε(x, z), (x, z) ∈ R2 × Rn, ε ∈ [0, ε0)
with
Lε =
(
εG 0
0 Bε
)
,
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where G is a rotation in R2 of angle  ∈ (−,] \ {0}, 1 − a1εε1 − a2ε,
‖Id − B−1ε ‖b1ε, ‖B−1ε ‖1 − b2ε, with a1, a2, b1, b2 > 0, and fε(0, 0) = 0 and
Dfε(0, 0) = 0. Then, there exist  > 0 and a unique ε :B(0,) −→ R2 such that
Wuloc, = graphε. Moreover, ε satisﬁes
‖Djε‖C0(B(0,))Cε, 0jr − 1,
lim
ε↘0 ‖D
rε‖C0(B(0,)) = 0. (5)
In the C∞ case we have ‖Djε‖C0(B(0,))Cjε for all j . In both cases  is determined
only by a2, b2 and Dfε, and is independent of j .
The fact that the limit of the ε is actually zero is obtained by the exploitation of
the rotation linear part in the (x1, x2)-direction, i.e. it is important that  = 0; this
rotation causes a kind of averaging. In the cited paper we also allowed more than one
rotation, and we studied the global manifold.
On the other hand, the study of the two-dimensional stable manifold Wsε (i.e. trans-
verse to the rotation axis), which will be undertaken in this paper, is of a different
nature and requires to treat vector ﬁelds and maps separately. First we consider vector
ﬁelds; at some point we will divide the vector ﬁeld by ε, an operation that for general
diffeomorphisms might be problematical. Due to the method which we shall use below,
(a) we will get ‘Ck results for any k’ (but maybe not C∞) and (b) we restrict to one
single rotation, because in the case of several rotations our approach leads to small
divisor problems, which we intend to study in future work.
For diffeomorphisms (in contrast with Theorem 1 ‘close to the rotation axis’) the case
‘transverse to the rotation axis’ is more involved, and the result depends on a diophan-
tine condition on the angle of rotation: see Theorem 5 further on. When the mentioned
diophantine conditon is satisﬁed, the idea is to approximate the diffeomorphism by
the time one map of a vector ﬁeld, for which we then apply Theorem 2.
So let us ﬁrstly treat the case of vector ﬁelds.
In order to keep the statements concise we will assume that Xε is C∞, but results
in the ﬁnitely smooth category could also be formulated. We write (2) in the form of
Xε :

x′ = ix + εR0(x, x¯, z)
x¯′ = complex conjugate of the ﬁrst line
z′ = εS0(x, x¯, z)
〉
+O(ε2). (6)
Let Yε,0 be the vector ﬁeld Xε truncated at order ε expressed in cylindrical coordi-
nates:
Yε,0 :

r ′ = εRe(R0(x, x¯, z)e−i),
′ = + ε
r
Im(R0(x, x¯, z)e−i),
z′ = εS0(x, x¯, z),
(7)
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where in the right-hand side of formula (7), x = rei and x¯ = re−i. Let Y 0 be the
auxiliary system
Y 0 :
{
r ′ = C1(r, z),
z′ = C3(r, z), (8)
where
C1(r, z) = 12
∫ 2
0
Re(R0(x, x¯, z)e−i) d, C3(r, z) = 12
∫ 2
0
S0(x, x¯, z) d.
We will see that C1(r, z) and C3(r, z) are odd and even with respect to r , respectively.
Let D1,D3 be such that C1(r, z) = rD1(r2, z) and C3(r, z) = D3(r2, z). Let  = r2
and consider
Z0 :
{
′ = 2D1(, z),
z′ = D3(, z). (9)
The linear part of Z0 at zero is
(
(a11 + a22)/2 0
0 a33
)
.
Hence, (0, 0) is a hyperbolic equilibrium point for Z0 and it has a one-dimensional sta-
ble invariant manifold tangent to the -axis at 0, M˜s , which can be locally represented
as the graph of a function h˜s : (−R,R)→ Rn. Consequently Y 0 has a one-dimensional
stable manifold tangent to the r-axis, Ms , which can be represented as z = hs(r) =
h˜s(r2).
The following theorems are the main results concerning vector ﬁelds. The ﬁrst one
deals with the limit behaviour of the local stable manifold and the second one with
the limit behaviour of the global one.
Theorem 2. Let Xε :U ⊂ R2+n −→ R2+n, ε ∈ [0, ε0), 0 ∈ U be a family of C∞
vector ﬁelds of the form (1) such that Xε(0) = 0. Assume that
(i)  = 0;
(ii) a11 + a22 < 0;
(iii) all eigenvalues of a33 have positive real part.
Let h :B(0, R) ⊂ R2 → Rn be deﬁned by h(x) = hs(|x|), where Msloc = graph hs and
Ms is the stable manifold of (8). Let k be a given positive integer. Then,
(a) if we represent the stable manifold of (1) locally as WsXε,loc = graphε, there
exists ε0 > 0 such that ε is deﬁned on B(0, R) for all ε ∈ (0, ε0);
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(b) ε converges to h uniformly on B(0, R) for ε ↓ 0 together with all its derivatives
up to order k, more precisely:
sup
x∈B(0,R)
|Djε(x)−Djh(x)| = O(ε), 0jk.
Moreover, h is rotationally symmetric, that is, |x| = |x′| ⇒ h(x) = h(x′).
Theorem 3. Let p ∈Ms ∩U and let V be a neighbourhood of p such thatMs ∩V =
graph g, with g :U0 ⊂ R2 → Rn. (Here graph means a set of the form {(g1(x), . . . , x1,
. . . , x2, . . . , gn(x)) | x = (x1, x2) ∈ U0}.) Let k ∈ N. Then there exist ε0 > 0 and  > 0
such that if 0 < ε < ε0, WsXε can be represented, locally near p, as a graph of a
function ε :U0 −  ⊂ R2 → Rn and
sup
x∈U0−
|Djε(x)−Djg(x)| = O(ε), 0jk.
We have analogous results for maps with an analyticity condition and a diophantine
condition on the angle  of rotation. We also present an example with a rotation of
angle  for which the conclusion of the main result does not hold, showing that a
condition on  is really necessary. The precise statement of these results is deferred to
Section 8.
The outline of this paper is as follows: in Section 2 we apply standard normal
form techniques, and in Section 3 we put the system in cylindrical coordinates, then
the system is averaged and next the reduced equations are considered. At this point,
the resulting vector ﬁeld is divided by ε and the standard stable manifold can be
constructed. Section 4 is devoted to study the transformation of graphs by close to
the identity maps and Section 5 to study the closeness of invariant manifolds of close
maps. Section 6 ﬁnishes the proof of Theorem 2 translating the previous construction
back to the original vector ﬁeld (1). Section 7 ﬁnishes the proof of Theorem 3 and
ﬁnally Section 8 deals with the case of maps.
2. Normal form
In this section, we use standard techniques to put system (1) into a normal form with
respect to (x, x¯). To study the behaviour of the higher order derivatives it is important
to pass to normal form variables. Since we will change to cylindrical coordinates we
are interested in having as many terms as possible in a rotationally symmetric form,
in order to avoid, later on, changes of variables containing non-smooth terms like, for
example, f (x1, x2) = x21x2/(x21+x22 ). For practical computations, it is more convenient
to work with Eq. (2). In the next proposition the number M should be interpreted as
an integer ‘as big as desired’.
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Proposition 1. Let M be a given positive integer. System (2) is conjugated to a vector
ﬁeld Xε,M deﬁned by equations of the form
Xε,M :

x′ = ix + ε∑12q+1M aq(z)(xx¯)qx + εRM(x, x¯, z)+O(ε2),
x¯′ = complex conjugate of the ﬁrst line,
z′ = ε∑02qM cq(z)(xx¯)q + εSM(x, x¯, z)+O(ε2)
(10)
by means of a ﬁnite number of changes of variables, which are of the form (x, z) →
(x + εBpq(z)xpx¯q, z) and (x, z) → (x, z + εDpq(z)xpx¯q), where Bpq,Dpq are C∞
functions of z. Moreover, the following properties hold: the functions aq, RM, cq and
SM are C
∞ and
(a) (RM, SM)(x, x¯, z) = O(|(x, x¯)|M+1);
(b) a0(0) = b11;
(c) Dc0(0) = a33.
Proof (Sketch). We start by developing (2) as
Xε :

x′ = ix + ε(a0(z)x + A01(z)x¯)+ εO(|(x, x¯)|2)+O(ε2),
x¯′ = complex conjugate of the ﬁrst line,
z′ = εc0(z)+ ε(C10(z)x + C01(z)x¯)+ εO(|(x, x¯)|2)+O(ε2),
(11)
where a0(z) = εDxX1(0, 0, z)|ε=0, c0(z) = εX3(0, 0, z)|ε=0 are C∞ functions and
analogously A01, C10 and C01.
The change of variables
(x, z) →
(
x + ε 1
2i
A01(z)x¯, z+ ε 1
i
(−C10(z)x + C01(z)x¯)
)
=: (u,w)
transforms (11) into
Xε,1 :

u′ = iu+ εa0(w)u+ εO(|(u, u¯)|2)+O(ε2),
u¯′ = complex conjugate of the ﬁrst line,
w′ = εc0(w)+ εO(|(u, u¯)|2)+O(ε2).
(12)
Let us rename (u, u¯, w) as (x, x¯, z). It is clear that we can go on by induction and
that we can ‘remove’ a term of the form εApq(z)xpx¯q in the equation for x′ by means
of a change of variables
x → x + ε A
pq(z)
i(q + 1− p)x
px¯q (13)
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except when q + 1 = p. Similarly, for a term εCpq(z)xpx¯q in the equation for z′ we
consider changes
z → z+ ε C
pq(z)
i(q − p)x
px¯q,
which permit to remove these terms except when q = p. 
3. Averaging and reduction
3.1. Cylindrical coordinates
Let Xε,M,T be the vector ﬁeld obtained from Xε,M dropping the O(ε2) terms. We go
on with the vector ﬁeld Xε,M,T and use polar coordinates for x = x1 + ix2 ∈ C = R2;
that is we write x = rei. We denote by P the change of (x, x¯, z) = P(r, , z). We
call Yε,M the transformed system
Yε,M :

r ′ = ε∑12q+1M Re aq(z)r2q+1 + εRe(RM(x, x¯, z)e−i),
′ = + ε∑12q+1M Im aq(z)r2q + ε 1r Im(RM(x, x¯, z)e−i),
z′ = ε∑02qM cq(z)r2q + εSM(x, x¯, z).
(14)
Let us abbreviate the coefﬁcients of ε in the right-hand side of (14) as follows:
B1(r, , z) =
∑
12q+1M
Re aq(z)r2q+1 + Re(RM(x, x¯, z)e−i), (15)
B2(r, , z) =
∑
12q+1M
Im aq(z)r2q + 1
r
Im(RM(x, x¯, z)e−i), (16)
B3(r, , z) =
∑
02qM
cq(z)r
2q + SM(x, x¯, z) (17)
with x = rei and x¯ = re−i.
3.2. Averaging
Let B = (B1, B2, B3). Obviously B is 2-periodic in . We denote its average by
C(r, z) = 1
2
∫ 2
0
B(r, , z) d. (18)
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Lemma 1. There exists a C∞ change of variables (r, , z) = avε,M(,	, 
) of the
form 
r = + εh1(,	, 
),
 = 	+ εh2(,	, 
),
z = 
+ εh3(,	, 
)
(19)
that transforms Eq. (14) into
Y¯ε,M :

′ = εC1(, 
)+O(ε2),
	′ = + εC2(, 
)+O(ε2),

′ = εC3(, 
)+O(ε2).
(20)
Proof. We consider the solution h = (h1, h2, h3) of the differential equation
h

(r, , z) = 1

(B(r, , z)− C(r, z)) (21)
with initial condition h(r, 0, z) = 0, that is to say:
h(r, , z) = 1

∫ 
0
B(r,, z) d− 1

C(r, z). (22)
Obviously h(r, 0, z) = h(r, 2, z) = 0. We pass to the new variables (,	, 
) deﬁned
by (19) and get
′ = r ′ − ε1h1(r, , z)r ′ − ε2h1(r, , z)′ − ε3h1(r, , z)z′ +O(ε2)
= εB1(r, , z)− ε2h1(r, , z)+O(ε2)
= εB1(,	, 
)− ε2h1(,	, 
)+O(ε2)
= εC1(, 
)+O(ε2), (23)
where the O(ε2) term may depend on . In an analogous way we obtain
	′ = + εC2(, 
)+O(ε2),

′ = εC3(, 
)+O(ε2). 
Proposition 2. The vector ﬁeld C(, 
) is independent of M .
Proof. We call BM the function deﬁned by (15)–(17) and CM the one deﬁned by (18),
expressing explicitly the dependence on M . For the sake of concreteness we assume
P. Bonckaert, E. Fontich / J. Differential Equations 214 (2005) 128–155 137
that M is even, the other case being analogous. When we compute the normal form,
to pass from the step M to the step M + 1 we write
RM(x, x¯, z) =
∑
j+1=M+1
Aj1(z)xj x¯1 + RM+1(x, x¯, z).
Applying changes of variables of the form (13) to Xε,M we get Xε,M+1 whose ﬁrst
component is
ix + ε
∑
12q+1M
aq(z)(xx¯)
qx + ε
∑
2q+1=M+1
Aq(z)(xx¯)
qx
+ εRM+1(x, x¯, z)+O(ε2).
Then
BM+11 (r, , z) = Re
∑
12q+1M+1
aq(z)r
2q+1 + Re(RM+1(x, x¯, z)e−i).
Hence, BM+11 (r, , z)−BM1 (r, , z) =
∑
j+1=M+1,j =1+1 Re(Aj1(z)xj x¯1e−i) and there-
fore CM+11 (r, z) − CM1 (r, z) = 0. Analogously, we obtain CM+1j (r, z) − CMj (r, z) = 0
for j = 2, 3. 
Lemma 2. We use the notations of (19). Denote also x˜ = ei	 and remember that
x = rei. The change of variables Sε,M = P ◦ avε,M ◦P−1 : (x˜, 
) → (x, z) is of class
CM .
Proof. We have
x =
[
x˜ + εh1(,	, 
) x˜
]
eiεh2(,	,
)
and we use the formulas in (22) and (15)–(17); the angle-independent terms drop out
and we get
h1(,	, 
) = 1
∫ 	
0
Re(RM(x˜, ¯˜x, 
)e−i) d
− 1

	
2
∫ 2
0
Re(RM(x˜, ¯˜x, 
)e−i) d. (24)
It follows that h1(,	, 
) = O(M+1). Analogously h2(,	, 
) = O(M). Outside
 = 0 all functions depend C∞ on (x˜, 
) (since taking cylindrical coordinates is
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a local diffeomorphism there). For the behaviour near  = 0 we ﬁrst remark that
[x˜+εh1(,	, 
) x˜ ]eiεh2(,	,
)−x˜ is a function of the form g(x˜, 
) = M+1f (, x˜/, 
),
where f is C∞ in its variables. For  ∈ R2 we calculate
1g(x˜, 
) ·  = (M + 1)M
〈
x˜

,
〉
f (, x˜/, 
)+ M+1
(
1f
(
,
x˜

, 

)
·
〈
x˜

,
〉
+ 2f
(
,
x˜

, 

)
·
(


− 〈x˜,〉x˜
3
))
and this is of the form 1g(x˜, 
) = Mf1(, x˜/, 
), where f1 is some C∞ map. Also,
2g(x˜, 
) = M3f (, x˜/, 
). Hence, we can go on by induction and conclude that
an M derivative of g is of the form fM(, x˜/, 
) with fM of class C∞, and hence
it is continuous. Therefore, g is of class CM . A similar argument applies to the map
(x˜, 
) → z. 
3.3. The reduced system
Consider the vector ﬁeld Y 0 deﬁned by
Y 0 :
{
′ = C1(, 
),

′ = C3(, 
), (25)
which we could call the reduced system.
Note that, given a continuous function F , a function of the form
G(R) =
∫ 2
0
F(Rei, Re−i) d
is even in R and a function of the form
G˜(R) =
∫ 2
0
F(Rei, Re−i)ei d
is odd. If we apply this principle to C in (18) and use (15)–(17), then it is calculated
that C1(, 
) and C3(, 
) are odd and even in , respectively. We also notice for later
use that C2(, 
) is even. Hence, it is more natural to consider the new variable  = 2
and to write C1(, 
) = D1(2, 
) and C3(, 
) = D3(2, 
) for some maps D1,D3.
Then (25) becomes {
′ = 2D1(, 
),

′ = D3(, 
). (26)
A direct calculation shows that D1(0, 0) = Re a0(0) = Re b11 = (a11 + a22)/2 and
that 2D3(0, 0) = Dc0(0) = a33. Hence, because of assumptions (ii) and (iii) in
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Theorem 2 the point (, 
) = (0, 0) is a hyperbolic singularity for (26) of saddle type,
and we know that there exists a unique C∞ stable invariant manifold M˜s , which we
locally express as the graph of a map, say h˜s . More precisely, there exists a radius
R > 0 and a C∞ map h˜s :B(0, R) ⊂ R2 → Rn such that the local stable manifold of
(26) is given by M˜sloc = graph h˜s .
4. Transformation of graphs by close to the identity changes
In this subsection we establish the following result:
Lemma 3. Let Tε :U ⊂ R2+n −→ R2+n, ε ∈ [0, ε0) be a near identity Ck change of
variables of the form
Tε(x, z) = (x, z)+ ε
(
T 1ε (x, z), T
2
ε (x, z)
)
with
∥∥(T 1ε , T 2ε )∥∥Ck(U) bounded, and let
Mε = graphε = {(1,ε(x), . . . , x1, . . . , x2, . . . ,n,ε(x)) | x ∈ U0},
where ε :U0 ⊂ E1 −→ E2 is a Ck function and E1 is a two-dimensional subspace of
R2+n, which contains two coordinate axes and E2 is an n-dimensional subspace that
contains the remaining coordinate axis, U0 is a bounded set and ‖ε‖Ck(U0) is bounded.
Then, given 1 > 0, if ε is small there exist a Ck function ε :U0 − 1 ⊂ E1 → E2
and ε0 such that if 0 < ε < ε0, graph ε ⊂ Tε(graphε |U0) and
sup
x∈U0−1
|Djε(x)−Djε(x)| = O(ε), 0jk − 1, (27)
lim
ε→0 supx∈U0−1
|Dkε(x)−Dkε(x)| = 0. (28)
Proof. Let j :R2 × Rn → Ej with j = 1, 2 denote the projections onto E1 and E2,
respectively. For ε sufﬁciently small the map
ε(x) = 1Tε(x,ε(x)) = x + εT 1ε (x,ε(x))
is a diffeomorphism from U0 to its image in E2. Since it is near the identity, given
1 > 0, if ε is small, the range U0 contains U0−1. Its inverse has the form −1ε (x) =
x + εGε(x) with ‖Gε‖Ck bounded. In terms of this notation, we have that the relation
Tε(x˜,ε(x˜)) = (x, z) holds if and only if z = 2 ◦Tε(−1ε (x),ε(−1ε (x))). The graph
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of ε :U0 − 1 → E2 deﬁned by
ε(x)=2 ◦ Tε
(
−1ε (x),ε
(
−1ε (x)
))
=ε
(
−1ε (x)
)
+εT 2ε
(
−1ε (x),ε
(
−1ε (x)
))
is contained in TεMε.
Since ‖−1ε − Id‖Ck = O(ε), for 0jk we have
|Djε(x)−Djε(x)| = |Djε(x)−Dj(ε ◦ −1ε )(x)|
+ε
∣∣∣Dj [T 2ε (−1ε (x),ε(−1ε (x)))]∣∣∣
and hence we deduce the statement. 
5. How close are the invariant manifolds: about O(1+) perturbations
In this section we study families of diffeomorphisms, which generalize the time
one map of the vector ﬁeld Xε in Section 1. For ε = 0 the map may be non-
hyperbolic, but for ε > 0 the linear approximation has a contracting and an expanding
direction.
Let Fε and Gε be two one-parameter families of Cr diffeomorphisms, 1r < ∞,
on some ﬁxed neighbourhood of the origin in a product space E = Es ×Eu. Suppose
that Fε is of the following form:
Fε = Lε + εf + ε1+f˜ ,
where
(a) Lε =
(
Aε 0
0 Bε
)
is a linear transformation of Es × Eu, with Bε invertible;
(b) f and f˜ are Cr with Lipschitz rth derivative and f, f˜ may depend on ε (we omit
this in the notation for shortness).
We further assume the following properties:
(c) there exists b > 0 such that max {‖Aε‖, ‖B−1ε ‖} e−bε;
(d) the Lipschitz constant Lip f of f satisﬁes Lip f < b/3;
(e) Gε − Fε = O(ε1+) for some  > 0.
Under the previous conditions, from Theorem 2.1 of [5] applied to F−1ε , we deduce
that the local stable manifold of Fε can be represented by the invariant graph of a Cr
map ε from an independent of ε neighbourhood of 0 in Es , say B(0,), to Eu and
Lipε1. Condition (e) implies that Gε can be written as Gε = Lε + εf + ε1+g˜ for
some function g˜ and therefore satisﬁes the same properties that Fε does. Hence, its
local stable manifold can also be represented by the invariant graph of a Cr map ε
from B(0,) ⊂ Es to Eu, with Lipε1.
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Theorem 4. Under conditions (a)–(e) there exists a ball B(0, R) ⊂ Es such that for
0kr
sup
x∈B(0,R)
|Dkε(x)−Dkε(x)| = O(ε). (29)
Remarks 1. (i) As stated in (b), it is allowed that f and f˜ depend on ε; this will
have no inﬂuence on the proof, so in order not to clutter up the symbols we omit this
in the notation.
(ii) Lε consists of linear terms; for the vector ﬁeld Xε we ﬁrst apply the change of
variables in (3), so we can take a13 = a23 = a31 = a32 = 0 and then for its time one
map we can take
Lε = exp
 0 − 0 0 0
0 0 0
+ ε
 a11 a12 0a21 a22 0
0 0 a33
 .
(iii) f˜ is allowed to contain linear terms.
(iv) One can think of f being some nonlinear term with a ‘small’ Lipschitz constant:
see condition (d).
(v) The results generalize the local statement of Theorem A in [9] in the sense that
here we allow more general linear parts for Fε and Gε.
Proof of Theorem 4 (interrupted by some lemmas). First we treat the case of k = 0.
With respect to the product Es×Eu we write Fε = (F sε , F uε ) and similarly for Gε, f, f˜ .
In Es × Eu we take the norm |(xs, xu)| = max(|xs |, |xu|). Invariance of the graph of
ε for Fε means that
Fuε (x,ε(x)) = ε(F sε (x,ε(x)))
or more explicitly
Bε · ε(x)+ εf u(x,ε(x))+ ε1+f˜ u(x,ε(x))
= ε(Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x))). (30)
Note that, if ε > 0, the map x → Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x)) contracts
each sufﬁciently small domain near 0 ∈ Es into itself.
We proceed for Gε in a similar way and we obtain
Bε · ε(x)+ εf u(x,ε(x))+ ε1+g˜u(x,ε(x))
= ε(Aε · x + εf s(x,ε(x))+ ε1+g˜s(x,ε(x))). (31)
142 P. Bonckaert, E. Fontich / J. Differential Equations 214 (2005) 128–155
Let us subtract both sides of equalities (30) and (31); this gives us the equality
Bε · (ε(x)− ε(x)) = ε(Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x)))
−ε(Aε · x + εf s(x,ε(x))+ ε1+g˜s(x,ε(x)))
−ε(f u(x,ε(x))− f u(x,ε(x)))
−ε1+(f˜ u(x,ε(x))− g˜u(x,ε(x))). (32)
For each x we know that
|(ε − ε)(x)| = |B−1ε Bε(ε − ε)(x)|
 ‖B−1ε ‖ |Bε(ε − ε)(x)|, (33)
in which we recognize the left-hand side of (32). So let us now estimate the right-hand
side, abbreviated RHS (32). For that purpose we rewrite this a bit and add and subtract
some additional terms:
RHS(32) = ε(Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x)))
−ε(Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x))) (34)
−ε(Aε · x + εf s(x,ε(x))+ ε1+g˜s(x,ε(x)))
+ε(Aε · x + εf s(x,ε(x))+ ε1+g˜s(x,ε(x))) (35)
+ε(Aε · x + εf s(x,ε(x))+ ε1+f˜ s(x,ε(x)))
−ε(Aε · x + εf s(x,ε(x))+ ε1+g˜s(x,ε(x))) (36)
−εf u(x,ε(x))+ εf u(x,ε(x)) (37)
−ε1+f˜ u(x,ε(x))+ ε1+f˜ u(x,ε(x)) (38)
+ε1+g˜u(x,ε(x))− ε1+f˜ u(x,ε(x)). (39)
We estimate (34)–(39) separately now. Since, as we have mentioned, Lipε1 we
ﬁrst obtain
|(34)|  Lipε(ε|f s(x,ε(x))− f s(x,ε(x))|
+ε1+|f˜ s(x,ε(x))− f˜ s(x,ε(x))|)
 (ε Lip f s + ε1+ Lip f˜ s)‖ε − ε‖0, (40)
where ‖ · ‖0 denotes the supremum (C0) norm on B(0,). Next
|(35)|‖ε − ε‖0. (41)
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Also
|(36)|  Lipεε1+|f˜ s(x,ε(x))− g˜s(x,ε(x))|
 ε1+‖f˜ s − g˜s‖0, (42)
where here the supremum is taken on a ball of R2+n. We continue with
|(37)|ε Lip f u‖ε − ε‖0 (43)
and further
|(38)|ε1+ Lip f˜ u‖ε − ε‖0 (44)
and ﬁnally
|(39)|ε1+‖f˜ u − g˜u‖0. (45)
We combine these bounds and obtain
|RHS(32)| 
(
1+ ε Lip f s + ε Lip f u + ε1+ Lip f˜ s + ε1+ Lip f˜ u
)
×‖ε − ε‖0 + ε1+‖f˜ s − g˜s‖0 + ε1+‖f˜ u − g˜u‖0
 (1+ 2ε Lip f + 2ε1+ Lip f˜ )‖ε − ε‖0 + 2ε1+‖f˜ − g˜‖0.
(46)
From (46) and (33), and taking the supremum over all x in B(0,):
‖ε − ε‖0
‖B−1ε ‖
(
(1+ 2ε Lip f + 2ε1+ Lip f˜ )‖ε − ε‖0 + 2ε1+‖f˜ − g˜‖0
)
e−bε(1+ 2ε Lip f + 2ε1+ Lip f˜ )‖ε − ε‖0 + 2ε1+‖f˜ − g˜‖0
(e−bε + 2ε Lip f + 2ε1+ Lip f˜ )‖ε − ε‖0 + 2ε1+‖f˜ − g˜‖0.
We move terms containing ‖ε − ε‖0 to the left-hand side:
‖ε − ε‖0
(
1− e−bε − 2ε Lip f − 2ε1+ Lip f˜
)
2ε1+‖f˜ − g˜‖0 (47)
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and now we divide both sides by ε:
‖ε − ε‖0
(
1− e−bε
ε
− 2 Lip f − 2ε Lip f˜
)
ε‖f˜ − g˜‖0. (48)
The expression between brackets in the left-hand side of (48) has limit b−Lip f when
ε ↓ 0. Take a ﬁxed c ∈ (0, b − 2Lip f ). Then for ε sufﬁciently small we have
‖ε − ε‖0
ε
c
‖f˜ − g˜‖0. (49)
This proves the theorem for k = 0. For k = 1 we use the tangent map [1,9]. Let us
recall this concept. If, in general, a map f :U ⊂ E → F is differentiable on U , then
the tangent map is Tf :U × E → F × F : (u, v) → (f (u),Df (u) · v). Note that the
operator T acts linearly.
Lemma 4. The maps T Fε, TGε are of the same type as Fε,Gε, replacing r by r − 1,
and their invariant graphs are Tε, respectively, Tε.
Proof. The last statement was already proved in [9]. With respect to the splitting
Es × Eu × Es × Eu we have
T Fε((x, z), (, 
)) = (Aε · x + εf s(x, z)+ ε1+f˜ s(x, z),
Bε · z+ εf u(x, z)+ ε1+f˜ u(x, z),
Aε · + εDf s(x, z) · (, 
)+ ε1+Df˜ s(x, z) · (, 
),
Bε · 
+ εDf u(x, z) · (, 
)+ ε1+Df˜ u(x, z) · (, 
)).
(50)
The ‘new’ space, corresponding to the ‘old’ Es consists of the (x, ) variables, and
similarly for the (z, 
) variables. So Es × Es , respectively, Eu × Eu, take over the
role of Es , respectively, Eu. The only non-trivial point that must be checked is the
Lipschitz properties of (x, z, , 
) → Df (x, z) · (, 
) i.e.
|Df (x, z) · (, 
)−Df (x′, z′) · (′, 
′)|
 |Df (x, z) · (, 
)−Df (x, z) · (′, 
′)|
+|Df (x, z) · (′, 
′)−Df (x′, z′) · (′, 
′)|
 |Df (x, z)||(, 
)− (′, 
′)| + LipDf |(x, z)− (x′, z′)| |(, 
)|. (51)
From (51) we immediately deduce that if we restrict (, 
) to a sufﬁciently small
neighbourhood of 0 we can get the Lipschitz constant of Tf as small as needed. 
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So we can apply conclusion (29) for k = 0 to these tangent maps and get (perhaps
on some smaller domain) ‖Tε − Tε‖0 = O(ε), or equivalently∥∥∥∥T (ε − εε
)∥∥∥∥
0
= O(1)
i.e. it is bounded for ε ↓ 0.
Lemma 5. For a general family of maps ε deﬁned on U with ‖ε‖0 = O(1) we
have ‖Tε‖0 = O(1) if and only if ‖Dε‖0 = O(1) for ε ↓ 0. Here, the sup norms
are taken over u ∈ U and |v| for some  > 0.
Proof. From
|Tε(u, v)| = max(|ε(u)|, |Dε(u) · v|) (52)
we infer that ‖Tε‖0O(1)+ ‖Dε‖0. Conversely,
‖Dε(u)‖ = sup
|w|<1
|Dε(u) · w| = 1 sup|v|<
|Dε(u) · v| 1‖Tε‖0.
From this the lemma follows. 
Lemma 6. With the same notations as in the preceding lemma we have ‖T kε‖0 =
O(1) if and only if ‖Dkε‖0 = O(1) for ε ↓ 0.
Proof. We proceed by induction on k: suppose that the result is true for k−1. Suppose
that T kε = T k−1(Tε) = O(1). Then, by induction hypothesis, Dk−1(Tε) = O(1).
On the other hand
Dk−1(Tε(u, v)) = Dk−1(ε(u),Dε(u) · v)
= (Dk−1ε(u),Dkε(u) · v + (k − 1)Dk−1ε(u)).
From this the right implication follows. The converse direction goes the same
way. 
The proof of Theorem 4 is then ﬁnished by applying Lemma 4 inductively and by
using Lemma 6 on ε = (ε − ε)/ε. 
6. Proof of Theorem 2
We call Y¯ε,M,T the vector ﬁeld obtained from Y¯ε,M deﬁned in (20) dropping the
terms of order ε2. The graph M := {(, , 
) | || < R, 
 = hs()} is invariant for
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Y¯ε,M,T for any ε0, since the projection of Y¯ε,M,T to the (, 
)-components is equal
to (25) up to a factor ε. Recall the following relations:
Yε,M = P ∗Xε,M,T ,
Y¯ε,M = av∗ε,MYε,M.
Then, using the deﬁnition of Sε,M in Lemma 2, we can write
(P−1)∗Y¯ε,M,T = (P−1)∗
(
Y¯ε,M +O
(
ε2
))
=
(
P−1
)∗
av∗ε,MYε,M +
(
P−1
)∗ (
O
(
ε2
))
= S∗ε,M ◦
(
P−1
)∗
Yε,M +
(
P−1
)∗ (
O
(
ε2
))
= S∗ε,MXε,M,T +
(
P−1
)∗ (
O
(
ε2
))
.
We note that
(
P−1
)∗
Y¯ε,M,T is a C∞ vector ﬁeld. Indeed, to compute it explicitly we
use x = ei, z = 
. We obtain
x′ = ′ei + iei′ = εC1(, 
)ei + iei[+ εC2(, 
)]
= εD1(2, 
)ei + iei[+ εD2
(
2, 

)
]
= εxD1(xx¯, z)+ ix + iεxD2(xx¯, z)
and
z′ = 
′ = εC3(, 
) = εD3(2, 
) = εD3(xx¯, z).
On the other hand, by Lemma 2, Sε,M is CM and hence S∗ε,MXε,M,T is CM−1. Also,
recall that the stable manifold of a vector ﬁeld coincides with the stable manifold of
its time one map. The time one maps of (P−1)∗Y¯ε,M,T and S∗ε,MXε,M,T satisfy the
conditions of Theorem 4 with  = 1 and r = M − 2. Therefore, the local stable
manifold of the time one map of S∗ε,MXε,M,T can be written as the graph of a function
ε,M such that
‖ε,M − h‖CM−2(B(0,R)) = O(ε)
for some R independent of ε. Since Sε,M is O(ε)-close to the identity, by Lemma 3 the
local stable manifold of Xε,M,T can be written as the graph of ε,M :B(0, R−1)→ Rn
such that
‖ε,M − ε,M‖CM−3(B(0,R−1)) = O(ε).
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We take M = k + 3. Since ‖Xε,M,T − Xε,M‖Ck+2 = O(ε2), by Theorem 4 again
applied to the corresponding time one maps, we have that the corresponding local
stable manifolds are O(ε)-close in the Ck+1 topology. Finally, since we pass from Xε
to Xε,M by the close to the identity change to normal form, by Lemma 3 their local
stable manifolds are O(ε)-close to each other in the Ck topology. The same holds in
the original (x1, x2, z) variables because the change from them to (x, x¯, z) is just a
linear change in the linear stable subspace, where the functions ε and h are deﬁned.
7. Proof of Theorem 3
The vector ﬁeld (P−1)∗Y¯ε,M,T has the invariant manifold Ms . In the proof of The-
orem 2 we have seen that
‖S∗ε,MXε,M,T −
(
P−1
)∗
Y¯ε,M,T ‖CM−1 = O
(
ε2
)
, (53)
which is valid not only locally but in the domain of those vector ﬁelds.
Consider the time one maps T1,ε and T2,ε of S∗ε,MXε,M,T and (P−1)∗Y¯ε,M,T , respec-
tively. We have that T1,ε and T2,ε are ε-close to the rotation of angle  in the x-plane,
and that (53) implies ‖T1,ε − T2,ε‖CM−2 = O(ε2). Moreover, the linear parts of the
vector ﬁelds at the origin coincide and consequently the same is true for the linear
parts of T1,ε and T2,ε. Therefore, the eigenvalues of T1,ε and T2,ε also coincide. We
see that T1,ε and T2,ε meet the hypotheses of Theorem A of [9] except that they are
not close to the identity but instead are close to a rotation. Following the proof of that
theorem, we realize that actually what is really used is that the linear part of the maps
restricted to the stable subspace have norm one, and hence the conclusions of the theo-
rem remain true under these modiﬁed conditions that satisfy T1,ε and T2,ε. We remark
that we use this theorem because its conclusion applies to the global manifolds. Since
the invariant manifolds of time one maps coincide with the ones of the corresponding
vector ﬁelds, we can state that near p, the stable manifold of S∗ε,MXε,M,T is the graph
of a function 1ε :U0 − 1 ⊂ R2 → Rn for some 1 > 0 and
sup
x∈U0−1
|Dj1ε(x)−Djg(x)| = O(ε), jM − 3.
On the other hand, by Lemma 3, the invariant manifold of Xε,M,T is Sε,M(graph1ε) =
graph(2ε), for some 
2
ε :U0 − 2 ⊂ R2 → Rn with ‖2ε − 1ε‖CM−3(U0−2) = O(ε).
Moreover, using the same argument as before, by Theorem A in [9], since ‖Xε,M,T −
Xε,M‖CM+2 = O(ε2), the invariant manifold of Xε,M is the graph of 3ε :U0 − 3 ⊂
R2 → Rn, which is O(ε)-close to 2ε in the CM+1 topology.
Let CM denote the change to normal form. Since it is close to the identity, by
Lemma 3 the stable manifold of Xε is CM(3ε) and it is the graph of ε :U0 − 4 ⊂
R2 → Rn and ‖ε − 3ε‖CM = O(ε).
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Finally, taking M = k + 3
‖ε − g‖Ck(U0−4)  ‖ε − 3ε‖Ck+3(U0−4) + ‖3ε − 2ε‖Ck+2(U0−3)
+‖2ε − 1ε‖Ck(U0−2) + ‖1ε − g‖Ck(U0−1) = O(ε).
Obviously, the last property remains true in the original (x1, x2, z) variables. This
ﬁnishes the proof.
8. The stable manifold for maps
Let Fε :U ⊂ R2+n −→ R2+n be a family of diffeomorphisms having the form
Fε(x1, x2, z) = L · (x1, x2, z)T + εfε(x1, x2, z), (x1, x2) ∈ R2, z ∈ Rn (54)
with
L =
(
G 0
0 Id
)
,
where G is a rotation in R2 of angle  ∈ (−,] \ {0} and fε(0, 0, 0) = (0, 0, 0),
fε(x1, x2, z) = f0(x1, x2, z)+O(ε). We write Df0(0, 0, 0) = (aij )1 i,j3.
As in previous sections, it is convenient to introduce the complex notation x =
x1 + ix2. In the (x, x¯, z) variables we have
Fε(x, x¯, z) =
 eix + εf˜ 1ε (x, x¯, z)complex conjugate of the ﬁrst line
z+ εf˜ 3ε (x, x¯, z),
 ,
where Df˜0(0, 0, 0) = (bij )1 i,j3 with b11 = (a11 + a22 + i(a21 − a12))/2, b12 =
(a11 − a22 + i(a21 + a12))/2, b13 = a13 + ia23, b31 = (a31 − ia32)/2 and b32 =
(a31 + ia32)/2. We change to cylindrical coordinates:
Fε(r, , z) =
 r + εRe[f˜
1
ε (re
i, re−i, z)e−i(+)] +O (ε2)
+ + ε
r
Im[f˜ 1ε (rei, re−i, z)e−i(+)] +O
(
ε2
)
z+ εf˜ 3ε
(
rei, re−i, z
)
.
 .
We consider the average of Re
[
f˜ 10 e
−i(+)
]
and f˜ 30 :
E1(r, z) = 12
∫ 2
0
Re
[
f˜ 10
(
rei, re−i, z
)
e−i(+)
]
d,
E3(r, z) = 12
∫ 2
0
f˜ 30
(
rei, re−i, z
)
d
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and the auxiliary differential equation
Y 0 :
{
r ′ = E1(r, z),
z′ = E3(r, z). (55)
By the argument in Subsection 3.3, E1(r, z) and E3(r, z) are odd and even with
respect to r , respectively. Moreover, denoting E = (E1, E3)
DE(0, 0) =
(
Re(b11e−i) 0
0 a33
)
.
We will assume that Re(b11e−i) < 0 and that a33 is a repeller. Therefore, (0, 0) will
be a hyperbolic equilibrium point for Y 0 and it will have a one-dimensional stable
invariant manifold tangent to the r-axis at 0, Ms . Locally, it will be represented as
the graph of a function hs : (−R,R) → Rn, which, by the same arguments as in the
case of vector ﬁelds, has the form of hs(r) = h˜s(r2).
The main result concerning maps is
Theorem 5. Let U be an open set of R2+n, 0 ∈ U , and let Fε :U ⊂ R2+n −→ R2+n,
ε ∈ [0, ε0) be a family of C∞ maps of the form (54) such that f0 is analytic. Assume
that
(i)  satisﬁes the diophantine condition
∣∣∣∣ 2 − mn
∣∣∣∣  c|n| , ∀m, n ∈ Z, n = 0; (56)
(ii) (a11 + a22) cos− (a21 − a12) sin  = Re(b11e−i) < 0;
(iii) all eigenvalues of a33 have positive real part.
Let h :B(0, R) ⊂ R2 → Rn be deﬁned by h(x) = hs(|x|) = h˜s(|x|2), where graph hs
is the invariant graph for Y 0 deﬁned in (55), and let k be a given positive integer.
Then, there exists ε0 > 0 such that the stable manifold of Fε can be represented as
the graph of ε :B(0, R)→ Rn for ε ∈ (0, ε0) and
sup
x∈B(0,R)
|Djε(x)−Djh(x)| = O(ε), 0jk.
Moreover, h is rotationally symmetric, that is, |x| = |x′| ⇒ h(x) = h(x′).
Before we proceed with the proof of the theorem, we establish the existence of a
vector ﬁeld whose time one map approximates Fε up to order ε2.
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Proposition 3. Let Fε be a family of diffeomorphisms having the form of (54) and
satisfying the following:
(i) f0 is analytic in some domain U .
(ii)  satisﬁes the diophantine condition (56).
Then there exists an analytic vector ﬁeld, deﬁned on a neighbourhood  ⊂ U of the
origin, of the form
Xε(x1, x2, z) = B(x1, x2, z)T + εg(x1, x2, z)
with
B =
 0 − 0 0 0
0 0 0
 ,
such that its time one map Hε(x, z) satisﬁes
‖Fε −Hε‖Ck+1() = O(ε2).
Proof. We look for Xε in complex variables (x, x¯, z):
Xε(x, x¯, z) =

ix + εg1(x, x¯, z)
complex conjugate of the ﬁrst line
εg3(x, x¯, z).
Let 	ε be the ﬂow of Xε. We write
	ε(t, x, x¯, z) = 	0(t, x, x¯, z)+ ε
	ε
ε
(t, x, x¯, z)|ε=0 +O(ε2). (57)
Clearly, 	0(t, x, x¯, z) = (eit x, e−it x¯, z)T and then 	0(1, x, x¯, z) = F0(x, x¯, z). To
determine g, we will ask that 	εε (1, x, x¯, z)|ε=0 = f˜0(x, x¯, z). The derivative
	ε
ε
satisﬁes the variational equation
(
	ε
ε
)′
= DXε(	ε)
	ε
ε
+ Xε
ε
(	ε),
	ε
ε
(0, x, x¯, z) = 0,
which, writing  = 	εε |ε=0 and taking ε = 0, becomes
′ = B˜+ g ◦ 	0, (58)
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where B˜ = diagonal(i,−i, 0). From now on we do not write the second components
of Fε and Xε because they are the complex conjugate of its ﬁrst ones. Hence, integrating
(58) we obtain
(t, x, x¯, z) =
∫ t
0
exp
{(
i 0
0 0
)
(t − s)
}(
g1(	0(s, x, x¯, z))
g3(	0(s, x, x¯, z))
)
ds
=
∫ t
0
(
ei(t−s)g1(	0(s, x, x¯, z))
g3(	0(s, x, x¯, z))
)
ds.
Then, identifying (1, x, x¯, z) with f˜0(x, x¯, z) we get∫ 1
0
ei(1−s)g1(eisx, e−is x¯, z) ds = f˜ 10 (x, x¯, z), (59)
∫ 1
0
g3(eisx, e−is x¯, z) ds = f˜ 30 (x, x¯, z). (60)
Since f0 is analytic we can write f˜ j0 (x, x¯, z) =
∑
|k|+|1|1 c
j
k,1x
k1 x¯k2z1 in some do-
main  = {(x, x¯, z); |x|, |x¯|, |z| < } and look for g in the form of gj (x, x¯, z) =∑
|k|+|1|1 d
j
k,1x
k1 x¯k2z1, where k = (k1, k2) ∈ (Z+)2 and 1 = (11, . . . , 1n) ∈ (Z+)n and
as usual |k| = k1 + k2 and |1| = 11 + · · · + 1n. Substituting these expressions into (59)
and (60) and identifying coefﬁcients we get
d1k,1
∫ 1
0
ei(1−s)eik1se−ik2s ds = c1k,1
and
d3k,1
∫ 1
0
eik1se−ik2s ds = c3k,1.
Then we have that
d1k,1 = e−i
i(k1 − k2 − 1)
ei(k1−k2−1) − 1c
1
k,1, if k1 − k2 − 1 = 0,
d1k,1 = e−ic1k,1, if k1 − k2 − 1 = 0,
and
d3k,1 =
i(k1 − k2)
ei(k1−k2) − 1c
3
k,1, if k1 − k2 = 0,
d3k,1 = c3k,1, if k1 − k2 = 0.
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The diophantine condition implies that |eim−1| | sin(m)| | 2 (m−q)| c2−2 1|m|−1
for m = 0, where q is such that |m− q|/2. Then
|d1k,1| ||
2−2
c
|k1 − k2 − 1||c1k,1|
2−2||
c
|k + 1||c1k,1|, k1 − k2 − 1 = 0,
|d3k,1| ||
2−2
c
|k1 − k2||c3k,1|
2−2||
c
|k||c3k,1|, k1 − k2 = 0.
Therefore, since f˜0 is deﬁned in  so is g. From (57), Hε−F0−εf˜0 = O(ε2). Taking
 smaller, by the Cauchy estimates we have that ‖Hε−F0−εf˜0‖Ck+2 = O(ε2). Finally,
since Fε is C∞, ‖f˜ε − f˜0‖Ck+2 = O(ε). Then ‖Hε − Fε‖Ck+2 = O(ε2). 
Proof of Theorem 5. From the proof of Proposition 3 we know that Xε, in the (x, x¯, z)
variables, has the form of
Xε =

x′ = ix + εR0(x, x¯, z),
x¯′ = complex conjugate of the ﬁrst line,
z′ = εS0(x, x¯, z),
(61)
with R0(x, x¯, z) = e−i(b11x − 2ib12e−2i−1 x¯ −
ib13
e−i−1z)+O(|(x, x¯, z)|2) and S0(x, x¯, z) =
(
ib31
ei−1x −
ib32
e−i−1 x¯ + a33z) + O(|(x, x¯, z)|2). The ﬁrst objective is to ﬁnd the limit of
the stable manifold of Xε. For this we will apply Theorem 2 on vector ﬁelds. We have
to consider the auxiliary vector ﬁelds
Yε,0 :

r ′ = εRe
(
R0
(
rei, re−i, z
)
e−i
)
,
′ = + ε
r
Im
(
R0
(
rei, re−i, z
)
e−i
)
,
z′ = εS0
(
rei, re−i, z
) (62)
and
Y 0 :
{
r ′ = E1(r, z),
z′ = E3(r, z),
where
E1(r, z) = 12
∫ 2
0
Re
(
e−i
(
b11re
i − 2ib12
e−2i − 1 re
−i − ib13
e−i − 1z
)
+O
(
|(r, z)|2
))
e−i d
= Re(e−ib11)r +O(|(r, z)|2)
P. Bonckaert, E. Fontich / J. Differential Equations 214 (2005) 128–155 153
and
E3(r, z) = 12
∫ 2
0
(
ib31
ei − 1 re
i − ib32
e−i − 1 re
−i + a33z+O
(
|(r, z)|2
))
d
= a33z+O
(
|(r, z)|2
)
.
The conclusions of Theorem 2 give us that if the stable manifold of Y 0 is Ws
Y 0
=
graph hs , h(x) := hs(|x|), and the stable manifold of Xε is WsXε = graph ε, then ε
is deﬁned in a ball B(0, R′) of radius independent of ε and
sup
x∈B(0,R′)
|Djε(x)−Djh(x)| = O(ε), 0jk + 1.
Now consider Fε and Hε. Clearly, they meet the hypotheses of Theorem 4. Hence, we
have as a conclusion that if WsFε = graphε, ε is deﬁned in a ball B(0, R′′) of radius
independent of ε and
sup
x∈B(0,R′′)
|Djε(x)−Djε(x)| = O(ε), 0jk.
From these two last estimates the statement of the theorem follows. 
8.1. An example
In contrast with the case of vector ﬁelds, in the case of maps we have used a
condition on the angle of rotation. Next we show an example of a family of maps with
rotation of angle , for which the conclusion of Theorem 5 does not hold. Consider
Fε(x1, x2, z) =

−(1− ε)x1 + εax1
(
x21 + x22
)
z
−(1− ε)x2 + εax2
(
x21 + x22
)
z
(1+ ε)z+ 2εb (x21 − x22)
 , (63)
where ε0 and a and b are ﬁxed real numbers. To obtain information on the stable
manifold of the origin of Fε for ε > 0 we will take F 2ε , which has the same stable
manifold as Fε does. F 2ε is a near identity map and we will apply the results in [9].
We have that
F 2ε (x1, x2, z) =

x1 − 2ε
(
x1 + ax1
(
x21 + x22
)
z
)
x2 − 2ε
(
x2 + ax2
(
x21 + x22
)
z
)
z+ 2ε (z+ 2b (x21 − x22))
+O(ε2). (64)
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According to Theorem A in [9], we have to consider the auxiliary vector ﬁeld

x′1 = −2x1 − 2ax1
(
x21 + x22
)
z,
x′2 = −2x2 − 2ax2
(
x21 + x22
)
z,
z′ = 2z+ 4b (x21 − x22) .
(65)
Eq. (65) has a two-dimensional stable manifold z = h(x1, x2) with h(0, 0) = 0,
Dh(0, 0) = 0.
From the invariance condition z′ = Dx1h x′1 +Dx2h x′2, we can easily obtain that
h(x1, x2) = −2b3 (x
2
1 − x22 )+O(|(x1, x2)|3).
From Theorem A, we conclude that the stable manifold of F 2ε converges to graph h
when ε → 0.
However, if we try to apply Theorem 5 forgetting about condition (i) we have to
consider ﬁrst Fε in variables (x, x¯, z):
Fε(x, x¯, z) =
−(1− ε)x + εax2x¯zcomplex conjugate of the ﬁrst line
(1+ ε)z+ εb (x2 + x¯2)
 , (66)
then Fε in cylindrical coordinates:
Fε(r, , z) =
 r − ε
(
r + ar3z)
+ 
z+ ε
(
z+ br2
(
e2i + e−2i
))
 ,
and ﬁnally the auxiliary system (corresponding to Eq. (55))
{
r ′ = −r − ar3z,
z′ = z. (67)
One immediately sees that z = 0 is invariant for (67) and therefore h(x) = 0 in
Theorem 5, in contradiction with the previous computations.
Acknowledgments
E.F. acknowledges the partial support of the Grant BFM2003-09504-C02-01 (MCYT,
Spain) and the grant CIRIT 2001 SGR-70 (Catalonia).
P. Bonckaert, E. Fontich / J. Differential Equations 214 (2005) 128–155 155
References
[1] R. Abraham, J.E. Marsden, Foundations of Mechanics, second ed., The Benjamin/Cummings Publishing
Company Inc., 1978.
[2] I. Baldomá, E. Fontich, Stable manifolds associated to ﬁxed points with linear part equal to identity,
J. Differential Equations 197 (2004) 45–72.
[3] P. Bonckaert, Smooth invariant curves of singularities of vector ﬁelds on R3, Ann. Inst. H. Poincaré
Anal. Non linéaire 3 (2) (1986) 111–183.
[4] P. Bonckaert, F. Dumortier, Smooth invariant curves for germs of vector ﬁelds in R3 whose linear
part generates a rotation, J. Differential Equations 62 (1) (1986) 95–116.
[5] P. Bonckaert, E. Fontich, Invariant manifolds of maps close to a product of rotations: close to the
rotation axis, J. Differential Equations 191 (2) (2003) 490–517.
[6] J. Casasayas, E. Fontich, A. Nunes, Invariant manifolds for a class of parabolic points, Nonlinearity
5 (1992) 1193–1210.
[7] F. Dumortier, S. Ibañez, H. Kokubu, C. Simó, forthcoming paper.
[8] E. Fontich, Stable curves asymptotic to a degenerate ﬁxed point, Nonlinear Anal. 35 (1999) 711–733.
[9] E. Fontich, C. Simó, Invariant manifolds for near identity differentiable maps and splitting of
separatrices, Ergodic Theory Dynamical Systems 10 (1990) 319–346.
[10] A. Kelley, The stable, center-stable, center, center-unstable, unstable manifolds, J. Differential Equations
3 (1967) 546–570.
[11] R. McGehee, A stable manifold theorem for degenerate ﬁxed points with applications to Celestial
Mechanics, J. Differential Equations 14 (1973) 70–88.
