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Abstract—A hybrid quantum-classical filtering problem, where
a qubit system is disturbed by a classical stochastic process, is
investigated. The strategy is to model the classical disturbance by
using an optical cavity. Relations between classical disturbances
and the cavity analog system are analyzed. The dynamics of the
enlarged quantum network system, which includes a qubit system
and a cavity system, are derived. A stochastic master equation for
the qubit-cavity hybrid system is given, based on which estimates
for the state of the cavity system and the classical signal are
obtained. The quantum extended Kalman filter is employed to
achieve efficient computation. Numerical results are presented to
illustrate the effectiveness of our methods.
Index Terms—Hybrid quantum filtering, linear stochastic pro-
cess, concatenation product, finite-dimensional approximation,
quantum extended Kalman filter.
I. INTRODUCTION
Quantum technology shows powerful capabilities in infor-
mation processing, precision measurement and secure com-
munication. Quantum estimation (including quantum state
estimation and quantum parameter identification) lies at the
heart of many areas in quantum technology such as quantum
control, quantum computation and quantum chemistry [1]–
[9]. To estimate static quantum states, various methodologies,
including the maximum likelihood method [10], linear regres-
sion estimation [11]–[13] and Bayesian mean estimation [10],
have been developed. To track a dynamical quantum state,
quantum filtering theory was introduced [14]–[17] to optimally
estimate the state using measurement records. Quantum filter-
ing plays a crucial role in many areas such as the development
of measurement-based feedback control [18]–[22]. In practical
applications, disturbances, due to environmental fluctuations or
the inaccurate experimental settings, may lead to inaccuracy
in quantum dynamics. These disturbances on unknown pa-
rameters need to be considered in relevant quantum filtering
problems [23]–[31].
In such a situation, both the quantum state and the uncertain
parameters are required to be estimated simultaneously. The
simultaneous estimation problem has potential applications
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in detection of a classical field by using a quantum sen-
sor [23]–[25] and in robust quantum state estimation [23],
[24], [26]. In this paper, we denote this class of problems
as hybrid quantum-classical filtering problems, where some
classical uncertain parameters (e.g. unknown parameters, clas-
sical stochastic signals) and quantum states are expected to
optimally estimated simultaneously.
A proper description for the dynamics of the quantum
system with uncertain parameters is critical in solving the
hybrid quantum-classical filtering problem. When the param-
eters are static, this can be achieved by defining a conditional
state which is conditioned on both the measurement and
unknown parameters [24], [26], [32]. Dynamical equations for
the conditioned state, which contains all of the information
of interest about the system, can be derived. Employing a
proper filtering strategy, the estimates for both the quantum
state and the distribution of unknown static parameters can
be updated by continuous measurement. When the uncertain
parameters are time-dependent, a new state description may be
useful to describe the dynamics of a hybrid system [24], [25].
For example, Tsang [32], [33] adopted the concept of a hybrid
quantum-classical density operator as the main technical tool
to investigate quantum smoothing where classical Markov
processes are coupled to the quantum system that is subject to
continuous measurements. In [24], the dynamics of both the
quantum state and the classical parameter (a continuous signal)
are described by enlarging the state with unknown parameters.
The Kalman filter is derived for the enlarged state. Gao et al.
[29], [34] proposed bounded random observables to describe
the joint quantum-classical statistics and developed a quantum-
classical Bayesian inference approach to solve fault-tolerant
quantum filtering and fault detection problems for a class of
quantum systems subject to stochastic faults.
Another method is to use a quantum analog system to
describe the classical process [35]–[37]. An enlarged quantum
system is then obtained and the dynamics of the enlarged
system are presented. The estimates for both the quantum state
and classical process can be obtained within the framework
of a standard quantum filtering problem. In [36], the filtering
problem for a cavity system disturbed by a classical signal
has been solved using this method. There, another cavity
system was employed to simulate the classical signal and
the filter for the two-cavity system was derived. Here, we
consider a more complex situation where a qubit system is
disturbed by a classical stochastic process. A qubit system
can be a spin- 12 system, a two-level atom or a polarization
photon. Qubit systems are fundamentally important since they
are the basic information carrier in quantum information and
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2quantum computation [1]. As opposed to the previous filtering
problems for a cavity system, that can be described by a
linear equation [36], the quantum-classical filtering problem
of a qubit system involves nonlinear dynamics. We consider
the classical disturbance to be a continuous stochastic process
rather than a fault process considered in [29], [34] or a
continuous deterministic process considered in [24], [26].
We first convert the quantum-classical system into a quan-
tum network system where the classical process is simulated
by a cavity system and the qubit system is connected with the
analog cavity system. The concept of concatenation product
based on the SLH model that was proposed by Gough and
James [35] is used to describe the quantum network system.
We derive a filter for the enlarged quantum network system.
The measurement data is then processed by the filter and
estimates for quantities of the quantum network system are
obtained, based on which the estimate of the classical signal
is inferred. Given prescribed performance and state constraints,
the finite-dimensional approximation method is employed for
the implementation of an optimal filter [38], [39]. Possible
applications of filtering for a qubit system subject to a classical
disturbance include robust quantum estimation and quantum
sensing [40]–[42].
The main contributions of this paper are summarized as
follows.
1) Given a qubit system subject to a classical disturbance,
a qubit-cavity system is employed as an analogous quan-
tum system, which utilizes the *-isomorphism between
quantum and classical probability theories. A dynamical
model of the analog system is derived.
2) An optimal quantum filter providing estimates of both
the qubit system and the classical disturbance signal is
derived using a method based on the analog qubit-cavity
system.
3) The quantum extended Kalman filter (QEKF) method is
employed as an alternative approximation to the optimal
filter and relevant constraints are checked.
4) The performance of the two filters obtained in this paper
are demonstrated and compared by simulation.
The structure of this paper is as follows. In Section II,
we outline quantum probability theory and quantum filtering
theory. Section III proposes the filtering problem for a hybrid
system where a quantum system is subject to a classical
disturbance. An enlarged qubit-cavity system is employed
as an analog system to the hybrid system and the dynamic
model of the analog system is derived, based on which a
stochastic master equation (SME) is obtained for the qubit-
cavity system. A quantum extended Kalman filter (QEKF)
approach is employed as a rapid algorithm which can provide
approximation to the optimal filter. In Section IV, a numerical
example is presented to demonstrate the performance of both
SME method and QEKF method. Section V concludes this
paper.
Notation: A† denotes conjugate and transpose of A; A>
is the transpose of the operator A; The asterisk ∗ is used to
indicate the Hilbert space adjoint A∗ of an operator A, as
well as the complex conjugate of a complex number; Tr(A)
is the trace of A; x¯ is used to denote the expectation of x
where x can be any quantities such as an operator, a vector
of operators and a classical stochastic process; xˆ indicates
an estimate of quantity x; ρ denotes a density operator
representing a quantum state; i is the imaginary unit, i.e.,
i =
√−1.
II. QUANTUM PROBABILITY THEORY AND QUANTUM
FILTERING
This section briefly introduces quantum probability theory
and quantum filtering theory, based on which the main results
of this paper are obtained.
A. Quantum probability theory
Quantum probability theory is the theoretical foundation of
quantum filtering theory. Here, we present a brief introduction
to some key concepts on the finite-dimensional quantum
probability space. For a detailed treatment, one can refer to
[14].
In classical probability theory [43], a probability space is
defined as (Ω,F ,P), where the sample space Ω is the set of
elementary events and the Boolean algebra F denotes a family
of subsets of Ω. P is a probability measure on the measurable
space (Ω,F), which tells the probability of each event. A
random variable r is a map from the sample space Ω to a
real number space R. The expectation of a random variable r
is the average value supposed to obtain in the ideal situation
and is denoted as EP(r) with respect to the measure P. The
conditional probability P(A|B) is by definition the probability
of event A ∈ F given that event B has already happened. The
conditional expectation EP(r1|r2) is defined to calculate the
expectation of a random variable r1 given the observed value
of the random variable r2.
We demonstrate the construction of quantum probability
space and the definitions of some crucial concepts that are
analogous to those in classical probability theory. A quantum
probability space is defined based on the following fact [14]:
a system operator A can be written as
A = ∑
a∈spec(A)
aPa, (1)
where a is an eigenvalue of A and the set spec(A) = {a j} of
eigenvalues is called the spectrum of A. Pa is a projection
operator of A. When the measurement represented by the
observable A is performed on a quantum system, the value
a is observed with the probability of P(Pa). P(·) is defined as
P(·) = Tr[ρ·] where ρ is the density operator representing the
quantum state.
Note that, all commutative operators share the same set
of projection operators with different eigenvalues. Only the
commutative operators can be described within one quantum
probability space, which is the main deviation of the quantum
probability theory compared with the classical probability
theory.
Let A denote the commutative ∗−algebra generated by the
observation A. Notice that A is an operator set which includes
3all of the projection operators {Pa}. Define a state P on A
as a linear map: A → C where C is the complex number
field. For example, we can always choose such a state P as
P(O) = Tr[ρO] for O ∈A .
The expectation of an observable can be explicitly written
as
P(A) = Tr[ρA] = ∑
a∈spec(A)
aTr[ρPa]. (2)
We recall the following spectral theorem for the finite-
dimensional case [14] which confirms the existence of an
isomorphism between quantum probability space and classical
probability space.
Theorem 1: [14] (spectral theorem, finite-dimensional
case). Let A be a commutative *-algebra of operators on
a finite-dimensional Hilbert space, and let P be a state on
A . Then there is a probability space (Ω,F ,P) and a map
ι from A onto the set of measurable functions on Ω that
is a ∗-isomorphism; i.e., a linear bijection with ι(AB) =
ι(A)ι(B) (pointwise) and ι(A∗) = ι(A)∗, and moreover P(A) =
EP(ι(A)).
The spectral theorem above enables us to define a quantum
probability space as follows [14]:
Definition 1: [14] (quantum probability space, finite-
dimensional case). A pair (N ,P), where N is a (not nec-
essarily commutative) ∗−algebra of operators on a finite-
dimensional Hilbert space and P is a state on N , is called
a (finite-dimensional) quantum probability space.
Note that N is not limited to be a commutative algebra. In
each realization, one has to find the commutative ∗-subalgebra
A ∈ N associated with the observation A. A quantum
probability model (A ,P) can be constructed by finding a
corresponding classical probabilistic model (Ω,F ,P) using the
spectral theorem. In this point of view, the classical probability
space can be regarded as a special example of the quantum
probability space. Thus, quantum probability problems that
can be mapped to problems in the classical probability theory
can be addressed within a commutative quantum probability
space (A ,P).
The key point of the quantum probability formalism is
that any single realization of a quantum measurement cor-
responds to a particular choice of a commutative ∗-algebra of
observables and any commutative ∗-algebra is equivalent to a
classical (Kolmogorov) probability space [14].
Using a similar approach as in defining the classical con-
ditional expectation, the quantum conditional expectation is
defined as follows [14]:
Definition 2: [14] (conditional expectation). Let (N ,P)
be a quantum probability space and let A ⊂N be a commu-
tative von Neumann subalgebra. Then the map P(.|A ) :A ′→
A is called (a version of) the conditional expectation from A ′
onto A if P(P(B|A )A) = P(BA) for all A ∈A ,B ∈A ′ .
The notation A ′ here is used to denote the commutant of
A . P(B|A ) is the projection of B onto the algebra A and
represents the maximum information of B that can be extracted
from the observation A . Quantum conditional expectation is
a useful concept for establishing quantum filtering theory.
The quantum probability space enables us to treat any set of
commutative observables as a set of classical random variables
that are defined on a single classical probability space. That
is, some concepts of quantum probability can be directly ex-
tended to their classical counterparts. Therefore, some classical
statistical analysis methods can be applied in the analysis of
quantum systems when the relevant commutative relation is
satisfied.
B. Quantum filtering theory
A description of the quantum measurement is presented
before a filter for a quantum system can be developed. A natu-
ral quantum measurement scheme is projective measurement,
where the projection postulate describes how the observation
process influences a quantum system. A density matrix ρ
measured by a projective operator Pa, which gives rise to the
observation a ∈ spec(A), should be updated to
PaρPa
Tr[ρP]
.
It can be seen that the system state changes after measurement.
Another widely used measurement scheme is to employ a
system-probe model to describe the process of information
extraction. In this model, the system is placed in a field and
continuously interacts with it. The field can be called a probe
or an environment. A projective measurement acts on the probe
rather than the system and carries information from the system
of interest. Here, we also adopt the system-probe model in our
paper.
An operator in the system-probe model can be represented
by the tensor product
X = Xsys⊗Xprobe, (3)
where Xsys is the system operator and Xprobe indicates an
operator on the probe. For cases where only the system is
of interest, one can choose X = Xsys ⊗ I where I indicates
no operation on the probe. The time evolution of X is U∗t XUt
where Ut is the unitary operator whose dynamics are described
by the following quantum stochastic differential equation
(QSDE).
dUt = {LdB∗t −L∗dBt −
1
2
L∗Ldt− iHdt}Ut , U0 = I, (4)
where L is the coupling operator and H is the system Hamil-
tonian [14]. Bt is used to denote the quantum noise and jt(X)
is used as an abbreviation of U∗t XUt for the rest of the paper.
Using the quantum Itoˆ rules, the dynamics of the operator X
can be obtained as
d jt(X) = jt(LL,H(X))dt+ jt([L∗,X ])dBt + jt([X ,L])dB∗t , (5)
where L is the quantum Lindblad generator
LL,H(X) = i[H,X ]+L∗XL− 12 (L
∗LX +XL∗L). (6)
There are two main types of measurement schemes in
quantum optics: homodyne detection and photon counting
measurement [14]. In our case, we employ the homodyne
detection scheme whose dynamic equation is
dYt = jt(L+L∗)dt+dBt +dB∗t . (7)
4Yt can be regarded as a noisy measurement of L+ L∗. The
commutative ∗-algebra generated by Y is denoted as Y . By
designing the form of the coupling operator L, one can choose
the information carried by the measurement data.
Quantum filtering theory aims to provide an optimal esti-
mate for system observables with respect to the observation
data. The quantum conditional expectation in Definition 2 can
achieve the best estimate for quantum observables in the least-
squares sense. For a system whose dynamics are given in (5)
and (6) and the measurement given in (7), there are several
ways to calculate the quantum conditional expectation and
obtain the filtering equations. Here, we briefly introduce the
reference probability method and the conditional characteristic
function method.
The main strategy in the reference probability method is
to define a measure under which the observation process has
desired properties. The quantum Bayes formula provides a way
to change the measure of a given probability space. Given a
system that can be described by (5)-(7) with its corresponding
probability space (A ,P), one can define a new measure Q
that
Q(X) = P(V ∗XV ), (8)
where V ∈ Y , V ∗V > 0 and P(V ∗V ) = 1. We have the
relationship
P( jt(X)|Yt) =U∗t Qt(X |Ct)Ut (9)
where Ct is the ∗-algebra generated by Bt +B∗t . The main task
in the filtering problem to compute the conditional expectation
P( jt(X)|Yt), is then converted to the calculation of Qt(X |Ct).
The computational complexity is greatly decreased since the
measurement is a Wiener process under Qt . By choosing a
proper V which makes the following equation hold
P(V ∗XV ) = P(U∗XU), (10)
one can ensure that the measurement Y (t) is a Wiener process
under the new state Q. The relationship between quantum
conditional expectations under different measures is given as:
Q(X |A ) = P(V
∗XV |Y )
P(V ∗V |Y ) ∀X ∈ Y
′. (11)
By differentiating the above equation, the dynamics of the
conditional expectation Xˆ(t) = P( jt(X)|Yt) can be obtained.
For details, see [14].
The conditional characteristic function method is another
way to obtain the filtering equation. The main idea is to use
the definition of the conditional expectation. Define for any
function f ,
c f (t) = exp{
∫ t
0
f (s)dY (s)− 1
2
∫ t
0
| f (s)|2ds}. (12)
Note that c f (t) ∈ Y [44]. According to the definition of
quantum conditional expectation given in Definition 2, we
have:
E(X(t)c f (t)) = E(Xˆ(t)c f (t)). (13)
Suppose that the dynamics of Xˆ(t) take the following form:
dXˆ(t) = α(t)dt+β (t)dY (t). (14)
By differentiating both sides of (13), α(t) and β (t) can be
obtained. The recursive filtering equation for the quantum
system whose dynamics are described by (5)-(7) can be
obtained as
dpit(X) = pit(LL,H(X))dt+(pit(L∗X +XL)
−pit(L∗+L)pit(X))(dYt −pit(L∗+L)dt),
(15)
where pit(X) is the estimate of X and the stochastic process
dWt = dY (t)−Tr[(L+L∗)ρt ]dt is a standard Wiener process.
An explicit solution can be obtained for the finite-dimensional
case using the relationship that pit(X) = Tr[ρtX ]. The SME is
then obtained as
dρt =− i[H,ρt ]dt+(LρtL∗− 12L
∗Lρt − 12ρtL
∗L)dt+
(Lρt +ρtL∗−Tr[(L+L∗)ρt ]ρt)dWt ,
(16)
Given the system dynamic equations (5)-(6) and the mea-
surement in (7), the SME in (16) is the filter that can be
implemented practically.
The S, L and H parameters together can fully specify a
unique open quantum system while the scattering operator S
and the coupling operator L determine the way the system
interacts with the environment and H specifies the system
energy. We use the SLH model G
G= {S,L,H}, (17)
to describe an open quantum system [35]. Given the SLH
model, the dynamics of a quantum system can be obtained in
the form (5)-(6) with corresponding parameters. The filter for
system (17) under homodyne detection can be obtained as in
(15) and (16).
III. HYBRID FILTERING OF QUANTUM SYSTEMS SUBJECT
TO CLASSICAL DISTURBANCES
A. Filtering of quantum-classical systems
When a quantum system is subjected to a classical stochastic
process, the standard quantum filtering theory in Section II-B
can not be directly applied without a proper description of
the system dynamics. There are two main methods to deal
with the filtering problem under this situation. One approach
is the quantum-classical Bayesian inference method and the
other one is to use a quantum system to analog the classical
signal. A class of bounded random observables was proposed
to describe the joint quantum-classical statistics [29], [34]. The
corresponding joint statistics, such as the quantum-classical
expectation operator and conditional expectation, were defined
in [29], [34]. The quantum-classical Bayes formula was de-
fined to calculate the conditional expectation. Equipped with
these concepts, the dynamic and filtering equations of the
quantum-classical system can be derived in a way similar
to the method in [15]. Readers can refer to [29], [34] for a
complete treatment.
The authors in [35] pointed out that the SLH model can
be employed to represent a classical system under certain
constraints. They considered a hybrid quantum-classical sys-
tem where a classical system was introduced to describe
the measurement process. The combined quantum-classical
5system under consideration includes the quantum system and
a classical measurement system, which can be a low pass filter
due to the finite bandwidth of the electronics. To derive the
dynamics and the filtering equation for the combined system,
a commutative quantum system is adopted to represent the
classical system.
B. Qubit system disturbed by classical process
Fig. 1. A simplified schematic representation of a qubit system subject to
a classical signal q. B1(t) represents the field before interaction with the
qubit system while B˜1(t) represents the field after interaction with the qubit
system and carries information with it. The mathematical representation of
the measurement, which is performed on the field, is B˜1 + B˜∗1.
Qubit systems, two-state quantum systems, are fundamental
quantum units and basic information carriers in fields of
quantum information and quantum computation [1]. A two-
component complex valued vector can be used to describe a
pure state of a qubit system. Denote the two states as |ψ1〉
and |ψ2〉, an arbitrary qubit state |ψ〉 can be expressed as the
following linear combination
|ψ〉= α|ψ1〉+β |ψ2〉 (18)
where α and β are complex numbers which satisfy the
relationship |α|2 + |β |2 = 1. Defining an underlining vector
space, the two basic states can be expressed as the vectors
|ψ1〉= (1 0)> and |ψ2〉= (0 1)>. For a spin system, |ψ1〉 can
be denoted as the state of ‘spin up’ and |ψ2〉 represents the
state of ‘spin down’; For an atom system, |ψ1〉 represents the
excited state and |ψ2〉 represents ground state.
A density matrix can be used to describe a quantum system
at either a pure state or a mixed state. For a pure state, the
density matrix is ρ = |ψ〉〈ψ|. For a mixed state, the density
matrix is ρ = ∑i pi|ψi〉〈ψi|, where pi denotes the probability
that the system is at state |ψi〉 and ∑i pi = 1.
A set of useful operators that is often used to describe qubit
systems consists of the Pauli operators. The following Pauli
operators
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
(19)
which satisfy the following commutation relations
[σx,σy] = 2iσz, [σz,σx] = 2iσy, [σy,σz] = 2iσx, (20)
together with the identity matrix I, form a complete bases of
the observable space for a qubit system.
Decomposing the system density matrix ρ with respect to
the bases {I,σx,σy,σz}, we have
ρ =
1
2
(I+ σ¯xσx+ σ¯yσy+ σ¯zσz). (21)
Here, we have σ¯i(t) = Tr[ρ0σi(t)] for i = x,y,z. Given ρ0
and the evolution of Pauli matrices, one can reconstruct the
density matrix ρ . Thus, the state of a two-level system can be
uniquely represented by the triplet {σx(t),σy(t),σz(t)} under
the Heisenberg picture.
Experimentally, a qubit system may be disturbed by a
classical process [26], [29], [32], [33]. Here, we consider a
qubit system placing in a boson quantum field and is disturbed
by a classical stochastic process q. The SLH model of the
hybrid system is
G1 = {S1,L1,H1}= (I,
√
k1σ−,qσz), (22)
where L1 =
√
k1σ− is the coupling operator. σ− and σ+ are
laddering operators that
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
.
Here q is a classical stochastic process whose dynamics are
given as
dq =−uqdt− vdwt , (23)
where wt is a classical Wiener process with zero mean and
unit variance; v is an arbitrary real number and u is assumed
to be an arbitrary positive real number. The classical stochastic
process q is a general Markov process. Such a stochastic
process given in (23) can be represented by the tuple {u,v}.
The evolution of an operator X of the qubit system (22) is
governed by the following QSDE
dX(t) = LL1,H1(X)dt+[L∗1,X ]dB1(t)+ [X ,L1]dB∗1(t), (24)
where B1 represents the environment noise. The dynamic
equation of measurement Y is
dY (t) = dB˜1(t)+dB˜∗1(t)
= (L1+L∗1)dt+dB1(t)+dB
∗
1(t).
(25)
Here, B˜1 represents the output signal carrying the information
of the qubit system after interaction.
The methods presented in Section II-B to derive the filtering
equation can not be applied directly for system (22) since it
contains both quantum and classical processes and thus can
not be directly described in a proper probability space.
C. Cavity system to simulate the classical process
We aim to find a quantum analog system to represent the
classical process. Then the hybrid system can be represented
by an enlarged quantum system and an SME filter can be
derived for the enlarged system. Relationships of quantities
of interest for the hybrid system and the enlarged quantum
system are given in this section. Thus, estimates of the hybrid
system can be obtained, giving estimates of the enlarged
analog system.
The following proposition shows that a corresponding quan-
tum analog system can always be found for a classical system
whose dynamics are described by (23).
Proposition 1: Given a stochastic process q= {u,v}, there
exists a cavity system G= {S,L,H}= {I,√ka,0} where k =
2u = 4(αv)2 and a corresponding quantity q = a+a
†
α such that
q¯ = q¯.
6Fig. 2. A simplified schematic representation of an optical cavity.
Proof: As shown in Figure 2, we consider a single
sided cavity with two planar mirrors. The system contains
an environmental free field outside the mirror and a cavity
field inside the mirror. Mirror 1 is partially transmitting while
mirror 2 is perfectly reflecting. It is shown that the cavity
system has an input-output structure: the external free field
B(t) acts as the input signal and B˜(t) acts as the output process
carrying information of the inner cavity system. The external
field is assumed to be in the vacuum state that can be described
by the following process
B(t) =
∫ t
0
b(s)ds, (26)
where b2(t) is the annihilation operator of the free field and
B(t) is a quantum Wiener process which satisfies the Itoˆ rule
dB(t)dB∗(t) = dt. The cavity field can be described by the
annihilator a(t) whose dynamics are
da(t) =−i[a(t),H]dt− k
2
a(t)dt−
√
kdB(t), (27)
where k is the coupling strength between the cavity field and
the free field. H is the Hamiltonian of the cavity system
such that H =4a∗a = 0. Here, we assume 4, the difference
between the nominal external field frequency and the cavity
mode frequency, is zero in the ideal situation since the cavity
is nothing more than just an analog system. Under these
assumptions, the SLH model of the ideal cavity system is
G= {S,L,H}= {I,
√
ka,0}. (28)
Let q˜ denote the real quadrature operator of system G
defined as
q˜ =
a+a∗
2
. (29)
According to (27), the evolution of q2 is
dq˜(t) =− k
2
q˜(t)dt−
√
k
2
(dB(t)+dB∗(t)). (30)
To validate one more freedom of the coefficient, we define
q = q˜α whose dynamics are given as
dq(t) =− k
2
q(t)dt−
√
k
2α
(dB(t)+dB∗(t)). (31)
Note that (31) has a similar form of dynamic equation (23)
for q = {u,v}.
Since we assume that the relation between parameters of
classical signal q and parameters of quantum analog system
G is given as follows
α =
√
2u
2v
, k = 2u = 4(αv)2, (32)
the following equivalence relation should be satisfied
q¯ = q¯ = Tr[qρ], (33)
where q¯=P(q|Yt) represents the expectation for q and ρ is the
density operator for the quantum system G. Thus, the optical
cavity G can be employed as an analog system of the classical
process q in terms of expectation. Proposition 1 is proved.
D. Filtering equation for the enlarged quantum system
Fig. 3. A quantum system G is used as an analog system for the qubit system
with classical disturbance q. The upper part above the arrow is a simple
schematic of the hybrid system G1 given in (22). The lower part sketches the
enlarged system G where the classical signal q is represented by the cavity
system G2. The hybrid system is then represented by the qubit-cavity system.
The measurement Yt is on the qubit system.
According to Proposition 1, we can always find a cavity
system as an analog to the classical signal q whose dynam-
ics are given in (23). The parameters of the analog cavity
system are given in (32). Thus, an enlarged analog quantum
system can be found for the hybrid quantum-classical system
G1 given in (22). Denote the analog cavity system to the
classical system q as G2 = {S2,L2,H2}= {I,
√
k2a2,0}. Then
the enlarged qubit-cavity system can be obtained using the
concatenation product  which provides a method to combine
distinct systems and allows for direct connection via system
Hamiltonian parameters (See Figure 3) [35]. Given the qubit
system G1 and the cavity system G2 with their corresponding
SLH models in (22) and (28), the SLH model of the enlarged
system G is
G=G1G2 = {Sc,Lc,Hc}
=
{(
S1 0
0 S2
)
,
(
L1
L2
)
,H1+H2
}
=
{
I,
( √
k1σz√
k2a2
)
,
(a2+a∗2)σz
2α
}
.
(34)
The following proposition gives the time evolution of any
operator Xc of the qubit-cavity system G.
7Proposition 2: Given a system G ={
I,
( √
k1σz√
k2a2
)
,
(a2+a∗2)σz
2α
}
. The time evolution of any
operator Xc of G is given as
d jt(Xc) = jt(i[
(a2+a∗2)σz
2α
,Xc])dt+ jt(LLc(Xc))dt+
jt(
√
k1[σ∗z ,Xc])dB1(t)+ jt(
√
k1[Xc,σz])dB1(t)+
jt(
√
k2[a∗2,Xc])dB2(t)+ jt(
√
k2[Xc,a2])dB2(t),
Xc(0) = I.
(35)
Proof: A general form of the time evolution of the unitary
operator U for the enlarged quantum-cavity system G is given
in (4). Here, we express it in details as follows.
dU(t) = {LcdB∗t −L∗cdBt −
1
2
L∗cLcdt− iHcdt}Ut
=(L1dB∗1−L∗1dB1−
1
2
L∗1L1dt+
L2dB∗2−L∗2dB2−
1
2
L∗2L2dt− iHdt)U(t)
=(
√
k1σzdB∗1(t)−
√
k1σ∗z dB1(t)+
√
k2a2dB∗2(t)
−
√
k2a∗2dB2(t)−
1
2
k1dt− 12k2a
∗
2a2dt
− i(a2+a
∗
2)σz
2α
dt)U(t),
U0 = I.
(36)
Let dU(t) = MU(t) and dU∗(t) =U∗(t)M∗ where M can be
obtained from (36) as
M =
√
k1σzdB∗1(t)−
√
k1σ∗z dB1(t)+
√
k2a2dB∗2(t)−√
k2a∗2dB2(t)−
1
2
k1dt− 12k2a
∗
2a2dt−
i(a2+a∗2)σz
2α
dt.
(37)
Using the quantum Itoˆ rules
dBtdB∗t = dt, dBtdBt = 0, dB
∗
t dBt = 0, dB
∗
t dB
∗
t = 0,
the time evolution of any operator Xc of the qubit-cavity
system is
d jt(Xc) =dU∗t (XcUt)+U
∗
t XcdUt +dU
∗
t XcdUt
=U∗t (M
∗Xc+XcM+M∗XcM)Ut .
(38)
Substituting (37) into (38), (35) can be obtained. Proposition
2 is proved.
Given the quantum system (34) to be an analog system
to the hybrid quantum-classical system given in (22), a filter
for the enlarged qubit-cavity system can be obtained using
the quantum filtering theory. Thus, an optimal filter for the
hybrid system can be derived. The results are summarized in
the following Theorem.
Theorem 2: Given a qubit system G1 = {S1,L1,H1} =
{I,√k1σz,qσz} which is subject to a classical disturbance
process q = {u,v}. Let Xs denote any operator on the qubit
system. An optimal filter for the expectation of any operator
X = Xs⊗ I is
dpit(X) =pit(LLc,Hc(X))dt− (pit(
√
k1(Xσ∗z +σ
∗
z X))−
pit(X)pit(
√
k1(σz+σ∗z )))pit(
√
k1(σz+σ∗z ))dt
+(pit(
√
k1(Xσz+σ∗z X))−
pit(X)pit(
√
k1(σz+σ∗z )))dY (t).
(39)
An optimal filter for the expectation of the classical distur-
bance is
dpit(I⊗q) = pit(LLc,Hc(I⊗q))dt−
(pit(
√
k1((I⊗q)σ∗z +σ∗z (I⊗q)))−
pit(I⊗q)pit(
√
k1(σz+σ∗z )))
pit(
√
k1(σz+σ∗z ))dt+
(pit(
√
k1((I⊗q)σz+σ∗z q))
−pit(I⊗q)pit(
√
k1(σz+σ∗z )))dY (t),
qˆ = pit(I⊗q).
(40)
Proof: For the given hybrid system G1 = {I,
√
k1σz,qσz},
a quantum analog system G given in (34) can be obtained.
Time evolution of any given operators of G is given in
Proposition 2. Thus, one can obtain a quantum filter for G
using either the reference probability method or the conditional
expectation method presented in Section II.
Here, we employ the conditional characteristic function
method to obtain the filtering equation. The main idea is to
use the definition of the conditional expectation. Define for
any function f ,
c f (t) = exp{
∫ t
0
f (s)dY (s)− 1
2
∫ t
0
| f (s)|2ds}. (41)
Then we have
dc f (t) = f (t)c f (t)dY (t). (42)
Note that c f (t) ∈ Y [44]. According to the definition of
quantum conditional expectation given in Definition 2, we
have:
E(Xc(t)c f (t)) = E(Xˆc(t)c f (t)). (43)
Assume that the dynamics of Xˆc(t) take the following form:
dXˆc(t) = α(t)dt+β (t)dY (t). (44)
The dynamics of Xc are given in (35). By differentiating the
left side of (43), we have
dE(Xc(t)c f (t)) = E(dXc(t)c f (t)))
=E(dXc(t)c f (t)+Xc(t)dc f (t)+dXc(t)dc f (t))
=E( jt(LL1,L2,H(Xc))c f (t)+ jt(XL2+L∗2X) f (t)c f (t)dt),
(45)
where LL1,L2,H(Xc) = LL1(Xc)+LL2(Xc)+ i[H,Xc]. By differ-
entiating the right side of (43), we have
dE(Xˆc(t)c f (t)) = E(d(Xˆc(t)c f (t)))
= E(dXˆc(t)c f (t)+ Xˆc(t)dc f (t)+dXˆc(t)dc f (t))
= E(α(t)c f (t)dt+β (t)c f (t)dY (t)
+ Xˆc(t) f (t)c f (t)dt+β (t) f (t)c f (t)dt)
= E(α(t)c f (t)+β (t)c f (t)(L2+L∗2)
+ Xˆc(t) f (t)c f (t)(L2+L∗2)+β (t) f (t)c f (t)).
(46)
By equating coefficients of (45) and (46), α(t) and β (t) can
be obtained as
α(t) = LL1,L2,H(Xc)−β (t)(L2+L∗2);
β (t) = (XcL2+L∗2Xc)− Xˆc(t)(L2+L∗2).
(47)
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G1 can be obtained as
dpit(Xc) = pit(LL,H(Xc))dt+
(pit(L∗Xc+XcL)−pit(L∗+L)pit(Xc))
(dYt −pit(L∗+L)dt).
(48)
Substituting all of the parameters in (48), the filter given in
(39) can be obtained. Replace Xc by I⊗ q in (48), the filter
(40) can be obtained. Since we have (33), the filter for the
classical disturbance signal q is then given in (40) .
For the implementation of the optimal filters given in
Theorem 2, a finite-dimensional approximation method is
adopted. We first work out the filter for the density matrix of
the enlarged system. The relationship between the expectation
of the operator X and the state ρt is
pit(X) = Tr[ρˆtX ]. (49)
Equations (48) and (49) yield
dρˆ(t) = (i[ρˆt ,
(a2+a∗2)σz
2α
]+ k1σzρˆ(t)σz− k1ρˆ(t)+
k2a2ρ(t)a2− k22 ρˆ(t)a
∗
2a2−
k2
2
a∗2a2ρˆ(t))dt−
(ρˆ(t)
√
k1σ∗z +
√
k1σ∗z ρˆ(t)−2
√
k1Tr[σzρˆ(t)]
ρˆ(t))dW (t),
(50)
where dWt = dY (t)−Tr[(L+L∗)ρˆt ]dt is a standard quantum
Wiener process. For the simulation, one can obtain a finite-
dimensional approximation to the optimal filter by selecting a
proper dimension for the cavity system G2. Given ρˆ , then the
estimate of any operator can be obtained by using (49).
Remark 1: Given a hybrid system described by (22)
and (23). The procedure to use our method is summarized
as follows. First one can employ a cavity system given in
Proposition 1 to represent the classical process q. Then an
enlarged qubit-cavity system can be obtained and the SLH
model is given in (34). Dynamic equations for the qubit-
cavity system are given in Proposition 2, which enables us
to derive a filter for the enlarged system. Estimates of the
hybrid system can be obtained given estimates of the enlarged
system. Proposition 2 then gives a filter providing estimates
to quantities of the hybrid system system (i.e., quantities of
the qubit system and the classical disturbance q).
E. Extended Kalman Filter
In practical application, the computational time of (50)
increases rapidly with the system dimension. For this reason,
the extended Kalman filter, which is an approximation to filter
(39), was proposed in [45]. We adopt the robust QEKF method
in [45] as an alternative to the optimal quantum filter in
Theorem 2. Note that the QEKF method developed in [45] is
for the multiple channel quantum system. Here we reduce the
model to a one-channel system and prove that the constraints
are satisfied for our case.
Proposition 3: Given the system in (34). Define the state
x as a vector of operators of interest
x = (σx σy σz q2 p2)> (51)
where p2 =
a2−a∗2
2i and q2 =
a2+a∗2
2 are the quadratures of the
cavity system G2. The system state-observation pair can be
obtained as
dxt = f (t)dt+G(xt)dB†+G(xt)†dB,
dyt = h(x)dt+C(xt)dB†+C(xt)†dB,
(52)
where dB = (dB1 dB2)> and
f (xt) =

− 2q2α σy− k12 σx
2q2
α σx− k12 σy−k1(I+σz)
−−k22 q2
− σz2α − k22 p2
 ,
G(xt) =

√
k1σz 0
−i√k1σz 0
−√k1σx− i
√
k1σy 0
0 −
√
k2
2
0 −
√
k2
2i
 ,
h(xt) =
√
k1σx, C(xt) = (1 0).
(53)
A quantum extended Kalman filter for (52) is
dxˆt = f (xˆt)dt+Kt(dyt −dyˆt). (54)
Here, the quantum extended Kalman gain is
Kt = [PtH(xˆt)>+S(xˆt)]R(xˆt)]−1, (55)
and Pt is the positive definite matrix of operators
dPt
dt
= F(xˆt)Pt +PtF(xˆt)>+ Qˆ+λP2t −KtR(xˆt)K>t , (56)
where λ ≤ 0 and
H(xˆt) =
dh(x)
dt
|x=xˆ, F(xˆt) = d f (x)dt |x=xˆ,
R(xˆt) = I, S(xˆt) = (k1σˆz 0 −
√
k1σˆx 0 0)>.
(57)
Proof: To use the QEKF method, we first work out the
state space representation of the combined system G consisting
of two quantum subsystems G1 and G2. Given the system
Hamiltonian Hc in (34), we have
[σx,Hc] = [σx,
(a2+a∗2)σz
2α
] =
−i(a2+a∗2)σz
α
,
[σy,Hc] = [σy,
(a2+a∗2)σz
2α
] =
i(a2+a∗2)σz
α
,
[σz,Hc] = [σz,
(a2+a∗2)σz
2α
] = 0,
[a2,Hc] = [a2,
(a2+a∗2)σz
2α
] =
−σz
2α
.
(58)
The dynamic equations of selected operators for the qubit
system G1 can be obtained as
dσx =(−2q2α σy−
k1
2
σx)dt+
√
k1σz(dB1+dB∗1),
dσy =(
2q2
α
σx− k12 σy)dt+ i
√
k1σz(dB1−dB∗1),
dσz =(−k12 (σ
2
x +σ
2
y +2σz))dt−√
k1σx(dB1+dB∗1)− i
√
k1σy(dB1−dB∗1).
(59)
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da2 =(−i[Hc,a2]+ 12L
∗
2[a2,L2]+
1
2
[L∗2,a2]L2)dt
+dB∗2[a2,L2]+ [L
∗
2,a2]dB2
=
iσz
2α
dt− k2a2
2
dt−
√
k2dB2.
(60)
Then the dynamics of p2 and q2 can be obtained as
d p2 =− σz2α dt−
k2
2
p2dt−
√
k2
2i
(dB2−dB∗2),
dq2 =−k22 q2dt−
√
k2
2
(dB2+dB∗2).
(61)
Given (59) and (61), the derivatives and coefficients in (53)
can be obtained.
The operator functions f and h are first order operator
differentiable since their second order differentiation can be
guaranteed [46]. The differential for f is
F(x) = f ′(x) =

− k12 −2 q2α 0 −2
σy
α 0
2 q2α − k12 0 2σxα 0
0 0 −k1 0 0
0 0 0 − k22 0
0 0 − 12α 0 − k22
 . (62)
The differential for h is
H(x) = h′(x) =
(√
k1 0 0 0 0
)
. (63)
Let the variance of the system observables and measure-
ments be denoted as Qt and Rt , respectively [45]. The cross-
correlation matrix of the system observables and measure-
ments is denoted as St . To apply the QEKF in our case, the
following constraints should be satisfied
(i) The covariance and cross-correlation matrices Qt , Rt , St
are constant;
(ii) Rt is invertible;
(iii) Initially xˆ0 ∈ Y0 .
The quantities are formally defined as follows:
Qt =
1
2dt
EP[{dxt ,dxt}|Yt ];
Rt =
1
2dt
EP[{dyt ,dyt}|Yt ];
St =
1
2dt
EP[{dxt ,dyt}|Yt ].
(64)
Here, the anti-commutator is given by {x,y}= xy>+(yx>)>.
For the combined system G, (64) yields
Qt =
1
2dt
EP[MQ|Yt ]; Rt = I; St = 12dtEP[MS|Yt ], (65)
where
MQ =

k1σ2z 0 k1σx 0 0
0 k1σ2z k1σy 0 0
k1σx k1σy k12 (σ
2
x +σ2y +2σz) 0 0
0 0 0 − k24 0
0 0 0 0 − k24

, (66)
and
MS = (k1σz 0 −
√
k1σx 0 0)>. (67)
While constraints (ii) and (iii) can be satisfied, the constraint
(i) can not be guaranteed since MQ and Ms are state-dependent
matrices. For that case, a robust nonlinear quantum filter which
can work well for a class of quantum systems with state-
dependent noise is provided in [45].
The main idea of the robust nonlinear quantum filter is to
use the estimates of covariances since those covariances are
functions of the state xt . In our case, we replace Rt and St with
their estimates Rˆt and Sˆt . However, according to [45], Qt is
no longer the covariance matrix but takes the following form
Qˆt = µI+S(xˆt)R(xˆt)−1S(xˆt)>, (68)
where µ is a positive real number which leads to an increase
of the convergence and the noise level of the estimation at the
same time. The assumption AIV in [45] should be satisfied
Qt −StR−1t St ≥ 0, ∀t ≥ 0. (69)
The quantum extended Kalman gain can be obtained as
Kt = [PtH(xˆt)>+S(xˆt)]R(xˆt)−1. (70)
Given λ>0, the positive definite matrix of operators Pt can be
expressed as
dPt
dt
= F(xˆt)Pt +PtF(xˆt)>+ Qˆ+λP2t −KtR(xˆt)K>t . (71)
The QEKF is then given as
dxˆt = f (xˆt)dt+Kt(dyt −dyˆt). (72)
Remark 2: The estimation error is dependent on the
value of λ . One needs to achieve a trade-off by choosing an
appropriate λ empirically. The choosing of a proper µ is also
done empirically.
The QEKF we obtained here is an approximation of the filter
(50). While the SME (50) can provide a finite-dimensional
approximation for (50), the QEKF (54) provides another
approximation which may achieve a lower computational
complexity.
IV. NUMERICAL RESULTS
The former sections provided quantum filters for a hybrid
quantum-classical system. Here, we illustrate the effectiveness
of the proposed SME filter and the QEKF. The qubit system
subject to classical disturbance is
G1 = (I,
√
k1σ−,qσz) = (I,
√
0.55σ−,qσz), (73)
where q= {u,v}= { 14 , 12√2} is a stochastic process. The initial
value of q0 is set to be 14 . The initial state of the qubit system
is set to be
ρ1 =
1
2
(
1 1
1 1
)
. (74)
According to (32), the following cavity G2 can be employed
as an analog to the classical process q.
G2 = {I,
√
k1a2,0}= {I,
√
0.5a2,0}. (75)
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The initial state ρ2 of the cavity system is set to be a coherent
state such that the relation
q0 = Tr[q2ρ2] = Tr[
a+a∗
2α
ρ2] (76)
can approximately hold (See Appendix for details).
Then the enlarged qubit-cavity system can be obtained as
Gc =
(
I,
( √
0.55σ−√
0.5a2
)
,
a2+a∗2
2
σz
)
(77)
which leads to its corresponding SME filtering equation and
QEKF equation by substituting parameters of Gc into (50),
(54), (55) and (56). The initial state of the enlarged system
Gc is ρ1⊗ρ2.
The evolution of the qubit system G1 in (73) was simulated
for N times which yields N records of measurement data
{Y1,Y2, · · · ,YN}. The expectation of an operator of interest is
then approximated by the average value over N trials. Feeding
all of the data into the SME (50) and QEKF (54), N records
of estimated expectation for the selected operators σx, σy, σz
and q2 was obtained. Then we take the average performance
to evaluate the two filters. Figures 4 to 6 provide simulation
results for the states σx, σy and σz of the qubit system G1,
respectively.
Figure 4 demonstrates the estimation results for the expec-
tation of σx of the qubit system G1. The expectation of σx,
denoted as σ¯x, is obtained by simulating the evolution of the
initial hybrid qubit system and is marked in red-solid. The
filtering results for σ¯x are obtained and marked in blue-dashed-
dotted and green-dashed, respectively. It can be seen that both
the SME and QEKF methods can approach the expectation
of σx, while the QEKF has larger fluctuations than the SME
method. Similarly, Figure 5 and Figure 6 provide the results
of estimates for expectations of σy and σz.
From Figures 4 to 6, it can be seen that the expectation
of σx and σy converges to 0 while the expectation of σz
converges to −1 with time evolution. Both the SME and QEKF
methods can approach the real expectation of operators while
the performance of SME method is better than the QEKF
method in terms of accuracy.
Figure 7 demonstrates the estimation results of the classical
signal q. The expectation of the classical signal q, the red-solid
line shown in Figure 7, is simulated by taking the average
value of 20 trajectories. Both SME and QEKF methods are
employed to estimate the evolution of the expectation of q
by calculating the conditional expectation of q2. The estimate
of q2 by SME is marked in blue-dashed-dotted and almost
overlaps with the expectation of q, which demonstrates good
performance of SME. The estimate of q˜ by QEKF is marked
in green-dashed. It is shown that the QEKF can approach the
expectation of q with some deviation. Overall, the estimates
of quantum operator q2 by SME and QEKF methods can both
approach the expectation of classical signal q.
The performance regarding time consumption is provided
by Matlab stopwatch timer by recording the simulation time
of SME and QEKF at every realization. Figure 8 shows the
average simulation time of SME and QEKF methods with
increasing cavity dimension from 2 to 6. It is clear that the
Fig. 4. Application of both the SME method and the QEKF method to
estimate the expectation of σx. The ideal evolution of σ¯x, denoted as σ¯x, is
marked in red-solid. The blue-dashed-dotted line is the estimate of σ¯x using
the SME method. The green-dashed line is the estimate of σ¯x using the QEKF
method.
Fig. 5. Application of both the SME method and the QEKF method to
estimate the expectation of σy, denoted as σ¯y. The ideal evolution of σ¯y is
marked in red-solid. The blue-dashed-dotted line is the estimate of σ¯y using
the SME method. The green-dashed line is the estimate of σ¯y using the QEKF
method.
Fig. 6. Application of both the SME method and the QEKF method to
estimate expectation of σz, denoted as σ¯z. The ideal evolution of σ¯z is marked
in red-solid. The blue-dashed-dotted line is the estimate of σz using the SME
method. The green-dashed line is the estimate of σz using the QEKF method.
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Fig. 7. Application of the quantum SME method and the QEKF method
to estimate the expectation of real quadrature q2, denoted as ˆ¯q2. The red-
solid line, which is exactly under the blue-dashed-dotted line, is the ensemble
average of 20 trajectories of the classical stochastic process q. The blue-
dashed-dotted line is the estimate of ˆ¯q2 using the SME method. The green-
dashed line is the estimate of q¯2 as calculated by the QEKF method.
Fig. 8. Simulation time using the QEKF and SME methods vs dimension of
the cavity system. The x axis is labeled by the dimension of the cavity system
G2 while y axis expands according to time scale. The red-solid line shows
the increasing time consuming by SME method while the green-dashed-dotted
line shows the time consuming by QEKF method.
simulation time of the SME method increases quickly with
dimension while the simulation time of QEKF method stays
almost unchanged. The dimension of density operator ρ in the
SME method is n1n2, where n1 = 2 is the dimension on matrix
of qubit system and n2 is the dimension of the cavity system.
Calculation time increases when dealing with matrix of higher
dimension. When implementing the QEKF method, filtering
equations (54)-(56) are transformed into classical stochastic
differential equations, which avoids calculations on matrix and
explains the superiority of QEKF against the SME method
with respect to time consumption.
Remark 3: For the QEKF method, the parameters are
chosen to be λ = 0 and µ = 0.01. The performance of the
QEKF method is determined by the selection of these two
parameters. We adjust the parameters until an acceptable
estimation performance is reached.
From the simulation results presented in Figures 4 to 8, it
can be seen that both SME filter and QEKF can effectively
estimate the quantum and classical states. The effectiveness of
our main idea that using quantum cavity system to model the
classical signal is proved. The QEKF can usually achieve a
lower computational complexity compared with the SME.
V. CONCLUSION
This paper proposed a method to obtain the filtering equa-
tion for a qubit system subject to a classical linear stochastic
process. The basic idea is to model the classical process
using an optical cavity system and then the quantum-classical
filtering problem using the *-isomorphism is converted into
a quantum filtering problem where the standard quantum
filtering theory can be applied. The concatenation product
method was employed in our paper to describe the enlarged
qubit-cavity system. The SME for the combined system was
then derived. Furthermore, the QEKF method was adopted as
an alternative to achieve a fast computation. The effectiveness
of both filters was demonstrated by numerical results and
their performance was compared. In this paper, we considered
a theoretical model for a hybrid quantum-classical system
where a qubit is disturbed by a linear classical stochastic
disturbance. In the future, we will consider the implementation
of our method on a real physical system. Moreover, we may
generalize the method to the case for achieving prescribed per-
formance [47] or where the classical disturbance is generated
by a nonlinear system.
APPENDIX
A coherent state is a specific quantum state for the quantum
harmonic oscillator, where the number of photons can be large
[1]. Similar to the classical harmonic oscillator, the coherent
state |β 〉 is generated by displacing the initial vacuum state |0〉,
which corresponds to the equilibrium position of a classical
oscillator, to a new state such that |β 〉 = D(β )|0〉 where β
is a complex number and D(β ) is the displacement operator.
While the number state |n〉 is the eigenstate of the number
operator, a coherent state is the eigenstate of the annihilation
operator. Using the representation of the canonical coherent
state in the number state basis, we have
|β 〉= e− |β |
2
2
∞
∑
n=0
β n√
n!
|n〉. (78)
We make a finite-dimensional approximation to the infinite-
dimensional cavity system such that
|β 〉= e− |β |
2
2
n′
∑
n=0
β n√
n!
|n〉, (79)
where n′ is chosen to be a small number and the remaining
terms in (78) are ignored.
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