Abstract-MIL-STD-1553 is a military standard that defines the physical and logical layers, and a command/response time division multiplexing of a communication bus used in military and aerospace avionic platforms for more than 40 years. As a legacy platform, MIL-STD-1553 was designed for high level of fault tolerance while less attention was taken with regard to security. Recent studies already addressed the impact of successful cyber attacks on aerospace vehicles that are implementing MIL-STD-1553. In this study we present a security analysis of MIL-STD-1553. In addition, we present a method for anomaly detection in MIL-STD-1553 communication bus and its performance in the presence of several attack scenarios implemented in a testbed, as well as results on real system data. Moreover, we propose a general approach towards an intrusion detection system (IDS) for a MIL-STD-1553 communication bus.
INTRODUCTION
M IL-STD-1553 is a military standard developed by the US Department of Defense (DoD) for the purpose of military platform integration [6] which has served as the backbone of military and aerospace avionic platforms (e.g., F-15, AH-64 Apache, F-16, V-22, X-45A, F-35) for more than 40 years. It is primarily used for mission-critical systems that require a high level of fault tolerance, since it is deterministic and dual redundant; it also uses a reduced cable topology, connecting all devices on a single bus in a multipoint topology, as opposed to point-to-point topologies.
MIL-STD-1553 is considered deterministic, because it is based on a master/slave methodology in which the master issues messages based on a predefined order and timing. Although other modern, reliable and deterministic data buses have been introduced [5] , [8] , MIL-STD-1553 remains the most widely used standard in military aviation as it has been for the last 40 years, and is expected to be used in the future. The main reason that alternative deterministic communication buses are not used in existing platforms is the difficulty of modifying an entire operational platform and replacing the main data transmission topology. Moreover, subsequent standards are based on the communication protocol defined by MIL-STD-1553. For these reasons, MIL-STD-1553 will likely be an integral component of critical military platforms for many more years to come.
MIL-STD-1553 was developed long before the notion of cyber security was familiar and even basic cyber attacks, such as denial-of-service (DoS) attacks [9] , had not yet been introduced. Research regarding DoS attacks initially reported in the early 1980s, several years after the release of the most recent version of MIL-STD-1553 in 1978, and focused mainly on DoS in operating systems, rather than computer networks [9] . The Designer's Notes for MIL-STD-1553 include a chapter discussing several aspects of network system security which should be addressed when implementing a 1553 communication bus [6] :
• system security policy -defines the classification levels of the system, data, and personnel that are related to the communication bus; • system security architecture -specifies four approaches for designing systems that process classified plain text data and unclassified data; • Tempest -states that all components processing unencrypted classified data should be protected against compromising emanation; • Encryption -should be used in order to isolate components with different classification levels from classified data; • Trusted message routing and control design -maintaining low bit error rate, parity coding of control words, and monitoring the bus controller can help in detecting errors in messages or in their routing. Although the Designer's Notes provide references to security aspects, they only contain general guidelines, including references to standards that might not be appropriate for all MIL-STD-1553-based systems (e.g., military vessels developed by other countries might have different or additional compliance requirements than those defined in MIL-STD-1553). Moreover, because the standard is defined for military purposes, more specific guidelines cannot be provided due to confidentiality requirements. Finally, the standard is implemented by various types of systems with diverse objectives, which makes it extremely complicated to provide more specific requirements will suite all existing systems.
Therefore, despite the attention paid to security issues in the Designer's Notes, MIL-STD-1553 still contains vulnerabilities that expose the platforms implementing it to cyber attacks, which are not addressed in the Designer's Notes or in the various updates that have been made to the standard since its first release. Section 4 provides a security analysis of MIL-STD-1553 and discusses possible attack methods and their consequences.
As cyber attacks play a major role in modern warfare and since military platforms are likely to be attractive targets for attackers [20] , [16] , it has become clear that the systems implementing the MIL-STD-1553 standard require improved protection. Due to its widespread deployment in many platforms, applying changes to the various components of the 1553 communication bus is cost prohibitive. Hence, instead of securing the standard itself, we introduce a method for the detection of anomalous traffic transmitted over the 1553 communication bus.
Recent studies have addressed the impact of successful cyber-attacks on aerospace vehicles that implement MIL-STD-1553 [19] , [24] . In [24] the author presents some of the associated vulnerabilities and suggests theoretical methods for creating covert channels over the communication bus. The authors in [19] illustrated the physical impact of simulated cyber-attack on an aerospace vehicle. However, none of them proposed a solution for detect and/or prevent such attacks.
In this paper we present a security analysis of the MIL-STD-1553 communication protocol and propose a supervised sequence-based anomaly detection method for identifying cyber-attacks. For evaluating our method we established an operational testbed in which we executed three attack scenarios. All three attacks were perfectly identified by our proposed method. Moreover we evaluated the learning process of the proposed method on datasets collected from a real system; this evaluation indicates that a very short period of time (two to five seconds) is sufficient for achieving a very low false alarm rate.
The following sections provide: an overview of the MIL-STD-1553 architecture and communication protocol (Section 2); a review of related works regarding the security of systems implementing MIL-STD-1553 and other communication bus technologies, (Section 3); a security analysis which defines the assets of a MIL-STD-1553 bus, the attacker profile, and possible threats to the communication bus (Section 4); proposal for a sequence-based anomaly detection method for a MIL-STD-1553 communication bus (Section 5); description of the testbed established for evaluating the proposed method and evaluation results for both simulated and real-system scenarios (Section 6); finally Section 7 discusses the performance and limitations of the proposed sequencebase anomaly detection method and suggests extensions to the method; Section 8 concludes the paper and presents future research direction.
1553 COMMUNICATION BUS -BACKGROUND
MIL-STD-1553 defines a dual redundant serial communication bus used for transmitting data between a bus controller and remote terminals using a multipoint, master-slave bus topology. It was first published in 1973 and the latest version, MIL-STD-1553B, published in 1978, is still used in many military and aerospace systems to this day. MIL-STD-1553 defines the physical layer of the communication bus as well as the logical layer and a command/response time division multiplexing methodology using a 1Mbps transfer rate data bus, while specifying the transmission timings. 
Bus architecture
The 1553 communication bus includes five key elements: Remote terminal (RT), bus controller (BC), bus monitor (BM), coupler, and the bus itself (illustrated in Figure 1 ). The bus is redundant -if a message cannot be transmitted on the main channel it will be retransmitted on the backup channel. Although there are redundant channels, only one element can transmit data over the bus at a time. All elements connected to the bus are continuously exposed to the data transmitted, even if not designated for them. The communication is managed by the BC, and all other elements follow its commands. The bus can support up to 31 connected remote terminals.
Remote terminal (RT).
Consists of three components. The hardware transceiver is responsible for data transfer between the bus and the subsystem. It is connected directly to the bus and exchanges data with the subsystem via a dual port RAM (DPR). In addition, it must be able to decode and buffer messages, detect transmission errors, and perform data validation tests. Invalid data should be discarded. The DPR is shared memory which enables data transfer between the transceiver and the subsystem. Both the transceiver and subsystem have read and write permission to this memory. The subsystem is the computational unit (platform computer) of the RT. The subsystem is responsible for all data processing and calculations required for the system to function.
Bus controller (BC).
Responsible for managing the communication between the RTs connected to the bus using command/response messages. It is the only component that initiates data transfers on the bus to/from RTs or between two RTs. There may be several terminals with BC capabilities connected to the same bus for backup, but only one of them can function as the active BC at a given time. The BC initiates commands to the RTs based on a predefined order and timing.
Bus monitor (BM). Responsible for listening and collecting data from the bus in order to observe the state and operational mode of the system and subsystems. The BM is a passive device and does not send any messages, and therefore cannot provide a status report on the data transferred over the bus.
Coupler. A physical component used to isolate the components connected to the bus from one another and eliminate the possibility of damage to the bus in case one of the components malfunctions.
Data Bus. The transmission medium that physically enables all communication between the components connected to it.
Communication protocol
Words are the data structure used for transmitting commands, data, and status over the bus. A collection of words defines a message used for receiving or transmitting data. Messages can be periodic or aperiodic. Periodic messages are sent at fixed time intervals (i.e., time cycles). A major frame is a predefined time frame in which all periodic messages are transmitted at least once (derived from the periodic message with the longest time cycle). Aperiodic messages are event-driven and therefore are not sent in fixed time cycles. However, they have a fixed time slot in the major frame.
The standard defines three types of words: command, data, and status (illustrated in Figure 2 ). All words are 20 bits long, starting with three bits of synchronization and ending with a parity bit. Command word. Initiated by the BC and designated to an RT. The command specifies the action that the RT should perform: whether to receive or transmit data. The remaining 16 bits are defined as follows:
Terminal address (TA) -a five bit field containing the address of the RT that the command is designated for. It can contain up to 31 RT addresses (00000B to 11110B), since the terminal address 11111B is reserved for broadcast command. T/R bit -a single bit that indicates the direction of the required data transfer. Logic 1 indicates that the RT should transmit data, and logic 0 indicates that the RT should receive data. Subaddress/Mode -a five bit field indicating the subaddress of the RT to receive/transmit the data, or that this command is a mode code (in this case it is set to 00000B or 11111B). Mode codes are special commands used to change the operation mode of the RTs such as: timing synchronization, RT transmitter shut down, and request to initiate self-test. Data word count/mode code -a five bit field which contains the number of data words to be received/transmitted. If a mode code is set, these five bits indicate the mode code. Data word. Contains the actual data being transferred on the bus. There is no predefined structure for data words. Status word. Sent by the RT to the BC upon receiving a valid message, in order to report its status to the BC. It contains different flags indicating different types of errors, such as received data error, data processing error, and circuitry error. It also allows the RT to request a service from the BC.
Communication formats
There are four types of communication between elements over the bus, all of which are initiated by the BC. The communication formats are designed to maintain high reliability of the protocol by acknowledging every message sent on the bus and flagging for errors and validation of the messages (using status words). 
BC-RT/RT-BC data transfer.
The communication between the BC and an RT has two formats: 'receive' (BC-RT) and 'transmit' (RT-BC). In order to initiate a BC-RT communication (Figure 3(a) ), the BC issues a 'receive' command to the RT, and immediately transmits the data words. The RT receives and validates the data, and responds with a status word. In order to start a RT-BC communication ( Figure  3(b) ), the BC issues a 'transmit' command to the RT. The RT receives the command and responds with a status word, which is immediately followed by the data words it should transmit.
RT-RT data transfer. In RT-RT communication ( Figure  4 ), one RT transmits data to another RT. The BC starts the communication by issuing a 'receive' command to the receiving RT, which is immediately followed by sending a 'transmit' command to the transmitting RT. The transmitting RT responds with a status word and transmits its data words. Upon receiving the data, the receiving RT responds with a status word.
Mode code transfer. The BC can send a mode command by setting the subaddress/mode field to 00000B or 11111B. In this case the word count field defines which mode code should be performed. A mode command can be sent to a specific RT or to all RTs. A mode command can be associated with up to one data word.
Broadcast transfer. The standard also supports broadcast messages. Broadcast can be used with messages in which only the BC is transmitting data and all others are receiving. The broadcast message format is similar to the non-broadcast messages, with two exceptions: the terminal address field is set to 11111B, and all receiving RTs suppress their status word transmission. 
RELATED WORK
Although MIL-STD-1553 is the basis for many missioncritical platforms, there has been very little research conducted regarding its security. The security of mission-critical and embedded systems was discussed in [4] , [12] , [26] . In 2005, Chong et al. [4] suggested design principles and guidelines for a survivability system architecture and applied it to a DoD information system. In 2016, Vai et al. [26] developed a methodology for designing a general missioncritical embedded system that considers cyber security aspects. The authors suggest a modular system architecture that contains cyber security features (e.g., cryptographic components and a separation kernel), and monitoring and recovering services.
These kind of security measures are suitable for systems that are in their design phase, in which different security features and principles can be considered and integrated correctly; however, they are not suitable for enhancing the security of existing 1553 bus implementations, because changing components of the 1553 communication bus is cost prohibitive due to its extensive deployment in wide range of aircrafts and vehicles.
In the context MIL-STD-1553, in 2014, McGraw, et al. [19] explored the impact of malicious actions on a satellite that uses a 1553 communication bus for intercommunication between its subsystems. The communication bus was modeled using SimPy (a simulation framework written in Python), and consists of a BC, BM, and 10 RTs. In addition, STK SOLIS (a simulation environment for spacecraft) was used for generating a high fidelity model and data exchange between the simulated subsystems. In order to explore malicious actions, McGraw, et al. [19] characterized the normal behavior of a space asset and used it to detect perturbations which may indicate the presence of a malware. Two scenarios of abnormal behavior were simulated: the presence of solar flares or ionization activity, and the presence of a malware. These abnormal scenarios were simulated by injecting noises (of different magnitudes) into the sensors' models. Manual analysis of the results indicated that it is possible to detect the anomalous events. Moreover, the authors were able to distinguish between events that might be caused by ionization and those that might be caused by a malware. The authors also observed a significant change in the satellite physical position in the presence of malware. The authors reached their conclusions by manually exploring the simulation results and did not provide an automatic method for detecting anomalies.
In contrast to the manual analysis performed in [19] , we propose a real-time machine learning-based IDS for detecting abnormal behavior. Furthermore, in order to evaluate our proposed solution we used an operational testbed composed of an actual 1553 communication bus (presented in more detail in Section 6.1) on which we were able to execute attacks that exploit various vulnerabilities in the protocol rather than data manipulation. The use of actual hardware enabled us to simulate data transmission in a more realistic environment and extract more precise features.
In 2015, Nguyen [24] introduced several methods for creating covert channels over a 1553 communication bus, in order to leak data from high security level subsystems to lower subsystems. The suggested attacks utilize different features and behavioral characteristics of the communication protocol defined by the standard, in order to establish a signaling mechanism between two cooperating subsystems connected to the same communication bus. Nguyen presented three attack scenarios and categorized them into two types: timing and storage attacks. Timing attacks utilize time delays between messages defined by MIL-STD-1553, while storage attacks utilize word structure and programmerdefined features. More specifically, the storage attacks utilize the 'command illegalization' implementation (which is a programmer defined feature), and the Service Request (SR) feature defined by the standard which enables an RT to notify the BC that it needs to transmit or receive data. The suggested attack scenarios are merely theoretical and were not empirically tested. In addition, the suggested attacks rely on assumptions which are not necessarily correct or applicable for all 1533 communication buses. Moreover, the attacks presented are inefficient. For example, if the RT that executes a timing attack is able to control its response delays to the granularity of one microsecond, it can leak up to three bits per message.
Covert channel attacks were taken into consideration in the security analysis we present in Section 4 and in our proposed solution described in Section 5, which is an anomaly detection algorithm that can provide an alert when malicious activity, such as data leakage via a covert channel, takes place over the bus.
A related domain to our research is the intercommunication technologies implemented in today's automobiles, also known as the CAN bus. Numerous works surveyed cars' inter-communication technologies and possible threats [14] , [27] , and demonstrated different kinds of attacks [2] , [10] , [11] , [21] . These works suggested adding countermeasures such as encryption, authentication, and intrusion detection capabilities to these technologies. Some examples of proposed anomaly detection solutions for identifying malicious activity on CAN bus, include: an entropybased anomaly detection method that assumes low randomness in the vehicle network [23] ; an unauthorized data transmission prevention mechanism for CAN bus [18] ; denial of service detection by analyzing time intervals of messages [25] ; an intrusion detection solution that is based on clock skew fingerprints of computational unites [3] ; and an intrusion detection solution based on a supervised DNN classifier used for classifying messages as benign or anomalous by analyzing their content [13] .
Although the CAN bus protocol and physical implementation differ from the MIL-STD-1553 communication bus, some of the suggested methods and features for anomaly detection can be relevant for MIL-STD-1553, as will be described in Section 5.
SECURITY ANALYSIS OF THE 1553 COMMUNI-CATION PROTOCOL
In this section we present a comprehensive security analysis of the MIL-STD-1553 communication protocol which consists of the following elements:
Assets -an element, which is part of the 1553 communication bus, that (1) an attacker might be interested in, and (2) has the potential to disrupt the system's operation or leak information when compromised. An asset might be a physical component (e.g., a subsystem), or data present in the system (e.g., transmitted messages, data stored in a subsystem).
Attacker profile -an individual, group, organization, or government that have interest in attacking the system's assets and attempt to access them via attack vectors.
Attack Vector -indicating various methods used by an attacker to penetrate the system in order to perform the malicious activity.
Threat Agent -an entity (individual, software, hardware), internal or external to the system, that uses its privileges in order to execute the attack.
Attack method -the actions that an attacker should perform in order to execute an attack.
Assets
The identified assets that are part of a MIL-STD-1553 communication bus and might have value to a potential attacker are can be categorized as follows: Connectivity assets -the physical components responsible for data transfer between the different components at different levels:
• Transmission medium (the bus itself) (component 8 in Figure 1 ) -the physical wires that connect the RTs and enable all communication and data transmission.
• Transceiver (component 2 in Figure 1 ) -responsible for decoding the analog signals into digital data which is comprehensible to the subsystem (and vice versa) and thus enables data transfer between the bus and the subsystem.
• Coupler (component 7 in Figure 1 ) -an electrical unit that isolates the bus from an RT and connects the transceivers to the transmission medium. Damage to one of these components might harm the availability of a part, or the entire, system. Denying a critical subsystem to transmit data (by sabotaging its connectivity assets for example) prevents inputs for other component that might fail in performing their tasks, potentially leading to disconnection between components. Since these components are physical, they are capable for compromising emanation, which harms the confidentiality of the system. The integrity of the system is also threatened by these assets, since they have access to the inputs and outputs of each component, and once compromised, they can manipulate these data. Data assets -the data stored in different parts of the system:
• DPR data (component 3 in Figure 1 ) -the data stored in the shared memory of the transceiver and the subsystem (DPR).
• Subsystem data (component 4 in Figure 1 ) -the data that is stored in the memory of the subsystem and consumed by the subsystem in order to perform its tasks (e.g., geographical location).
• Data in motion (components 8 in Figure 1 ) -the current signals (data) transmitted over the bus. Any damage or changes made to these assets violates the integrity of the system. Moreover, as previously described, manipulation of the inputs and outputs of subsystems can damage the system's availability. Moreover, lack of data encryption breaks the system's confidentiality once leaked outside.
Computational units:
• Subsystem (component 4 in Figure 1 ) -consists of physical components (e.g., CPU, memory, sensors) and the software responsible for performing the subsystem's tasks (e.g., reporting the current position, calculating distance from objects). Compromised subsystems can manipulate or generate false outputs and break the system's integrity, stop communication with other subsystems and damage its availability, or abuse access to other devices in order to leak data and violate the system's confidentiality. Table 1 provides more detailed description of each asset and the security concerns (i.e., potential consequences) related to it, categorized by integrity, confidentiality, and availability.
Attacker profile
Since MIL-STD-1553 is mainly implemented in military platforms, most of the attack vectors require physical access to the system (e.g., change components' code, eavesdropping), or access to external devices that interact with the system (such as USB devices or CDs) or sensors (such as GPS or RADAR). This kind of access requires highly skilled attacker such as a state actor.
The attack vectors can be categorized into three main groups: code injection and manipulation, data injection, and physical tampering. The attacker is assumed to have the ability to execute at least one of these attack vectors during the life cycle of the system (e.g., development, supply chain, deployment, or maintenance stages). These individuals can abuse their access rights in order to sabotage various components.
Once the attacker gained access to the system he/she executes the attack via a component connected to the system or an individual that have physical access to it, which are referred to as threat agents.
Attack vectors
Code injection and manipulation. This attack vector refers to the ability to inject or manipulate the code of the system's components in order to perform the attack. This includes the program coded in the transceiver, as well as the operating system or software of a subsystem. Malicious code can be injected during the main phases of the component's life cycle: development, supply chain, and deployment and maintenance.
The development phase includes all processes that take place before delivering the product to the client: hardware Compromised transceiver can provide corrupted data to the subsystem it connects to the bus or to other components connected to the bus which can lead to incorrect operation.
Compromised/corrupted transceiver can stop data transfer between the bus and the subsystem which can lead to DoS to the subsystem it connects to the bus, and/or to other components that depend on the data it should transmit.
2 Transmission medium (the bus itself)
Shorts or failure of the transmission medium may provide corrupted data to the components connected to the bus which can further lead to incorrect operation of the system.
Electromagnetic energy emanating from compromised transmission medium may be used to deduce the information transmitted on the bus and compromise the system's confidentiality.
Shorts or failure of the transmission medium may lead to total disconnection of the communication over the bus and interrupt the system's operation.
Coupler
Compromised coupler can provide corrupted data to the RT it connects to the bus, or to other components connected to the bus which can lead to incorrect operation.
Electromagnetic energy emanating from a compromised coupler may be used to deduce the information transmitted on the bus and compromise the system's confidentiality.
Unavailable coupler disconnects the RTs connected to the coupler from the bus. In some cases it can also cause DoS to other components connected to the bus.
Subsystem
Compromised subsystem can provide corrupted data to other components and lead to incorrect operation. It can also spoof as another component by changing the TA field of a command.
Compromised subsystem can abuse access to devices that have the ability to transmit data outside the system (i.e., radio transmitter) and leak sensitive information.
Unavailable subsystem stops responding to commands and data transmission which might lead to DoS to other components depending on its outputs and possibly even to the entire system. Corrupted data sent by a compromised subsystem to other subsystems may also result in DoS.
DPR data
Corrupted data provided to a component can lead to incorrect operation.
Classified data that leaks outside the system in plain text can be abused by malicious individuals.
Unavailable or corrupted data may lead to DoS to the components depending on it, and possibly even to the entire system.
Subsystem data
Corrupted data provided to a component can lead to incorrect operation of the system.
Classified data and/or operation logic that leaks outside the system in plain text can be abused by malicious individuals.
Unavailable or corrupted data may lead to failure of the subsystem's operation and may also result in DoS to the components depending on its outputs and possibly even to the entire system.
Data in motion
Classified data and/or operation logic can be leaked outside the system by compromising emanation and can be abused by malicious individuals.
Unavailable data might lead to DoS to the components depending on it and possibly even to the entire system.
manufacturing, code writing, integration, and testing. During the development phase, malicious individuals can exploit their access to the components and insert erroneous or malicious code, or physically tampering with components. Though components are tested before they are delivered to clients, a sophisticated attacker can inject code that is programmed to operate within a specific context and can identify when it is in the real environment, thereby evading detection tools. During the deployment and maintenance phase various procedures performed may expose the system to malicious code injection. These procedures include: operating system and software updates, bug fixes, system configuration, and data loading. Such maintenance activities may be performed via wireless communication or physically via CD/DVD, USB connection, or through a computer that is connected to the bus. In this phase, code injection and manipulation may also be performed by another component that was previously compromised and is connected to the bus.
False data injection. Data injection refers to false data provided by sensors, such as Global Positioning System (GPS) or Radio Detection And Ranging (RADAR) systems, or an external device (e.g., magnetic tape, CD/DVD, or computer). In recent years extensive research has been conducted regarding false data injection attacks on control systems, mainly on electrical power grids [17] , [22] . In this type of attack, the attacker injects crafted data into the system through sensors (or other input devices) that alter the normal behavior of the system and might lead to failures and even the execution of malicious code. Note, however, that in order to perform a successful data injection attack without detection, the attacker must have in depth knowledge of the system and its vulnerabilities.
Physical tampering. Every electronic device emits electromagnetic radiation. By eavesdropping on the device and analyze its electromagnetic emanations, an attacker can reveal information regarding the device's operation. This type of attack is called tempest [15] , and it is addressed in the Designer's Notes for MIL-STD-1553. However, a malicious individual who has physical access to the system can make subtle changes to the system, such as adding computational capabilities to a coupler, manipulating wiring or the coupler's grounding. Such modifications may not change the component's behavior significantly, but does create some type of side effect (such as amplified electromagnetic radiation), which may also go undetected if the system is not specifically tested for those specific side effects.
Threat agents
After the attacker managed to gain access to the system, he/she can use one of the following threat agents in order to execute an attack: a component connected to the bus or a malicious individual (human) possessing access permissions to the system. Component (RT and BC) -we distinguish between two types: a compromised component and a fake component. A compromised component is a component which was originally part of the system and was manipulated by the attacker. This may include components that are not constantly connected to the bus and are connected on demand (e.g., for uploading configurations, downloading logs, and maintenance). A fake component was not part of the system and was connected to it illegitimately. Once connected, the fake component becomes part of the system and can transmit data and listen to all communications. We also distinguish between BC and RT components, since the functionality of the BC is more extensive than the functionality of the RT, and hence has greater capabilities for executing attacks.
Malicious individual -an individual (human) that cooperates with the attacker (or the attacker himself) and has access to the system, who can tamper with its components physically (by sabotaging their circuitry, for instance), or logically (e.g., by inserting errors in a component's code).
Attack Methods and Consequences
This section describes the threats to the MIL-STD-1553 communication protocol, which are categorized by their impact: denial of service, data leakage and data integrity violation. The following subsections elaborate on the different threats to the 1553 communication bus and provides methods to execute them. Table 2 provides more detailed description of each attack method, categorized by message manipulation and behavior manipulation. Message manipulation refers to modification of legitimate words (command, data, or status) transmitted over the bus. Behavior manipulation refers to altering the behavior of the compromised component, for example, transmitting fake (malicious) messages in unusual timings or order.
Denial of Service (DoS)
DoS can be achieved by damaging physically or logically the system's assets, and will usually require only one threat agent. Physical damage to a component can harm its ability to perform operations, produce outputs, or transmit them over the bus. In particular, if the damaged component is the bus itself, there could be a complete disconnection between all of the components connected to it.
Logical damage refers to exceptions occurred during component's normal operation, component's incorrect operation, or data manipulation and corruption. These scenarios result in corrupted output or lack of response, which can lead to denying the operation of one or more components. Following a description of possible methods to achieve DoS to an 1553 communication bus.
Message manipulation: compromised components with BC capabilities can change fields of a command word (e.g. WC, T/R, and TA) to control data routing and cause collisions. For example: denying a 'transmit' command from reaching the GPS by changing its TA field will cause other subsystems (e.g. navigation, artillery, etc.) rely on outdated data, which can have severe outcomes. Manipulating status words by a threat agent to falsely indicate on errors in the target RT might lead to termination of the communication with it, although it operates correctly. Data words can be easily corrupted by different threat agents, by causing collisions or manipulating them at the subsystem's level. Lack of sufficient input validation by the component can lead to an incorrect operation and even crash it.
Behavior manipulation: compromised components that can control their transmission times and response delays or behave differently than the command specifies can also cause collisions and failures to other component, thus lead to DoS.
Possible operational consequences: DoS to the 1553 communication bus can have devastating results, especially because it is used for mission critical systems. The attack can be executed upon detection of some operation in order to intercept it. For example, an attacker that listens to the bus can identify that the system entered a certain geographic zone and deny location data from updating the navigation system, or identify that the system is aiming to fire at a target and deny the firing command from reaching the relevant components.
Data leakage
Data leakage in the context of the MIL-STD-1553 communication bus is the result of unauthorized data transmission between components (i.e. components of different security levels) or outside the system.
Message manipulation: by changing the WC or TA fields in a command word, a threat agent can instruct a component to transmit exceeding data words, or to transmit data words to another component (that may have lower security level). Data can also be leaked using the reserved bits of a status word, or by modulating additional payload on legitimate data words.
Behavior manipulation: threat agents that can control their behaviors are capable of creating a covert channels in order to leak data as presented by Neugen in [24] . If the threat agent has BC capabilities it can also utilize idle time on the bus and initiate unauthorized data transfers. Moreover, if the threat agent has an access to an external device or removable hardware it can utilize it to leak data outside the system. Data can also be leaked physically by eavesdropping the electromagnetic emanations of components.
Possible operational consequences: Leaked data can help the attacker conclude information about the operation of the system. Usually vehicle have service ports (e.g. USB) that are easily accessible to maintenance crew for debugging and investigating the vehicle's performance. A malicious crew member can extract logs and traffic traces from the system and pass them to the attacker. Sensitive information, such as: current vehicle location, targets, and destinations, can be leaked by a compromised component outsize the vehicle by using legitimate external communication channels (e.g., radio).
Violation of data integrity
Violation of data integrity refers to invalid or incorrect data that flows inside the system and causes other component to fail or operate incorrectly. Incorrect data can get inside the system by a threat agent external to the system (see 4.2.1) or by an inside threat agent that can manipulate messages exchanged over the bus or send fake data in the behalf of another component (i.e., spoofing), and cause the system to behave abnormally. Possible operational consequences: by altering the data words an attacker can cause the system to navigate to the wrong destination, fire at the wrong target, and even to no fire at all, or withhold/add objects from/to the vehicle's dashboards and deceive the crew aboard.
SEQUENCE-BASED ANOMALY DETECTION METHOD FOR THE 1553 COMMUNICATION BUS
To the best of our knowledge, there are no security solutions for identifying and/or preventing cyber attacks on the 1553 communication bus. Existing security solutions (e.g., firewall, intrusion and malware detection, data leakage prevention, access control) are not suitable for the 1553 communication bus because they require significant adaptation and configuration to the specific operating systems and communication protocol. Existing solutions also require the application of changes to various components of the 1553 communication bus which may be cost prohibitive due to its extensive deployment in various aircrafts and vehicles.
Therefore, we propose adding a lightweight, MIL-STD-1553 tailor-made anomaly detection [1] solution that is based on continuous monitoring of the messages transmitted over the bus and the application of machine learningbased anomaly detection algorithms, in order to identify attacks on the bus. In this section we present a sequence-based anomaly detection module, which is a solution for identifying command word manipulations and timing-related behavior manipulations.
The advantages of the proposed solution are two-fold. First, by using machine learning techniques, which are highly flexible and adaptive [7] , we can provide a robust solution which can be automatically adapted to any 1553-based system in a very short time. Second, the proposed solution can be implemented (integrated) as part of a Bus Monitoring (BM) module and therefore does not require any change to the existing modules of the bus.
The sequence-based anomaly detection module focuses on detecting whether the message complies with the predefined major frame specification for the specific bus implementation, or whether it arrived out of order or was sent at the wrong time. Similar to [3] , we use time interval analysis of messages and inspect their deviation from their normal time cycle.
Since most of the messages sent over the bus are periodic, it is more likely that command and timing features will be useful for identifying anomalous messages. For that, we propose the use of sequence mining algorithms, such as a Markov chain model, which are able to derive a model which represents valid transitions of messages from a training set containing legitimate messages.
Models which are based on command features can help detect messages that are sent out of order. For example, consider a simple case of a major frame that consists of four messages: m 1 , m 2 , m 3 and m 4 that are sent as illustrated in Figure5(a). If an attacker tries to utilize the idle time between ,m 3 and m 4 to send its own message -m 5 ( Figure 5(b) ), the model will identify it immediately as an anomaly, since the only acceptable transition from m 3 is to m 4 . However, if the attacker chooses to utilize m 4 ( Figure 5(c) ), it might be detected as benign and cause the real m 4 to be detected as an anomaly. In this case the timing features will assist the model in detecting the anomalous command, since the attacker's m 4 will be sent at a timing that does not comply T/R bit -Flipping the T/R bit in a 'transmit' command causes the target RT to receive a 'receive' command that causes the target RT to respond with an error or wait for data to arrive (while no data is transmitted); furthermore the RT won't send the data it should to other RTs and they won't get their inputs.
-Flipping the T/R bit in a 'receive' command causes the target RT to receive a 'transmit' command that can lead to an error or data transmission that causes collision (since the BC continues to transmit the data of the 'receive' command). TA field -Changing the TA field to another/unsupported RT address prevents the command from reaching its target RT and can cause a failure in the RT's operation or failure of other RTs depending on it.
WC field -By changing the WC field of a 'transmit' command to a larger number the threat agent might cause the target RT to transmit more data than it should. If the attacker is familiar with the memory map of the target RT, he/she can use this method to access restricted areas in the target RT's memory. TA field -By changing the TA field in a 'transmit' command to another RT address the threat agent might obtain data from a subsystem that it is not authorized to hold.
-By changing the TA field of a 'receive' command, the threat agent can force an RT to accept data that it might not be authorized to hold.
A threat agent with BC capabilities can be used to tamper with the communication between the real BC and various RTs. The threat agent can corrupt the original command when it is transmitted over the bus, and send its own command to the target component instead. The target component will send its response without knowing that the command received is different than the original one, and the real BC will receive a response for a command it did not send.
Status Word
A compromised RT can impersonate as another and set the 'Busy', 'Terminal', or 'Subsystem' flags in its status word and provide a falsely indication to the BC regarding a malfunction or inability to handle messages and thus disrupt the communication with that RT. Similarly, a fake BC can respond on behalf of the target RT and signal the BC to stop sending commands to the target component.
Leaking data via status words can be done by utilizing the 'reserved' bits (see Figure 2 ) -three bits that are reserved for future development of the standard. The standard specifies that these bits should be unused and remain set to zero. A lack of status word monitoring enables cooperating threat agents to easily transfer any data without detection.
Any threat agent connected to the bus (with BC or RT capabilities) can corrupt status words transmitted back to the real BC and send fake statuses as if is the transmitting RT. Threat agents can utilize idle times on the bus and resend fake commands to target components on behalf of legitimate components, in order to override the real data stored in the target components' memory. The target components will consider the fake data to be the real data received from the legitimate component.
Behavior manipulation

Command Word
Fake command
Issuing fake commands (either defined by the standard or meaningless) that are not part of the system's normal operation may result in collisions, blocking all communication over the bus or affecting the proper system's operation (e.g. issuing shut-down commands or clock synchronizing at incorrect timings). WC field -Sending less data than specified by the WC field of a command causes the target component to receive incomplete data and may fail to operate.
-Sending excessive amount of data can cause a collision if the target component responds with its status while the threat agent is still transmitting data.
Neugen presented in [24] a storage attack method to create covert channel between two compromised components of different security levels over the 1553 bus, which requires a compromised BC and a compromised RT, and is based on the RT's specific 'command illegalization' implementation.
Status word
Neugen presented in [24] a storage attack method to create covert channel between two compromised components of different security levels over the 1553 bus, which is based on the Service Request (SR) bit of a status word and requires a cooperating BC and RT.
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Transmission timings -Threat agents that can control the timing of their transmissions can transmit messages at the time of choice. Sending unexpected messages to target components may result in failures.
-Threat agents that can control the timing of their transmissions can cause collisions that corrupt data transmitted over the bus (e.g., by transmitting at random timing) and can lead to error or incorrect operation of other components.
-Neugen presented in [24] a timing attack method to create covert channel between two compromised components of different security levels over the 1553 bus, in which two cooperating RTs establish a signaling mechanism based on their response time delays that are interpreted into binary data.
-Threat agent with BC capabilities can utilize idle time periods on the bus and initiate data transfer with any RT in order to extract data. If there is a cooperating threat agent connected to the bus, then the agent with BC capabilities can initiate RT-RT communication and transfer data from the target RT to the cooperating threat agent.
BM impersonation
Any threat agent connected to the bus can act as a BM and record the data transmitted over the bus which is available to all components connected to the bus. This data may be further leaked to other components or external devices via removable hardware (e.g., USB, CD, or magnetic tape), an available connection to other networks, or covert channels.
tempest
Malicious individuals can eavesdrop and capture the electromagnetic emanations of components [15] (which can be enhanced by physically sabotaging the components), and analyze them in order to obtain information about the target component's operation that can imply on other operations and characteristics of the entire system and help the attacker better understand it.
with its normal transmission timing, as defined by the major frame. If a message is found anomalous by this module, an alert is generated. 
Detection algorithm
As previously described, we detect anomalous messages based their timing and order. We opt to use the Markov chain model as the basis for our detection mechanism, in order to represent the normal behavior of the monitored bus (similar to [28] ).
We distinguish between two types of messages: periodic and aperiodic. A periodic message is sent by the BC at fixed time intervals (referred to as time cycles). An aperiodic message is sent by the BC as a result of an event or a Service Request.
In order to profile both periodic and aperiodic messages we use two Markov models -one for each type. The periodic Markov model's states are defined by command and timing features (see Table 3 ). Aperiodic messages, which are sent upon demand, are likely to be found anomalous by the periodic model which uses time-related features. Therefore, a second model is maintained, the aperiodic Markov model, in which each of the states are represented only by command features. Next, we provide a detailed description of the training and detection processes of the proposed method. 
Training process
The training phase requires a training set that consists solely of normal bus operation (i.e., legitimate messages). During this phase, the states of each of the two Markov models are identified, and then the states' transition probabilities are computed. Identifying the Markov model states. Each state j in the Markov model is defined by a set of features that are extracted from the messages observed in the training set (denoted by T S). The states of the aperiodic Markov model are defined by the following seven features (listed in Table  3 ): 'Src. Terminal Address', 'Src. Subaddress', 'Dst. Terminal Address', 'Dst. Subaddress', Channel, 'Word Count', and 'Is Mode Code'.
We refer to each unique tuple (defined by the values of the above features) as a message ID. Each message ID defines a specific state of the aperiodic Markov model. In addition to the above seven features, the states of the periodic model include an eighth feature -the 'Time Cycle' featurewhich indicates the time cycle of a periodic message. Since a periodic message can appear in one or more predefined time cycles, there is a need to deduce the time cycle(s) of the message in order to define the states of the periodic Markov model.
Therefore, in order to classify a message as periodic or aperiodic, and to define the states of the periodic Markov model, for each message ID we compute the 'Time Cycle' feature as described in Algorithm 1. Let T S j be the subsequence of messages containing the instances of message ID j. For each message in T S j we calculate the sequence of time differences between two consecutive appearances of the message (referred to as 'time difference sequence' and denoted by T D j in Algorithm 1). The time difference sequence is ordered in ascending order, and is then clustered in a greedy manner as follows. Each time difference value in the ordered sequence is compared with the previous value. If the difference between the current value and the previous one is smaller than a predefined threshold (denoted by tr), the current time difference is assigned to the current cluster; otherwise, a new cluster is created with the current time difference value. In our study we set the predefined threshold to be 40 microseconds which is the acceptable deviation in the time difference values in existing platforms implementing the 1553 communication bus. Eventually each cluster represents a time cycle of message ID j and the representative value of each cluster is the average of the time difference values in the cluster.
After extracting the time cycles of each message ID we can classify them as periodic and aperiodic by analyzing their time cycles and number of occurrences as follows. If a message ID is very rare (i.e., the number of times it was observed is lower than a predefined threshold), it is classified as aperiodic. If the number for detected time cycles (according to Algorithm 1) of a message ID is greater than a predefined threshold (set to three in our study) it is classified as aperiodic. In any other case the message ID is classified as periodic.
Computing the state transition probabilities. The second step in the training phase, after identifying the states of the periodic and aperiodic Markov models, is computing the
7:
if dif f > tr then 10: k ← k + 1 11: clusters [k] .append(dif f ) 12: for i := 0 to k do 13: 
return cycles j state transition probabilities. By iterating over the training set we first compute the following values for each model:
• occur j = count(state j ) -the number of times that state j was observed in T S.
• trans j→l = count(state j → state l ) -the number of times in which state l appeared after state j in T S. Then we can calculate the following probabilities:
|T S| -probability of observing state j in T S.
• transP rob j→l = trans j→l k∈S trans j→k -probability of transition from state j to state l (S is the set of all states discovered in T S). Note that when calculating probabilities for the periodic model, transitions involving aperiodic messages are ignored (i.e., not considered in the computation of probabilities). This is because aperiodic messages cannot be mapped to the states of the periodic model (i.e, they do not have a time cycle).
Calculating the anomaly threshold. During the detection phase, the derived Markov models assign a probability for an observed transition of two messages. In order to classify the observed transition as normal or abnormal, the probability is compared against an anomaly threshold. The anomaly threshold (denoted by tr a ) is defined as the minimal probability of a sequence of length two observed in the training set. The probability of the sequence [m 1 ,m 2 ] is computed as follows: stateP rob s1 · transP rob s1→s2 , where s i , (i = 1, 2) is the corresponding state of m i in the relevant model.
Detection process
In the detection phase, a message is examined in order to see if it was manipulated in a specific way. The input to the detection algorithm (Algorithm 2) is the inspected message (msg i ) and the relevant model (model), which is determined according to the message's type (periodic or aperiodic).
First, the model is applied on msg i (by evaluating the transition from the previous message msg i−1 to the current message msg i ) in order to compute the anomaly score (line 2, as in the anomaly threshold step). If the anomaly score is greater than or equal to the model's threshold (tr a ), msg i is labeled as 'Benign' (lines 3-4). Otherwise msg i is labeled as 'Anomaly'.
A message that was classified as 'Anomaly' (e.g., a crafted message that was injected by the attacker) can lead to a misclassification of its successive benign messages. This is because the transition from an anomalous message m a to its successive message m b will be detected as anomalous even if m b is benign since the transition s a → s b (the corresponding states) is not recognized by the model. Therefore, in order to avoid incorrect classification of successive messages we apply (in lines 7-10) a point anomaly recovery process in which we evaluate the transition from the last message that was classified as 'Benign' (msg lastBen ). If this transition is classified as 'Benign' than the classification of msg i will be updated to 'Benign'. if IsAnomaly(msg i−1 ) then 8: score ← model.Apply(msg i , msg lastBen )
9:
if score ≥ tr a then 10: label ← Benign return label
EXPERIMENTS AND RESULTS
In order to evaluate the proposed method we conducted two experiments. For the first experiment we established an operational testbed which consists of real 1553 hardware, identical to that used in operational platforms. The testbed is capable of simulating DoS and spoofing attacks that utilize behavior and message manipulation methods, and implements the sequence-based anomaly detection module.
For the second experiment we performed off-line evaluation of the module on real 1553 system logs. These logs does not contain attack record, thus we only evaluated the method in terms of false alarms.
Testbed architecture
The testbed (illustrated in Figure 6 ) consists of three PCs that simulate the various components of simplified avionic systems. Each component is connected to the bus via a 1553 interface card. The subsystems are distributed on different PCs in order to physically place them at different distances from the bus, thereby simulating an actual bus topology setup. The main components simulated in the testbed are:
BC. This component initiates all communications over the bus. The BC is implemented in the BC/Attacker PC (item 3 in Figure 6 ) and is connected to the bus through a DDC BU-67114Hx interface. The BC's software includes a graphical user interface (GUI) that allows us to control its activity (legitimately or maliciously).
BM. This component monitors the bus and implements our proposed sequence-based anomaly detection module. The BM's software provides a GUI that enables online training of the module, online monitoring and detection of anomalous messages transmitted over the bus, and displaying visual alerts when such messages are detected. In addition, the BM writes to a log file all monitored messages and their labels (assigned by the anomaly detection algorithm) for offline analysis. The BM is implemented in the Monitor PC (item 1 in Figure 6 ) and is connected to the bus through a DDC BU-67114Hx interface.
RTs. The RTs' programs are implemented on the RTs PC (item 2 in Figure 6 ). The RTs PC is connected to the bus through two interfaces: a DDC BU-67114Hx interface and an Excalibur EXC-4000PCIe card which logically enables up to 32 connections. These RTs are used for benign activity simulation, and their software also provides a simple GUI which enables us to start or stop their operation.
Attacker component. This component has the functionality of either a BC or an RT and is responsible for executing various attacks as a fake RT/BC (i.e., illegitimately connected to the bus) or a compromised RT/BC. The attacker component is controlled manually through a GUI, and its software is implemented in the same PC as the BC (item 3 in Figure 6 ) and is connected to the bus via another DDC BU-67114Hx interface.
The testbed also contains: (1) an oscilloscope (item 4 in Figure 6 ) for visualizing electric signals transmitted over the bus, (2) a controller (item 5 in Figure 6 ) for simulating user operations, and (3) a display (item 6 in Figure 6 ) for visualizing the physical impact on the simulated operations on the simulated system.
Implemented attack scenarios. In order to evaluate the proposed algorithm we implemented three attack scenarios: two spoofing scenarios and a DoS scenario that were simulated on two different bus topologies. The topologies model two systems which operate differently from one another. The first topology, denoted by topology 1 , simulates a larger and more crowded system that consists of 19 components: the BC, BM, a compromised RT with BC capabilities (the attacker component), and 16 benign RTs. The major frame length is 80 milliseconds, during which 21 different messages are sent. Twenty of these messages have a time cycle of 20 milliseconds, and one has a time cycle of 80 milliseconds. The second topology, denoted by topology 2 , simulates a smaller system that performs some critical operation and consists of four components: the BC, BM, a compromised RT with BC capabilities (the attacker component), and a benign RT. The major frame length is 20 milliseconds, during which five different messages are sent (the time cycle of each message is 20 milliseconds). Table 4 describes the normal and attack operations for each scenario, the topology it was implemented on, and the attack trigger.
Testbed experiment
In this experiment we evaluated the ability of our proposed method to identify the attack methods described in Table 4 .
Dataset description. The dataset used for this experiment was recorded by the BM in the testbed during both normal and attack activity. The dataset consists of three logs -one for each attack scenario. A log is a collection of events (i.e., records), each representing a message. Each record contains all of the information extracted from the words (according to the word structure in Figure 2 ). Each recording starts with a period of normal operation, and then the attack was activated and stopped via the attacker component's GUI. The anomalous messages were labeled accordingly by the attacker component. Table 5 presents statistics about the dataset that was used for the evaluation. Experiment description. The logs recorded by the BM were divided into two mutually exclusive sets (while preserving the chronological order of the records): (1) Training set -a period of time from the beginning of the log (approximately four seconds) that contains only records of the system's normal operation (i.e., benign records); (2) Test set -the rest of the log which contains both normal operation (benign) and attack (anomaly) records.
The training sets were used to build a model representing the normal behavior of the system in each attack scenario, and the test sets were used to evaluate these representations. After the training phase, each model was applied on the corresponding test set (as described in 5.1.2). The labels ('Anomaly' or 'Benign') assigned by the detection algorithm were logged to a result file that was used for the performance evaluation of the model.
Results. We evaluated the detection algorithm in terms of precision and recall. The results are summarized in Table  6 . As can be observed, the models learned during this experiment correctly identified all of the benign and anomalous messages (i.e., detected all anomalies with zero false alarms) in all of the attack scenarios, which is highly important 
Real system experiment
In this experiment we evaluated the performance of the proposed method on logs collected from a real 1553 system. Since these logs contain only the normal behavior of the monitored system, we used them in order to evaluate the minimal training time period required for achieving a good representation of the system. Dataset description. The dataset used for the second experiment was recorded in a real system using the MIL-STD-1553 data bus. This dataset consists of two logs recorded during different operations of the system and do not contain any abnormal behavior. The logs were formatted similarly to the testbed logs. Table 7 presents statistics of the collected datasets, the actual topology however, cannot be presented due to confidentiality issues. The datasets were divided into chronologically ordered segments for incrementally training the module. This dataset was used to estimate the minimal training period for our method to correctly model a real system. Experiment description. This experiment was conducted in several iterations. In the first iteration, the system was trained using the first segment and evaluated on the remaining segments. Next, in each iteration the module was trained with an additional segment and evaluated on the remaining ones.
Results. The module's performance was evaluated in terms of false alarm rate (i.e. benign messages that were labeled as anomalies). Figure 7 illustrates the experiment results for both logs. As can be observed, there is a very quick and significant decline in the false alarms rate for both logs. The false alarms rate dropped to zero after approximately three seconds for Log 1 and near zero after approximately five seconds for Log 2 . Note that the false alarms rate for Log 2 further improved after about 17 more seconds. 
DISCUSSION
As presented in the previous section, our method succeeded to distinguish between anomalous and benign messages in the testbed experiment and also learned and classified with very low false alarms rate the behavior of a real MIL-STD-1553 based system.
Although our method achieved very good detection rates, it is not capable of detecting all attack methods presented in Section 4.3. Attack methods that utilize only data or status words, or require impersonating a component (i.e. spoofing, in this case, the threat agent sends benign messages with false data) will most likely not be detected by the suggested method, since it does not extract features from the data or status words, and does not have the ability to physically authenticate the components connected to the bus.
Therefor, we would like to suggest an extended stepwise IDS architecture (Figure 8 ), which consists of three main conceptual detection modules: (1) signal-based RT authentication (Step I); (2) sequence and timing-based detection of anomalous messages (Step II); and (3) detection of data anomalies (Step III). The detection process is designed as a cascading process that monitors the bus continuously and applies three detection modules. As illustrated in Figure 8 , the RT authentication module is the first module to be applied on the current message observed on the bus. If this module determines that the message is anomalous, meaning it was not sent by the expected component, an alert is generated. Otherwise, the message passes on to the sequence anomaly detection module in order to verify that it was sent based on the correct order and timing (as described in section 5). If this module finds the message to be anomalous, indicating that the sender deviates from its normal behavior, an alert is generated. Otherwise, the message passes on to the third and final module, the data anomaly module, which is used for detecting anomalies in the message's payload. If no anomalies are detected in this step, the message is considered benign, and the IDS checks the next message.
RT authentication module. Malicious nodes on the bus can generate spoofed messages and impersonate other legitimate RTs. Spoofed messages can be sent in their expected order and time, while carrying false payload, and thus will be difficult to detect. Therefore the first step in identifying anomalous messages should be authenticating the identity of the transmitting component. We propose authenticating each RT by analyzing the electrical signal of the transmitting node as observed by the IDS. Various features that can be extracted from the electrical signals transmitted over the bus are correlated with the location of the transmitting component on the bus. Therefore, during the training/learning phase, given a dataset of legitimate communication captured by the IDS, it is possible to create a unique electrical profile for each transmitting component. During the operational (detection) phase, upon arrival of a new message, the IDS attempts to match the electrical signal patterns of each message with the profile of the transmitting component. If no match is found, the IDS will issue an alert indicating that the message is spoofed and transmitted by a fake source. Figure 9 is a capture of legitimate and fake signals from our testbed (described in Section 6.1). Data anomaly detection module. This step of the detection process focuses on more sophisticated attacks involving invalidating the integrity of the data transmitted via the data words. A message that is analyzed by this module has successfully managed to bypass the previous two mechanisms. An attacker can manipulate the data words of benign messages (by either injecting false data or corrupting the data words) and disrupt the normal operation of the system. This type of attack is easy to miss when focusing on just the command and timing features of messages, and it can have fatal consequences. This module may contain more than one detection model, since different subsystems connected to the bus have different behavior and are using different data types (e.g., GPS location, speed, and status of different subsystems). Moreover, each data type may require the application of different machine learning algorithms to achieve optimal performance.
Data-related features that are extracted in order to apply the data anomaly detection module can be generic or application-specific. Generic features are computed from the raw bit stream data (e.g., edit distance computed on the current and previously transmitted data words, and byte distribution). Application-specific features are computed at a higher level of abstraction and can be correlated with other extracted information to detect anomalies. For example, a model analyzing location data can identify anomalies by detecting significant deviations from known routes, or detect suspicious behavior by correlating the location data with unlikely changes in speed, acceleration, and heading. After extracting the features from the data words, an approach similar to [13] can be applied for detecting anomalous data.
CONCLUSIONS AND FUTURE WORK
In this paper we present a security analysis of MIL-STD-1553 and suggested a machine learning-based approach as a possible solution for attacks detection. As a proof of concept we established a testbed, evaluated the proposed sequencebased module on spoofing and DoS attacks simulated in the testbed and on logs recorded in a real system. The results of the experiments showed that the suggested algorithm can distinguish between anomalous and legitimate messages with high level of accuracy and requires a very short period of training time to achieve a good representation of the system.
In future work we are planning to implement and evaluate additional attack scenarios, testing the proposed intrusion detection module on additional bus configurations, and perform additional evaluation on real systems data. Moreover, we plan to implement and evaluate the RT authentication module and the data anomaly detection module that will focus on detecting anomalies in geo-location data.
