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CHAPTER I : INTRODUCTION 
This thesis deals with phenomena that occur in metals in a magnetic field, 
that are directly related to the geometry of the sample. The influence of 
magnetic fields on conductors per se is fairly well understood. In the 
classical picture, the electron orbits are curved in the presence of a magnetic 
field, and form either closed or open orbits, depending on the topology of the 
Fermi surface. This curving of the orbits determines both the low frequency 
transport properties of the metals and the high frequency absorption properties. 
The DC behavior of the electrical conduction is described by the Lifshitz-
Azbel'-Kaganov theory in the independent relaxation time approximation. 
Application of a DC electric field causes a drift of the conduction electrons, 
perpendicular to both the electric and the magnetic field. The resulting 
influence on the magnetoresistance depends primarily on two properties of the 
metal: the existence of open orbits and whether or not the metal contains an 
equal number of holes and electrons, i.e. whether it is compensated or not. 
Both in the case of compensated metals and in the case of metals with open 
orbits, the resistance grows apparently without limit with increasing magnetic 
field. For uncompensated metals, the Hall coefficient is non-zero and provided 
there are no open orbits, this leads to a saturation of the resistance when the 
cyclotron frequency ω is larger then the relaxation rate l/τ of the 
electrons, where ω = (еВ/m), with В the magnetic field and e and m the electron 
charge and mass. In the latter case a small linear magnetoresistance is often 
observed, which can, at least in part, be ascribed to surface imperfections . 
Quantum effects occur because of Landau quantization. The closed nature of 
the electron trajectories leads to a quantization of the enclosed flux and hence 
of the component of the impulse, perpendicular to the magnetic field. In k-
space, the allowed electron states fall onto tubes, that intersect the Fermi 
surface. The spacing of these tubes is dependent on magnetic field and this is 
the origin of oscillations in many properties of metals, among which the bulk 
resistivity. The oscillations in the bulk resistivity are known as the 
Shubnikhov-de Haas effect-', and although in normal metals it's amplitude is 
rather weak, it was in fact one of first of the oscillation phenomena to be 
/1 
observed, that are caused by Landau quantization . 
Although experimentally completely different, many high frequency properties 
find their origin in the same physics. As long as a local relation exists 
between currents and fields, the behavior of the electron plasma is well 
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understood. Classically, the absorption spectrum of an electron plasma is 
mainly determined by the closed electron orbits. The open orbits do not lead to 
resonant absorption. For multicomponent plasmas this leads to quite complicated 
absorption spectra with resonances and dielectric anomalies. The field and 
frequency positions of these resonances are in a complicated but well defined 
way dependent on the plasma and cyclotron frequencies of the different plasma 
components^. In the regime where nonlocal conditions prevail, the situation is 
more complicated and understanding is not yet complete. 
The most prominent high frequency absorption phenomenon of quantummechanical 
nature is Azbel'-Kaner cyclotron resonance . It is a nonlocal phenomenon and 
finds it's origin in the Landau quantization of the electrons. Transitions 
occur when the energy of the high-frequency photons matches an energy difference 
between two Landau levels. It is of great value in the determination of Fermi 
surface parameters because it directly measures extremal values of the effective 
electron mass. 
The experiments that are described in this thesis comprise both DC 
resistance measurements and high-frequency absorption measurements. In both 
types of experiments a special configuration was chosen where the measured 
quantities where no longer solely determined by bulk properties of the materials 
used, but were also influenced by the geometry of the sample. First, 
experiments will be described on point contacts, where the DC resistance can be 
understood in part by conventional theories, and in part by the occurrence of 
diffraction of the electron wave functions at the metallic constriction. After 
that, experiments in the far infrared region will be discussed, which show 
resonances, that are caused by magnetic surface states. 
In the point contact experiments, effects of the magnetic field are 
investigated that are inherent to the point contact geometry, and are not, or 
only partly caused by specific parameters of the material. In the absence of a 
magnetic field, the electrical conductance in point contacts is theoretically 
well understood. Typical point contact dimensions are of the order of 100 A, 
which is large compared to the de Brogue wavelength of the electrons. 
Therefore the electrons conserve enough of their particle character to allow a 
semiclassical approach of the electrical transport, which is adequately 
described by the Boltzmann equation. In the limit of a long mean free path 1, 
the resistance of a metallic constriction is mainly determined by the geometry 
of the contact and of the Fermi surface, but not by the resistivity. The point 
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contact resistance in this limit is given by the Sharvin value'. In addition to 
this ballistic part of the resistance, a finite mean free path of the electrons 
results in an extra contribution to the resistance, which for the limit of a 
о 
very short mean free path is given by the Maxwell value . In practical 
situations, where the contact diameter is much smaller than the mean free path, 
the correction to the Sharvin value due to this diffusive contribution is of the 
order of a/1, a being the contact radius. In this dependence of the contact 
resistance on the mean free path lies the practical interest of point contact 
spectroscopy since it allows a study of different scattering mechanisms. The 
most widespread application of point contacts for solid state spectroscopy is 
the study of the electron-phonon interaction in metals. The energy dependence 
of the mean free path allows a simple determination of the Eliashberg function 
a
2F(io). 
When a magnetic field is applied to a point contact, the resistance of the 
contact is affected, both through changes in specific material parameters and 
through effects that result from the point contact geometry itself. These 
latter, inherent effects are the subject of this thesis. These effects separate 
naturally into two classes. First, a smooth, non-oscillating magnetoresistance 
is observed. Secondly, the point contact usually shows an oscillating 
component, that is the result of Landau quantization, as is shown by the 
oscillation frequencies. The smooth magnetoresistance will be shown to 
originate purely from the diffusive. Maxwell part of the point contact 
resistance and is a result of the highly anisotropic conductivity in a magnetic 
field. For compensated metals with equal concentrations of holes and electrons, 
this is obvious, as the bulk magnetoresistivity of these metals is also large 
and highly anisotropic. The observed magnetoresistance of the point contact is 
a direct consequence of this, because of the dependence of the diffusive part of 
the point contact resistance on the bulk resistivity. It is however necessary 
to modify the usual Maxwell expression in order to incorporate the anisotropy of 
the conduction. For uncompensated metals, where the bulk magnetoresistance is 
usually small, a magnetoresistance is still observed in the point contact. This 
is the result of the Corbinolike geometry of the point contact and in this case 
an expression is found for the Maxwell resistance in a magnetic field, that is 
very similar to that for compensated metals. In both cases, because of the 
anisotropy of the conductivity the point contact behaves very similar to a 
contact on a thin film. The Maxwell component of the resistance is found to be 
almost independent of the size of the contact and in terms of the thin film 
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model it represents the sheet resistance of the film. 
The oscillating resistance component can originate both from the Maxwell and 
from the Sharvin part of the resistance, depending on material parameters. In 
the Maxwell resistance it is the manifestation of the Shubnikhov-de Haas effect, 
which is the oscillation of the resistivity as a function of magnetic field. 
The Sharvin part of the resistance is in principle independent of the 
resistivity. Instead, it is determined directly by the size and shape of the 
Fermi surface and by the size of the contact. Therefore, it does not show the 
Shubnikhov-de Haas effect in the usual sense. It does, however, show small 
oscillations due to the Landau quantization, because of the redistribution of 
the electrons over the Fermi sphere. Within the semi-classical framework, 
though, these oscillations are very small, and the relative part of the 
oscillating component in the total resistance is approximately given by the 
inverse of the number of Landau levels with energy lower than the Fermi energy. 
This relative magnitude can however be considerably enhanced because of 
diffraction effects in the point contact area. This happens when the point 
contact size is of the same order of magnitude or smaller than the magnetic 
length, which is given by the size of the lowest Landau tube. This situation 
can readily occur in magnetic fields of several Tesla, and for typical contact 
sizes. 
In chapter 2 of this thesis we will give the theoretical framework for the 
various effects, that occur in the resistance of a point contact in a magnetic 
field. Chapter 3 will then describe experiments that verify the correctness of 
the models that explain the non-oscillating part of the resistance. This will 
be done both for a representative of compensated materials (bismuth) and for a 
representative of uncompensated metals (aluminum). Chapter 4 will deal with the 
oscillating components of the point contact resistance. The experiments that 
are described in this chapter will show both the oscillations in the Maxwell 
part of the resistance, which is observed in contacts with a large Maxwell 
component and in the Sharvin part of the resistance, for smallsized contacts, 
where diffraction effects play a role. For the Sharvin component the 
oscillations will also be studied as a function of several experimental 
parameters, as temperature and bias voltage. 
In the high frequency experiments, described in the last chapter of this 
thesis, we investigate the influence of the surface on the Landau levels. For 
electrons in the bulk of a metal the magnetic flux, enclosed by the electron 
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orbit, is quantized and for a given magnetic field only specific orbits are 
allowed. When the electron orbits intersect the surface, a similar quantization 
is imposed on the electrons and the area, enclosed by the orbit and the surface, 
must now contain an integral number of flux quanta. The resulting energy 
spectrum is quite different from the Landau spectrum, leading to many absorption 
resonances. Experiments on these surface Landau levels are well known in the 
microwave area"' where the resonances fall at very low magnetic fields. The 
resonant electrons in this case follow very shallow, skipping orbits and the 
absorption spectrum is very well understood theoretically . Because the 
resonant electrons are located on a very small part of the Fermi surface, it is 
possible to study properties of the electrons at points on the Fermi surface. 
Relatively little work has been done on surface states when the electron 
orbits are no longer shallow, but a considerable part of the cyclotron orbit is 
traversed between two collisions with the surface. The resonances are then 
observed at much higher rf-frequencies in the far infrared and at magnetic 
fields of the order of 1 Τ or more. In bismuth this situation has been 
analyzed and several important effects in the absorption spectrum are 
observed. In this thesis we describe experiments on antimony, that show 
effects, analogous to those in bismuth, but with some marked deviations. In 
particular, only transitions are observed, that change the magnetic flux, 
enclosed by orbit and the surface, by one flux quantum. These particular 
transitions can be described by an analytical, semi-classical expression that in 
spite of it's simplicity gives results that agree remarkably well with those of 
a more elaborate, numerical analysis. Some discrepancies between theory and 
experiment can be qualitatively understood because of non-ellipsoidity of the 
Fermi surface and the occurrence of к unequal 0 transitions. 
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CHAPTER II. POINT CONTACT THEORY 
The effects of a magnetic field on the electron transport in a metal fall in 
two categories. First, because of the magnetic field the electron trajectories 
are curved, leading to an electron drift component in a direction, perpendicular 
to the electric field. Under the proper conditions this leads to the Hall 
effect and to an increase in the resistivity that can be quite dramatic. 
Secondly, for large magnetic fields, the influence of Landau quantization 
becomes apparent, leading to oscillations in the field dependence of a number of 
quantities of the metal, such as the density of states at the Fermi level. As 
one of the consequences, oscillations occur in e.g. the bulk resistivity. We 
have observed effects of magnetic fields on the electrical conduction in 
metallic constrictions for both these categories. In this chapter, first a 
summary will be given of the relevant theory of point contacts in the absence of 
a magnetic field. The next part of this chapter will deal with 
magnetoreslstance effects in the point contact and finally effects arising from 
the Landau quantization will be considered. The approach will be (semi-) 
classical, except for the last part of the chapter, where diffraction effects 
will be taken into account. 
1. Resistance of point contacts in the absence of a magnetic field. 
Point contacts can be classified by the character of the electron transport 
through the contact. An important parameter in the point contact resistance is 
the Knudsen number К = 1/a, the ratio between the the electron mean free path 1 
and the radius a of the point contact. The electric field in the point contact 
is more or less confined to a volume given by the point contact dimension. In 
the case of a small Knudsen number (K « 1), the transport of current through 
the electric field is diffuse and the electron is scattered often within the 
area where the electric field is appreciable. In this case, the resistance is 
Ohmic, and is determined by bulk properties of the material. The value of the 
resistance can be calculated from the Poisson equation. This case has first been 
considered by Maxwell and the expression that is found for the point-contact 
resistance is called the Maxwell resistance Ru. In the case of a large Knudsen 
number (K » 1), however, the electron traverses the electric field without 
collisions, and the net energy gain of the electron upon passing the contact 
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area equals eV, where e is the electron charge and V the voltage, that is 
applied over the contact. Because of the ballistic transport of electrons 
through the contact, the electrical resistance does not depend on the mean free 
path. The resistance of the contact is determined by the size and shape of both 
the contact and the Fermi surface of the metal. This situation was first 
2 
considered by Sharvin and the corresponding expression for the resistance is 
called the Sharvin resistance Rg. In the intermediate region, the situation is 
more complex and shows both diffusive and ballistic aspects. In the next 
paragraphs we will first consider the Maxwell and Sharvin cases. After that we 
will describe the more general case when the Knudsen number is neither 
infinitely large nor infinitely small. Although the terms "Maxwell" and 
"Sharvin" resistance strictly refer only to the expressions for the point 
contact resistance in the low and high Knudsen limit, we will also use the terms 
in a wider sense as synonyms for the diffusive and ballistic component of the 
point contact resistance. 
1.1 The Maxwell Resistance 
When the contact radius a of a point contact is large, compared to the mean 
free path 1, the electron transport is of diffusive nature and Ohm's law is 
valid. Maxwell considered the case of a circular contact between two semi-
infinite halfspaces and solved the Poisson equation for this transport problem 
in an oblate spherical coordinate system. The obtained resistance Rj. is given 
by 
RM= p/2a . (2-1) 
Here, ρ is the resistivity of the material and a is the point contact radius. 
An approximate estimation of the contact resistance can be given by considering 
the contact as a series of resistances dR Λ formed by concentric semispheres of 
radius г (see Fig. 2.1), such that 
dR = -£- nr2 dr . (2-2) 
Straightforward integration now yields 
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Fig. 2.1 A schematic representation of the point contact in the 
Maxwell limit. In this simplified model, the resistance is 
built up of concentric semispheres, with radius r, thickness dr and 
contributing a resistance dR to the total resistance value. The 
central part with г < a, where a is the contact radius, is neglected. 
Only the lower half of the contact is shown. 
2[dR = - ¿I 
J π r fa . (2-3) 
The extra factor of 2 comes from the integration on both sides of the contact. 
Although wrong by a factor of n/2, compared with the exact solution, it is 
correct in order of magnitude and a similar derivation will be used to calculate 
the value of the diffusive resistance in a magnetic field. 
1.2 The Sharvin resistance 
The other extreme in the classification of metallic constrictions is the 
limit where the mean free path is long compared to the point contact radius. In 
this case the transport of the electrons is ballistic and each electron gains an 
energy eV when passing through the contact, where e is the electron charge and V 
is the voltage, applied over the contact. This case was first considered by 
Sharvin and an expression for the resistance can be obtained as follows (see 
Fig. 2.2 Schematic representation of the electron distribution in k-
space for a contact in the Sharvin limit, for a spherical Fermi 
surface, for a point on the orifice, and for an applied bias-voltage 
V * 0 over the contact. The distorted sphere S comprises all occupied 
electron states at Τ = 0. The shell A comprises only those occupied 
states on the positive side that do not have an occupied mirror state 
on the negative side. 
Fig 2.2). Consider the electron distribution at the position of the orifice. 
Electrons, coming from the negative electrode, will have gained an energy eV/2, 
whereas electrons that are coming from the positive electrode will have lost 
this same amount, when arriving at the contact. This leads to a somewhat larger 
Fermi semisphere in the direction of positive voltage than in the direction of 
negative voltage. The current density at the contact area follows from 
integration of the component ν of the velocity normal to the contact area and 
is given by 
J
 =
 2e (
І
) 3
 Js Α Vz - M 
where the integral in k-space runs over the entire distorted sphere Fermi sphere 
S. As can be seen from Fig. 2.2, for a spherical Fermi surface the contribution 
of the negative semisphere is canceled by its mirror part in the positive 
direction. Only a thin shell A on the positive side is effective between the 
constant energy surfaces ε = Cp+eV/2 and ε = гр-е /2, with ε the electron energy 
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and ер the Fermi energy. Thus the integral over S can be replaced by an 
integral over A. The integration over k
z
 is particularly simple: 
and is independent of к and к . The remaining integration over к and к now 
χ у « У 
yield precisely the projection S^ of the shell A on the plane of the contact, 
S, | dk
x
 dk . (2-6) 
к J χ у 
If we define S as the total contact surface in real space we obtain 
ι τ S S. 2 
1
 =
 L
 = -
J L · J L( — ) . (2-7) 
R V
 4lI3 h '
 K
 " 
Using the Drude expression for the resistivity, ρ = hkp/ne 1, with η • кр^/Зп 
the electron density, this is equivalent to 
1 = 2зА
 (2.8) 
which is the expression that is usually encountered. Equation 2-8, however, is 
misleading in the sense that it suggests a dependence of R on the resistivity p. 
The product pi is a parameter that is constant for a given material. In 
Eq. 2-7 the inverse of the contact resistance is given by the product of a 
surface in k-space and a surface in real space with a universal constant and 
thus has a simple geometric interpretation. 
1.3 Intermediate regime 
The Maxwell and Sharvin expressions of Eqs. 2-1 and 2-7 describe two 
limiting situations, where either 1 is infinitely small or infinitely large. In 
general a real point contact will have a finite ratio a/1 and a resistance value 
is found that is different from the Sharvin or Maxwell expression. In this case 
the electrons that have traversed the contact will scatter in the vicinity of 
11 
the contact. Because from the point where the scattering takes place the 
contact occupies a finite, non-zero space angle, an appreciable part of the 
electrons is scattered back through the contact, thereby decreasing the total 
current and increasing the resistance. As long as the Knudsen number is large 
this "backflow" correction to the Sharvin value will be small, of the order of 
a/1. This dependence of the resistance value on 1 is of great experimental 
value because it allows a measurement of the interaction of electrons with 
excitations (e.g. phonons) and therefore this regime has been studied 
ii с f. 
extensively in recent years " ^ . By solving the Boltzmann equation for the 
transport problem in an iterative process, one finds in zeroth order in a/1 the 
Sharvin term. In first order a negative correction is found that represents the 
backflow term. This leads to a somewhat larger resistance value 
R = R
s
 d ^ f ) . (2-9) 
When the mean free path is dependent on energy the resistance varies with the 
voltage that is applied over the contact and thus the energy dependence of the 
mean free path can be studied. 
For the purpose of this thesis the important consequence of Eq. 2-9 is that 
the point contact can be considered as a series resistance of a ballistic part, 
given by the Sharvin value, and a diffusive part, of approximately the Maxwell 
value. This can be seen by comparing Eq. 2-9 with Eqs. 2-1 and 2-8 and is also 
b o m out for a wider range of a/1 by the interpolation formula 
R = R
s
 (l+^-rdO^-) . (2-10) 
This formula was found by Wexler' using variational calculus. Неге Г(К) is a 
function of the Knudsen number К that slowly varies from Г = 1 at К = 0 to 
Г = 91/128 * 0.694 for К infinitely large. Here also the correction to the 
Sharvin value is approximately equal to the Maxwell value for a contact of the 
same dimension. 
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2. Magnetoresistance 
Effects of the magnetic field can be separated into effects on the diffusive 
part and on the ballistic part of the resistance. The diffusive part is 
governed by the bulk magnetoresistivity, whereas the ballistic part is 
determined by geometrical parameters of the contact and the Fermi surface. 
The bulk magnetoresistance of metals is mainly determined by whether or not 
they are compensated, i.e., whether or not the number of electrons in the metal 
equals the number of holes. Compensated materials show a quadratic transversal 
magnetoresistance, that does not saturate for large magnetic fields, whereas the 
magnetoresistance of uncompensated materials is usually small, except for 
situations, where electrons can travel along open orbits. Usually the 
longitudinal magnetoresistance is small in either case. For compensated 
materials, therefore, the electron transport in a magnetic field is quite 
anisotropic and the usual Maxwell analysis for the contact resistance is no 
longer valid. This case will be considered first. 
2.1 The Maxwell magnetoresistance of compensated metals. 
α 
According to the LAK-theory , the transversal resistance p, of a compensated 
metal grows quadratically with magnetic field: 
p, = ( 1 + & 2 ) P 0 , (2-11) 
where PQ is the isotropic resistivity in zero magnetic field and β is a 
parameter that is proportional to the magnetic field. In the simplest case, 
where there is one band of electrons and one of holes, both with equal effective 
* 
mass m and relaxation time τ, this parameter is given by β = ω τ, with 
с 
<i)
c
 = еВ/m the cyclotron frequency. The longitudinal resistance is essentially 
independent of magnetic field and moreover negligibly small, compared to the 
transversal magnetoresistance. Effectively, the electron mean free path 
2 
perpendicular to the magnetic field. It, is smaller by the factor (1+β ) in 
comparison with the zero field mean free path. Mathematically, the situation 
can again be made isotropic by applying a transformation z' = ζ/(1+β ), where 
the z-axis is chosen parallel to the magnetic field. After transformation, we 
find a transformed mean free path 1' = 1/)/(1+β ) and an electron density 
13 
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Fig. 2.3 Model of the point contact of a thin film in the Maxwell 
limit. This figure is the equivalent of Fig. 2.1 for the Maxwell 
resistance of a contact on a macroscopic sample. Instead of 
semispheres, the contact resistance is now built up of cylinders of 
radius r. 
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n' = n(l+ß ), η being the zero field electron density. Since 
ρ = mvp/ne 1 (:) (ni) , the resistivity after transformation is equal to the 
zero field resistivity. For a flat sample with thickness d, and with the 
magnetic field perpendicular to the sample faces, the effect of the magnetic 
field is to make the sample appear "thinner" by a factor of (l+(i ). The 
important consequences for a point contact can be seen by considering a common 
situation. Suppose the sample to have a thickness of O.5 n™ and the point 
contact radius a = 500 Â. This gives a ratio d/a =10000, which means that the 
transformed thickness d' equals the point contact radius already for β = 100. 
In practice, a value of β * 1000 can easily be realized, where d' s 0.01 a. 
In this situation the sample behaves like a thin film and the point contact 
resistance must be calculated accordingly. 
In the derivation of the approximate Maxwell expression 2-3, the 
equipotential surfaces were formed by concentric semispheres. (In the correct 
derivation, leading to Eq. 2-1, the shape of the equipotential surfaces is more 
complex, but the same argument applies.) Obviously, for thin films these 
equipotential surfaces have to be replaced by concentric cylinders, with length 
equal to the sample thickness (see Fig. 2.3). Each of these cylinders 
contributes a resistance dR = (p/2nd r)dr and straightforward integration leads 
to an expression for the resistance: 
1Í» 
R = 
where D is the radius of the sample, that is assumed circular. Because of the 
l/r dependence of the integrand, the upper integration limit must be limited to 
the real macroscopic dimension of the sample. Since the logarithm is usually of 
the order of 2n, the thin film point contact shows a series resistance with a 
value of approximately the surface resistance (p/d). This is a fact, that is 
indeed observed in practice". 
In Eq. 2-12, the sample border has been assumed to be an equipotential 
surface. The more realistic situation is, that the current drain is located on 
one point on the border of the sample. Because the major voltage drop between 
the two current contacts occurs either in the direct vicinity of the whisker, or 
near the drain contact, the measured voltage is not very sensitive to the 
position of the voltage electrode on the sample border, provided it is not too 
close to the current drain (see Fig. 2Λ). In fact, by conformai mapping of the 
sample onto the complex plane, the resistance value can be calculated as: 
R = -^— {ln(D/4a) - 1п(1-со5Ф)} , (2-13) 
2ιια 
where Φ is the angle along the border between the current and the voltage 
contact. For not too small values of Φ and practical values of D/4a the second 
logarithm will only contribute a few percent of the total value. 
Translating this into point contact terms gives the following expression for 
the diffusive part of the resistance in a magnetic field: 
R = (1+&2) ^Т Іп(ОЛа) . (2-1Ό 
2.2 The Maxwell magnetoresistance of uncompensated metals 
Provided there are no open orbits, the magnetoresistance of uncompensated 
metals is usually small. The reason for the absence of a quadratic resistance 
rise, similar to that of compensated metals, is the Hall effect. Along the 
sample border a charge distribution builds up that cancels the Lorentz force on 
the electrons and effectively forces the electrons to move again along straight 
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2nd 
ln(D/2a) (2-12) 
Fig. 2.4 Current pattern for a point contact in the centre of 
a circularly symmetric sample. The current enters the sample via 
the point contact in the middle and from there it flows to the current 
drain at position A. The voltage is measured between the central 
electrode and a second electrode along the border, at position B. 
The dashed lines show the current flow. The solid lines are 
equipotential lines, that are drawn at equal potential intervals. 
The main part of the voltage drop is in the neighborhood of the 
current contacts. 
trajectories. This argument, however, only holds for singly connected plane 
samples. In special geometries the charge build-up along the sample border is 
less effective or completely absent and a quadratic magnetoresistance is still 
observed. The best known example of such a geometry is the Corbino geometry. 
Taking a circularly symmetric sample, where the border is held at a constant 
potential and injecting the current through a central electrode, it is obvious 
on symmetry grounds, that no charge distribution can occur at the sample border 
that can compensate the Lorentz force on the electrons. The electrons will 
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therefore spiral out from the central electrode and the observed resistance will 
again change quadratically with the magnetic field , according to: 
В = (1+P2) ^ - ¡ - Infryr.,) , (2-15) 
where r, and Гт are the radius of the inner and outer electrode respectively. 
The above described Corbino effect in the magnetoresistance is most easily 
understood in a circularly symmetric situation. Essential for the Corbino 
effect, however, is not the circular symmetry but the fact that there are closed 
equipotential lines that do not touch the sample border. When an equipotential 
line does touch the border, charge accumulates at these places. If on the other 
hand an equipotential line is closed in itself, no restoring force can act to 
redirect the current parallel to the applied electric field, and the current is 
forced to take a much longer path. This means that the significant part of the 
resistance occurs in a region of the sample where the equipotential lines are 
closed. Every geometry where the current source is not placed at the border 
should exhibit the Corbino effect and this of course includes the usual point 
contact geometry, when the nominal current direction through the contact is 
parallel to the magnetic field. 
For normal macroscopic measurements of the magnetoresistance the enhancement 
of the resistance, due to the Corbino effect, can be quite small when no special 
precautions are taken to maintain a reasonable degree of circular symmetry in 
the current pattern. In that case the region where the equipotential lines are 
closed forms only a small part of the sample and hence the observed 
magnetoresistance is greatly reduced, compared with the symmetric case. This is 
all the more true if, as in the usual four point method, the current source does 
not act also as a voltage electrode. In the point contact geometry, however, 
the major part of the resistance is already strongly concentrated to the area in 
the direct vicinity of the contact. Upon inspecting Eq. 2-15, it is seen that 
every order of magnitude change in г^ (or ^ ) contributes an equal amount of 
resistance, due to the logarithm. For point contacts the ratio Гт/г^ typically 
is of the order ICP to 10 . Even a change of an order of magnitude in rp 
(effectively the "radius" of the last touching equipotential) does not change 
the logarithm by more than 20 % and hence the Corbino effect is always present. 
For practical purposes this means, that the Maxwell part of the point contact 
resistance for uncompensated metals is still given by an expression, similar to 
Eq. 2-14 for the compensated case. The meaning of D, however, is now somewhat 
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vaguer and should be interpreted as a quantity of the order of the sample size. 
In view of the accuracy with which other parameters are known (notably the 
radius a of the point contact itself), this does not have a significant 
influence on the interpretation of the experiments. 
A phenomenon that is of experimental significance is the linear 
magnetoresistance term, that is often observed in measurements of the bulk 
resistance. The origin of this term is not yet completely understood, but in 
part it can be ascribed to surface imperfections . In analogy to van Haaren et 
al. we take the linear term into account by replacing ρ in Eq. 2-14 by 
ρ(1+αβ), with α the so-called Kohier slope. Since β = ω τ = Ft Β/ρ, with 
Ru = I/ne the Hall constant, the correction must also be applied to the β term, 
giving as the final result: 
R =
 le M ln(ß/i,e) ' (2-l6) 
where D is a length of the order of the sample diameter. An experimental 
verification of the last equation will be given in chapter III. 
2.3 The Sharvin magnetoresistance. 
In the semiclassical picture no magnetoresistance is expected for the 
Sharvin part of the resistance. The resistance is determined by the velocity 
distribution and the electron density of states at the Fermi surface. Both 
parameters remain unchanged under the influence of a magnetic field. When 
Landau quantization is taken into account, the electron distribution of course 
is affected, but (apart from the oscillation phenomena that are described in the 
next paragraphs) there is no net influence on the Sharvin resistance because the 
shape and size of the Fermi surface are not changed. Only in the extreme 
quantum limit, where the value of the Fermi energy changes with magnetic field, 
magnetoresistance effects can be expected. 
This implies that the relative importance of the Maxwell component in the 
total resistance will change with field. In table 2.1 the Maxwell resistance 
and Sharvin resistance are compared, both with and without magnetic field. In 
table la, the values are given for a aluminum as an example of a typical metal. 
Table lb gives the values for bismuth, which is a much poorer conductor. For 
both materials the parameters were taken from actual samples, that were used in 
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Table 1. Comparison of the Maxwell resistance (Нц) and the Sharvin 
resistance (Rg) of a point contact with radius a, for a typical metal 
(aluminum) and for a poorly conducting semimetal (bismuth), for a sample of 
thickness d = 1 mm and diameter D = 5 mm. 
a: aluminum 
parameters: pi = k-Ю"10 Ппг 
ρ = 2.6·IO"12 Om 
R H = I.OIO"
1 0
 щЗ/С 
with ρ the zero field resistivity, Rjj the Hall coefficient and 1 the 
mean free path (i.e. 1 = 150 \m). 
a R
s h R M (B=0) R M (Β=10Τ,β=380) 
100 Â 1.7 η 130 μθ 0.74 шП 
500 Â 68 шП 25 μθ 0.65 mO 
5000 Â 0.7 mil 2.5 μη 0.51 шП 
( β was determined from β = RHB/p) 
b: bismuth 
parameters: pi = 1-10" 0m} 
ρ = 1.3-10"8 0m 
i.e. 1 = 75 μπι 
a RSh RM (B=0) RM (Β=10Τ,β=1000) 
100 Ä 
500 Â 
5000 Â 
t.2 кП 
170 0 
1.7 η 
0.65 η 
0.13 ο 
13 mO 
26 0 
22 0 
18 η 
( β was determined from experiment ) 
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the experiments described in chapter III, but with neglect of the Kohier slope 
a. 
The parameter that determines the ratio between the Maxwell and the Sharvin 
component is the Knudsen number К = 1/a. In the absence of a magnetic field the 
criterion for a contact to be in the Sharvin limit is simply К » 1, as follows 
from the Wexler formula (Eq. 2-10). For reasonably pure metals this criterion 
will almost always be fulfilled. When a magnetic field is applied, however, the 
Maxwell component grows and in order to be still in the Sharvin limit, the 
demands on the Knudsen number are somewhat stricter.By comparing the expressions 
for the Sharvin resistance (Eq. 2-8) and the Maxwell resistance in a magnetic 
field (Eq. 2-ΐΊ) and taking ln(D/4a) < 10, we see that now the condition 
К » a' must be fulfilled. Here d' = d/fS is the transformed sample thickness 
as in paragraph 2.1. This criterion will usually also be fulfilled for a 
typical metal. The ratio a/d' will only be large for materials that already 
have a long mean free path. For normal contact dimensions of the order of a few 
hundred Â this also implies a large Knudsen number. 
In semimetals, the relative importance of the Maxwell resistance can be 
larger. The charge carriers in semimetals are much lighter than in normal 
metals and under otherwise similar circumstances the β is consequently higher. 
Because of their large pi values the Maxwell contribution can easily be of the 
order of Ohms and form a large part of the total resistance. 
3. Quantum oscillations 
3.1 Oscillations in the Maxwell resistance 
It is well known, that the magnetic field severely modifies the electron 
distribution by quantizing the allowed momentum component, perpendicular to the 
1 2 field. This phenomenon, that was first predicted by Landau and almost 
simultaneously was discovered experimentally ^' is of enormous importance, 
because it gives very precise and detailed information on the shape and size of 
the Fermi surface of metals. An elaborate review of the de Haas-van Alphen 
effect and related effects can be found in Shoenberg's book on magnetic 
oscillations in metals '. The origin of these effects can be understood as 
follows. The magnetic field curves the trajectories of the electrons and 
normally the electron orbits will be closed onto themselves. Because of the 
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closed nature of these orbits, the number of nodes of the electron wave function 
along the trajectory must be integral. This leads to the following condition 
for the area in k-space that is enclosed by the orbit 
A(c,k ) = (j + 1/2) - ^ - , (2-17) 
z
 η 
with A the enclosed area for an electron with energy ε and к the component of 
the k-vector in the direction of the magnetic field. The allowed k-vectors are 
now restricted to tubes in k-space, the so-called Landau tubes, that are labeled 
by the integral number j. The energy of the electrons is now given by: 
ehB h 2 k 2 
ε = (j+1/2) — — + — , (2-18) 
m 2m 
ζ 
with ш the (effective) electron mass and m the mass, associated with motion in 
the z-direction. The size of the Landau tubes grows with increasing B-field and 
eventually they shift out of the Fermi surface and are thereby more or less 
suddenly emptied. The influence of this redistribution of electrons will be 
dominated by the outermost tube that still crosses the Fermi surface. The 
number of electrons in a given tube is proportional to the length of that part 
of the tube that falls within the Fermi surface. Whereas for most tubes, this 
length varies relatively slowly with magnetic field, this is not true for those 
tubes, whose enclosed areas are close to an extremal area of the Fermi surface. 
Whenever a tube moves out of the Fermi surface, the number of electrons in this 
tube changes rapidly and a change is observed in the appropriate physical 
quantities. Since, as follows from Eq. 2-17, this happens periodically in 1/B, 
with the period Д(1/В) given on an inverse field scale by 
i(l/B) = 2пе/М . (2-19) 
The best known, and from a practical point of view the most versatile of 
these effects is the de Haas-van Alphen effect, the oscillating magnetic 
susceptibility of metals. Similar oscillations, however, are found in a large 
number of physically observable quantities and can be used to extract 
information on the Fermi surface. One of these, and relevant to point contacts, 
is the Shubnikhov-de Haas effect, the oscillation of the electrical 
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conductivity. Although based on the same Landau quantization as the de Haas-van 
Alphen effect, however, it is less easily understood and a more or less complete 
theory only dates from 1959 · The oscillations are explained as oscillations 
in the relaxation time τ. The relaxation rate τ varies with the density of 
states at the Fermi surface, because it is proportional to the number of states 
an electron can scatter from or to. The relative magnitude of the effect on the 
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resistivity can be estimated as follows : 
óp Я>(с ) 
— (О -гт-1- . (2-20) 
Ρ D(eF) 
with D(cp) the density of states at the Fermi surface. Here ρ and D are the 
average values around which the resistivity and the density of states oscillate, 
whereas óp and 6D are the oscillating components. For an ellipsoidal Fermi 
surface D is proportional to Cp ' and the relative oscillation amplitude is 
given by: 
f - φ 1 ' 2 . (2-21) 
with F = {Δ(1/B)} the frequency. In practice, the Shubnikhov-de Haas effect 
is difficult to observe. Although Eq. 2-21 gives an amplitude of the order of 
1 % for F/B » 10000, usually no more than an effect of 1 in 10^ can be expected 
because of thermal and collision smearing. Although polyvalent metals like 
aluminum often have pockets of light electrons, that are less affected by the 
smearing, these pockets are usually small and carry only a small portion of the 
total current. Only in semimetals and some of the poorly conducting metals like 
gallium and zinc can the effect be observed with ease, both because a large part 
of the carriers is light and because of the overall higher resistivity, which of 
course also facilitates the observation. By modulating the magnetic field and 
thereby creating eddy currents in the sample, attempts have been made to observe 
the Shubnikhov-de Haas effect in good conductors like copper ", but with this 
technique the Shubnikhov-de Haas effect appears as an out of phase component of 
de Haas-van Alphen oscillations and a reliable separation of the two is 
difficult. 
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Since the diffusive part of the point contact resistance is directly 
proportional to the resistivity, the Shubnikhov-de Haas effect is here observed 
under the proper conditions as a part of the magnetoresistance. According to 
Eqs. 2-14 and 2-16 the expected absolute amplitude of the effect is thus 
expected to be only a factor of ln(D/a) larger than in bulk measurements, i.e. 
typically a factor of 10. Since point contact measurements inherently suffer 
from mechanical instability, it is not likely that the Shubnikhov-de Haas effect 
can be observed in materials where the observation is not possible in bulk 
measurements. The relative magnitude in point contact measurements is even less 
than in bulk measurements because the Maxwell component is usually only a small 
part of the total point contact resistance. It is therefore expected that the 
Shubnikhov-de Haas effect is only important for poorly conducting metals and 
semimetals, both because the effect is larger in these materials and because the 
Maxwell share of the total point contact resistance is more important than for 
good conductors (viz. section 2.3 of this chapter). 
3.2 Oscillations in the Sharvin resistance 
Because of its independence of the mean free path 1 and hence of τ no 
Shubnikhov-de Haas effect is expected in the Sharvin resistance. In the Drude 
limit, ρ is proportional to τ - and pi becomes a constant for a given material, 
which makes expression 2-8 for the Sharvin resistance independent of B. Within 
the semiclassical framework, however, small oscillations can still be expected 
when the derivation leading to Eq. 28 is reconsidered. If we take the simple 
case of a spherical Fermi surface and as before we take В perpendicular to the 
contact plane, the allowed electron states lie on cylindrical tubes, parallel to 
B. Therefore the integration over k
x
 and к is no longer continuous and Eq. 2-4 
must be replaced with 
ι Сч] г 
J = 2e (^-) { Σ N(B) } dk ν . (2-22) 
2n j=l J ζ ζ 
Here N(B) = 2леВ/И is a field dependent normalization factor. From Eq. 2-20 it 
is seen that N(B) equals the difference in the k-space areas, that correspond to 
adjacent Landau tubes. The quantity q is a measure for the Fermi energy Cp, 
expressed in units of the cyclotron frequency, ω = еВ/m: 
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q = —Ζ 1/2 . (2-23) 
П<1> 
С 
With this definition, the entier function [q] is equal to the number of the 
highest occupied Landau level, as can be seen by equating ε to ερ and к to 0 in 
Eq 2-18. 
The effect of replacing Eq. 2-4 with Eq. 2-22 can be incorporated in the 
Sharvin expression by replacing the projection of the Fermi surface, Si^  with 
[q] 
S;(B) = Σ N(B) . (2-24) 
κ j = i 
Since the extremal area of the Fermi surface exactly equals the projection of 
the Fermi surface S^, the following relation exists between Si^  and Su' : 
Sk ( B ) - Sk "¿Vii (2-25) 
and the resultant expression for the Sharvin resistance is 
RS(B) = Rs(B=0) ( q ^ 2 ) . 12-26) 
On the average, Eq. 2-26 will therefore be equal to the original Sharvin 
expression 2-10, but a small oscillation will now be superimposed, of relative 
magnitude 
(2-2?) 
A comparison of this result with Eq. 2-21 shows that the relative amplitude of 
the oscillations is even smaller than that of the Shubnikhov-de Haas effect. 
Even though the Sharvin resistance usually is the major contribution to the 
point contact resistance, no effects, larger than one part in 10-Or 10 can be 
expected, when thermal and collision broadening are taken into account. 
fiR 
H 
1 
q or 
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R 
V 
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Ij. Diffraction picture of point contact current transport 
A second, more fundamental shortcoming of the Sharvin derivation - and also 
of Eq. 2-26 - is its semiclassical nature. The electrons are considered as 
particles, of negligible size with respect to the other dimensions in the 
system. Under normal circumstances this seldom is a problem: in the absence of 
a magnetic field the "size" of the electrons, i.e. the length scale on which the 
electron can be localized, is given by its de Brogue wavelength, Ajg = 2n/k. 
This is usually of the order of several Angstrom and negligible compared to the 
contact size, that typically is of the order of a hundred Angstrom. In extreme 
cases, for very light electrons the de Broglie wavelength can reach values of 
around 50 A, but the corresponding electron pockets are generally small and 
their contribution to the total current usually is negligible. For 8 * 0 this 
no longer holds automatically. The "size" of the electron is now given not by 
the de Broglie wavelength but by the magnetic length A = (2h/eB) ' , the real-
space size of the inner Landau tube. This length is independent of the electron 
mass or k-vector and at 5 Tesla is 162 A, more or less the dimension of a 
typical point contact. It is therefore expected that quantummechanical effects 
have to be taken into account. 
An attempt to derive a quantummechanically correct expression for the point 
contact resistance in a magnetic field was made recently by Bogachek, Kulik and 
Shekhter . By applying the Wigner formalism to the problem they found two 
oscillating contributions to the resistance, one proportional to B^' and one 
proportional to B^' InB, with В the magnetic field. Because of the high power 
in B, however, in practice both these terms are very small and insufficient to 
explain observed oscillations. 
In the analysis of Bogachek, Kulik and Shekhter the situation A « a is 
specifically assumed. For metallic point contacts in the range of Ohms and at 
fields in the Tesla range this assumption is not correct and therefore it is 
necessary to take diffraction effects into account. The wave function of an 
incoming electron will be spread in the contact region as is indicated 
schematically in Fig. 2.5. For not too small contacts the direction of the 
outgoing wave will still be centered around the original direction but in the 
extreme case no direction can be ascribed to the electron any more. It is 
therefore no longer possible to attribute to one electron both a specific 
velocity ν and a specific position on the Fermi surface. The product dk v_ in 
Eq. 2-4 is not a well defined quantity anymore and must be replaced by 
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large γ 
Fig 2.5· When an electron traverses a point contact, it's wave 
function is dispersed to a certain extent, dependent on the ratio Y 
between the contact size and the electron wavelength. For large 
contacts (with large Y) the dispersion is small and the electron 
leaves the contact in the original direction. For small Y, no 
direction can be ascribed to the outgoing wave, although for not 
infinitely small Y it will still be centerd around the original 
direction. 
dk v, * ξ, dk ν ., Δ (j.d') (2-28) 
Z Z j Ζ,J Ζ,J Y 
and combined with the modification to Eq. 2-4 that already was made in Eq. 2-22, 
this leads to the following expression for the current density: 
1 э 2neB [4][q] ρ 
J
 =
 2 e ( ¿r ) 3 i L i f ! ƒ· K . J V J ' MJ-J') · (2-29) 
The integers j and j' are the Landau level indices and the parameter Y is a 
measure for the contact diameter in terms of the electron wavelength. The 
function Δγ(α,α') describes the coupling between k
z
 and v
z
 and as illustration 
it is plotted in Fig. 2.6 as a function of j for several values of Y and for 
j' = 20. The precise definition of AT(j,j') will be given in the next 
paragraphs. In the semiclassical limit, A^j.j*) is the Kronecker delta, 
AY(J.J') = 6л·,, and the result of Eqs. 2-22 is found. In the quantum limit, 
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however, AT(j,j') tends to a constant value and the sums over j and j' are 
completely decoupled. The sum over v_ has very feeble oscillations, 
proportional to B^' , because the electrons on extremal orbits have ν 
practically zero, and therefore have little influence. The sum over k
z
 on the 
other hand is equal to the density of states and therefore shows oscillations 
proportional to В ' , as in the Shubnikhov-de Haas effect. This gives a 
considerable enhancement over Eq. 2-27, because the current at position j' is 
now no longer weighted with the velocity of the electron. 
The argument given above is rather handwaving. In the next paragraphs we 
will present a formal solution of the problem for the diffraction of electrons 
at the contact, but a summary is given here. In analogy to the optical 
diffraction problem of electromagnetic radiation through a small pinhole , we 
will consider the coupling of waves on different sides of an infinite screen, 
that is impermeable except for a small hole that represents the contact. 
Transport of charge through the contact occurs because wave function on one side 
of the contact excite waves on the other side. Since this interaction takes 
place entirely at the contact area, the current is described by the matrix 
elements of the operator ρ at the contact area. For contacts that are large, 
compared to the wavelength of the electrons, the overlap integral of the wave 
functions will have the character of a delta-function, because the electrons 
interact over many wavelengths. For small contacts, however, already an 
approximate fit of the wavelength will be sufficient for appreciable coupling. 
This is illustrated in Fig. 2.7, where two wave functions are plotted. For a 
large contact (represented by the overlap function η in Fig. 2.7), the 
interference between the two functions is destructive, but not for a small 
contact. This eventually leads to Eq. 2-33 for the resistance of the point 
contact. In the absence of a magnetic field the calculation is straightforward. 
The wave functions can be represented by plane waves and have translational 
symmetry, which makes the calculations of the matrix elements easy. For 
contacts with de Brogue wavelength smaller than the contact dimensions, only 
very small corrections are found. This corresponds to point contact resistances 
up to R < (fi/e ), i.e. resistance values up to Ί kO. 
When a magnetic field is applied, the calculation is more elaborate because 
the wave functions no longer exhibit translational invariance. This problem can 
be solved by first summing over the degenerate states within one Landau level. 
This degeneracy is in fact a degeneracy of position, and after summation the 
translational invariance is restored. Then the final result of Eq. 2-42 is found 
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Fig. 2.6 gives a plot of the interaction function 4Y(j,j') for 
different values of Y. In all cases the quantum number j' was 20. The 
ratio Τ is the ratio of the contact size b and the magnetic length A 
and was 10, 3, end 1 for the contacts of a, b, and с respectively. The 
vertical scales are in arbitrary units and are also not mutually 
comparable. 
for the point contact resistance in a magnetic field, with the coupling function 
4T(J.J') given by Eq. 2-43. 
k.l Formalism 
The usual model for a point contact is an impermeable screen with a circular 
hole, connecting two infinite halfspaces. In the semiclassical approach the 
electrons are particles, moving along well defined trajectories. In the 
quantummechanical picture the contact can still be described by a circular hole, 
but now the electrons are represented by waves, that exhibit diffraction in 
analogy with the diffraction of electromagnetic radiation. 
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The electron state |ψ
η
·> can be divided in two parts, a part which we will 
call the incoming state, |ψιη<:>, and a part that is the result of scattering, 
|ilisc>. The incoming state | Ф Л П С > = |j> is a solution of the Schroedinger 
equation in the absence of the impermeable screen. It can be argued on very 
general symmetry grounds, that (3ψ30/9ζ) = 0 in the contact area, and hence 
that 
il_
 =
 M ^ at ζ = 0 . (2-30) 
3Z 3Z 
where we take the z-axis to be perpendicular to the contact. In order to 
calculate the current I .associated with electron state |ψ>, we only need to 
know the values of ψ and (3ψιη£:/3ζ) at the contact surface. Specifically, 
from the Schroedinger equation and the boundary condition of Eq. 2-30 we find: 
I = (elWm2> Σ |<α|ρ Р Ы 2 δ(Ε -E ) . (2-31) 
• Ι ζ ι α ρ 
Неге Ρ is a projection operator that projects the electron state onto the 
contact area and the states |a> are the incoming electron states |ψ
α
 >. The 
energies E are the energies, corresponding to |a>. 
This result can be considered as a "golden rule" for the point contact 
problem. For В parallel to ζ or В = 0, the |a> can be written as the product of 
a transversal part |j.n> and a longitudinal part |к_>. The summation 
(integration) over к in Eq. 2-31 can be performed. The sum over α runs up to 
the chemical potential μ for electrons, coming in from the left and up to μ+eV 
for electrons from the right. Taking the derivative with respect to V yields: 
Щ- = Σ Σ, |<j,n|p|j\n'>|2{ - ^ ^ 2 - } 1 7 2 (2-32) 
Re 2 J" J« ' I V'-Ej-n-
The resistance has now been expressed purely in the transversal parts of the 
wave functions, |j,n>, or more specifically in terms of the overlap of these 
wave functions on the contact area. The j and η are two quantum numbers that 
represent the two degrees of freedom in the xy-plane. In the absence of a 
magnetic field they describe e.g. the к and к values. In a magnetic field, j 
indexes the Landau number and η describes the degeneracy within the Landau 
level. The E· now comprise only the "transversal" part of the energies E d, 
29 
с 
13 
с. 
η 
с 
о 
и 
с 
D 
α 
л 
L 
О) 
> 
О 
с 
η 
L 
ID 
С 
О 
-н 
4J 
U 
С 
3 
0) 
> 
m 
S p a t i a l c o o r d i n a t e г ( a r b . un.) 
Fig. 2.7· Comparison of two wave functions over a distance of the 
order of a point contact dimension. The point contact diameter 
equals the extent of the overlap functions in с and d. When the 
contact size is much larger than the wavelength, as for curve d, 
wave functions with different quantum numbers interact 
destructively, whereas for the smaller contact the overlap integral 
is still considerable. 
that is E.
n
 = Ej-h p
z
 /2m. Ρ is an operator that describes the overlap of the 
transversal wave functions |j.n> with the contact and is related to the operator 
P, that projects the total wave functions |α>. Ρ = 1 on the contact surface and 
Ρ = 0 outside the contact. By writing Ρ = /
s
 d2r|r><r| , Eq. 2-32 can be taken 
one step further: 
2ïïh 
Re2 
J d 2 í : i f d 2 r 2 ¡nZ <r | j ' i i '><J 'n ' | r 2>· 
μ-Ε. 
ς : ,<r | j 'n '><j 'n ' | r>{ j n J 1 / 2 
І η μ-Ε.,
η
, 
(2-33) 
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Ц.2 Diffraction in the absence of a magnetic field 
For В = 0 the |j,n> are plane waves: <r|j,n> = Ψ4
η
(£) ('•) exp(ik-r) and the 
calculation of the resistance is straightforward. The products <Γι|j,n><j,n|r2> 
are invariant under translation and depend only on the difference vector fj'-l' 
о 
We can therefore replace the integrals over r-, and г by an integral over 
(Гр-г.), provided that we add a weight factor ntr.-r.) that keeps track of the 
number of times that a given vector Гр-г.. occurs. It is easily seen, that this 
л(С) is equal to the "self-overlap" of the contact, with its own image, shifted 
over ζ (see Fig. 2.8). If we assume a circular aperture, the function τι(ζ) only 
depends on the magnitude of ζ, i.e. ζ = |ç|. If cylindrical symmetry for the 
Fermi surface is also assumed, both the integrals over the angle Φ in real space 
and the integrals over the angle кф in k-space, resulting from the sums, can be 
performed, yielding: 
2nñ S k2 2 kF b ι 
— J0
 de
 í « - ¿ ¿ ) \o dk к J0(kç) (1-к2)-1/2. 
.1 
J dk' к' ι 0№·ς) (l-k
, 2)" 1 / 2 . (2-31») 
Re2 
к is the value of the wave vector in units kp and ζ is the length of a vector in 
the contact area in units 2b. The Bessel function results from integrating 
exp(ikÇ cos Φ) over Φ. A factor of 2 has been added in order to take account of 
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spin. The integrals over к can be performed and the expression can be written 
in the following form: 
Sk 2 2 k F b 
Re J0 dÇ Ç 
In the semiclassical limit kpb » 1, we see that Ti(Ç/2kpb) = 1 for every ξ where 
d/dÇ[sin(Ç)/t] significantly differs from zero 
unity.Thus we find in the semiclassical limit, that 
and hence the integral is 
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ι 
Fig. 2.8. The overlap function η(ς) for a point contact of arbitrary 
shape. The point contact image is shifted over a vector ζ and the 
value of η is given by the overlap of the contact with it's own image. 
R - ( 
h 
„2 
(2-36) 
which is identical to the Sharvin value of Eq. 2-10. In general, the integral 
is smaller than 1, because of the n-function. In the limit kpb « 1, we can 
evaluate the integral through a series expansion of [sin(Ç)/Ç] around zero and 
find: 
h 
„2 
12 
Ил* 
Sk2 (2k Fb)
2 
kFb « (2-37) 
Therefore, at decreasing b, diffraction effects lead to a much steeper increase 
in R than the classical value. 
^•3 Diffraction with magnetic field present 
For В * 0 the derivation of an expression for R is less straightforward. 
Instead of plane waves, the wave functions are now the solutions of the electron 
in a magnetic field. We now take j to be the index of the Landau level. Then 
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Ε·
η
 is only dependent on j: E j
n
 = (j+l/2)^
c
. The second quantum number η 
counts the angular momentum, J
z
 = (n-j)h, with η = 0..·. If we now try to 
derive an analogon of Eq. 2-34 for В * 0, we face the problem that we no longer 
have translatlonal invariance, as for В = 0. Although a state |j,n> under 
translation is transformed in a state with the same energy E.· and hence the same 
j, it consists in general of a linear combination of different η-states, and 
hence <r^ | j ,n><J ,n|r2> is not a function only of (^-г^) as was the case for 
В = 0. When we sum over η within one level j, however, we do get a useful 
property: 
îXrJj.nXj.nlr^ = 
= exp{i(r2xr1)Ê} Σ <0|j,n><j,n|r2-r1> , (2-38) 
independent of j. Translation over r-p therefore, only introduces a phase 
factor. Inspection of Eq. 2-33 shows, that this phase factor exactly cancels 
the phase factor of the η'-summation and that therefore the integral of Eq. 2-33 
can again be written as a function of (i^-rj). Still further simplifications can 
be made as a result of symmetry. <0|j,n> = *j
n
(0) is the value of the wave 
function in the origin. But <o|j,n> * 0 only when J
z
 = 0, i.e. when j = n. 
Therefore, of the sums over η and n', only the terms with η = j and n' = j' need 
be retained. And finally, because the J
z
 = 0 states have rotational symmetry, 
the integral is a function only of the length of the vector (гр-г^). This 
allows us to carry on the analysis along much the same lines as for the case 
В = 0. If we write 
<0|j.j><j.j|C> = - Γ.(ζ2) . (2-39) 
—
 π j 
it now directly follows, that 
-f 1 = ^ [ dx n ^ x / w ) " 1 / 2 ] Σ Σ ( q - o ) 1 / 2 Γ (χ) ( q - j ' ) " 1 / 2 Γ . , ί χ ) . (2-
where we have w = (kpb) /q and q = p/lto
c
. The function Γ·(χ) i s given by 
ho) 
33 
Γ (χ) = е _ х / 2 L (χ) , (2-41) 
4th with LJ(X) is the j Laguerre-polynomial. Expression 2-40 is the ultimate 
result for our point contact resistance. It is exact within the diffraction 
picture, for a circular aperture and a cylindrically symmetric Fermi surface. 
It contains sums of the type Ij(q-j)n. Since the sums are limited to values 
j S q, the number of terms increases stepwise with increasing q. Since q is 
proportional to 1/B, this leads to oscillations in the resistance versus 1/B, 
just as it does in de Haas-van Alphen and Shubnikhov-de Haas experiments. 
Eq. 2-40 can be cast in a more readable form by expressing ζ and 2kpb in 
units of kpA: u = ζ/kpA and Ύ = 2kpb/2kpA. This gives the expression: 
RSH • 
J du u n(u/T) σ1 ,2(u) σ_1 ,2(u) (2-42) R-(kFA) 0
 v
""'
 U1/2 | U' ^-1/2" 
with σ. = (2q)1+k Σ (q-j)k r.(u2) . 
K
 J J 
¥ 1 ^ - - { ( 2 q ) 3 /
2
? ( q - j ) l / 2 } · 
R·(kpA) j 
• {(2q)1/2 Σ. (q-j)"1/2} A^j.j') (2-43) 
The function Αγίί,ί') determines the coupling between the two sums ak, where 
iγ(J.j,) is defined by: 
β 
Α
Τ
(;Ι.;Γ) = 2 [ du u η {и/т) г.(и2) г.,, (и2) . (2-44) 
1
 Jn J J 
In Fig. 2.6 the function Δ (j,j') is plotted for j' = 20 and for several values 
of T. For Τ = ·, Eq. 2-42 is the orthogonality relation for the Laguerre 
polynomials: A-ij.j') = 6.. J-, and the sums are coupled, giving the solution of 
Eq. 2-26. For Τ * 0, we find A (j,j') = T 2), independent of j and j'. The 
sums are now completely decoupled and hence each sum gives its own 
oscillations, one with relative amplitude f\->' and one with q ' . 
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CHAPTER III. MAGNETORESISTANCE OF POINT CONTACTS 
The resistance of metallic point contacts is shown to have a component that 
increases monotonously with increasing magnetic field. This magnetoresistance 
component has its origin in the diffusive part of the contact resistance (the 
"Maxwell" resistance). In the case of compensated metals, it is simply a 
manifestation of the (strongly anisotropic) bulk magnetoresistance. In the case 
of uncompensated metals, this (quadratic) component is caused by the Corbino 
effect. 
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1. Introduction 
The use of point contacts as a spectroscopic tool in the study of transport 
properties of metals has become a standard technique in solid state physics. 
It's first spectroscopic application, the study of the electron-phonon 
interaction , is now no longer the only one and point contact spectroscopy has 
been applied to all kinds of electronic scattering mechanisms. Among numerous 
examples, we cite interaction with paramagnetic impurities (Kondo systems ·-') 
and magnons-5, and recently point contact spectroscopy has been applied to 
completely new fields like heavy fermion systems . Several reviews have 
ii 7 
appeared, that treat various aspects of the field ''. 
The influence of magnetic fields on point contacts has not been the subject 
of an individual study up to now. Magnetic fields have been used occasionally 
to suppress superconductivity, thereby allowing the study of the electron-phonon 
о 
interaction in superconductors , and in some cases it has been used as an extra 
parameter, to influence material properties of the system studied . The 
magnetic field however also has some effects, that are inherent to the point 
contact geometry, and therefore deserve a separate investigation. These effects 
can be separated in classical trajectory effects and in effects of quantum 
mechanical nature. In this article, the monotonous classical magnetoresistance 
is investigated. As will be shown, this resistance component is present, both 
for materials with large and with small magnetoresistance. The effects will be 
illustrated with experiments on bismuth, a material with a large bulk 
magnetoresistance, and aluminum with a bulk magnetoresistance, that is 
negligibly small. 
2. Theory 
A point contact is formed by pressing together two pieces of metal. The 
properties of the resulting electrical contact depend strongly on the size of 
the contact, compared to the mean free path 1 of the electrons. Suppose the 
contact to be of circular shape, with radius a. In the limit of a « 1, the 
electron transport is purely ballistic and when a voltage V is applied over the 
contact, each electron that passes the contact experiences a net loss or gain of 
energy, equal to eV, e being the electron charge. The resistance in this 
situation is determined mainly by the geometry of the Fermi surface and of the 
contact itself, but not by the resistivity of the material of which the point 
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contact is formed. For a spherical Fermi surface with radius kp and a circular 
aperture of radius a the resistance Rg of the clean contact is given by the 
Sharvin expression" 
г к e 
2 2 
where S = тіа is the area of the contact in real space and S^ = тікр is the 
extremal area of the Fermi surface. The only material dependent parameter that 
enters this expression is the radius of the Fermi surface whereas the purity of 
the material has no influence on the resistance value. The more commonly 
encountered expression , 
H • f r • "-2. 
Зпа 
obscures this fact by suggesting a dependence on both ρ and 1. In the Drude 
approximation however, where Eq. 3"2 is valid, the product of ρ and 1 is a 
constant. 
In the limit of a very short mean free path, i.e., when a » 1, the electron 
transport is diffusive. In this case the resistance follows directly from the 
Poisson equation for the electrical transport problem and is given by the 
Maxwell formula 
R M = p/2a (3-3) 
In the intermediate range, where neither the Sharvin nor the Maxwell expression 
is valid, the Boltzmann equation must be solved. In zeroth order in (a/1),the 
Sharvin value is found"' , but in higher orders corrections are found, that do 
depend on the mean free path and the resistivity. To a fairly good 
ι τ 
approximation, the resistance is described by Wexler's interpolation formula 
\ = - ^ V (i+-Ç-r(K)f·) . (3-4) 
w
 Зпа
2 8 1 
Неге К is the Knudsen number, К = a/1 and Г(К) is a slowly varying function of 
K, with Г(0) = 1 and Γ(·) = 0.691». Since the factor Γ(Κ) is of order unity, 
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the point contact resistance can be considered as a series resistance of a 
ballistic part, of magnitude equal to the Sharvin value, and a diffusive part, 
given in first approximation by the Maxwell value. 
Application of a magnetic field is expected to have no influence on the 
Sharvin resistance, provided that quantum effects can be neglected ^. It's value 
is determined by the electron velocity distribution at the Fermi surface, which 
does not change under the influence of a magnetic field. The diffusive part of 
the resistance, however, is determined by the bulk resistivity, which can change 
dramatically with magnetic field. A distinction must be made here between 
materials that are compensated, i.e., with an equal number of electrons and 
holes, and uncompensated materials. At high magnetic fields compensated 
materials have zero Hall effect and the magnetoresistance increases 
quadratically with magnetic field without saturation. In uncompensated 
materials the resistivity becomes constant or at best increases very slowly, as 
soon as ω τ » 1 for all carriers, with ω = еВ/ш the cyclotron frequency of 
the electrons at a given magnetic field, and τ the electron relaxation time. 
(More precisely, ш
с
т should be larger than a number, given by a combination of 
the individual charge carrier concentrations. For a metal with one electron and 
one hole band, for instance, the condition is given by 
ω τ » I (η +n )/n -n ) | , with η and η the individual carrier concentrations. 
The square root of this quantity also directly gives the saturation value of 
P(B)/PQ, with PQ the zero field resistivity.) In compensated materials the 
electron transport becomes highly anisotropic, and this case will here be dealt 
with first. 
3. Point contact magnetoresistance of compensated metals 
a. Theory 
The magnetoresistance of a compensated material depends strongly on the 
direction of the current with respect to the magnetic field. Indicating the 
resistivity in zero magnetic field as PQ and the resistivity parallel and 
perpendicular to the magnetic field as p« and pt respectively, we have ^ 
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P1 = (Uß2) p0 (3-5a) 
and 
'// - p0 ( 3- 5 b ) 
where β = ω τ, for simplicity assumed to be equal for all carriers. The 
effective mean free path, which is unchanged in the direction, parallel to the 
magnetic field, is now given by 
1 1 = U + ß
2 ) - 1 1 0 (3-6a) 
and 
1// = i 0 (3-6b) 
with obvious use of the subscripts. In order to make this isotropic again, we 
can apply a transformation along the z-axis (which we assume to be the direction 
of the magnetic field): 
and hence 
ζ' = (1+β2)"1 ζ (3-7) 
I,' - 1 / = (i+ß2)"1 ι 0 (3-8) 
The density of carriers, which was given by nQ, is now given by 
n' = (1+ß2) n 0 (3-9) 
and since ρ = (mvp/ne 1), this leads to a resistivity after transformation of 
P.' = p//' = po ( 3 - 1 0 ) 
As a consequence the thickness d of the sample now also appears to be "squeezed" 
after transformation. (We will consider here only the case of a magnetic field 
perpendicular to the contact area.) As soon as (d/a)<(l+{l ), the derivation of 
the Maxwell resistance is no longer correct, and the sample must be considered 
as a thin film of thickness d/(l+f} ). This situation can easily occur in 
reasonably pure metals. Taking a typical point-contact radius a = 5OO Â and a 
sample thickness d B O.5 шш, this regime is reached for ω τ = 100. 
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The diffusive part of the point contact resistance for a thin film, where 
"thin" is defined as a thickness d < a, can be approximated by the series 
resistance of thin concentric cylinders, of length d, radius r, and thickness 
dr. Each of these cylinders contributes a resistance dR 
r
D
 r
D 
R =
 ^
=
 т-*г-
dr
 · ( з - 1 1 » 
J
a
 J
a 2n d г 
Since the integral diverges for г = ·, the upper limit of the integral is of 
the order of D, where D is the diameter of the sample. Integration now yields 
R = (p/2nd) ln(D/a) . (3-12) 
This is indeed observed in point contact experiments on thin films, which behave 
as a series resistance of a Sharvin-like part and an extra resistance, with a 
value approximately equal to the surface resistance p/d. The actual shape of 
the sample or the position of the electrodes does not affect the result very 
much, because of the logarithmic dependence of R on D. For a circular sample of 
diameter D, with the point contact in the center of the sample and the current 
and voltage electrodes on the border of the sample, with an angle Φ between 
them, the resistance can be calculated more precisely as 
R = -^- {ln(D/4a) - ln(l-cos Ф)} . (3-13) 
¿πα 
As long as the angle Φ is not too small, i.e., the current and voltage electrode 
not too close together, the second logarithm will be negligible compared to the 
first. 
For the point contact in a magnetic field, this gives a resistance of: 
R = (1+β2) - £ - ln(D/ita) . (3-14) 
2nd 
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Fig 3.1. The bismuth sample is of cylindrical shape, with the 
point contact Ρ located in the center of the sample. Electrical 
contacts were made on six positions along the sample border, labeled A 
to F. For the bulk measurements, current flowed from A to В and 
the voltage was measured over С and D. In the point contact 
measurements current was injected through the point contact Ρ and 
drained through E. The voltage was measured between Ρ and F. 
The magnetic field was applied perpendicular to the sample surface. 
The whisker material was copper. 
b. Experiment 
As a representative of a compensated metal, bismuth was taken. Bismuth has 
a low electrical conductivity, which makes the simultaneous measurement of both 
bulk and point contact resistances fairly easy. Bulk resistances were measured 
using a DC method, whereas the point contact measurements were performed in a 
standard point contact setup using lock-in techniques. We used a sample of 
thickness d = 1.8 mm and diameter D = 7·5 шт. This sample was etched in 
mixture of 50 X concentrated nitric acid and 50 % acetic acid. On this sample, 
six contacts were made of Wood's metal, as indicated in Fig. 3·1· The four 
contacts, marked A to D, were used for measuring the bulk resistivity of the 
sample, whereas the contacts E and F were used as the current and voltage 
electrodes for the point contact measurements. As counter electrode a copper 
whisker was used, which was electrolitically etched to a sharp point. The 
42 
αϊ 
и 
с 
m 
(О 
ω 
er 
4 6 В IO 12 14 
Magnetic field Β (Τ) 
IB 20 
Fig. 3·2. Measurement of the bulk resistance of the bismuth sample at 
a temperature of 1.8 K. The resistance at В = 0 was measured as 
4.85 μ". 
contacts E and F were used as the current and voltage electrodes for the point 
contact measurements. As counter electrode a copper whisker was used, which was 
electrolitically etched to a sharp point. The contacts were made in situ in a 
liquid helium cryostat by means of a differential screw mechanism. The magnetic 
field was provided by a 20 Tesla Bitter magnet. The direction of the magnetic 
field was perpendicular to the plane of the sample, and parallel to the trigonal 
axis. The point contact was positioned in the center of the sample face, i.e., 
the magnetic field was parallel to the contact axis. 
The Fermi surface of bismuth is very small . The electron density of 
bismuth amounts to only one electron or hole for every IO-1 atoms. As a 
consequence the important point contact parameter pi is approximately 2000 
-12 2 times larger than that of a normal metal and will be of the order of 10 dm . 
Because of the large anisotropy of bismuth, this value depends on the crystal 
orientation. 
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In the setup of Fig. 3.1 the resistance at 20°C was measured as 450 (1. The 
resistivity of bismuth at 20°C is p R T = 1.20 μΠω '. With these values, the 
geometry factor gt for the bulk measurements can be calculated, where g^ is 
defined by the relation 
R = g h r^r . (3-15) 
b 2nd 
Assuming deviations, due to the finite thickness of the sample, to be small, 
this geometry factor will not depend on magnetic field and a value is found of 
g b = 4.24. At 1.8 К the measured resistance was Ft = 4.85 У
п
. i.e. the residual 
resistance ratio of the sample was 90. This gives a value of the resistivity at 
1.8 К and zero magnetic field of PQ = 13 nOm and an estimated value of 1 of the 
order of 100 \im. 
As a function of magnetic field at 1.8 К the resistance of the bulk sample 
is given in Fig. 3-2. At 10 Tesla the measured magnetoresistance is 
approximately 10 times the zero field value, implying a value for 
β = ω τ
Β1000. This value is consistent with the value that can be estimated 
from the electron mean free path 1 and the cyclotron radius г . The cyclotron 
radius at 10 Tesla for bismuth is of the order of 100 Â for both electrons and 
holes, giving a β = 1/(2лг ) of order 1000. 
Considerable departure of the expected quadratic behavior is seen in Fig. 
3.2. In the first place, a large oscillating component is present, caused by 
the Shubnikhov-de Haas effect. These oscillations are associated with one 
extremal hole orbit and three nominally equivalent electron orbits. Both the 
hole and electron oscillations show strong spin splitting . Because of the 
small Fermi surface, bismuth is almost in the quantum limit for fields around 10 
Tesla. Above 8 Tesla only the spin down holes are not all in the lowest Landau 
level. This causes a shift of the Fermi energy, which sets in rather sharply at 
1 A 
4 Tesla for the investigated orientation of the crystal in the magnetic field . 
Apart from shifting the oscillation positions, this also has influence on the 
non-oscillating part of the magnetoresistance, which decreases with respect to 
the expected quadratic behavior. 
fig· 3·3 shows a point contact measurement, that was taken on the same day 
and under the same circumstances as the bulk measurement of Fig. 3-2. The point 
contact resistance was measured by applying a small 500 Hz modulation current to 
the contact, resulting in a voltage modulation of ІООц at zero magnetic field. 
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Fig З-З· Measurement of the point contact resistance dV/dl at a 
bias voltage V = 0 for a bismuth-copper point contact. This 
contact was measured on the same day and under the same circumstances 
as the bulk measurement of Fig. 3·2. 
The resistance at zero field for this contact was 33 Π. From the Sharvin 
formula (Eq. 3"2) and the estimated value of pi this gives an estimate for the 
point contact radius of a = 1500 Â. The Knudsen number К = 1/a is of the 
order of 10^, so that we are well into the Sharvin limit at zero field. 
Furthermore, the ratio d/a is of the order of 10 and hence the condition 
(d/a) « (1+β ) is fulfilled for fields in the magnetic field range of the 
experiment. 
When Fig. 3-3 is compared with the bulk measurement of Fig. 3·2, it is seen, 
that the absolute change of the point contact resistance is very similar to the 
bulk variation, and of the same order of magnitude. The most notable difference 
is that the oscillations in the point contact measurement are much sharper and 
of larger amplitude. This must probably be ascribed to mosaic spread in the 
sample. Good stability of the point contacts requires a rigid sample mounting 
and this can introduce considerable strain in the sample. Since the point 
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contact probes the sample more locally, the effect of strain is here not so 
important and the observed variation of the oscillation amplitude is actually 
very close to what is expected for a temperature of 1.8 K. The estimated value 
of ω τ rules out a damping of the oscillations because of impurities. A more 
elaborate discussion of the oscillations is given in chapter Ц. For the 
interpretation of the classical magnetoresistance experiments they are a 
complicating factor, especially because of the difference in relative amplitude 
between the bulk and the point contact resistance, which makes a direct 
comparison of the two measurements impossible. We solved this problem by 
limiting our comparison to magnetic fields below 5 Tesla and we applied a simple 
smearing to the data of Figs. 3·2 and 3·3. in order to leave only the 
monotonously increasing part of the magnetoresistance. 
In the same run as Figs. 3·2 and 3-3, contacts were investigated with 
resistances varying from 10 0 to 100 П. To within the measuring accuracy of 
approximately 10 % the absolute variation of the point contact resistance with 
magnetic field was independent of the zero field resistance value. This is in 
accordance with the expected logarithmic dependence of the resistance variation 
on the ratio D/a. A very small dependence on the contact dimensions would be 
expected from Eq. 3"1^ι but this could not be detected with the present setup. 
Such a measurement would also require more precise information on the actual 
position of the contact on the sample, because differences in position would 
yield similar small variations in the magnetoresistance. 
In analogy with the bulk measurement, a geometry factor g can be defined 
for the point contact magnetoresistance with the relation 
{R(B)-R(0)} = g -f- , (3-16) 
which with the help of Eq. 3-l4 gives g = ln(D/4a ). For D = 7.5 mm and 
a = I5OO Â this yields a value of g = 9 Λ . The expected ratio between the 
point contact and the bulk magnetoresistance is therefore e
vc
/g^ = 2.20. The 
ratio, that is found experimentally is approximately 2.0, for fields up to 5 T. 
For higher fields, a good determination is hindered by the large oscillation 
amplitude of the resistance. In view of the accuracy with which important 
parameters, such as the resistivity and the product pi are known, this can be 
considered as a good agreement. 
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Ц. Point contact magnetoresistance of uncompensated metals. 
a. Theory 
Uncompensated materials in general do not show such a strong 
magnetoresistance effect as compensated materials. The reason for this is the 
Hall effect. Because a Hall voltage builds up, perpendicular to the path of the 
electrons, the electrons are deflected in such a way, that the deflection 
because of the Lorentz force is compensated. The electrons are therefore less 
hindered in following a direct path between the electrodes than in compensated 
metals. Uncompensated metals do, however, show a magnetoresistance of 
geometrical origin, when the geometry of the measured sample is suitably chosen. 
In general this occurs when the Hall effect is not completely effective in 
compensating the Lorentz force, for at least a part of the path that the 
electrons follow. This is for instance the case when the current contacts are 
of finite size . When the total contact area is assumed to be at constant 
potential, no Hall voltage builds up along the contact area itself, and hence in 
the direct vicinity of the contact, the Hall effect is ineffective in keeping 
the current parallel to the applied field, leading to a geometrical 
magnetoresistance term. 
Another, more easily understandable case is the Corbino geometry. In this 
geometry, the sample is circularly symmetric and the sample border is held at a 
uniform potential. The current is injected through a central, cylindrical 
electrode. Because of the symmetry, no voltage can build up in the direction 
perpendicular to the applied field, and a quadratic magnetoresistance is again 
observed, as in the case of compensated metals. For a maximum effectiveness, 
it is necessary to maintain a good circular symmetry. In a recent investigation 
of the Corbino effect in relation to other geometrical resistance effects , the 
sample border was held at a uniform potential by connecting the current drain to 
the sample via several 10 (1 resistors, distributed evenly along the sample. 
When this uniform potential is not maintained satisfactorily, the 
magnetoresistance effect rapidly breaks down. 
In an imperfect symmetry, however, a small part of the sample will still 
contribute to the magnetoresistance term, namely that part where the 
equipotential lines are closed in themselves and do not touch the sample border. 
This situation occurs in the usual point contact geometry with the magnetic 
field perpendicular to the sample face as in Fig. 3·1· The current drain is 
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here only at one point on the sample border. If the central contact were of 
macroscopic size, the magnetoresistance, resulting from the Corbino effect, 
would be very small. A complete calculation of the current pattern in such a 
case is complicated. For a point contact, however, a reliable estimate of the 
magnetoresistance can be given, since it's value will still be determined by a 
macroscopic piece of the sample, even if it is small, compared to the sample 
dimensions. Suppose the size of the sample part where the equipotential lines 
are closed to be of dimension D. The magnetoresistance term within this area 
will now again be given by a relation, similar to Eq. З-!1*. but with the sample 
size D replaced by D. Even small, compared to the real sample size D, D will 
still be large, compared to the point contact dimension a. Because of the 
logarithmic dependence of the resistance on the ratio D/a, the precise value of 
D is not important, when a « D,D, and only a small error is made in taking the 
value of the D itself. 
In practice it is also necessary to take into account a linear term in the 
dependence of the resistivity on the magnetic field . In part this term has 
21 been shown to originate from surface imperfections and is itself a 
magnetoresistance term of geometrical origin. As was done by van Haaren et 
20 
al. , we correct for it by replacing the zero field resistivity ρ by a field 
dependent value ρ(1+αβ), where α is the Kohier slope 
• • Í $ · "-"» 
It should be observed, that ρ is also present in the expression for β itself, 
since β = <і>
с
т = RjjB/p, with R H the high field Hall constant. This leads to the 
final result for point contacts of uncompensated metals: 
R = τ-^ττ- ^-IniD/ita) . (3-18) 
1+αβ) 2nd 
b. Experiment 
We took aluminum as a representative of an uncompensated metal. This metal 
was also used in recent experiments where the Corbino effect in bulk 
20 
magnetoresistance measurements was investigated . For our experiments we cut a 
single crystalline sample out of a larger piece of polycrystalline material, 
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that showed large crystallites with an average size of a few millimeters. The 
sample was of rectangular shape and measured 4 by 5 mm, with a thickness d = 0.9 
mm. This sample was first etched in a mixture of 50% phosphorous acid, kOX 
22 
sulphuric acid and 105! nitric acid . Consecutively, the sample was treated in 
a 25% solution of sulphuric acid. The contacts were made on the sample with a 
method, developed by Bruls ^. Very small particles of Wood's metal were 
immersed in a very diluted solution of sulphuric acid. This solution was heated 
to approximately 50°C, until the Wood's metal had melted, forming tiny 
droplets. Thereupon the sample was transferred directly from the last etching 
solution into the warm diluted acid bath and was carefully brought into contact 
with one of the small droplets of Wood's metal. This flowed out over a small 
area of the sample and formed spots where later electrical contacts could be 
made with minimal warming of the contact points. The contacts that were formed 
in this manner had a resistance of less than 20 μη. 
The magnetic field was provided by a superconducting NboSn/NbTi coil, 
capable of producing a field of 11 Tesla at Ц.2 K. The orientation of the 
magnetic field was perpendicular to the sample plane, and parallel to the 
nominal current direction in the point contact. The orientation of the crystal 
axes of the sample itself were not determined. Copper was again used as the 
whisker material. 
A reliable determination of the resistivity of the sample at 4.2 К was not 
possible. For the larger, polycrystalline piece of metal, however, from which 
the sample was cut, the resistivity was previously determined as a function of 
the magnetic field by Bruls ^ as ρ = 2.64 рПт + 0.15 В рПт/Т. Since aluminum is 
well described by the nearly free electron model, we used for the parameter pi 
the free electron value pi = 3-99· 10" flm , as was done by Chubov et.al . 
With these values, an electron mean free path is found of 1 = I50 pm. 
Furthermore we find for this sample that (p/2nd) = 4.6?· 10" 1 0 t). The high 
field Hall coefficient R H = 1/ne has a value of R H = 1.0 10"
1 0
 m^/C for 
aluminum. The factor β = ω τ is found from $ = μΒ with μ = Ru/Pn· With the 
given values of p 0 and R H we get μ = 38 Τ
- 1
 and β 2 = 1.2-10^ at 10 T. For the 
bulk magnetoresistance we can also determine the Kohier slope α = НіЛэр/ЭВ), 
or α = 1.5 10"3. 
In Fig. 3·4 we show a point contact measurement of the resistance versus 
magnetic field. Because the expected magnetoresistance term is expected to be 
very small, we tried to make contacts with the zero field resistance as low as 
possible, in order to have a minimal Sharvin component. Even for contacts of 
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Fig. З·**· Measurement of a very low-ohmic aluminum-copper point contact 
at a temperature of 4.2 K. The resistance at zero field was measured 
as 2.3 mO. 
the order of 1 mU, however, the main part of the resistance is Sharvin-like, as 
can be seen in table 2.1, and this remains so when a magnetic field is applied. 
On the basis of the pi product, given above, the contact size can be calculated 
from Eq. 3.1 as a = 2500 A for a contact of 2.3 mfl. 
The magnetoresistance measurement of Fig. З·** shows a small dip at В = 0. 
This is often observed in point contacts with aluminum as one of the electrode, 
and is usually accompanied by a zero-bias anomaly in the current-voltage 
characteristic. The origin of this phenomenon is not well understood. For the 
interpretation of the present experiment we have neglected it's presence and 
where we need the value RQ of the point contact resistance at zero magnetic 
field, we will take the value that is found when the curve is extrapolated back 
to zero. 
50 
At first sight the plot of the contact resistance of Fig. З·1* is not very 
quadratic in the applied magnetic field. However, it is necessary to correct 
20 for the linear magnetoresistance term, as was done by van Haaren et al. . 
Instead of the resistance R, GB is plotted versus the magnetic field B, where 
G = (R-R-) and the resulting plot should be a straight line, according to 
GB 2 = { - £ - IníD/la)}"1 μ" 2 (1+αμΒ) . (3-19) 
2nd 
We have done this for two different contacts in Fig. 3-5· The data points 
labeled as "a" were from the measurements of Fig. 3-Ί. The points, labeled with 
"b", are from a contact with a zero field resistance RQ = 16.7 mO, from which a 
point contact radius can be calculated of a = 1000 Â. Through the data points 
of each set a straight line was drawn, that was determined by a least square 
fit. From the intercept of these lines the quadratic term can be determined, 
whereas the Kohier slope follows from the slope of the curves. The values of 
the intercepts I are I = 0.151 ± 0.010 Ί^/μη for the contact a of 2.3 mfl and 
I = 0.166 ± 0.010 Ί^ /μίΐ for the contact b of 16.7 md. The slopes S are found 
as S = 0.067 Τ/μη for contact a and S = 0.019 Τ/μΠ for contact b. Taking a 
value of D = 5 mm for the dimension of the sample and a = 1000 A for the size 
of the point contact, and taking the values of μ and (p/2nd) as above, we expect 
a value of I = O.I58IO"6 Ί^/μΠ on the basis of Eq. 3-I7. The agreement of the 
observed values with this expected value is fairly good. 
The Kohier slopes of the two contacts, however, are quite different from 
each other and both are larger than the bulk Kohier slope. From the slopes S of 
the curves a and b respectively we find the Kohier slopes α = 1.1-10 and 
α = 3.0 10"3. The bulk value was α = 1.5-10"3. The value of contact b is 
still of the same order of magnitude as the bulk value but the value of the 
contact b, with resistance R = 2.3 шй, is much larger. A probable cause of this 
is the surface damage, that occurs when the contact is made. In order to make 
as low-ohmic contacts as possible it was necessary to exert a considerable force 
on the contact. It is not improbable that the resulting surface damage, 
although located in the vicinity of the contact, causes a large extra linear 
21 
magnetoresistance term . 
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Fig· 3-5· Measurements of 
a temperature of 4.2 K. 
-1 
two aluminum-copper point contacts at 
The vertical quantity -"" " D is GB' 
where G = [RfBJ-RfBiO)]"1. Contact a corresponds to Fig. 3.4, 
with R(0) = 2.3 mtl. Contact b has a zero field resistance 
R(0) = 16.7 m"· The solid lines are least square fits of the indicated 
datapoints. 
5 Conclusions 
It can be concluded, that a point contact, placed in a magnetic field, will 
show a quadratic magnetoresistance. This is both the case for contacts of 
compensated metals, because of their inherently large bulk magnetoresistivity, 
and in uncompensated metals, where the magnetoresistance is of geometrical 
origin. In both cases the magnetoresistance originates from the Maxwell term of 
the point contact resistance. The modified expression of the Maxwell resistance 
for point contacts in a magnetic field quantitatively agrees reasonably well 
with the experimentally observed values. 
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CHAPTER IV. QUANTUM OSCILLATIONS IN THE POINT CONTACT MAGNETORESISTANCE 
Magnetic fields are used occasionally in point contact spectroscopy for 
several purposes. In the first place, material properties sometimes change with 
the magnetic field, and when these properties have influence on the point 
contact resistance, their dependence on the magnetic field can be studied . In 
the second place, magnetic fields can be used to suppress superconductivity, and 
in this way it is possible to use point contact spectroscopy on superconducting 
2 
systems that are otherwise inaccessible for a study with point contacts . In 
the latter case it is tacitly assumed, that the magnetic field has no influence 
on the point contact resistance other than the suppression of superconductivity. 
Apart from changes in the material properties several other effects occur 
when a magnetic field is applied, that are inherent to the point contact 
geometry and are in principle always to be reckoned with. One of these effects 
is a classical magnetoresistance term that increases with magnetic field. This 
term has it's origin in the Maxwell component of the point contact resistance 
and is found either because of a large bulk magnetoresistivity or is of 
geometrical origin. This term has been discussed in chapter III of this thesis. 
A second observed influence of the magnetic field on the point contact 
resistance is the presence of an oscillating term. This term, that is also 
inherent to the geometry of the contact, is the subject of this chapter. The 
origin of these oscillations in the point contact resistance lies in the Landau 
quantization of the electrons, as is immediately clear from the frequencies of 
these oscillations. This quantization has influence on both the Sharvin and the 
Maxwell part of the resistance, via different physical mechanisms. In this 
chapter we will investigate both these mechanisms, and we will discuss the 
influence of several parameters on the observed oscillations. The discussion 
will be based on experiments on the materials bismuth, gallium and aluminum. 
These materials show a wide range of resistivities and emphasize the different 
mechanisms, that are responsible for the oscillations. 
1. Theory 
When a metal is placed in a magnetic field, a redistribution occurs of the 
conduction electrons over the Fermi spher. This redistribution is a very 
general phenomenon and is a direct consequence of the quantization of the 
electron orbits. For the closed orbit of an electron is in a magnetic field, 
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the magnetic flux, enclosed by the orbit, is quantized in units of h/e. As a 
result, the allowed electron states in k-space now lie on so-called Landau 
tubes, with a cross section area perpendicular to the magnetic field given by 
the Onsager formula^ 
A. = (j + 1/2) 2neB/fi (4-1) 
The influence of this quantization is particularly manifest whenever a cross 
section Aj is equal to an extremal area A
 t of the Fermi surface. As can be 
seen from Eq. 4-1 this happens periodically in 1/B, with the period Δ(1/Β) 
given by 
Δ(1/B) = 2ne/hA
ext . 
At an extremal orbit the occupation of the Landau tube j changes rapidly with 
magnetic field and this change is reflected in all properties that depend on the 
electron distribution. Among numerous examples we cite the de Haas-van Alphen 
il 
effect , i.e. the oscillating magnetic susceptibility, which is the best known 
and from a practical point of view the most versatile, and the Shubnikhov-de 
Haas effect-', the oscillating resistivity, which is particularly relevant in the 
context of this thesis. Especially the de Haas-van Alphen effect has proven to 
be a very valuable tool for the study of the electron structure of metals. 
Numerous reviews and books have appeared on these effects. We mention a recent 
book by Shoenberg , in which a very complete treatment both of the underlying 
physics of these phenomena and of their practical applications can be found. 
Although the magnetic oscillations in the electrical resistivity were among 
the first to be discovered experimentally, their theoretical understanding is of 
7 8 
much later date and is very complex'' . A very simplified, but transparent model 
of the Shubnikhov-de Haas effect has been given by Pippard". It can be 
understood as the oscillation of the electron relaxation time τ. This 
relaxation time depends on the number of occupied electron states that an 
electron can scatter from and the number of empty states that an electron can 
scatter to, and hence it depends on the density of states at the Fermi surface. 
When because of the Landau quantization this density of states oscillates, the 
relaxation time will oscillate. Because the resistivity of a metal in the Drude 
approximation is proportional to τ" , it will also oscillate as a function of 
magnetic field. 
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The resistance of a point contact can be thought of as a series resistance 
of a ballistic component, the Sharvin resistance, and a diffusive component, the 
Maxwell resistance. The diffusive part of the resistance is directly 
proportional to the bulk resistivity ρ and therefore the Maxwell term will 
oscillate with magnetic field in the same way as the bulk resistivity does. 
Whether or not these oscillations are observable depends on various factors. 
q 
The oscillation amplitude 6p for the resistivity ρ is approximately given by-^  
óp <50(ε ) 
τ · ϋςτ · "^' 
with ер the Fermi energy and D(Ep) the density of states at the Fermi surface. 
For a Fermi surface, consisting of one spherical piece, with a quadratic 
dispersion relation, this yields 
«E-
 B q-1/2 , («,.£,) 
Ρ 
where q = ερ/Κω with ω = еВ/m the cyclotron frequency. The integer part of q 
is therefore equal to the number of Landau tubes that intersect the Fermi 
surface. Small pockets of electrons would therefore have the largest relative 
oscillation amplitude. In practice, however, such pockets carry only a small 
part of the current, except for semlmetals as bismuth and poorly conducting 
metals as gallium. The amplitude of the oscillations is further weakened by 
collision broadening of the Landau levels and by a smearing of the Fermi 
function because of non-zero temperature. For common metals oscillation 
amplitudes can therefore be expected of no more than one part in 10 under 
typical conditions. In point contacts the observation of oscillations in the 
contact resistance is further hampered by the fact that the Maxwell part of the 
resistance is only a small part of the total resistance. In high magnetic 
fields, the magnitude of the Maxwell part of the resistance is approximately 
equal to p/d, where d is the thickness of the sample, as has been demonstrated 
in chapter III of this thesis. As a rule of thumb we can therefore state that 
no oscillations in the Maxwell resistance can be observed when they are not 
observable in the bulk resistance. In practice observability in point contacts 
will be hampered even more because of the mechanical instability that is 
inherent to point contacts. 
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For the ballistic part of the point contact resistance, the situation is 
more complex. At first sight it would appear that there is no oscillation 
effect, since the Sharvin resistance is given by 
R S = ^  ™ 
jna 
and the product pi is independent of the scattering length 1. Here a is the 
radius of the point contact, that is assumed circular. This implies that the 
oscillations in the relaxation time will not lead to oscillations in the Sharvin 
resistance. 
The derivation of Eq. 4-5, however, is only correct in the absence of a 
magnetic field. The current density J at the orifice is found by integrating 
the velocity component ν perpendicular to the contact over all occupied k-
11 12 
states within the Fermi sphere S ' : 
J
 =
2e (
І
) 3
 I
s
d 4 · c-6) 
In the presence of a magnetic field, perpendicular to the contact, the integral 
over к and k„ has to be replaced by a sum over the different Landau tubes: 
л
 у 
ι ч С«] 
2е (^)З 
2л 
[q] ρ 
jîi N(B) J d kz vz · С"?) 
where N(B) = 2neB/h is a field dependent normalization factor and [q] is the 
entier function of q. Since the integral over k
z
 is independent of magnetic 
field, and is given by eV/h, with V the applied voltage over the contact, and 
the extremal area of the Fermi surface is given by A
e x t = (q+1/2) N(B), we see 
that the current, and hence the observed Sharvin resistance, oscillates with a 
relative amplitude 
^ = q"1 (4-8) 
Ρ 
The relative magnitude is smaller than that of the Shubnikhov-de Haas effect 
because the electrons on extremal orbits, which in principle are responsible for 
the oscillations, have a velocity in the z-direction ν = 0 . Oscillations 
ζ 
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arising solely from this source will therefore be weak although the Sharvin term 
is usually the major part of the point contact resistance. 
The oscillation amplitude can be considerably enhanced because of 
diffraction in the point contact area. In the absence of a magnetic field, no 
diffraction has to be taken into account, because the size of a typical point 
contact is large, compared to the de Broglie wavelength of an electron. The 
electrons can therefore be considered as well defined particles, following well 
defined trajectories, and the electron transport through the contact can be 
treated semi-classically. When on the other hand a magnetic field is applied, 
the "fuzziness" of the electron is no longer determined by the de Broglie 
wavelength, but by the magnetic length A = (2h/eB) ' , the size of the inner 
Landau tube. For a field of a few Tesla this length is of the order of 100 to 
200 Â, i.e comparable to typical point contact sizes. 
A formal treatment of the diffraction problem has been given in chapter II 
of this thesis. The main result of diffraction is that an electron on the Fermi 
surface can no longer be given both a specific velocity component ν and a 
specific Landau number j. As a consequence, Eq. 4-7 is no longer valid and has 
to be replaced by 
J = 2e(^)3 N(B) Σ Σ f d k Z i . v Z i A ( j . j · ) (4-9) 
Here AY(j,j') is a function that describes the coupling between k_ J and v, 
1
 Z , J Z, J 
for a given value of the parameter Τ, which is the size of the point contact in 
units of the magnetic length A. For ϊ » 1, A-íj.j') is equal to the Kronecker 
delta δ·-- and the result of Eq. 4-7 is found. For Τ * 0, however, AT(j,j') is 
independent of j and j' and the sums over j and j' are completely decoupled. 
Since the electrons on extremal orbits are now no longer weighted by ν , the 
current is again proportional to the density of states, which for the case of a 
spherical Fermi surface gives an oscillation amplitude 6R/R = q~ ' as in the 
case of the Shubnikhov-de Haas effect. In this limit there is an analogy 
between the Shubnikhov-de Haas effect and the oscillations of the point contact 
resistance. Instead of an ensemble of randomly distributed isotropic scatter 
centers, we now have one isotropic center, but the simplified picture of Pippard 
still holds, where the current is determined by the number of occupied states 
that an electron can come from and the number of empty states that an electron 
can be diffracted to. 
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2. Experimental details 
The experiments, described in this chapter, were performed with a standard 
point contact setup ^, and resistances were measured phase-sensitively. The 
magnetic fields were provided either by a superconducting coil, capable of 
producing 11 Τ at 4.2 K, or by a 20 Τ Bitter magnet. Since for a good signal-
to-noise ratio it was necessary to integrate the measurements over time 
constants of the order of 1 second, the magnetic field WEIS usually swept with a 
speed of less then 0.2 T/min, in order not to lose the fine details in the 
oscillations. The measurements were done in the temperature range of 1.5 К to 
Ц.2 K. For most of the measurements a standard point contact insert was used . 
For some experiments, however, a better control of the crystal orientation was 
necessary and a specially designed insert was used with an orientable sample 
holder. Except where mentioned otherwise, the magnetic field was always 
oriented parallel to the nominal current direction. 
Three different materials were used for the experiments, namely, bismuth, 
gallium, and aluminum. The bismuth sample was a single crystal, of 5N+ purity. 
It was of circular shape with a thickness of 1.8 mm and a diameter of 7.5 mm. 
The trigonal crystal axis was orientated perpendicular to the sample plane. 
This sample was etched in a mixture of 50 % concentrated nitric acid and 50 % 
concentrated acetic acid. Contacts were made on this sample with 49° solder. 
The gallium samples were less well defined. They were made of high purity 
material by melting. Gallium has a melting point ' of 29.78° С and after 
melting it can be supercooled down to approximately 15° C. The melted drops had 
a size of a few millimeters. This drop was "etched" by scraping the surface 
with a scalpel. Thin copper wires were then injected in the drop to provide the 
electrical contacts and the sample was allowed to solidify again. Because of 
the low melting point gallium easily anneals at room temperature and a single 
crystal is obtained. 
Several aluminum samples were used of various shapes and sizes. Most 
experiments were done on small single crystals of known orientation, which were 
more or less plane, with a thickness of 0.5 mm to 1 mm and a typical width and 
length of 3 mm. For point contacts between two aluminum electrodes wedge-shaped 
samples were used. These contacts were made with the Chubov method , which 
consists of pressing together two macroscopic pieces of materials. The purpose 
of this was twofold. First, the obtained contacts are of somewhat better quality 
than those, made with conventional whisker-anvil techniques for aluminum 
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Furthermore, this method gives control over the crystal orientation of both 
electrodes, which is important in the present experiments. The experiments on 
polycrystalune samples were done with small pieces of aluminum of irregular 
shape, that were cut from a larger sheet of material. The aluminum samples were 
etched with the following process . First they were immersed in a mixture of 
50 % phosphorous acid, 40 % sulphuric acid and 10 % nitric acid. After that the 
samples were transferred to a heated solution of 25 % sulphuric acid. Finally, 
the samples were cleaned and kept in propanol. The electric contacts on the 
samples were first made with silver paint. Because of the oxide layer on the 
aluminum, this often resulted in unsatisfactory contacts of rather high 
resistance. Later, therefore, a method was used, developed by Bruls ', by 
attaching very tiny particles of 49 -solder on the samples, in a very diluted 
etching solution, that was warmed to more than 50° C. 
Apart from the aluminum-aluminum contacts, we always used a copper whisker, 
Ift 
electrolitically etched to a sharp point, as second electrode. This was 
necessary, since for contacts between identical materials the orientation of 
both crystals had to be identical. Even with the insert with the orientable 
head, this remained an unsolved problem. The advantage of copper is that it 
does not contribute an oscillation signal to the point contact resistance. The 
conduction electrons in copper have too high an effective mass and too large 
Landau numbers to give an observable signal, eis will be discussed later in this 
chapter. 
3. Oscillations in the Maxwell resistance 
The semimetal bismuth is known to show very strong Shubnikhov-de Haas 
oscillations, and was the material in which the effect was first discovered °. 
This large oscillation amplitude is due to a number of reasons. First, the 
2Ω 
charge carrier concentration of bismuth is extremely low , being only 
approximately З'Ю ' cm~^ for both the electron and hole bands. Hence, the 
resistivity is approximately 2000 times that of usual metals, assuming other 
parameters as e.g. the electron mean free path to be similar. This obviously 
makes observation of resistivity oscillations easier. Furthermore, the 
magnetoresistance of bismuth is also very large. Because of the small effective 
electron masses m , the cyclotron frequency ω = еВ/m of the carries is high 
and consequently also ω 0
τ
· which determines the magnitude of the 
magnetoresistance. The large cyclotron frequencies also give a large energy 
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Fig. 4.1. The resistance dV/dl of a bismuth-copper point contact as 
a function of magnetic field, for a bias-voltage of 0 mV and 
a temperature of 1.8 K. The magnetic field was oriented parallel to 
the trigonal crystal axis and perpendicular to the plane of the 
bismuth sample. At zero magnetic field, the resistance of the point 
contact was 33 0· 
separation between the different Landau levels and hence the oscillations are 
relatively little damped by broadening because of finite temperature Τ and 
relaxation time τ. And finally, for magnetic fields of several Tesla only a few 
Landau levels are occupied. Since the Shubnikhov-de Haas effect is proportional 
to q~ ' , with q the highest occupied Landau level, this makes the situation in 
bismuth very favorable, compared to any other metal. 
In our experiments the bismuth sample was usually oriented with the magnetic 
field parallel to the trigonal crystal axis and parallel to the nominal current 
direction. A typical measurement of the point contact resistance in this 
orientation, and at a temperature of 4.2 К is given in Fig. 4.1. The zero field 
resistance of this point contact was 33 Π · On the basis of the Sharvin 
expression of Eq. 4-5 the radius of the contact is a = I5OO Â, where we have 
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Table 4.1. Values of the magnetic field, for which the Fermi surface of 
bismuth touches the Landau tube with level number q, where the magnetic 
field is taken parallel to the trigonal crystal axis. Values are given 
for the electron and hole bands series, each of which shows a large spin 
splitting. The series, corresponding to spin up and spin down have been 
labeled as s = + and - repectively. The data have been taken from 
Ref. 21. 
electrons holes 
o | 
1 I . . . 5-85 Τ 
2 | 4.09 Τ 3-38 
3 | 2.817 2Л0в 
4 | 2.146 1.896 
5 | 1.724 1.566 
— 12 2 taken pi = 10 dm , as estimated from the size of the Fermi surface. With 
the value of ρ that wets found in chapter III for this sample, the Maxwell 
contribution RJJ = p/2a is 40 mO, so that the contact is well within the Sharvin 
limit. Two distinctive features of the measurement of Fig. 4.1 are immediately 
obvious. First, a large magnetoresistance term is observed, which at high 
fields forms a considerable part of the total resistance. This 
magnetoresistance term has it's origin in the Maxwell component of the 
resistance and is extensively discussed in chapter III of this thesis. Secondly, 
large oscillations are visible in the measurement of Fig. 4.1. That these 
oscillations are caused by Landau quantization can be seen by comparing the peak 
21 positions with those of bulk resistivity measurements , which have been 
tabulated in table 4.1. In principle, four distinct series are observed with 
the magnetic field parallel to the trigonal axis. Two of these series are 
associated with the hole band and two with the electron band, which are both 
split because of the elctron spin. Furthermore, the electron bands are triply 
degenerate. When we compare the values in table 4.1 with the measurements of 
Fig. 4.1, it appears that the up-spin electrons give the dominant contribution 
to the signal, whereas the down-spin electrons are responsible for most of the 
other structure. The oscillations of Fig. 4.1 are fairly accurately periodic in 
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Fig. 4.2. Bulk resistance of a bismuth single crystal versus 
magnetic field, taken under the same circumstances as Fig. 4.1. At 
zero magnetic field, the measured resistance was 4.85 Pn· 
1/B. Small departures of this behavior can occur at fields above approximately 
22 5 T. Above this field value the Fermi energy begins to rise because the 
extreme quantum limit is reached, where all electrons are in the lowest Landau 
levels. 
That the oscillations in the point contact resistance are a manifestation of 
the Shubnikhov-de Haas effect is seen when the measurement of the point contact 
is compared with that of a bulk resistivity measurement. Fig. 4.2 shows such a 
measurement, taken on the same day and under the same circumstances as that of 
Fig. 4.1. The similarity between the two measurements is clear, in spite of the 
fact that the oscillations in the point contact resistance are sharper. It is 
especially conclusive that the magnitude of the oscillations in the bulk 
measurement relative to the total magnetoresistance is more or the less the same 
as for the point contact. Since the point contact magnetoresistance is directly 
proportional to the bulk resistivity, as was shown in chapter III, the point 
contact oscillations must also be caused by resistivity oscillations. The 
64 
01 
и 
с 
та 
in 
αϊ 
20 
15 
10 
difference in sharpness between the bulk and the point contact measurements must 
be ascribed to the rigid sample mounting, necessary for stable contacts. The 
strain that is hereby introduced is much more likely to affect the bulk 
measurements than the point contact, because the major part of the point contact 
resistance is concentrated in the direct vicinity of the contact. 
Shubnikhov-de Haas oscillations in the point contact resistance are not 
limited to semimetals like bismuth. This is illustrated in the measurements on 
gallium, that are presented in Figs. 4.3 and ЦЛ for a point contact resistance 
and a bulk resistance respectively. These figures were also taken both under 
the same conditions and on the same day and are therefore directly comparable. 
Gallium is a metal in which Shubnikhov-de Haas oscillations have been 
demonstrated in the past ^. The gallium measurements of Figs. 4.3 and 4.4, 
however, are less well documented than those on bismuth, because of several 
reasons. First, contrary to the bismuth case, the Fermi surface is very 
complex. It is therefore very difficult to estimate the theoretical magnitude 
of either the classical magnetoresistance term or the quantum oscillations. 
Furthermore, no reliable value for the important point contact parameter pi is 
available. In principle it is possible to estimate a value from knowledge of 
the Fermi surface, i.e. from the de Haas-van Alphen frequencies. The largest of 
24 the frequencies that are observed has a value of approximately 5000 T, for the 
magnetic field parallel to the b- axis. In other field directions, the maximum 
observed frequencies are even lower, and are approximately 2000 Τ for the field 
parallel to the a- or c-axis. This is much lower than that of normal metals, as 
aluminum, where the frequencies that correspond to the major part of the Fermi 
surface are of the order of 50000 T. The use of the free electron value of pi 
is therefore almost certainly not allowed. This is supported by measurements of 
the Fermi velocity ^ Vp = 6.10' m/s, i.e. 30 % of the free electron value. In 
any case, the value of pi will be very anisotropic, as is the resistivity 
itself Λ An average value for pi of 10 times the free electron value seems 
therefore reasonable as an order of magnitude, but no accuracy can be claimed 
for this value. 
A second uncertainty in the interpretation of Figs. 4.3 and 4.4 is of 
experimental nature. The gallium samples were made as little drops of metal and 
were thus of poorly defined shape and certainly not the flat, disclike geometry, 
for which we calculated the classical magnetoresistance in chapter II. 
Furthermore, since the orientation is unknown, it is not possible to compare the 
observed frequencies reliably with literature values. We still think it is 
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Fig. 4.3. The resistance dV/dl of a gallium-copper point contact as 
a function of magnetic field, for a bias-voltage of 0 mV and 
a temperature of 1.Θ K. The magnetic field was oriented perpendicular 
to the plane of the bismuth sample. The orientation of the crystal 
itself was unknown. This measurement was taken on the same day and 
under the same circumstances as Fig. I\A. At zero magnetic field, 
the point- contact resistance was 0.52 0. 
worthwhile to include the measurements here, because the important features of 
the resistance oscillations are present and because the status of gallium as a 
metal is sounder than that of bismuth. 
Gallium is a compensated metal and thus has a large, nonsaturating quadratic 
magnetoresistance as is shown in the bulk measurement of Fig. 4.4. This 
magnetoresistance term is also observed in the point contact measurement of Fig. 
4.3. The sharp rise in resistance below 3 Tesla, which is only partly drawn is 
no ordinary magnetoresistance, but arises because of a suppression of 
superconductivity of gallium. Although the dominant phase of gallium, α-gallium, 
has a critical temperature T
c
 of 1.08 K, i.e. much lower than the bath 
temperature of 4.2 К and in the bulk the (5-phase, (T
c
 = 6 K) is only found in a 
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Fig. 4.4. Bulk resistance of a gallium single crystal versus 
magnetic field, at a temperature of 1.8 К. The crystal was of 
irregular shape and the orientation of the crystal axes with respect 
to the magnetic field was unknown. 
concentration of one part in 10 5, the observation of superconductivity in point 
contacts of gallium is quite common26. Presumably, the formation of the ß-phase 
is facilitated by dislocations and strain in the crystal, which are e.g. 
introduced by the point contact itself. In general, in order to suppress 
superconductivity in point contact experiments, magnetic fields are required 
that are much higher than the critical fields of the bulk materials. In the 
work of Shklyarevskii et al. 2 6 a field of 3 Τ was used, which in Fig. H.3 also 
is the field where the suppression can be considered complete. 
The observed ratio between the point contact magnetoresistance term and that 
of the bulk measurement is approximately 15. This is much higher than the ratio 
of approximately 2 that we found for bismuth. The discrepancy between these two 
values must be ascribed to the irregular size of the gallium sample, which in no 
way resembled a disc of uniform thickness, and to the method of contact 
preparation by inserting copper wires rather deeply in the material in it's 
67 
liquid phase, which is not a good method for reliable resistivity measurements. 
The frequencies that are observed in de Haas-van Alphen experiments fall in 
several groups, that cover almost the complete frequency range between 50 Τ and 
5000 T. It is therefore impossible to give a definite assignment for the 
dominant oscillation that is present in Figs. 4.3 end 4.4 with a frequency of 
75 T. An important point is that the relative magnitude of the oscillations in 
the point contact measurements, with respect to it's continuously rising 
magnetoresistance term, is equal to that of the bulk measurements, which 
justifies the conclusion that the observed oscillations in the gallium point 
contact are caused by the Shubnikhov-de Haas effect. 
4. Oscillations in the Sharvin resistance 
The third material that was used in the experiments was aluminum. Contrary 
to bismuth and aluminum no reliable observation of the Shubnikhov-de Haas effect 
in this metal is known. Large oscillations in the resistivity have been 
observed in certain symmetry directions ', but these are caused by magnetic 
breakdown and not by the Shubnikhov-de Haas effect. Through the de Haas-van 
Alphen effect the Fermi surface of aluminum is known very well. As was proposed 
28 by Harrison , it is free- electron like, although some slight, necessary 
modifications, made by Ashcroft " have very important topological consequences. 
Experimentally, this topology has been confirmed in a number of de Haas- van 
Alphen experiments-' · * . In the model of Ashcroft, the second Brillouin zone of 
aluminum is almost completely filled and gives rise to high frequency 
oscillations, of approximately 40000 T. The third zone contains small, tubular 
pockets of electrons, where the tubes lie on the sides of a small square. There 
are three non-equivalent pieces, with the normal to the square along each of the 
(100) axes of the crystal, and the sides along a (110) axis. The fourth zone is 
empty. For two symmetry directions the frequencies corresponding to the third 
zone pockets are listed in table 4.2, together with their effective masses. 
Because of the nearly free electron character of aluminum, we will use the 
-16 2 free electron value for the parameter pi, i.e. pi = 3·99ΊΟ 0m . Our samples 
typically had a residual resistance ratio of 10000, and hence a mean free path 
can be estimated of the order of 15Ο pm, and a resistivity of approximately 
2.5 pOm at low temperatures. Aluminum is not compensated and only a small, 
linear magnetoresistance term is usually observed in the bulk resistivity. In 
point contacts a corbino-like magnetoresistance is observed, as was discussed in 
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Table 4.2. The observed de Haas-van Alphen frequencies F for the third 
zone of aluminum, for the magnetic field along two symmetry directions, 
together with their effective masses m . The values for the frequencies 
have been taken from Ref. 31 and for the effective masses from Ref. 30· 
The ß-mass in the [110.] direction is mentioned in Ref. 30 as unreliable, 
because of difficulties in separating the a- and ß-oscillations. 
[100] F (Τ) m*/m0 | [110] F (Τ) m*/m0 
I 
α 28.2 0.091 | α 26.1 
β 46.8 0.102 Ι β 50.7 0.119(?) 
γ 391-4 0.180 Ι τ 289-Ί 0.130 
Ι τ 508 0.227 
chapter III. In Fig. 4.5 a point contact measurement is shown for an aluminum-
aluminum contact of 0.7 П, which was measured at a temperature of 1.5 K. Here 
the magnetoresistance term has a magnitude of a few mfl. 
Also present in Fig. 4.5 is a relatively large oscillation signal. When 
this signal is plotted against 1/B and the Fourier transform is consecutively 
taken, Fig. 4.6 is obtained. In this figure, as in the other Fourier transforms 
in this chapter, a linear term was usually subtracted from the measured 
resistance in order to correct for the magnetoresistance term, and an anti­
aliasing function was applied, but no other signal processing prior to the 
transform was performed. Upon comparing the peak positions in Fig. 4.6 with the 
known de Haas- van Alphen frequencies from table 4.2, it is clear that the 
origin of the signal must lie in the Landau quantization. Both the low 
frequency a- and ß-oscillation are observed, as are the somewhat higher 
T-frequencies. (The observation of multiple peaks between 5OO Τ and 600 Τ can 
be ascribed to misalignment, since these oscillations are multiply degenerate 
and the point contact consists of two crystals, which may not be perfectly 
aligned.) The Shubnikhov-de Haas effect as a possible cause of the 
oscillations, however, can be ruled out by giving an order of magnitude 
estimate. The dominant frequency in Fig. 4.5 is 289 T, arising from one of the 
ï-orbits. At a magnetic field of 7 Τ the number of Landau levels, that are 
present in the corresponding branch of Fermi surface is therefore q = 4l. The 
relative contribution of these pockets of electrons to the total current can not 
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Fig. 4.5. The resistance dV/dl of an aluminum-aluminum point contact 
as a function of magnetic field, for a bias-voltage of 0 mV 
and a temperature of 1.8 K. The magnetic field was oriented 
parallel to a (110)-axis and perpendicular to the nominal plane of 
the contact. At zero magnetic field the resistance was O.7O Π. 
easily be calculated, since they are not very ellipsoidal. A rough estimate can 
however be given by comparing the extremal areas of these pieces with that of 
the main, second zone part of the Fermi surface. The ratio between these 
extremal areas is the same as that of the corresponding de Haas-van Alphen 
frequencies, which are 289 Τ for the T-piece and 43150 Τ for the second zone ψ-
piece 31 Since there are two equivalent Tf-pieces, their contribution to the 
total current is approximately 1.5 %· With a dependence of the amplitude on q 
given by Eq. Ц-Ц we can expect a Shubnikhov-de Haas effect of 2.3-10~^ of the 
magnetoresistance term or only approximately 10 μΩ, even when no damping of the 
signal because of finite temperature Τ or finite relaxation time τ is taken into 
account. 
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Fig. 4.6. Fourier transform of Fig. 4.5, when plotted against 1/B 
Another possible source of resistivity oscillations is magnetic breakdown. 
This is known to cause large signals in aluminum ', when the magnetic field is 
oriented along certain symmetry directions, with frequencies that sometimes also 
correspond to extremal orbits of aluminum, such as the ß-orbit, for the magnetic 
field parallel to a (100)-axis. The oscillations that are observed in point 
contacts, however, are not limited to these symmetry directions. Furthermore, 
all frequencies that can be expected for the third Brillouin zone appear in the 
resistance, not just those that are found from magnetic breakdown, and hence 
this can also be ruled out as a possible cause. 
On the basis of the amplitude of the observed signal it must be concluded 
that the total point contact resistance is responsible for the oscillations, 
i.e. it's main source is found in the Sharvin resistance component. The 
amplitude of the 289 Τ Y-oscillations is 0.5 mfl at 7 T, or 7.10"4 of the total 
point contact resistance. An estimate, based on the semiclassical relation of 
Eq. 4-8, gives an expected amplitude of 0.25 mO. where we again have assumed 
that the contribution of the T-electrons to the total current is given by the 
ratio between the de Haas-van Alphen frequencies. Contrary to the Maxwell case, 
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this is a correct assumption for the Sharvin current, since it is directly 
proportional to the extremal areas of the Fermi surface. Since damping effects 
diminish the signal by roughly a factor of 3 to 5. as will be seen later in this 
chapter, the observed amplitude is still too large to be accounted for by the 
pure semi-classical model. In order to fully explain the signal it is necessary 
to assume some enhancement because of diffraction effects. That this must 
indeed be expected is seen by comparing the magnetic length A = (2h/eB) ' with 
the contact size, which can be estimated with Eq. 4-5. With pi = 3·99·10" Om 
and a resistance of 0.7 η we find a contact radius a = Ι50 A. whereas 
A = IS? A at a field of 7 T. Although the contact is not fully in the quantum 
limit, the resulting spread in wave functions is sufficient to explain the 
observed amplitude, and the observed variation of the amplitude with magnetic 
-1 -1/2 field will be somewhere between a q and a q ' law. 
The contact of Fig. 4.5 shows an oscillation signal that is of more than 
average amplitude, although still larger amplitudes have been obtained. Over a 
large number of contacts, measured under comparable circumstances, the magnitude 
of the oscillations varies over more than an order of magnitude, with no 
apparent relation to experimental parameters as e.g. the contact resistance. 
The best cases that have been observed showed an amplitude at 7 Τ for the 289 Τ 
T-orbit of 1 part in 10^ of the total resistance. For the contacts with low 
amplitude the observability was usually limited by noise because of mechanical 
instability, which was typically 10 to 10"' of the total signal. This large 
spread in amplitude has not been fully explained, but several causes are 
plausible. One of the main problems with aluminum point contacts is the oxide 
layer that covers the aluminum. As a result of this layer, the point contact 
may in some cases not be purely metallic but possibly also has a tunneling 
character. In that case, the contact dimensions will actually be larger than 
estimated on the basis of the Sharvin expression of Eq. 4-5, and hence 
diffraction effects will be less important. A further complication that has 
been neglected in our diffraction theory is the shape of the contact which we 
for simplicity assumed circular. A real point contact will likely show a more 
irregular shape and e.g. a slit-shaped contact may show a larger diffraction 
effect. 
Another problem concerns the orientation of the point contact itself. The 
plane of the contact was assumed to be perpendicular to the applied magnetic 
field. In reality, though, the contact is of microscopic size and it's actual 
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orientation is determined for a large part by irregularities on the surface of 
the samples. The influence, that an orientation, different from the 
perpendicular one, would have on the observed oscillations, is highly 
speculative. The evaluation of Eq. 4-8 for the current in the diffraction 
picture was possible because of symmetry properties, that facilitated the 
calculation. The simple interpretation that can be given to Eq. 4-8 in the 
extreme diffraction limit, where the current is determined simply by the number 
of occupied and unoccupied states, would seem to hold also in other orientations 
of the contact. The magnetic length A, on the other hand, only sets the length 
scale for the direction perpendicular to the magnetic field, whereas in the 
parallel direction the de Broglie wavelength is still the determining factor. 
Thus, the actual importance of diffraction may differ for both orientations. 
Experiments, that were performed with the field parallel to the nominal plane of 
contact showed no conclusive evidence. The resistance curves as function of the 
magnetic field for this orientation were both qualitatively and quantitatively 
similar to those for the perpendicular orientation, and showed the same spread 
in oscillation amplitudes, but these contacts suffer from the same uncertainty 
in the real orientation. 
Although the theory was derived for contacts between identical metals and 
for spherical Fermi surfaces, heterogeneous point contacts between aluminum and 
other materials also gave good results. Experimentally, this even was to be 
preferred, since this eliminates the problem of alignment between the two 
electrodes that form the contact. In most of our measurements a copper whisker 
was used as the second electrode. Since the de Haas-van Alphen frequencies in 
copper^ are all higher than 2000 Τ and mostly are of the order of 50000 T, and 
the effective masses are larger than 0.46 free electron masses, the oscillations 
of copper are much too feeble to be observable, both because of the larger q and 
because of damping effects, that will be discussed in the next paragraph. An 
example of an aluminum-copper contact is shown in Fig. 4.7, with the 
corresponding Fourier transform in Fig. 4.8. The orientation of the aluminum 
sample in this case was the same as for the point contact of Fig. 4.5. i.e. with 
the magnetic field parallel to a (110) axis. The usual magnetoresistance term 
is again observed, of the order of Imi! over the total field range. On the 
whole, qualitatively the same oscillation behavior is observed for both Al-Al 
and Al-Cu contacts, with the oscillations in the aluminum-copper contact in 
general somewhat lower in amplitude. Although the spread in oscillation 
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Fig. 4.7· The resistance dV/dl of an aluminum-copper point contact as 
a function of magnetic field, for a bias-voltage of 0 mV and 
a temperature of 1.8 K. The magnetic field was oriented parallel to 
a (110)-axis of the aluminum single crystal and perpendicular to 
the nominal plane of the contact. The resistance at гего magnetic 
field was О.?1» П. 
amplitude for the aluminum-copper contacts was very large, as a class their 
signal strength was roughly a factor of 3 smaller than for the aluminum-aluminum 
contacts. The frequencies, observed in both contacts are nominally the same. 
The multiple peaks between 500 Τ and 600 Τ in Fig. 4.6 are reduced to one peak 
in Fig. Ц.8, whereas the peak at 100 Τ in Fig. 4.8 is a higher harmonic of the 
50 Τ signal. 
Apparently no problem is caused by the difference in Fermi surface on both 
sides of a heterogeneous contact. In the usual point contact spectroscopy, a 
contact between two different materials shows characteristics of both metals and 
e.g. a combination of the two phonon distributions is observed^. 
Theoretically, the wavevector component k, perpendicular to the nominal current 
direction is conserved because of an equivalent of the law of Snellius, and 
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Fig. 4.8. Fourier transform of Fig. 4.7, when plotted against 1/B. 
Only the part of Fig. 4.7 between 3.5 Τ and 7 Τ has been used 
in the transformation. 
Snellius, and hence the current density is determined by a cross section of the 
extremal areas. The Landau quantization poses no extra problems, since this is 
in fact a quantization in k-space. The size of a Landau tube in k-space is 
exclusively dependent on the magnetic field and on the level index j, through 
the Onsager relation of Eq. 4-1, and is the same for both materials. 
A really homogeneous contact is in fact very difficult to establish, since 
it requires perfect alignment of both crystals, that constitute the contact, 
even when the same material is used for both electrodes. Λ small misalignment 
immediately results in small differences in the Fermi surface and the extremal 
areas on both sides. An extreme case of such a misaligned contact occurs for 
contacts between polycrystelline or randomly oriented samples. Contacts between 
two polycrystalline samples were deliberately made in order to check that the 
oscillation effect is really a local effect, and occurs in the direct vicinity 
of the contact. For this purpose, samples were cut with scissors out of a sheet 
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Fig. 4.9. The resistance dV/dl of an aluminum-aluminum point contact 
as a function of magnetic field, for a bias-voltage of 0 mV 
and a temperature of 1.8 K. Both electrodes of the contact 
consisted of polycrystalline material. The magnetic field was 
oriented perpendicular to the nominal plane of the contact. The 
resistance at zero magnetic field was 0.42 fl. 
of high purity, polycrystalline aluminum. The samples had a size of a few 
millimeters and were of irregular shape. The size of the crystallites, that 
were visible in the crystals after etching, was of the order of tenths of 
millimeters, although it can be assumed that along the border of the sample, 
where the cutting heavily deformed the material, the crystallites were smaller. 
The contact was then made by pressing together two samples and an example of a 
measured resistance versus magnetic field is shown in Fig. 4.9· This contact 
shows all the features of a properly oriented aluminum-aluminum contact, 
although the oscillation pattern is more complex. Apparently, the very rough 
treatment through the cutting process did not seriously affect the observability 
of the oscillations. 
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Fig. 4.10. Fourier transform of Fig. 4.9. when plotted 
against 1/B. 
In the Fourier transform, presented in Fig. 4.10, a limited number of peaks 
can be observed. The observed spectrum can be compared with known de Haas-van 
Alphen data. We used the measurements of C O . Larson and W.L. Gordon^0, who 
give data for a wide range of crystal orientations. The frequencies below 1000 Τ 
fall in two groups, one group of very low frequencies, containing the a- and f>-
oscillations, and one group of intermediate frequencies, associated with the Y-
electrons. The low frequency group covers the range from 25 Τ to approximately 
70 T, with a high probability around 50 T, where oscillations are found over a 
wide range of orientations. The 50 Τ peak that is found in Fig. 4.10 is due to 
these branches. Furthermore, eight clearly distinguished peaks are visible 
between 280 Τ and 600 T. No attempt was made to reconstruct the crystal 
orientations from the values of these frequencies. This would require more 
knowledge about the frequencies for directions out of the planes of symmetry and 
even then it would be a very difficult task. Some general observations can be 
made, however. When the Fermi surface of aluminum is considered, it turns out 
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that at most six different T-frequencies can be found for each crystal 
orientation. As mentioned above, the third zone of the Fermi surface consists 
of small tubular structures with the tubes on four sides of a square. The 
T-orbits are found on the center of each side. Because of symmetry the opposite 
sides of one square give the same frequency and hence two oscillation peaks 
result from one square. Since there are three non-equivalent squares, the total 
number of different frequencies is six. 
In practice, at least one of these oscillations will usually not be 
observable, because the corresponding tube is oriented too closely perpendicular 
to the magnetic field. The lowest T-oscillation that can occur is the 289 Τ 
oscillation in the (110)-direction, whereas the main part of the oscillations 
for different orientations falls below 500 T. This is also observed in the 
Fourier transform of Fig 4.10. The total number of eight different peaks in 
this figure supports the assumption that only the two crystallites forming the 
actual point contact contribute to the observed signal. Furthermore, it can be 
observed, that both crystallites contribute signals of comparable strength. The 
amplitude distribution over the peaks agrees well with that of single crystal 
measurements, as in Figs. 4.6 and 4.8. The lower amplitude for the higher 
frequencies can be attributed to the higher value of the quantum number q and to 
the higher effective masses, that cause a larger damping of the oscillations, as 
will be discussed in the next paragraph. 
5· Damping mechanisms 
Quite a number of mechanisms act to reduce the observed amplitude of the 
various quantum oscillations that are observed in metals. Shoenberg cites as 
the most important ones inhomogeneity of the sample, inhomogeneity of the 
applied magnetic field, damping because of interference between the two 
different spins and damping because of finite temperature and relaxation time. 
All of these mechanisms can be treated with the general concept of phase 
smearing^ : the signal is considered as an interference pattern of a large 
quantity of oscillations, with a small spread in phase between them, and a 
distribution that is determined by the specific damping mechanism. The 
resulting damping factors have a very general character, irrespective of the 
oscillation phenomenon that is studied. 
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Of the several sources, cited above, inhomogeneity of the magnetic field 
clearly will not be very relevant in our experiments, because of the very small 
size of the actual point contact area. Sample inhomogeneity would also appear 
to be unimportant, although it is difficult to determine whether damage, that 
occurs in the process of making the contact, in the first place acts to reduce 
the mean free path or also causes mosaic spread in the contact region. In 
general, this distinction is experimentally hard to make as sample 
inhomogeneities are also accompanied by em increased scattering. 
Phenomenologically we will assume it to be included in the reduction factor 
because of finite relaxation time and here we will not consider it further. Of 
the other three sources, damping because of spin is a constant factor for a 
given field direction. In our present experiments it can not be studied because 
it is impossible to keep a contact stable upon changing the orientation in a 
magnetic field. 
The other two damping effects are very similar in appearance, although their 
physical origin is different. A finite temperature causes smearing of the Fermi 
function and gives a vaguer transition between occupied and unoccupied electron 
states, but keeps the Landau tubes well-defined. A finite relaxation time on 
the other hand blurs the Landau levels but the transition between occupied and 
unoccupied states remains sharp. It is obvious that the observable effects are 
quite similar, and for historical reasons the effect of a finite relaxation time 
is expressed in a phenomenological parameter, the Dingle temperature Tn · 
Still, the factors that describe the two damping sources are not quite the same. 
For a given oscillation the amplitude of the p-th harmonic at a finite 
temperature Τ is reduced with a factor: 
a,, = . * e*-"» 
i sinh(X) 
with X = 2n pkgT/liu) , where kg is the Boltzmann constant. This directly 
follows from the Fourier transform of the derivative of the Fermi function. A 
finite relaxation time τ causes a similar reduction, given by the Dingle 
reduction factor 
R D = expf-ai^kgTjj/lto.) , (i»-ll) 
expressed in the Dingle temperature. A physically more transparent expression 
79 
is 
R D = ехр(-пр/шст) . (4-12) 
Both expressions hold very generally for all kinds of quantum oscillations, 
originating from Landau quantization and are expected to hold for our 
oscillations as well. 
The temperature dependence, described by Eq. 4-10, was checked as follows. 
The oscillation pattern was observed over a limited field range for different 
temperatures, but on one and the same contact. For the oscillation that was 
observed, we chose the 391·'* Τ T-oscillation, that is found when the field is 
parallel to a (100)-axis. Although this frequency is four-fold degenerate and 
hence can cause a rather complicated beat pattern, the four oscillations all 
have identical mass and will vary with temperature in the same way. The 
advantage in choosing this frequency is that no other oscillations above 50 Τ 
are present in the observed signal. For every period between 6.5 Τ and 7·0 Τ 
the amplitude ratio between the signal at 4.2 К and at 2.5 К was determined. 
This, via Eq. 4-10 resulted in a value for hco and hence for the effective 
mass. Averaging over several periods yielded an effective mass value of 
m = 0.176 ± 0.010, expressed in free electron masses. This compares very well 
with the value of C O . Larson and W.L. Gordon^ , who give m = O.I8O. 
A reliable determination of the Dingle temperature Tp poses more problems, 
because it can only be determined from the dependence of the amplitude on the 
magnetic field. This field dependence also comprises other factors, among which 
the dependence on the Landau number q. Furthermore, care must be taken to 
eliminate the effect of a slow beat between two oscillations that are close in 
frequency. In order to prevent such beat problems, we chose the frequency of 
2θ9 Τ in the (llO)-direction, which is fairly isolated in frequency and is non-
degenerate. For a large number of aluminum-copper contacts, we determined the 
ratio of the amplitude of this frequency between 3.5 Τ and 7 T. It is not 
expected that aluminum-aluminum contacts differ too much from the aluminum-
copper contacts with respect to the Dingle temperature, since the data are very 
similar in appearance. As average dependence of the amplitude on the Landau 
number q we took q - 0·'^. The mass of the electrons, associated with the 289 Τ 
frequency, is m = O.I3O. Taking into account the temperature damping factor, 
we determined an average Dingle temperature Tr, = 3·5 К or ω τ = 3·5 at a 
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Fig. 4.11. Relative amplitude of the point contact oscillation 
amplitude versus bias voltage for an aluminum-copper point contact of 
0.7 П, at a temperature of 1.8 K. The open dots give the amplitude 
of the 289 Τ oscillation at a magnetic field of 6 Τ parallel to a 
(llO)-axis. The solid line gives the Ehliashberg function α F(·) 
for aluminum, as given in Ref. 26. 
magnetic field of 7 T. In de Haas-van Alphen measurements this is a rather high 
value for the used purity of aluminum. Using other exponents in the q-
dependence, slightly different values are found for the Dingle temperature, with 
values between 3·0 К and 4.0 К for an q and an q ' dependence respectively. 
Still, such a high value must be expected in view of the rather violent 
procedure with which the contacts are made. The mean free path, that 
corresponds to a value of 3-5 for ω 't, is approximately 2 цт. This value does 
not vary too much from contact to contact as the Dingle temperatures mostly fall 
in the range of 3 to 4 К for different contacts. 
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When apart from the small modulation voltage over the contact (typically 
1 mV or less) a DC bias voltage was applied over the contact, an additional 
damping of the signal was observed. This is illustrated in Fig. 4.11, where the 
open circles give the relative amplitude of the 289 Τ frequency at a field of 
2 λ fi 
6 T. The Eliashberg function α F(a>) for aluminum that is also drawn in the 
figure, suggests that this damping has a relation to the electron-phonon 
interaction. For the precise nature of this relation two simple models are 
possible. The hot electrons, generated in the point contact region, have a 
reduced mean free path when their energy increases to typical phonon energies 
and hence a larger Dingle reduction may result. At 40 mV the signal amplitude 
has decreased with 30 %. On the basis of the Dingle reduction factor, this 
means an increase of the Dingle temperature with 1.2 К under the given 
circumstances. The mean free path, associated with this temperature is 
approximately 5 цш. Typically, the шэап free path because of electron-phonon 
interaction is of the order of 1 pm at these energies. We have of course 
assumed Matthiessen's law to be valid, i.e. we have assumed that different 
components of the mean free path add as 1 . Furthermore we have assumed that 
the Dingle factor for hot electrons is also given by Eq. 4-12. 
It is equally well possible, that a small increase in temperature, caused by 
Joule heating, gives a larger temperature reduction. This effect will be most 
important when the typical electron energy becomes comparable to phonon 
energies. At a starting temperature of 1.8 K, the temperature increase, 
necessary to give a reduction with 30 %, is 3·5 К. Since this is also a very 
acceptable value, it is difficult to decide which mechanism is valid for the 
observed amplitude reduction. 
6. Conclusions 
In this chapter we have shown that Landau quantization can cause 
oscillations in both the Maxwell and the Sharvin part of the point contact 
resistance. Which of the two is most important is determined mainly by material 
parameters. For metals, that in the bulk resistivity show a considerable 
Shubnikhov-de Haas effect, oscillations in the Maxwell resistance are observed 
of a magnitude, comparable to that of bulk resistance measurements. Good 
conductors, however, that do not show an appreciable Shubnikhov-de Haas effect, 
can still show oscillations in the point contact resistance. Since magnetic 
breakdown can be ruled out as a possible cause, the origin of the effect must 
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lie in the Sharvin resistance. Some enhancement is usually necessary to explain 
the observed amplitude. When diffraction is taken into account such an 
enhancement must indeed be expected and in the extreme diffraction limit the 
dependence of the oscillation amplitude on the magnetic field is similar to that 
of the Shubnikhov-de Haas effect. 
No oscillations have been observed in our experiments, corresponding to 
electrons with effective masses higher than 0.3 free electron masses or with 
Landau numbers q higher than I50. In view of the importance of the damping, due 
to a finite relaxation time, this can easily be understood. With an effective 
mass of O.5 and a Dingle temperature of 3 K, the reduction factor at e.g. 10 Τ 
is Rrj = 0.11, and this value decreases exponentially with the effective mass. 
In combination with the large Landau number q that is usually associated with 
the heavier electrons, this makes the amplitude of the effect too low to be 
observed. Unfortunately, this limits the observability of quantum oscillations 
in the Sharvin resistance to materials with small pockets of light electrons. 
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CHAPTER V. MAGNETIC SURFACE LEVELS IN ANTIMONY 
Magnetic surface levels have a relatively long and varied history in solid 
state physics. Apparently their first mentioning in literature dates from 
1957, as an unexplained low field phenomenon in a cyclotron resonance study in 
tin. It was identified as potentially interesting when an oscillating structure 
was discovered in the microwave absorption versus magnetic field by M.S. 
Khaikin . A lot of experimental information was gathered before these 
oscillations were theoretically explained. In particular, it was observed that 
the oscillation pattern, which was not periodic, had the same structure for 
different metals, although the field scale was material dependent. Furthermore 
it was established, that the magnetic fields at which resonances occurred varied 
with the rf- frequency as op' . A.P. van Gelder^ was the first to show that 
this frequency dependence could be explained when the electron wave functions 
are represented by Airy functions, thereby showing that a quantummechanical 
approach was necessary in order to understand the effect properly. A full 
explanation was finally given in terms of shallow, skipping electron orbits by 
ii 
R.E. Prange and T.W. Nee4. 
Thereafter elaborate reviews appeared-'' . A lot of practical interest 
occurred in these surface levels because they could be used in the study of 
numerous parameters of the electron system in metals. They allowed 
determination of e.g. the Fermi velocity and the electron relaxation time as a 
function of the position on the Fermi surface, due to the fact that only 
electrons from a very small piece of the Fermi surface contribute significantly 
to the observed signal. The consequences for the positions of the resonances 
when the surface electrons travel a significant distance over the Fermi surface 
between two reflections were later studied numerically by M. Wanner, R.E. 
Doezema, and U. Strom' in connection with experimental work on bismuth. 
Here we present experiments on surface states in antimony in the far 
infrared region. Surface state studies exist for antimony , 7 in the microwave 
region, where the orbits are shallow and the theoretical description of R.E. 
Prange and T.W. Nee is still valid. At far infrared frequencies, and at 
magnetic fields of several Tesla, this is no longer possible and an analysis 
similar to that of Wanner et al.' is necessary. Antimony shows features of the 
surface state spectra that are sufficiently different from those of bismuth to 
justify a separate discussion. Particularly, only ΔΝ = 1 transitions are 
observed, where the magnetic flux, enclosed by the orbit and the surface, 
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changes with one flux quantum. As will be shown, the resonance frequencies of 
these transitions correspond to the classical frequencies of the periodic motion 
and using the Bohr correspondence principle a remarkably accurate expression can 
be given for these frequencies. 
In the next paragraphs we will first treat the surface states theoretically, 
under different circumstances. Then we will give a brief description of the 
experimental setup, and finally the results of the measurements will be 
discussed. 
1. Theory 
We will assume the surface of the sample to be oriented perpendicular to the 
y-axis, with the homogeneous magnetic field В in the z-direction and the 
direction of propagation of the electromagnetic wave in the x-direction. In the 
Landau gauge, with the vector potential A = (Ο,Βχ,Ο), the Hamiltonian is then 
given by 
(p -eBx) 2 ρ 2 
H
 • - * * —
 +
 ± И"
1
» 
for у > 0 with an infinite potential barrier at у = 0. Here ρ and ρ are the 
χ у 
canonical momenta, e is the electron charge and m is the electron mass. The 
formal solutions of the Schroedinger equation are easily given , in terms of 
parabolic cylinder functions. The calculation of the resonance fields when the 
system is irradiated with an rf-field, however, is complicated and requires 
considerable simplifications to be made. For very shallow wave functions, i.e. 
when χ much smaller than the expectation value of (p /eB), Eq. 5~1 can be 
2 y 
linearized by neglecting the term in χ . This usually is a very good 
approximation in the traditional field and frequency range where magnetic 
surface states have been studied. Effectively, the potential now is of 
triangular shape and the resonance fields and lineshapes can be calculated in 
terms of Airy-functions. 
A semiclassical approach also leads to very satisfactory results, as has 
been demonstrated by J.F. Koch-'. Consider a cylindrical Fermi surface, with a 
parabolic dispersion relation. The orbit that is traced by the electron 
consists of segments of circles that intersect the surface (see Fig. 5.1). The 
allowed electron orbits are determined by a quantization condition that requires 
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Fig. 5·1· Semiclassical picture of a magnetic surface state for 
a cylindrical Fermi surface. A is the area of the orbit that falls 
inside the metal and is shaded in the figure. A t is the area, 
enclosed by the total orbit. The ratio f = A
s
/A t is a function of the 
angle Θ, defined in the picture. 
the magnetic flux, enclosed by the orbit and the surface, to be given by 
A
s
B = (Ν-Ι/Ί) h/e . (5-2) 
with A the area, enclosed by the orbit and the surface, h the Planck constant 
and N an integral number. N i 1. When the area, enclosed by the full circle, 
is given by A t, the energy E of the electron can be expressed as 
E = (eBAt/h) ltoc , (5-3) 
where ω„ = еВ/ш is the cyclotron frequency. If we define the function Γ(θ) as 
the ratio of the areas A and A t for a given angle θ, this gives the following 
expression for the energy levels Щ^: 
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Ejjfíe) = (Ν-1Λ) hu>
c
 . (5-*) 
The function f(θ) i s given as 
f(9) = (θ/π) ( l-s in(29)/29) (5-5) 
for a circular orbit. In Fig. 5-2 the energy levels are drawn as a function of 
ρ for a specific magnetic field. 
The allowed transitions between two energy levels are determined by the 
extra condition that the canonical momentum component ρ be conserved, because 
the rf-field can not transfer momentum in the y-direction. For the circular 
orbit in Fig. 5·1 this implies that the distance between the circle center and 
the surface remains constant. Specifically, because of the quadratic dispersion 
relation, we find that E cos (θ) is conserved. 
For very shallow orbits the resonance fields for a given rf-frequency are 
easily calculated-'. For very small Θ, the function f(e) can be approximated as 
f(e) * (2/3π)θ3. Furthermore, the conservation of E.cos2(9) for small θ 
implies a conservation of Ε2'3(ι-2θ2/3). When for different N and M the 
difference {ENf(eN)}
2
'3 - {EMf(9M)}
2
'3 is taken with these approximations made, 
the following expression is found for the transition frequency ω = (Ej^ -EwJ/fi, 
at a magnetic field В = mu /e: 
( h u
s
) 3
 • ^  ( W 3 ( h uc ) 2 · «-б) 
with a N = {(3n/2) (N-1/4)î2/^. Hence we find that ш д (:) B
2/3, The resonances 
that are found in this way are very close to those, found from the 
/I 
quantummechanical solution of R.E. Prange and T.W. Nee . The transitions are 
very sharp, since the initial energy levels E^ and the final levels Ev are equal 
to the Fermi energy Ep to within kgT, with kg the Boltzmann constant and Τ the 
temperature. 
In the more general case, without the restriction to small angles Θ, the 
approximations can not be made and the transition frequencies must be calculated 
numerically, as has e.g. been done by M. Wanner, R.E. Doezema and U. Strom for 
the case of bismuth'. Since, as can be seen from Fig. 5·2, the energy levels do 
not have a constant energy separation, the transition frequencies depend on the 
momentum component p
v
 and the resonances are no longer sharp. 
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Fig. 5.2. Energy levels of the surface states as a function of p. 
calculated with the semiclassical method of Eqs. 5"2 to 5"5· The 
vertical lines at the Fermi level indicate possible transitions. 
In principle no real classical analogon exists for magnetic surface states. 
It is possible, though, to give an expression for the resonances, based on the 
Bohr correspondence principle. This states that for sufficiently high quantum 
numbers the frequency, corresponding to the transition between two adjacent 
levels, is given by the classical repetition rate of the periodic motion. This 
implies that the angle θ in Eq. З-Ь gives a relation between the resonance 
frequency ω and the cyclotron frequency o)
c
: 
θ ω 
- = — , (5-7) 
π ω 
s 
which makes θ a direct measure for the resonance field at a given radiation 
frequency. It is still necessary, however, to make use of flux quantization in 
order to find the resonance positions. For transitions from level N to N+l, we 
have to use the average value N+l/2 instead of N in Eq. 5-4, and find: 
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(Ν+Ι/Ό b h U g = Epf (b) (5-8) 
where b is the normalized magnetic field, b = <л
с
/ш„, and we have taken the Fermi 
energy for the energy of the electron. The quantum number N can also be 
normalized as 
η = (Ν+Ι/Ό Rü)s/EF , (5-9) 
which gives a universal curve n(b), describing the resonances. Of course, only 
the "classical" transitions with ΔΝ = 1 are found in this manner but, as will 
be seen in the next paragraphs, these are the only ones that are observed in 
antimony under the conditions of our experiment. 
The Bohr correspondence principle is strictly only valid for sufficiently 
high quantum numbers N. The results, however, turn out to fit remarkably well 
with the transitions, found from a numerical analysis, as can be seen in Fig. 
5.3· In this figure, curve a is the semiclassical curve, given by Eq. 5-8· 
Curve b gives the ΔΝ = 1 transitions that follow from a numerical calculation, 
analogous to that of Wanner et al. ', where we have used parameters that were 
representative for our experiments on antimony, i.e. Ερ/Κω = 10.7· We have, 
however, treated N as a continuous parameter here, instead of an integral 
number, and we have calculated the curve for transitions from Ερ-ήω /2 to 
Ep+h<j)g/2. It is seen, that already for N = 1 the fit between the two curves is 
very close. 
For b > 0 the center of the orbit falls in the metal and more than half of 
the cyclotron orbit is traversed by the electron. It follows from Fig. 5·3 that 
between b = 1/2 and b = 1 the quantum number N reaches a maximum. It is also 
seen that at b = 1/2 and at b = 1 the value of N is the same. This holds 
generally for orbits that have inversion symmetry. When exactly one half of the 
cyclotron orbit falls inside the metal, the resonance frequency is given by 
ω = 2ω ., which corresponds to b = 1/2. For a symmetric orbit f(b) = 1/2 for 
b = 1/2, since f(b) is the part of the area of the cyclotron that is cut off by 
the surface.Thus, it directly follows from Eq. 5-8 that the value of N is the 
same for as for b = 1, where f(b) = 1. 
Curve с in Fig. 5-3 gives the results for the numerical calculation when 
non-parabolicity of the band has been taken into account. The effects of non-
parabolicity have been discussed by Wanner et al.'. The accepted model for the 
non-parabolicity of the electron band in both bismuth and antimony is the Lax-
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Curve b shows the results of a numerical calculation for a parabolic 
band and curve с for a nonparabolic band. For curve b and с 
parameters have been chosen as they occur in the experiment (see text). 
model . For our purposes it has the consequences, that the energy Ejr in Eq. 
5-4 must now be replaced by Ej,,', given as 
Tí TI(1+2EN/EG) * (5-10) 
Furthermore, the effective mass m is now dependent on energy E according to 
m (E) = m (EJ 
(1+2E/EG) 
'F'(1 +2 VE G ) ' (5-11) 
which must be used in the expression for the cyclotron frequency ω = еВ/m · In 
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both expressions the Fermi energy is given with respect to the bottom of the 
band, whereas the parameter E Q describes the non-parabolicity, and actually 
represents the energy gap between the electron band and the filled hole band 
directly below the electron band. 
In Fig. 5·3. curve c, we have calculated the effects of non- parabolicity for 
the resonance positions in antimony. As parameters for antimony we have used 
1 2 the values Ep = I50 meV and EQ = 110 meV. We have again taken 
Ep'/fm's = 10.7. as for curve b. As can be seen, the change in resonance 
position is negligible for antimony, contrary to bismuth'. The narrowing of the 
lines, as also seen in bismuth, however, is very important in antimony, as will 
be discussed later. This narrowing occurs because effectively the energy levels 
below the Fermi energy are drawn apart, whereas above the Fermi energy they are 
closer together. From Fig. 5·2 it is seen that this can make the distance 
between adjacent levels less dependent on the momentum component ρ . 
FiS· 5·3 shows that in order to calculate the resonance positions, it is 
allowed to use Eq. 5-8. and furthermore, that is possible to describe the 
results for different rf-frequencies with one universal curve. In principle, it 
would seem possible to obtain valuable information on the shape of the electron 
orbit from this curve, since f(e) is in fact the part of the area, enclosed by 
the electron orbit, that is cut off by the surface, whereas θ gives simultaneous 
information on the circumference. In practice, however, this is made difficult 
because the electron velocity may vary along it's orbit in a complicated way and 
the interpretation is less straightforward. 
2. Experimental details 
As source of radiation an optically pumped, commercial far infrared laser 
was used, providing radiation with frequencies between 250 Ghz and 5 THz. As 
laser medium mostly methanol was used. The magnetic field was provided by a 
superconducting Nb^Sn/NbTi coil, capable of producing a field of 11 Τ at 4.2 K. 
The far infrared absorption was measured with a cryogenic insert, specially 
designed for calorimetrie absorption measurements -' (Fig. 5·Ό· The insert can 
be used in Fabry-Perot mode in order to enhance small absorption signals and 
reduce the effects of stray radiation, reaching the bolometer directly. A 
similar, although less flexible system has been described extensively by R.W. 
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van der Heijden . In the present system the measuring time was increased 
considerably by keeping the major part of the system at 4.2 K. Only the sample 
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Fig. 5.4 The lower part of the cryogenic insert. 1. Spindle. 2. Light 
pipe. З. Light cone. 4. Cold finger (4.2 K). 5. Worm drive. 
6. Flexible coupling of the worm drive. 7· Spherical mirror. 
8. Sample mounting (see Fig. 5·5)· 9· 1.2 К liquid helium bath. 
10. Pump tube for 1.2 К bath. The sample holder itself is not shown, 
nor is the copper braid shown, that connects the sample holder to the 
1.2 К bath (9). For a detailed drawing of the cavity, see Fig. 5.5. 
was cooled to 1.2 К via a copper braid that was connected to a small reservoir 
of liquid helium. Only this reservoir was pumped, leading to minimal helium 
consumption. This reservoir could be filled during the measurements from the 
main bath, after which the sample temperature again reached it's final value in 
5 to 10 minutes. 
Fig. 5·5 shows a detailed drawing of the Fabry-Perot cavity part of the 
insert. The sample was mounted on a brass, cylindric sample holder with a 
length and outer diameter of 10 mm and an inner diameter of 6 mm. On one end 
this cylinder was closed except for a tiny hole that was used as throughput for 
the electrical wires of the bolometer. The sample was glued to the other end of 
the cylinder with GC varnish, but was isolated from the cylinder by means of a 
thin cigarette foil. The remaining slit between the sample and the cigarette 
foil was closed with silver paint, in order to eliminate any stray 
radiation, reaching the bolometer directly. At the back of the sample, and 
again electrically isolated from it by cigarette foil and GE varnish, a 
220 0 Allen and Bradley resistance was glued, that had previously been 
flattened and polished, in order to obtain a good thermal contact. This 
resistance is partly visible in Fig. 5·5· The thermal properties of such a 
Ik bolometer system have been analyzed by R.W. van der Heijden , and the typical 
thermal response time of the system was experimentally determined as a few 
milliseconds. 
The sample acts as one of the mirrors of the Fabry-Perot cavity, as is 
shown in the right part of Fig. 5·5. with the spherical mirror at the end of 
the light pipe acting as the other mirror. The radiation is coupled into the 
cavity via a small hole in the center of the spherical mirror. In order to 
have the magnetic field parallel to the surface of the sample a third mirror 
is present in the cavity, under an angle of 45 . The cavity was tuned to 
a particular wavelength by vertically moving the conical part of the light 
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Fig. 5·5· Drawing of the Fabry-Perot cavity of the cryogenic insert. 
1: Sample, with bolometer glued to it. 2: Cylinder with worm thread. 
3: Worm drive mechanism. 4: Supporting platen. 5! Flexible junction. 
pipe with respect to the rest of the cavity, via a spindle mechanism. This 
mechanism is partly visible in Fig.5·4· 
Provisions were made to enable in situ alignment of the sample. For this 
purpose the cylindrical sample holder was mounted in a second brass cylinder 
{part 2 of the Fig. 5.5) ι but thermally isolated from it with foam. The 
rim of this cylinder was provided with a thread and the complete cylinder 
could thus be rotated around it's axis via a worm mechanism over arbitrary 
angles. In order to obtain a perfect alignment of the sample with respect 
to the magnetic field, the sample holder could also be tilted over small 
angles. The sample holder with worm drive was mounted on a plate (part Ί 
of Fig. 5·5) which was suspended in the insert with two point bearings. The 
tilt angle that could be achieved was limited by the worm drive rod, which was 
coupled to the drive itself via a flexible coupling. The maximum tilt angle 
was approximately 2°. Since the cavity was of the semispherical type, this 
does not seriously affect the Fabry-Perot activity, and this was one of the 
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main reasons that this type of cavity was chosen. 
The antimony sample itself was of circular shape, with a diameter of 8 mm 
and a thickness of 2 mm. It was of 5N+ purity and had the trigonal crystal axis 
perpendicular to the sample face. Prior to mounting the sample was etched first 
in diluted nitric acid and consecutively in a mixture of concentrated nitric 
acid and concentrated acetic acid -*. It was then mounted in the Voigt 
orientation, i.e. with the sample face parallel to the magnetic field. 
3. Results 
The measurements were performed with the magnetic field parallel to the 
binary axis of the antimony crystal. In the field range of the experiment 
several distinct phenomena are observed in the far infrared absorption spectrum, 
each dominating in a different frequency range. At the lowest frequencies the 
absorption is dominated by hybrid resonances and dielectric anomalies of the 
electron-hole plasma. At microwave frequencies, these effects have been 
extensively analyzed in bismuth and are well understood on the basis of purely 
classical physics. Recently, they have also been the subject of a comprehensive 
1 h 17 
study in the far infrared region · ' where the influence of extreme 
quantization of the electron plasma was studied in bismuth and where 
measurements in antimony were also presented for the lower far infrared region. 
We will not discuss them further in this work. 
From 5OO GHZ upwards, the most important structure in the absorption 
18 
spectrum was Azbel'-Kaner cyclotron resonance of the light electrons. Three to 
four harmonics could be observed up to frequencies of 2500 GHz. Through the 
cyclotron resonance relation βω = neB
c
/m the effective mass m can be 
calculated, where ω is the angular frequency of the rf- radiation, В is the 
field at which a resonance occurs, and η is an integer. From the measurements 
we found a value m = О.О98 BQ, where DIQ is the free electron mass. This 
1Q * 
compares well with the literature value y m = 0.097 HIQ. It is generally 
assumed that the Fermi surface of antimony consists of three electron pockets 
and six hole pockets. The electron pockets are of more or less ellipsoidal shape 
and their main axes are tilted 7° from the bisectrix axes in the direction of 
the trigonal axis. With the magnetic field parallel to a binary axis, as in our 
experiments, one electron pocket has it's main axis perpendicular to the field, 
whereas two pockets are at an angle with the field of approximately 30°· The 
carriers, corresponding to the mass of О.О98 niQ are electrons on one of these 
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M a g n e t i c F i e l d Β (Τ) 
Fig. 5.6. Far infrared absorption of antimony, with the magnetic field 
parallel to the binary crystal axis, at a wavelength of I63.O цт. The 
arrows indicate the position of Azbel'-Kaner cyclotron resonance with 
higher harmonics of the light electrons. 
oblique pockets. 
At the higher far infrared frequencies, above 1 THz, the cyclotron resonance 
peaks disappear in the third observed effect, the magnetic surface state 
resonances, that are the main subject of this chapter. Above 1 THz we used six 
different laser lines, with wavelengths of 251.Ο цт. 170.6 цт, 163.0 um, 
II8.8 цт, 96.5 цт, and 77·'» pm. At a wavelength of 251.0 цт the surface state 
resonances suddenly appear in the absorption spectrum, for fields higher than 
half the fundamental cyclotron resonance field B
c
, and for the shorter 
wavelengths they are observed over the full field range up to В . 
Fig. 5.6 shows a measurement at a wavelength of I63.O цт, where both 
cyclotron resonance and surface state resonances are visible. The higher 
overall absorption level above 6.5 Τ can be ascribed to a hybrid resonance of 
the electron-hole plasma. Arrows indicate the positions of the cyclotron 
resonance positions for an effective electron mass m = О.О98 m 0. The arrow, 
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Fig. 5·7· Normalized plot of the quantum number of the surface 
state resonances of Fig. 5-6. The resonances have been normalized 
with the parameters m = О.О98 IDQ and Ep = 81.1 meV. The solid curve 
is the result of a numerical analysis and is identical to curve b 
of Fig. 5.3. 
corresponding to the fundamental resonance, agrees well with the maximum in 
dA/dB, where A is the far-infrared absorption. The harmonics are still 
obviously present at the indicated positions, but are obscured by the surface 
resonances that are responsible for the rest of the oscillating structure in the 
figure. At this wavelength they cover the whole field range up to the 
fundamental cyclotron resonance. They are clearly identified as surface states 
when their field positions are compared with theory. In Fig. 5·7 we have 
plotted the normalized order number η of the maxima in dA/dB against the 
normalized magnetic field b, where η is defined by Eq. 5"9 and b = ω /ω . Two 
fit parameters are needed for this normalization. For the effective mass that 
determines ω we have taken the mass, that follows from the cyclotron resonance, 
i.e. m = Ο.Ο98 m
n
. The Fermi energy was taken from literature as 81.1 meV . 
Also drawn in this normalized plot is curve b of Fig. 5-3. i.e. the numerical 
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solution for the transitions. The overall fit is fairly good, up to the maximum 
of the calculated curve, for b * 0.7· For higher fields the curve is expected 
to go down again. This can of course never be accomplished by simply counting 
the resonance peaks in order to find their quantum number N. In order to obtain 
a meaningful fit an assumption has to be made for the field, above which N must 
be counted down again. For reasons to be discussed later, it is not directly 
obvious from the measurements where this turning point should be and some 
interpretation of the data is necessary. Rather than making this interpretation 
at this point, we have presented the datapoints as if no turning point occurs. 
From the parabolic band model resonances are expected to be visible up to a 
magnetic field, where the resonant orbits have their center on the surface. 
This follows directly from Fig. 5·2. At ρ s 0 the levels are spaced with 
2hii> , independent of level number N and the maximum transition frequency for a 
given N precisely equals that of the minimum frequency for N-l. Due to non-
parabolicity of the band, however, these lines are considerably narrowed'. From 
a calculation on the basis of Eq. 5-IO and with the literature values 
Ep = I50 meV and EQ « 110 meV, it follows that the lines remain sharp to within 
20 % up to the maximum of the curve in Fig. 5·7. with negligible deviations in 
field positions. At higher fields, i.e. on the decreasing part of the curve, the 
peaks are suddenly expected to broaden to such an extent that they overlap. 
Since we observe transitions up to the cyclotron resonance field, other effects 
must also play a role. It is observed, both in the measurement at I63 pm and at 
the other frequencies, that at fields above 0.8 times the fundamental cyclotron 
resonance field the lineshapes differs rather much from those at lower fields. 
It is probable that within one resonance peak not all ρ -values contribute 
equally to the absorption. A detailed lineshape calculation is necessary here, 
which we have not attempted. 
It is possible to plot the datapoints for all the wavelengths where surface 
states were observed in one plot, by normalizing the quantum number N and the 
magnetic field В as above. This has been done in Fig. 5-8, where for all 
frequencies the same parameters Ep and m have been used. It is observed that 
all datapoints fall on one universal curve, as was expected from Eqs. 5-8 and 
5-9. with very good mutual agreement. It should be noted, that no fitting 
parameters are required for this comparison. Both m and Ep only set the scale 
for b and n, which then for each frequency is the same. There is only one 
problem in the possibility of missing some resonances with low quantum number N. 
These are of low intensity, as is seen in Fig. 5·6 and may disappear in the 
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Fig. 5-8. Normalized plot of 
six different wavelengths. 
all surface state resonances at 
noise. At low N, however, the resonances for different wavelengths sufficiently 
obey the op' scaling law of Eq. 5-6 to unambiguously identify transitions at 
different wavelengths but with the same quantum number N. Only the given choice 
for N then gives a good fit and a change of all N by one immediately gives a 
large spread between the different curves. 
At the high field end, close to b = 1, another relation exists for the 
datapoints. The electrons, responsible for these transitions, traverse an 
almost complete cyclotron orbit. In Fig. 5-2 these electrons are located on the 
left side of the figure, close to P
v
/Pp = -1. where the energy bands that cross 
the Fermi level, are very flat, and have a mutual separation of ht»-· It must 
therefore be expected that the resonance positions are now linked to the 
crossing of the levels through the Fermi level, independent of the rf-
wavelength. The highest transitions for each wavelength will then fall on field 
positions В that are equidistantly spaced in 1/B, with a distance equal to the 
de Haas-van Alphen period Ρ for these carriers. This has been checked as 
follows. The highest transition at the longest wavelength, which is a 
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transition at B H Q = 3-82 Τ for a wavelength of 251 μιπ, was taken as a reference 
point, since this one is expected to agree most accurately with the assumed 
relation. Starting from this magnetic field, the other field positions Bjj were 
then calculated, that obeyed the relation 1%" B^ Q | = j-P, with j an 
integer and with the literature value2 Ρ = 12.810"' τ" 1. For the three 
longest wavelengths of the experiment, these calculated fields were then 
compared with the measured values of В , for which В > 0.8 В , with В the 
field of cyclotron resonance at that wavelength. The result of this comparison 
is given in Table 5·1 and the agreement can be considered as very good. 
Although the overall fit of our data is good enough to put the origin of the 
oscillations beyond doubt, several significant discrepancies exist, that cannot 
be reconciled with the simple models, given here. First, the lowest transitions 
all obviously occur at too high magnetic fields. This is not due to missing 
transitions with low N, that are of too low intensity to be observed. As has 
been discussed above, the quantum number N of each transition can be determined 
unambiguously via the <ip' scaling law. 
A second discrepancy is the inner inconsistency that follows from our chosen 
fitting parameter Ep. Over the major part of the curve we got a good fit with 
the value of Rao , Ep = 81.1 meV. An independent value can however be 
* 
calculated from the de Haas-van Alphen period Ρ and the effective mass m as 
Ep = he/m P. As we have seen above, both m and Ρ can be verified in our 
experiment and with m = 0.098 m 0 and Ρ = 12.8·lO"^ T"
1
 we find Ep = 92.3 meV. 
This latter value agrees better with usually accepted values. The parameters 
12 for antimony for the non-parabolic band model , for instance, via Eq. 5"10 give 
a value Ep' = 95·! ше . 
The parameter Ep of course only represents the real Fermi energy with 
respect to the bottom of the band for an ellipsoidal Fermi surface with a 
quadratic dispersion relation. In general, however, it can be argued on 
symmetry grounds, that the same value for Ep must be used both for the complete 
cyclotron orbit (i.e. the value that follows from the de Haas-van Alphen period) 
and for surface state orbits that have their center on the surface, i.e. that 
have Ρ = 0. This follows from inversion symmetry, since then f(β) = 1/2 in Eq. 
5-^. regardless of the shape of the orbit. 
It is not very probable that these discrepancies can be explained with a 
real change in either the Fermi energy or the effective mass close to the 
surface. Although such modifications of the bands at the surface can be 
22 
envisaged, and e.g. in bismuth indications do exist for such band-bending , it 
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Table 5·1· Field positions В of surface state resonances for radiation 
of different wavelengths, compared with positions Вц, calculated from 
the de Haas-van Alphen frequency F = 78.1 T. All values for B H are 
calculated relative to 3-82 Τ (see text). Only vlaues of B
s
 are given 
for which В > 0.8 В with В the field where cyclotron resonance 
occurs. 
Wavelength 
251 pm 
I7O.6 μιη 
163.0 μιη 
BH (Τ) 
B
s
 (Τ) 
: 3.48 3.64 3-82 . . 
: ЪЛИ 3.64 3-82 
. 
. 
. . 5.41 
5.44 
5.38 
5.81 
5.80 
can be assumed that the consequences for the resonance positions would then 
depend on the penetration depth of the electron orbit in the metal. This cannot 
be reconciled with the excellent mutual agreement of the normalized plots of 
Fig. 5·8 for transitions at different rf-frequencies. It is shown in this 
figure that the shift is directly and only related to the location of the orbit 
on the Fermi surface, and dependence on the penetration depth would give a 
different curve for each frequency. 
A possible explanation is that the resonant electrons are not located at 
к = 0 when they do not travel along a complete cyclotron orbit. It is well 
known that for skipping electron orbits, i.e. at very low magnetic fields, the 
contributing point on the Fermi surface is located where (νχΒ) reaches an 
extremal value . For an ellipsoidal Fermi surface this always occurs at 
k
z
 = 0, even when the ellipsoid is tilted with respect to the magnetic field. 
This no longer holds, however, when deviations from ellipsoid!ty occur. The 
electron pockets in antimony are only approximately ellipsoidal ,- > and 
consequently the contributing orbit may shift to a position on the Fermi surface 
where к * 0. 
With this assumption several observed features of our resonances can be 
qualitatively explained. First, it is directly obvious that the normalized 
curves for different wavelengths are still mutually identical. Secondly, for 
к * 0 part of the kinetic energy of the electrons will be in the motion in the 
z-direction, and therefore the value of Ep that appears in Eq. 5-8 will be 
smaller when b « 1. The observed resonances will therefore seem to be shifted 
to higher fields. 
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Another consequence of such a shift would be that the maximum of the curve 
n(b), which for the models of Fig. 5.3 lies at b = 0.7, will also shift to 
higher fields. From the measured resonance positions it is possible to 
determine where this maximum would lie in the measurement of Fig. 5·6. The 
highest resonance in this measurement lies at a field of B
s
 = 5·8 T. The 
highest transitions for each wavelength have been shown to be linked to the 
positions of the de Haas-van Alphen oscillations, and therefore the quantum 
niunber N for the 5.8 Τ transition can be calculated from N-1/2 = В
д
Р, yielding a 
value of N = 14 for this transition. The resonance to the left of this peak has 
an N = 15 and so on, as long as we are on the decreasing part of the n(b) curve, 
i.e. past it's maximum. When starting from zero field, we can also count N in 
increasing order. Simply counting all transitions leads to the conclusion that 
the two branches meet at N = 15, both for the peak at 5.0 Τ and 5.k T. This 
places the turning point at a field of 5-2 T, i.e. at b = 0.8. It is 
significant in this respect that the measured absorption spectrum has a somewhat 
less distinct character at precisely this field, as if the two peaks are partly 
merged at this field. A similar merging is also observed for the other 
wavelengths at the same value of b. The conclusion seems therefore justified 
that the maximum of the n(b) curve is shifted to this value of b. 
4. Conclusions 
We have shown that the absorption of antimony at magnetic fields up to 10 Τ 
and at frequencies from 1 THz up to at least 4 THz are dominated by magnetic 
surface states of the light electrons. The only transitions that are observed 
in this field and frequency range are transitions where the flux, enclosed by 
the electron orbit and the surface, changes with one flux quantum. It is 
possible to describe these transitions with a relation, based on the Bohr 
correspondence principle with the extra condition that the enclosed flux be 
quantized. The measurements can be fitted with this relation, and with other 
semi-classical models, to within 10 %. The remaining differences, however, are 
sufficiently significant to assume that the electron Fermi surface deviates 
substantially from the ellipsoidal model. 
104 
References of chapter 5 
[I] A.F. Kip, D.N. Langenberg, B. Rosenblum, and G. Wagoner, Phys. Rev. 
108. W (1957) 
[2] M.S. Khaikhin, Zh. Eksp. Teor. Phys. 32. 2 1 2 (I960) [Sov. Phys.-
JETP 12, 152 (1961)] 
[3] A.P. van Gelder, Phys. Letters 22, 7 (1966) 
[4] R.E. Prange and T.W. Nee, Phys. Rev. 168, 779 (1968) 
[5] J.F. Koch, Solid State Physics, Vol I: Electrons in metals, ed. 
J.F. Cochran and R.R. Haering (Gordon and Breach, New York, I968) 
[6] M.S. Khaikhin, Adv. Phys. 18, 1 (1969) 
[7] M. Wanner, R.E. Doezema. and U. Strom, Phys. Rev. B12, 2883 (1975) 
[8] S.P. Singhal and R.G. Goodrich. Phys. Rev. B5. 1202 (1972) 
[9] H. Suematsu, N. Koshino, and S. Tanuma, J. Low Temp. Phys. 1J5, 281 
(1973) 
[10] H.J. Fischbeck and J. Mertsching, phys. stat. sol. £2.345 (1968) 
[II] B. Lax and J.G. Mavroides, Advances in Solid State Physics, 
Vol. 11, ed. F. Seitz and D. Turnbull (Academic, New York, I960) 
[12] G.A. Harte. M.G. Priestley, and J.J. Vuillemin, J. Low. Temp. Phys. 
31. 879 (1978) 
[ІЗ] J. Hermsen and R.W. van der Heijden, unpublished 
[l'i] R.W. van der Heijden, thesis. University of Nijmegen (1982) 
[15] F.P. Missell and M.S. Dresselhaus, Phys. Rev. §5. 1364 (1972) 
[16] G.E. Smith. L.C. Hebel, and S.J. Buchsbaum, Phys. Rev. 122, 154 
(1963) 
[17] R.W. van der Heijden and P. Wyder. Physica 121B. 299 (1983) 
[18] M.Ya. Azbel' and E.A. Kaner, J. Phys. Chem. Solids 6,113 (1958) 
[19] W.R. Datars and J. Vanderkooy, IBM J. Res. Develop. 8, 247 (1961») 
In their convention as in that of Ref. 20, these are holes. We use 
the generally accepted convention of L.R. Windmiller (Ref. 21 of 
this chapter) were these carriers are electrons. 
[20] G.N. Rao, N.H. Zebouni, C G . Grenier, and J.M. reynolds, Phys. Rev. 
133. A141 (1964) 
[21] L.R. Windmiller, Phys. Rev. 142. 472 (I966) 
[22] Yu.F. Komnik, E.I. Bukhshtab, Yu.V. Nikitin, and V.V. Andrievskii, 
Zh. Eksp. Teor. Fiz. 60, 669 (1971) [Sov. Phys.-JETP 33. 364 (1971) 
[23] S.P. Singhal and R.E. Prange, Phys. Rev. §3. 4083 (1971) 
105 
[24] L.M. Falicov and P.J. Lin, Phys. Rev. l4l, 562 (1966) 
[25] R.A. Herrod, CA. Gage, and R.G. Goodrich, Phys. Rev. В4, 1033 
(1971) 
106 
107 
SamenvattinK 
In dit proefschrift worden de resultaten beschreven van een onderzoek naar 
het gedrag van geleidingselectronen in metalen in hoge magneetvelden 
en in het bijzonder, hoe dit gedrag beïnvloed wordt door speciale geometrieen 
van de geleiders. 
Het eerste deel van dit proefschrift behandelt DC electrische 
geleidingsmetingen aan puntkontakten. Men kan de puntkontakt weerstand 
opgebouwd denken uit twee componenten, een diffuus deel, bepaald door de 
specifieke weerstand van het materiaal en een ballistisch deel, de 
eigenlijke constrictieweerstand. Beide worden door het magneetveld 
beïnvloed. In principe dient men hier onderscheid te maken tussen 
zogenaamde gecompenseerde materialen, die een verwaarloosbaar klein 
Halleffekt hebben, maar een grote bulk magnetoweerstand, en niet 
gecompenseerde materialen, met een kleine magnetoweerstand . In de 
puntkontakt geometrie blijken echter beide soorten materialen een 
belangrijke kwadratische magnetoweerstand te bezitten, voortvloeiend uit het 
diffuus gedeelte van de puntkontakt weerstand. Op triviale wijze vertoont 
deze bijdrage aan de weerstand quantum oscillaties in de vorm van het 
Shubnikov-de Haas effekt. 
Het ballistische deel van de weerstand vertoont geen monotone 
bijdrage aan de magnetoweerstand. Wel vertoont deze weerstandscomponent 
oscillaties ten gevolge van Landau-quantizatie. Voor een juist begrip van 
deze oscillaties is het noodzakelijk buigingsverschijnselen van de elektron 
golffunkties in het puntkontakt in rekening te brengen. 
In het tweede deel van dit proefschrift worden experimenten 
beschreven waarin magnetische oppervlaktetoestanden in antimoon worden 
bestudeerd met behulp van ver infrarood absorptie. De dieper in het metaal 
gelegen electronenbanen geven via Landau-quantizatie aanleiding tot (Azbel'-
Kaner) cyclotron resonantie. Het energiespectrum wordt door aanwezigheid van 
het metaaloppervlak echter sterk beïnvloed. Voor scherende electronen, 
die slechts ondiep in het metaal doordringen, d.w.z. een klein deel van de 
cyclotronbaan, vallen deze overgangen in het microgolfgebied bij zeer kleine 
magneetvelden. In dit regime zijn magnetische oppervlaktetoestanden al 
uitgebreid bestudeerd. In het ver infrarood gebied is echter nog weinig 
onderzoek gedaan. De in dit proefschrift beschreven experimenten zijn 
gedaan in een veld- en frekwentiegebied, waar de indringdiepte van de 
oppervlaktetoestanden vergelijkbaar is met de cyclotronstraal. De 
resultaten van deze experimenten worden getoetst aan verschillende modellen. 
Summary 
This thesis describes the results of an investigation of the behavior of 
conduction electrons in metals in high magnetic fields and in particular 
the modifications in this behavior that are caused by special geometries of the 
conductors. 
The first part of this thesis describes DC electrical conductivity 
measurements on point contacts. The point contact resistance can be thought 
to consist of two components, a diffusive part, that is determined by 
the resistivity of the material, and a ballistic part, in which the resistivity 
does not play a direct role. Both contributions are influenced by a magnetic 
field. In principle, a distinction must be made between so-called compensated 
metals, with negligible Hall effect but a large bulk magnetoresistance, and 
uncompensated metals, that have a small magnetoresistance. In the point 
contact geometry however, both groups of materials turn out to have an important 
quadratic increase of the diffusive resistance with changing magnetic field. 
In a trivial way this resistance componen,; also shows quantum oscillations, 
originating from the Shubnikhov-de Haas effect. The ballistic contribution to 
the resistance does not show a monotonous contribution to the 
magnetoresistance. It does however show oscillations, caused by Landau 
quantization. For a proper understanding of these oscillations, 
diffraction phenomena in the point contact area must be taken into 
account. 
In the second part of this thesis, experiments are described on 
magnetic surface states in antimony, which were studied with far 
infrared techniques. The electron orbits, that are deeper in the metal, and in 
classical terms do not touch the surface, give rise to (Azbel'- Kaner) 
cyclotron resonance via Landau quantization. The energy spectrum is severely 
modified, however, by the presence of the surface. For skipping electrons, 
that penetrate only slightly into the metal, i.e. with a penetration depth 
much smaller than the cyclotron radius, these transitions fall in the 
microwave range, at very low magnetic fields. In this range magnetic 
surface states have already been studied extensively. Comparatively 
little work has been done in the far infrared area. The experiments that 
are described in this thesis were done in a field and frequency range, where 
the penetration depth of the surface states is comparable to the cyclotron 
radius. The results of these experiments are compared with several models. 
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1. 
In een 2-dimensionaal electron gas in het gekwantiseerde regime 
vertoont het stroompatroon een insnoering bij ieder stroomvoerend 
contact. De voor de beschrijving van dit stroompatroon relevante 
fysische parameter is de verhouding van de gekwantiseerde Hall­
weerstand van het 2-dimensionale electron gas en de soortelijke 
weerstand in het contact materiaal. Dit maakt het mogelijk op 
een eenvoudige manier de eigenschappen van het contact materiaal 
te bepalen. 
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2. 
De magnetische excitatie, waargenomen door Grynberg et al. in 
Cdi Mn Te door middel van Raman verstrooiing, kan in verband 
met de magneetveld afhankelijkheid van deze resonantie 
(g-factor = 2) niet door een twee-magnon proces verklaard worden, 
zoals gedaan is door genoemde auteurs. 
M. Grynberg and M. Picquart, J. Phys. C: Solid State Phys. 14, 
Ί667 (1981). 
з. 
Met behulp van HF-gelijkrichting door UPt-j puntkontakten kan 
worden aangetoond dat het niet de energie-afhankelijke elektron-
strooiprocessen zijn die leiden tot de waargenomen sterke niet-
lineariteiten in de stroom-spannings karakteristieken van deze 
puntkontakten. 
A.A. Lysykh, A.M. Duif, A.G.M. Jansen, and P. Wyder, to be 
published. 
Ч. 
In tegenstelling tot normale metalen moet in het geval van chroom 
de gap-structuur in de toestandsdichtheid van de electronen in de 
buurt van het Fermi niveau in rekening worden gebracht om de 
Sharvin-stroom door een puntkontakt te bepalen. 
5. 
De plasmafrekwentie van LaBg is even groot als de 
plasmafrekwentie van de heavy-fermion verbinding CeB/r. Dit is 
opmerkelijk aangezien de electronendichtheid in beide materialen 
nagenoeg gelijk is, maar de elektronmassa bij lage Τ ongeveer een 
•faktor honderd verschilt. 
P.A.M, van der Heijden, H.W. ten Cate, L.M. ten Dam, R.A. de 
Groot, A.R. de Vroomen, J. Phys. F: Metal Physics 16. I6l7 
(1986) 
W. Joss, J.M. van Ruitenbeek, G.W. Crabtree, J.L. Tholence, 
A.P.J. van Deursen, and Z. Fisk, Phys. Rev. Lett. 52,l609 
(1987) 
6. 
Voor een verklaring van het feit dat de berekende bandenstructuur 
voor NiUSn niet volledig halfmetallisch is, zal naast de door 
Albers et al. voorgestelde verfijningen van hun berekeningen ook 
gedacht moeten worden aan het feit dat de local density 
benadering de gap in halfgeleiders in niet geringe mate 
onderschat. 
R.C. Albers, A.M. Boring, G. Daalderop, and F.M. Mueller, 
Phys. Rev. §26, 3661 (198?) 
C S . Wang and B.M. Klein, Phys. Rev. B24, 3393 (1981) 
7. 
Ondanks de verhoogde Dopplerbreedte in een moleculaire jet is het 
mogelijk om bij het dichte spectrum van de CFoBr-Vj vibratie 
individuele overgangen van de vg- en v^-hot band overgangen op te 
lossen met behulp van een diode laser. 
R. de Bekker, M.Ebben, M.Snels and S. Stolte, to be published 
8. 
Het vermogen tot regeneratie in de pyramidebaan van de pasgeboren 
hamster is niet afdoende bewezen. 
K. Kalil and T. Reh, Science 20^, 1158 (1979) 
D.L. Tolbert and T. Der, J. Comp. Neurol. 260, 299 (1987) 
9. 
De vanuit wetenschappelijk oogpunt meest waardevolle exemplaren 
van tijdschriften zijn juist diegene die reeds lang geleden uit 
de bibliotheek zijn zoekgeraakt. 
10. 
In het hart van elke Franse verkeersopstopping staat een 
politieagent. 



