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Abstract
By constructing successful couplings for degenerate diffusion processes, explicit deriva-
tive formula and Harnack type inequalities are presented for solutions to a class of degen-
erate Fokker-Planck equations on Rm×Rd. The main results are also applied to the study
of gradient estimate, entropy/transportation-cost inequality and heat kernel inequalities.
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1 Introduction
Bismut’s derivative formula [5] for diffusion semigroups on Riemannian manifolds, also known as
Bismut-Elworthy-Li formula due to [9], is a powerful tool for stochastic analysis on Riemannian
manifolds. On the other hand, the dimension-free Harnack inequality introduced in [18] has
been efficiently applied to the study of functional inequalities, heat kernel estimates and strong
Feller properties in both finite- and infinite-dimensional models, see [2, 3, 7, 10, 11, 12, 14, 15,
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16, 19, 20, 23, 22, 24, 26]. These two objects have been well developed in the elliptic setting,
but the study for the degenerate case is far from complete.
It is known that the Bismut type formula can be derived for a class of hypoelliptic diffusion
semigroups by using Malliavin calculus (see e.g. [1, Theorem 10]). In this case, since no
curvature bound can be used, the derivative formulae are usually less explicit. It is remarkable
that in the recent work [27] X. Zhang established an explicit derivative formula for the semigroup
associated to degenerate SDEs of type (1.1) below (see Section 2 for details). On the other
hand, the study of dimension-free Harnack inequality for degenerate diffusion semigroups is very
open, except for Ornstein-Uhlenck type semigroups investigated in [15], where the associated
stochastic differential equation is linear.
Our strategy is based on coupling, see for example [21], and the main purpose of the paper
is thus to construct such a successful coupling using Girsanov transform in the manner of [2]
for degenerate diffusion processes, which implies explicit Bismut formula and dimension-free
Harnack inequality for degenerate Fokker-Planck equations.
Let us introduce more precisely the framework we will consider. Let σt be invertible d× d-
matrix which is continuous in t ≥ 0, A be an m×d-matrix with rank m, Bt be a d-dimensional
Brownian motion, and Zt ∈ C
1(Rm × Rd,Rd) which is continuous in t. Consider the following
degenerate stochastic differential equation on Rm × Rd:
(1.1)
{
dXt = AYtdt,
dYt = σtdBt + Zt(Xt, Yt)dt.
We shall use (Xt(x), Yt(y)) to denote the solution with initial data (x, y) ∈ R
m × Rd. For
simplicity, we will use Rm+d to stand for Rm × Rd. Then the solution is a Markov process
generated by
Lt :=
1
2
d∑
i,j=1
(σtσ
∗
t )ij
∂2
∂yi∂yj
+
d∑
i=1
(Zt(x, y))j
∂
∂yj
+
m∑
l=1
(Ay)l
∂
∂xl
.
For any f ∈ Bb(R
m+d), the set of all bounded measurable real functions on Rm+d, let
Ptf(x, y) := Ef(Xt(x), Yt(y)), t ≥ 0, (x, y) ∈ R
m+d.
Then u(t, x, y) := Ptf(x, y) solves the degenerate Fokker-Planck type equation
∂tu(t, x, y) = Ltu(t, ·)(x, y).
In the case where m = d, σt = A = I and
Zt(x, y) = −∇V (x)− cy,
this type of equation has recently attracted much interest under the name “kinetic Fokker-
Planck equation” in PDE, see Villani [17], or “stochastic damping Hamiltonian system” in
2
probability, see [25, 4], where the long time behavior of Pt has been investigated. In this
particular case the invariant probability measure (if it exists) is well known as µ(dx, dy) =
e−2V (x)−c|y|
2
dxdy (up to a constant), and Villani [17] uses this fact to establish hypocoercivity
via most importantly an hypoelliptic regularization estimate H1 → L2. First note that the
methodology used there relies heavily on the knowledge of the invariant measure, which we will
not need in the present study. Also, his main condition reads as |∇2V | ≤ c(1+|∇V |) preventing
exponentially growing potentials, but for parts of our results we do not impose such growing
conditions. To allow easier comparison, we will use as running example kinetic Fokker-Planck
equation. Let us also mention that we obtain here pointwise estimates, i.e. control of |∇Ptf |,
which allows for example to get uniform bounds when f is initially bounded (exploding when
time goes to 0), results that cannot be obtained via Villani’s methodology.
In the following three sections, we will investigate pointwise regularity estimates by estab-
lishing derivative formula, gradient estimate and Harnack inequality for Pt.
2 Derivative formulae
Since A has rank m, we have d ≥ m and for any h1 ∈ R
m, the set
A−1h1 := {z ∈ R
d : Az = h1} 6= ∅.
For any h1 ∈ R
m, let
|A−1h1| = inf{|z| : z ∈ A
−1h1}.
Then it is clear that
‖A−1‖ := sup
{
|A−1h1| : h1 ∈ R
m, |h1| ≤ 1
}
<∞.
We shall use | · | to denote the absolute value and the norm in Euclidean spaces, and use ‖ · ‖
to denote the operator norm of a matrix. For h ∈ Rm+d, we use Dh to stand for the directional
derivative along h.
Before move on, let us first mention the Bismut formula derived in [27]. We call a C2-
function W on Rm+d a Lyapunov function, if W ≥ 1 having compact level sets. The following
result is reorganized from [27, Theorem 3.3]. For h ∈ Rm+d, let ∇h denote the directional
derivative along h.
Theorem 2.1 ([27]). Let t > 0, m = d and A = I. Assume that there exist a Lyapunov
function W and some constants C > 0, α ∈ [0, 1], λ ≥ 0 such that for s ∈ [0, t]
(2.1) LsW ≤ CW, |∇W |
2 ≤ CW 2−α
and
(2.2)
{
|∇Zs| ≤ CW
λ,
〈y − y˜, Zs(x, y)− Zt(x˜, y˜)〉 ≤ C|(x− x˜, y − y˜)|
2
{
W (x, y)α +W (x˜, y˜)α
}
3
hold for (x, y), (x˜, y˜) ∈ Rm+d. Then for any h = (h1, h2) ∈ R
m+d and f ∈ Bb(R
m+d),
∇hPtf =
1
t
E
{
f(Xt, Yt)
∫ t
0
〈
σ−1s
{
∇ΘsZs(Xs, Ys)− γ
′
1(s)h1 + γ
′
2(s)h2
}
, dBs
〉}
holds, where
γ1(s) = 2(t− 2s)
+ + s− t, γ2(s) =
4
t
{s ∧ (t− s)}
and
Θs =
(
h1
∫ s
0
γ1(r)dr + h2t+ h2
∫ s
0
γ2(r)dr, γ1(s)h1 − γ2(s)h2
)
.
In particular, this result applies to W (x, y) = 1 + |x|2 + |y|2 and α = 0 provided |∇Z| is
bounded. In general, however, the assumption |∇W |2 ≤ CW 2−α excludes exponential choices
of W like exp[|x|l + |y|m] for l ∨m > 1, which is exactly the correct Lyapunov function in the
study of kinetic Kokker-Planck equation (see Example 2.1 below). In this section, we aim to
present a more general version of the derivative formula without this condition.
Let us introduce now the assumption that we will use in the sequel:
(A) There exists a constant C > 0 such that LsW ≤ CW and
|Zs(x)− Zs(y)|
2 ≤ C|x− y|2W (y), x,y ∈ Rm+d, |x− y| ≤ 1
hold for some Lyapunov function W and s ∈ [0, t].
Note that condition LsW ≤ CW , included also in (2.1), is normally a easy to check condition
in applications. Although the second condition in (A) might be stronger than (2.2), it is a
natural condition to exchange the order of the expectation and the derivative by using the
dominated convergence theorem, which is however missed in [27] (see line 4 on page 1942
therein). Most importantly, the second condition in (2.1) is now dropped, so that we are able
to treat highly non-linear drift Z as in Examples 2.1 and 4.1 below.
The main result in this section provides various different versions of derivative formula by
making different choices of the pair functions (u, v).
Theorem 2.2. Assume (A). Then the process (Xt, Yt)t≥0 is non-explosive for any initial point
in Rm+d. Moreover, let t > 0 and u, v ∈ C2([0, t]) be such that
(2.3) u(t) = v′(0) = 1, u(0) = v(0) = u′(0) = u′(t) = v′(t) = v(t) = 0.
Then for any h = (h1, h2) ∈ R
m × Rd and z ∈ A−1h1 := {z ∈ R
d : Az = h1},
(2.4) ∇hPtf = E
{
f(Xt, Yt)
∫ t
0
〈
σ−1s
{
u′′(s)z − v′′(s)h2 + (∇Θ(h,z,s)Zs)(Xs, Ys)
}
, dBs
〉}
holds for f ∈ Bb(R
m+d), where
Θ(h, z, s) =
(
{1− u(s)}h1 + v(s)Ah2, v
′(s)h2 − u
′(s)z
)
.
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Proof. The non-explosion follows since LsW ≤ CW implies
(2.5) EW (Xs, Ys) ≤W e
Cs, s ∈ [0, t], (x, y) ∈ Rm+d.
To prove (2.4), we make use of the coupling method with control developed in [2]. Since the
process is now degenerate, the construction of coupling is highly technical: we have to force
the coupling to be successful before a fixed time by using a lower dimensional noise.
Let t > 0, (x, y), h = (h1, h2) ∈ R
m+d and z ∈ A−1h1 be fixed. Simply denote (Xs, Ys) =
(Xs(x), Ys(y)). From now on, let
ε0 = inf
s∈[0,t]
1
1 ∨ |Θ(h, z, s)|
> 0,
so that ε0|Θ(h, z, s)| ≤ 1 for s ∈ [0, t]. For any ε ∈ (0, ε0), let (X
ε
s , Y
ε
s ) solve the equation
(2.6)
{
dXεs = AY
ε
s ds, X
ε
0 = x+ εh1,
dY εs = σsdBs + Zs(Xs, Ys)ds+ ε{v
′′(s)h2 − u
′′(s)z}ds, Y ε0 = y + εh2.
By (2.3) and noting that Az = h1, we have
(2.7)
{
Y εs = Ys + εv
′(s)h2 − εu
′(s)z,
Xεs = x+ εh1 + A
∫ s
0
Y εr dr = Xs + ε{1− u(s)}h1 + εv(s)Ah2.
Due to (2.3), this in particular implies
(2.8) (Xt, Yt) = (X
ε
t , Y
ε
t ),
and also that
(2.9) (Xεs , Y
ε
s ) = (Xs, Ys) + εΘ(h, z, s), s ∈ [0, t].
On the other hand, let
ξεs = Z(Xs, Ys)− Z(X
ε
s , Y
ε
s ) + εv
′′(s)h2 − εu
′′(s)z, s ∈ [0, t]
and
(2.10) Rεs = exp
[
−
∫ s
0
〈σ−1s ξ
ε
r , dBr〉 −
1
2
∫ s
0
|σ−1s ξ
ε
r |
2dr
]
, s ∈ [0, t].
We have
dY εs = σsdB
ε
s + Zs(X
ε
s , Y
ε
s )ds
for
Bεs := Bs +
∫ s
0
σ−1s ξ
ε
rdr, s ∈ [0, t],
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which is d-dimensional Brownian motion under the probability measure Qε := R
ε
tP according
to Lemma 2.3 below and the Girsanov theorem. Thus, due to (2.8) we have
Ptf((x, y) + εh) = EQεf(X
ε
t , Y
ε
t ) = E[R
ε
tf(Xt, Yt)].
Since Ptf(x, y) = Ef(Xt, Yt), we arrive at
Ptf((x, y) + εh)− Ptf(x, y) = E[(R
ε
t − 1)f(Xt, Yt)].
The proof is then completed by Lemma 2.4.
Lemma 2.3. If (A) holds, then
sup
s∈[0,t],ε∈(0,ε0)
E
(
Rεs logR
ε
s
)
<∞.
Consequently, for each ε ∈ (0, ε0), (R
ε
s)s∈[0,t] is a uniformly integrable martingale.
Proof.
τn = inf{t ≥ 0 : |Xt(x)|+ |Yt(y)| ≥ n}, n ≥ 1.
Then τn ↑ ∞ as n ↑ ∞. By the Girsanov theorem, (Rs∧τn)s∈[0,t] is a martingale and {B
ε
s : 0 ≤
s ≤ t ∧ τn} is a Brownian motion under the probability measure Qε,n := R
ε
t∧τnP. Noting that
logRεs∧τn = −
∫ s∧τn
0
〈σ−1r ξ
ε
r , dB
ε
r〉+
1
2
∫ s∧τn
0
|σ−1r ξ
ε
r |
2dr, s ∈ [0, t],
where the stochastic integral is a Qε,n-martingale, we have
(2.11) E[Rεs∧τn logR
ε
s∧τn] = EQε,n [logR
ε
s∧τn ] ≤
1
2
EQε,n
∫ t∧τn
0
|σ−1r ξ
ε
r |
2dr, s ∈ [0, t].
Noting that by (A) and (2.9)
(2.12) |σ−1r ξ
ε
r |
2 ≤ cε2W (Xεr , Y
ε
r ), r ∈ [0, t]
holds for some constant c > 0, and moreover under the probability measure Qε,n the process
(Xεs , Y
ε
s )s≤t∧τn is generated by Ls, LsW ≤ CW implies
(2.13) EQε,n
∫ s∧τn
0
W (Xεr , Y
ε
r )dr ≤
∫ s
0
EQεW (X
ε
r , Y
ε
r )dr ≤W (X
ε
0 , Y
ε
0 )
∫ t
0
eCrdr.
Combining this with (2.11) we obtain
(2.14) E[Rεs∧τn logR
ε
s∧τn ] ≤ c, s ∈ [0, t], ε ∈ (0, ε0), n ≥ 1
for some constant c > 0. Since for each n the process (Rεs∧τn)s∈[0,t] is a martingale, letting
n→∞ in the above inequality we complete the proof.
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Lemma 2.4. If (A) holds then the family
{ |Rεt−1|
ε
}
ε∈(0,ε0)
is uniformly integrable w.r.t. P.
Consequently,
(2.15) lim
ε→0
Rεt − 1
ε
=
∫ t
0
〈
σ−1s
{
u′′(s)z − v′′(s)h2 + (∇Θ(h,z,s)Z)(Xs(x), Ys(y))
}
, dBs
〉
holds in L1(P).
Proof. Let τn be in the proof of Lemma 2.3 and let
N εs = σ
−1
s
{
∇Θ(h,z,s)Zs(X
ε
s , Y
ε
s ) + u
′′(s)z − v′′(s)h2
}
, s ∈ [0, t], ε ∈ (0, ε0).
By (A) and (2.12), there exists a constant c > 0 such that
(2.16)
∣∣〈N εs , σ−1s ξεs〉∣∣ ≤ ε|N εs |2 + ε−1|σ−1s ξεs |2 ≤ cεW (Xεs , Y εs ), ε ∈ (0, ε0), s ∈ [0, t].
Since ∇Z is locally bounded, it follows from (2.9) and (2.10) that
d
dε
Rεt∧τn = R
ε
t∧τn
{∫ t∧τn
0
〈N εs , dBs〉+
∫ t∧τn
0
〈N εs , σ
−1
s ξ
ε
s〉ds
}
, ε ∈ (0, ε0), n ≥ 1.
Combining this with (2.16) we obtain
|Rεt∧τn − 1|
ε
≤
1
ε
∫ ε
0
Rrt∧τndr
∫ t∧τn
0
〈N rs , dBs〉+ c
∫ ε0
0
Rrt∧τndr
∫ t∧τn
0
W (Xrs , Y
r
s )ds
for ε ∈ (0, ε0), n ≥ 1. Noting that under Qr the process (X
r
s , Y
r
s )s∈[0,t] is generated by Ls, by
(2.5) we have
E
∫ ε0
0
Rrtdr
∫ t
0
W (Xrs , Y
r
s )ds =
∫ ε0
0
dr
∫ t
0
EQrW (X
r
s , Y
r
s )ds <∞.
Thus, for the first assertion it remains to show that the family
ηε,n :=
1
ε
∫ ε
0
Rrt∧τn |Ξt,n|(r)dr, ε ∈ (0, ε0), n ≥ 1
is uniformly integrable, where
Ξt,n(r) :=
∫ t∧τn
0
〈N rs , dBs〉.
Since r log1/2(e + r) is increasing and convex in r ≥ 0, by the Jensen inequality,
E
{
ηε,n log
1/2(e + ηε,n)
}
≤
1
ε
∫ ε
0
E
{
Rrt∧τn |Ξt,n|(r) log
1/2
(
e +Rrt∧τn |Ξt,n|(r)
)}
dr
≤
1
ε
∫ ε
0
E
{
Rrt∧τn |Ξt,n|(r)
2 +Rrt∧τn log
(
e +Rrt∧τn |Ξt,n|(r)
)}
dr
≤
1
ε
∫ ε
0
E
{
c+ 2Rrt∧τn |Ξt,n|(r)
2 +Rrt∧τn logR
r
t∧τn
}
dr
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holds for some constant c > 0. Combining this with (2.14) and noting that (2.16) and (2.13)
imply
E
{
Rrt∧τn |Ξt,n|(r)
2
}
= EQr,n
(∫ t∧τn
0
〈
N rs , dB
r
s
〉)2
= EQr,n
∫ t∧τn
0
|N rs |
2ds
≤ cEQr,n
∫ t∧τn
0
W (Xrs , Y
r
s )ds ≤ c
′, n ≥ 1, r ∈ (0, ε0)
for some constants c, c′ > 0, we conclude that {ηε,n}ε∈(0,ε0),n≥1 is uniformly integrable. Thus,
the proof of the first assertion is finished.
Next, by (A) and (2.9) we have
lim
ε→0
∣∣∣ξεs
ε
+ (∇Θ(h,z,s)Z)(Xs, Ys) + u
′′(s)z − v′′(s)h2
∣∣∣ = 0.
Moreover, for each n ≥ 1 this sequence is bounded on {τn ≥ t}. Thus, (2.15) holds a.s. on
{τn ≥ t}. Since τn ↑ ∞, we conclude that (2.15) holds a.s. Therefore, it also holds on L
1(P)
since {R
ε
t−1
ε
}ε∈(0,1) is uniformly integrable according to the first assertion.
To conclude this section, we present an example of kinetic Fokker-Planck equation for which
W is an exponential function so that (2.2) fails true but (A) is satisfied.
Example 2.1 (Kinetic Fokker-Planck equation) Let m = d and consider
(2.17)
{
dXt = Ytdt,
dYt = dBt −∇V (Xt)dt− Ytdt
for some C2-function V ≥ 0 with compact let sets. Let W (x, y) = exp[2V (x) + |y|2]. We easily
get that LW = dW. Thus, it is easy to see that (A) holds for e.g. V (x) = (1 + |x|2)l or even
V (x) = e(1+|x|
2)l for some constant l ≥ 0. Therefore, by Theorem 2.2 the derivative formula
(2.4) holds for (u, v) satisfying (2.3).
Note that Villani [17, th. A.8] has a crucial assumption: |∇2V | ≤ C(1 + |∇V |) which prevents
potential behaving as V (x) = e(1+|x|
2)l . Note also that the previous arguments do not rely on the
explicit knowledge of an invariant probability measure, which is crucial in Villani’s argument.
3 Gradient estimates
In this section we aim to derive gradient estimates from the derivative formula (2.4). For
simplicity, we only consider the time-homogenous case that σ and Z are independent of t. In
general, we have the following result.
Proposition 3.1. Assume (A) and let (u, v) satisfy (2.3). Then for any f ∈ Bb(R
m+d), t > 0
and h = (h1, h2) ∈ R
m+d, z ∈ A−1h1,
(3.1) |∇hPtf |
2 ≤ ‖σ−1‖2(Ptf
2)E
∫ t
0
∣∣u′′(s)z − v′′(s)h2 +∇Θ(h,z,s)Z(Xs, Ys)∣∣2ds.
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If f ≥ 0 then for any δ > 0,
|∇hPtf | ≤ δ
{
Pt(f log f)− (Ptf) logPtf
}
+
δPtf
2
logE exp
[
2‖σ−1‖2
δ2
∫ t
0
∣∣u′′(s)z − v′′(s)h2 +∇Θ(h,z,s)Z(Xs, Ys)∣∣2ds
]
.
(3.2)
Proof. Let Mt =
∫ t
0
〈
σ−1
{
u′′(s)z − v′′(s)h2 + ∇Θ(h,z,s)Z(Xs, Ys)
}
, dBs
〉
. By (2.4) and the
Schwartz inequality we obtain
|∇hPtf |
2 ≤ (Ptf
2)EM2t ≤ ‖σ
−1‖2(Ptf
2)E
∫ t
0
∣∣u′′(s)z − v′′(s)h2 +∇Θ(h,z,s)Z(Xs, Ys)∣∣2ds.
That is, (3.1) holds. Similarly, (3.2) follows from (2.4) and the Young inequality (cf. [3, Lemma
2.4]):
|∇hPtf | ≤ δ
{
Pt(f log f)− (Ptf) logPtf
}
+ δ logE exp
[Mt
δ
]
since
E exp
[Mt
δ
]
≤
(
E exp
[2〈M〉t
δ2
])1/2
≤
(
E exp
[
2‖σ−1‖2
δ2
∫ t
0
∣∣u′′(s)z − v′′(s)h2 +∇Θ(h,z,s)Z(Xs, Ys)∣∣2ds
])1/2
.
To derive explicit estimates, we will take the following explicit choice of the pair (u, v):
(3.3) u(s) =
s2(3t− 2s)
t3
, v(s) =
s(t− s)2
t2
, s ∈ [0, t],
which satisfies (2.3). In this case we have
u′(s) =
6s(t− s)
t3
, u′′(s) =
6(t− 2s)
t3
, v′(s) =
(t− s)(t− 3s)
t2
,
v′′(s) =
2(3s− 2t)
t2
, 1− u(s) =
(t− s)2(t + 2s)
t3
, s ∈ [0, t].
(3.4)
In this case, Proposition 3.1 holds for
u′′(s)z − v′′(s)h2 = Λ(h, z, s) :=
6(t− 2s)
t3
z +
2(2t− 3s)
t2
h2,
Θ(h, z, s) =((t− s)2(t+ 2s)
t3
h1 +
s(t− s)2
t2
Ah2,
(t− s)(t− 3s)
t2
h2 −
6s(t− s)
t3
z
)
.
(3.5)
Below we consider the following three cases respectively:
(i) |∇Z| is bounded;
(ii) |∇Z| has polynomial growth and 〈Z(x, y), y〉 ≤ C(1+ |x|2+ |y|2) holds for some constant
c > 0;
(iii) A more general case including the kinetic Fokker-Planck equation.
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3.1 Case (i): |∇Z| is bounded
In this case (A) holds for e.g. W (x, y) = 1 + |x|2 + |y|2, so that Proposition 3.1 holds for
u′′(s)z− v′′(s)h2 and Θ(h, z, s) given in (3.5). From this specific choice of Θ(h, z, s) we see that
∇xZ and ∇yZ will lead to different time behaviors of ∇hPtf . So, we adopt the condition
(3.6) |∇xZ(x, y)| ≤ K1, |∇
yZ(x, y)| ≤ K2, (x, y) ∈ R
m+d
for some constants K1, K2 ≥ 0, where ∇
x and ∇y are the gradient operators w.r.t. x ∈ Rm and
y ∈ Rd respectively. Moreover, for t > 0 and r1, r2 ≥ 0, let
Ψt(r1, r2) = ‖σ
−1‖2t
{
r1
(6‖A−1‖
t2
+K1 +
3K2‖A
−1‖
2t
)
+ r2
(4
t
+
4K1t‖A‖
27
+K2
)}2
and
(3.7) Φt(r1, r2) = inf
s∈(0,t]
Ψs(r1, r2).
In the following result the inequality (3.8) corresponds to the pointwise estimate of theH1 → L2
regularization investigated in Villani [17, Th. A.8], while (3.10) corresponds to the pointwise
estimate of the regularization “Fisher information to entropy” [17, Th A.18].
Corollary 3.2. Let (3.6) hold for some constants K1, K2 ≥ 0. Then for any t > 0, h =
(h1, h2) ∈ R
m+d,
(3.8) |∇hPtf |
2 ≤ (Ptf
2)Φt(h1, h2), f ∈ Bb(R
m+d).
If f ≥ 0, then
(3.9) |∇hPtf | ≤ δ
{
Pt(f log f)− (Ptf) log(Ptf)
}
+
Ptf
δ
Φt(h1, h2)
holds for all δ > 0, and consequently
(3.10) |∇hPtf |
2 ≤ 4Φt(h1, h2)
{
Pt(f log f)− (Ptf) log(Ptf)
}
Ptf.
Proof. Let z be such that |z| = |A−1h1| ≤ ‖A
−1‖|h1|, and take
(3.11) ηs = Λ(h, z, s) +∇Θ(h,z,s)Z(Xs(x), Ys(y)).
By (3.1),
(3.12) |∇hPtf(x, y)|
2 ≤ ‖σ−1‖2(Ptf
2)(x, y)E
∫ t
0
|ηs|
2ds.
Since (3.6) implies |∇hZ| ≤ K1|h1|+K2|h2|, it follows that
|ηs| ≤
∣∣∣6(t− 2s)
t3
z +
2(2t− 3s)
t2
h2
∣∣∣+K1∣∣∣(t− s)2(t+ 2s)
t3
h1 +
s(t− s)2
t2
Ah2
∣∣∣
+K2
∣∣∣(t− s)(t− 3s)
t2
h2 −
6s(t− s)
t3
z
∣∣∣
≤ |h1|
(6‖A−1‖
t2
+K1 +
3K2‖A
−1‖
2t
)
+ |h2|
(4
t
+
4K1t‖A‖
27
+K2
)
.
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Then ∫ t
0
|ηs|
2ds ≤t
{
|h1|
(6‖A−1‖
t2
+K1 +
3K2‖A
−1‖
2t
)
+ |h2|
(4
t
+
4K1t‖A‖
27
+K2
)}2
.
(3.13)
Combining this with (3.12) we obtain
|∇hPtf |
2 ≤ (Ptf
2)Ψt(|h1|, |h2|).
Therefore, for any s ∈ (0, t] by the semigroup property and the Jensen inequality one has
|∇Ptf |
2 = |∇Ps(Pt−sf)|
2 ≤ Ψs(|h1|, |h2|)Ps(Pt−sf)
2 ≤ Ψs(|h1|, |h2|)Ptf
2.
This proves (3.8) according to (3.7).
To prove (3.9) we let f ≥ 0 be bounded. By (3.2),
|∇hPtf | ≤δ
{
Pt(f log f)− (Ptf) log(Ptf)
}
+
δPtf
2
logE exp
[
2‖σ−1‖2
δ2
∫ t
0
|ηs|
2ds
]
.
(3.14)
Combining this with (3.13) we obtain
|∇hPtf | ≤ δ
{
Pt(f log f)− (Ptf) log(Ptf)
}
+
Ptf
δ
Ψt(|h1|, |h2|).
As observed above, by the semigroup property and the Jensen inequality, this implies (3.9).
Finally, minimizing the right hand side of (3.9) in δ > 0, we obtain
|∇hPtf | ≤ 2
√
Φt(|h1|, |h2|){Pt(f log f)− (Ptf) logPtf}Ptf.
This is equivalent to (3.10).
3.2 Case (ii)
Assume there exists l > 0 such that
(H) (i) 〈Z(x, y), y〉 ≤ C(|x|2 + |y|2 + 1), (x, y) ∈ Rm+d;
(ii) |∇Z|(x, y) := sup{|∇hZ|(x, y) : |h| ≤ 1} ≤ C(1 + |x|
2 + |y|2)l, (x, y) ∈ Rm+d.
It is easy to see that (H) implies (A) for W (x, y) = (1 + |x|2 + |y|2)2l, so that Proposition
3.1 holds for u′′(s)z − v′′(s)h2 and Θ(h, z, s) given in (3.5).
Corollary 3.3. Let (H) hold.
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(1) There exists a constant c > 0 such that
|∇Ptf |
2(x, y) ≤
c
(t ∧ 1)3
Ptf
2(x, y), f ∈ Bb(R
m+d), t > 0, (x, y) ∈ Rm+d.
(2) If l < 1
2
, then there exists a constant c > 0 such that
|∇Ptf |(x, y) ≤δ
{
Pt(f log f)− (Ptf) log(Ptf)
}
(x, y)
+
cPtf(x, y)
δ(t ∧ 1)4
{
(|x|2 + |y|2)2l + (δ(1 ∧ t)2)4(l−1)/(1−2l)
}
holds for all δ > 0 and positive f ∈ Bb(R
m+d) and (x, y) ∈ Rm+d.
(3) If l = 1
2
, then there exist two constants c, c′ > 0 such that for any t > 0 and δ ≥ t−2ec(1+t),
|∇Ptf |(x, y) ≤ δ
{
Pt(f log f)− (Ptf) logPtf
}
(x, y) +
c′Ptf(x, y)
δ
(
1 + |x|2 + |y|2
)
holds for all positive f ∈ Bb(R
m+d) and (x, y) ∈ Rm+d.
Proof. As observed in the proof of Corollary 3.2, we only have to prove the results for t ∈ (0, 1].
(1) It is easy to see that ηs in the proof of Corollary 3.2 satisfies
(3.15) |σ−1ηs|
2 ≤ c1(t
2 + t−4)|h|2(1 + |Xs(x)|
2 + |Ys(y)|
2)2l
for some constant c1 > 0. Thus, the first assertion follows from (3.12) and Lemma 2.3.
(2) Let (H) hold for some l ∈ (0, 1/2). Then
L(1 + |x|2 + |y|2)2l ≤ c2(1 + |x|
2 + |y|2)2l
holds for some constant c2 > 0. Let (Xs, Ys) = (Xs(x), Ys(y)). By the Itoˆ formula, we have
d(1 + |Xs|
2 + |Ys|
2)2l ≤ 4l(1 + |Xs|
2 + |Ys|
2)2l−1〈Ys, σdBs〉+ c2(1 + |Xs|
2 + |Ys|
2)2lds.
Thus,
d
{
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2l
}
≤ 4le−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2l−1〈Ys, σdBs〉 − e
−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds.
Therefore, for any λ > 0,
Eeλ
∫ t
0
e−(1+c2)s(1+|Xs|2+|Ys|2)2lds
≤ eλ(1+|x|
2+|y|2)2lEe4λl
∫ t
0
e−(1+c2)s(1+|Xs|2+|Ys|2)2l−1〈Ys,σdBs〉
≤ eλ(1+|x|
2+|y|2)2l
{
Ee16λ
2l2‖σ‖2
∫ t
0 e
−2(1+c2)s(1+|Xs|2+|Ys|2)2(2l−1) |Ys|2ds
}1/2
≤ eλ(1+|x|
2+|y|2)2l
{
Ee16λ
2l2‖σ‖2
∫ t
0 e
−(1+c2)s(1+|Xs|2+|Ys|2)4l−1ds
}1/2
.
(3.16)
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On the other hand, since l < 1
2
implies 4l − 1 < 2l, there exists a constant c3 > 0 such that
16λ2l2‖σ‖2r4l−1 ≤ λr2l + c3λ
(3−4l)/(1−2l), r ≥ 0.
Combining this with (3.16) we arrive at
E exp
[
λ
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds
]
≤ exp
[
λ(1 + |x|2 + |y|2)2l +
c3
2
λ(3−4l)/(1−2l)
]
×
(
E exp
[
λ
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds
])1/2
.
As the argument works also for t ∧ τn in place of t, we may assume priorly that the left-hand
side of the above inequality is finite, so that
E exp
[
λ
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds
]
≤ exp
[
2λ(1 + |x|2 + |y|2)2l + c3λ
(3−4l)/(1−2l)
]
.
Letting
λt(δ) =
2c1(t
2 + t−4)
δ2
e(1+c2)t,
and combining the above inequality with (3.14) and (3.15), we arrive at(
|∇Ptf | − δ
{
Pt(f log f)− (Ptf) logPtf
})
(x, y)
≤
δPtf(x, y)
2
logE exp
[
λt(δ)
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds
]
≤ δPtf(x, y)
{
λt(δ)(1 + |x|
2 + |y|2)2l +
c3
2
λt(δ)
(3−4l)/(1−2l)
}
≤
Ptf(x, y)e
c(1+t)
δt4
{
(|x|2 + |y|2)2l + δ4(l−1)/(1−2l)t8(l−1)/(1−2l)
}
(3.17)
for some constant c > 0. This proves the desired estimate for t ∈ (0, 1], and hence for all t > 0
as observed in the proof of Corollary 3.2.
(3) Let (H) hold for l = 1
2
, so that (3.16) reduces to
Eeλ
∫ t
0 e
−(1+c2)s(1+|Xs|2+|Ys|2)ds ≤ eλ(1+|x|
2+|y|2)
{
Ee4λ
2‖σ‖2
∫ t
0 e
−(1+c2)s(1+|Xs|2+|Ys|2)ds
}1/2
.
Taking λ = (2‖σ‖)−2 we obtain
E exp
[
1
4‖σ‖2
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)ds
]
≤ exp
[ 1
4‖σ‖2
(1 + |x|2 + |y|2)
]
.
Obviously, there exists a constant c > 0 such that if δ ≥ t−2ec(1+t) then λt(δ) ≤ (2‖σ‖)
−2 so
that
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(
|∇Ptf | − δ
{
Pt(f log f)− (Ptf) logPtf
})
(x, y)
≤
δPtf(x, y)
2
log
(
E exp
[
1
4‖σ‖2
∫ t
0
e−(1+c2)s(1 + |Xs|
2 + |Ys|
2)2lds
])4‖σ‖2/λt(δ)
≤
δPtf(x, y)
2λt(δ)
(
1 + |x|2 + |y|2
)
≤
c′Ptf(x, y)
δ
(
1 + |x|2 + |y|2
)
holds for some constant c′ > 0.
Example 3.1 (Kinetic Fokker-Planck equation)
Let us consider once again the Example 2.1 introduced previously, and remark that the
result of Corollary 3.3 (1) holds without the first assumption in (H), so that we get a pointwise
version of Villani [17, Th. A.8] under the same type of condition (polynomial growth at most),
and thus recover its L2 bound (constants are however rather difficult to compare).
3.3 A general case
Corollary 3.4. Assume (A). Then there exists a constant c > 0 such that
(3.18) |∇Ptf |
2 ≤ c
( 1
(1 ∧ t)3
+
W
1 ∧ t
)
Ptf
2, f ∈ Bb(R
m+d).
If moreover there exist constants λ,K > 0 and a C2-function W˜ ≥ 1 such that
(3.19) λW ≤ K −
LW˜
W˜
,
then there exist constants c, δ0 > 0 such that
(3.20) |∇Ptf | ≤ δ
{
Pt(f log f)− (Ptf) logPtf
}
+
c
δ
{ 1
(t ∧ 1)3
+
log W˜
(t ∧ 1)2
}
Ptf
holds for f ∈ B+b (R
m+d) and δ ≥ δ0/t.
Proof. Again, it suffices to prove for t ∈ (0, 1]. By (3.5) and taking z ∈ A−1h1 such that
|z| = ‖A−1‖ · |h1|, there exists a constant c > 0 such that
|Λ(h, z, s)| ≤
c
t2
|h|, |Θ(h, z, s)| ≤
c
t
|h|.
So, by (A)
(3.21)
∣∣u′′(s)z − v′′(s)h2 +∇Θ(h,z,s)Z(Xs, Ys)∣∣2 ≤ c
t4
+
c
t2
W (Xs, Ys)
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holds for some constant c > 0. Since W ≥ 1 and EW (Xs, Ys) ≤ e
CsW , this and (3.1) yield that
|∇Ptf |
2 ≤ c1(Ptf
2)
{∫ t
0
|Λ(h, z, s)|2ds+ E
∫ t
0
|Θ(h, z, s)|2W (Xs, Ys)ds
}
≤ c2
( 1
t3
+
W
t
)
Ptf
2
holds for some constants c1, c2 > 0.
Next, it is easy to see that the process
Ms := W˜ (Xs, Ys) exp
[
−
∫ s
0
LW˜
W˜
(Xr, Yr)dr
]
is a local martingale, and thus a supermartingale due to the Fatou lemma. Combining this
with (3.19) and noting that W˜ ≥ 1, we obtain
(3.22) Eeλ
∫ t
0
W (Xs,Ys)ds ≤ eKtEMt ≤ e
KtW˜ .
Then the second assertion follows from (3.2) and (3.21) since for any constant α > 0 there
exists a constant c2 > 0 such that for any δt ≥
√
α/λ,
E exp
[
α
δ2t2
∫ t
0
W (Xs, Ys)ds
]
≤
(
E exp
[
λ
∫ t
0
W (Xs, Ys)ds
])α/(λδ2t2)
.
4 Harnack inequality and applications
The aim of this section is to establish the log-Harnack inequality introduced in [16, 20] and the
Harnack inequality with power due to [18]. Applications of these inequalities to heat kernel
estimates as well as Entropy-cost inequalities can be found in e.g. [16, 20]. We first consider
the general case with assumption (A) then move to the more specific setting with assumption
(H). Again, we only consider the time-homogenous case.
4.1 Harnack inequality under (A)
We first introduce a result, essentially due to [3], that the entropy-gradient estimate (3.2)
implies the Harnack inequality with a power.
Proposition 4.1. Let H be a Hilbert space and P a Markov operator on Bb(H). Let h ∈ H
such that for some δh ∈ (0, 1) and measurable function γh : [δh,∞)×H → (0,∞),
(4.1) |∇hPf | ≤ δ
{
P (f log f)− (Pf) logPf
}
+ γh(δ, ·)Pf, δ ≥ δh
holds for all positive f ∈ Bb(H). Then for any α ≥
1
1−δh
and positive f ∈ Bb(H),
(Pf)α(x) ≤ Pfα(x+ h) exp
[ ∫ 1
0
α
1 + (α− 1)s
γh
( α− 1
1 + (α− 1)s
,x+ sh
)
ds
]
, x ∈ H.
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Proof. Let β(s) = 1 + (α− 1)s. We have α−1
β(s)
≥ δh provided α ≥
1
1−δh
. Then
d
ds
log(Pfβ(s))α/β(s)(x + sh)
=
α(α− 1){P (fβ(s) log fβ(s))− (Pfβ(s)) logPfβ(s)}
β(s)2Pfβ(s)
(x+ sh) +
α∇hPf
β(s)
β(s)Pfβ(s)
(x+ sh)
≥ −
α
β(s)
γh
(α− 1
β(s)
, x+ sh
)
, s ∈ [0, 1].
Then the proof is completed by taking integral over [0, 1] w.r.t. ds.
Below is a consequence of (3.20) and Proposition 4.1.
Corollary 4.2. Let (A) and (3.19) hold. Then there exist constants δ0, c > 0 such that for any
α > 1, t > 0 and positive f ∈ Bb(R
m+d),
(4.2) (Ptf)
α(x) ≤ Ptf
α(x+ h) exp
[
αc|h|2
α− 1
(
1
(1 ∧ t)3
+
∫ 1
0
log W˜ (x+ sh)ds
(1 ∧ t)2
)]
holds for x, h ∈ Rm+d with |h| < δ0t.
Proof. By (3.20),
|∇hPtf | ≤ δ|h|
{
Pt(f log f)− (Ptf) logPtf
}
+
c
δ
{ 1
(t ∧ 1)3
+
log W˜
(t ∧ 1)2
}
Ptf
holds for δ ≥ δ0/t. Thus, (4.1) holds for P = Pt and
δh = δ0|h|/t, γh(δ,x) =
c|h|2
δ
( 1
t3
+
log W˜ (x)
t2
)
.
Therefore, the desired Harnack inequality follows from Proposition 4.1.
To derive the log-Harnack inequality, we need the following slightly stronger condition than
the second one in (A): there exists an increasing function U on [0,∞) such that
(4.3) |Z(x)− Z(y)|2 ≤ |x− y|2
{
U(|x− y|) + λW (y)
}
, x,y ∈ Rm+d.
Theorem 4.3. Assume (A) such that (4.3) holds. Then there exists a constant c > 0 such
that
Pt log f(x)− logPtf(y) ≤ c|x− y|
2
{
1
(1 ∧ t)3
+
U((1 ∨ t−1)|x− y|) +W (y)
t ∧ 1
}
holds for any t > 0, positive function f ∈ Bb(R
m+d), and x,y ∈ Rm+d.
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Proof. Again as in the proof of Corollary 3.2, it suffices to prove for t ∈ (0, 1]. Let x = (x, y)
and y = (x˜, y˜). We will make use of the coupling constructed in the proof of Theorem 2.2
for ε = 1, h = (x − x˜, y − y˜) and (u, v) being in (3.3). We have (Xt, Yt) = (X
1
t , Y
1
t ), and
(X1s , Y
1
s )s∈[0,t] is generated by L under the probability Q1 = R
1
tP. So, by the Young inequality
(see [3, Lemma 2.4]), we have
Pt log f(x˜, y˜) = E
(
R1t log f(X
1
t , Y
1
t )
)
= E
(
R1t log f(Xt, Yt)
)
≤ E(R1t logR
1
t ) + logEf(Xt, Yt) = logPtf(x, y) + E(R
1
t logR
1
t ).
Combining this with (2.11) we arrive at
(4.4) Pt log f(x˜, y˜)− logPtf(x, y) ≤
1
2
EQ1
∫ t
0
|σ−1ξ1s |
2ds.
Taking z such that |z| ≤ ‖A−1‖ · |h1|, we obtain from (2.9), (4.3), (3.3) and (3.4) that
|σ−1ξ1s |
2 ≤
{
|Λ(h, z, s)|2 + |Θ(h, z, s)|2
(
U(|Θ(h, z, s)|) + λW (X1s , Y
1
s )
)}
≤ c|h|2
{ 1
t4
+
U(|h|/t) +W (X1s , Y
2
s )
t2
}
.
Combining this with (4.4) and noting that LW ≤ CW implies EQ1W (X
1
s , Y
1
s ) ≤ e
CsW (x˜, y˜)
for s ∈ [0, t], we complete the proof.
We conclude this part, we come back to Example 2.1 for the kinetic Fokker-Planck equation.
Example 4.1 In Example 2.1 let e.g. V (x) = (1 + |x|2)l. Then (A) and (4.3) holds for
W (x, y) = exp[2V (x) + |y|2] and U(r) = cr2[(2l−1)∨1] for some constant c > 0. Therefore,
Theorem 4.3 applies.
Next, for the gradient-entropy inequality (3.20) and (4.2), let us consider for simplicity that
m = d = 1 and V (x) = x3:
(4.5)
{
dXt = Ytdt,
dYt = dBt − (Xt)
3dt− Ytdt.
In this case we have Z(x, y) = −x3 − y, so that
|Z(x, y)− Z(x˜, y˜)|2 ≤ c(|x− x˜|2 + |y − y˜|2)(1 + x4 + x˜4).
Next, let W (x, y) = 1 + 1
2
x4 + y2. We have
LW (x, y) = 2yx3 + 1− 2x3y − 2y2 = 1− 2y2 ≤W (x, y).
Thus, (3.18) holds for U = 0. Moreover, following the line of in [25, 4, 8], consider w(x, y) =
a
(
1
2
x4 + y2) + bxy for some well chosen constant a, b and putting W˜ (x, y) = exp(w− inf w), we
have
−
LW˜
W˜
≥ αW −K
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for some constants α,K > 0. Indeed,
LW˜
W˜
(x, y) = L log W˜ (x, y)−
1
2
|∂y log W˜ |
2(x, y)
= a + 2a2y2 − 2ax3y − bx4 − 2ay2 − bxy + 2ax3y + by
≤ a+ (2a2 − 2a + b(1 + ε/2))y2 − bx4 + bx2/(2ε)
≤ K − α(1 + y2 + x4)
holds for some constants α,K > 0 by taking a, b, ε > 0 such that 2a2 − 2a + b(1 + ε/2) < 0.
Therefore, (3.19) holds for some λ,K > 0 so that (3.20) and (4.2) hold.
4.2 Harnack inequality under assumption (H)
As shown in [3], the derivative estimate (3.9) will enable us to prove an Harnack inequality
with a power in the sense of [18]. More precisely, we have the following result.
Theorem 4.4. Let (3.6) hold and let Φt be in (3.7). Then for any t > 0, α > 1 and positive
function f ∈ Bb(R
m+d),
(4.6) (Ptf)
α(x, y) ≤ (Ptf
α)(x˜, y˜) exp
[ α
α− 1
Φt(|x− x˜|, |y − y˜|)
]
, (x, y), (x˜, y˜) ∈ Rm+d
holds. Consequently,
(4.7) Pt log f(x, y) ≤ logPtf(x˜, y˜) + Φt(|x− x˜|, |y − y˜|), (x, y), (x˜, y˜) ∈ R
m+d.
Proof. It is easy to see that (4.6) follows from (3.9) and Proposition 4.1. Next, according to
[20, Proposition 2.2], (4.7) follows from (4.6) since Rm+d is a length space under the metric
ρ((x, y), (x˜, y˜)) :=
√
Φt(|x− x˜|, |y − y˜|).
So, (4.6) implies (4.7).
The next result extends Theorem 4.4 to unbounded ∇Z.
Theorem 4.5. Assume (H). Then there exists a constant c > 0 such that for any t > 0 and
positive f ∈ Bb(R
m+d),
Pt log f(y)− logPtf(x)
≤ |x− y|2
{ c
(1 ∧ t)3
+
c
(1 ∧ t)2l
(
1 + |x|+ |y|
)4l}(4.8)
holds for x,y ∈ Rm+d. If (H) holds for some l < 1
2
, then there exists a constant c > 0 such that
(Ptf)
α(x) ≤ (Ptf
α)(y)
× exp
[ αc|x− y|2
(α− 1)(1 ∧ t)4
{
(|x| ∨ |y|)4l +
(
(α− 1)(1 ∧ t)2
)4(l−1)/(1−2l)}](4.9)
holds for all t > 0, α > 1,x,y ∈ Rm+d and positive f ∈ Bb(R
m+d).
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Proof. (4.8) follows from Theorem 4.3 since in this case (A) and (4.3) hold for W (x) =
(1 + |x|2)2l and U(r) = cr2l for some λ, c > 0; while (4.9) follows from Corollary 3.3(2) and
Proposition 4.1.
According to [20, Proposition 2.4], we have the following consequence of Theorems 4.4 and
4.5.
Corollary 4.6. Let pt be the transition density of Pt w.r.t. some σ-finite measure µ equivalent
to the Lebesgue measure on Rm+d. Let Φt be in Theorem 4.4.
(1) (3.6) implies∫
Rm+d
(
pt((x, y), z)
pt((x˜, y˜), z)
)1/(α−1)
pt((x, y), z)µ(dz) ≤ exp
[
α
(α− 1)2
Φt(|x˜− x|, |y˜ − y|)
]
,∫
Rm+d
pt((x, y), z) log
pt((x, y), z)
pt((x˜, y˜), z)
µ(dz) ≤ Φt(|x˜− x|, |y˜ − y|).
for any t > 0 and (x, y), (x˜, y˜) ∈ Rm+d.
(2) If (H) holds for some l ∈ (0, 1
2
), then there exists a constant c > 0 such that
∫
Rm+d
(
pt(x, z)
pt(y, z)
)1/(α−1)
pt(x, z)µ(dz)
≤ exp
[
αc|x− y|2
(α− 1)2(1 ∧ t)4
{
(|x| ∨ |y)4l +
(
(α− 1)(1 ∧ t)2
)4(l−1)/(1−2l)}]
holds for all t > 0 and x,y ∈ Rm+d.
(3) If (H) holds then there exists a constant c > 0 such that∫
Rm+d
pt(x, z) log
pt(x, z)
pt(y, z)
µ(dz)
≤ |x− y|2
{ c
(1 ∧ t)3
+
c
(1 ∧ t)2l
(
1 + |x|+ |y|
)4l}
holds for all t > 0 and x,y ∈ Rm+d.
Next, for two probability measures µ and ν, let C (ν, µ) be the class of their couplings, i.e.
pi ∈ C (ν, µ) if pi is a probability meadsure on Rm+d × Rm+d such that pi(Rm+d × ·) = µ(·) and
pi(·×Rm+d) = ν(·). Then according to the proof of [16, Corollary 1.2(3)], Theorems 4.4 and 4.5
also imply the following entropy-cost inequalities. Recall that for any non-negative symmetric
measurable function c on Rm+d × Rm+d, and for any two probability measures µ, ν on Rm+d,
we call
Wc(ν, µ) := inf
pi∈C (ν,µ)
∫
Rm+d×Rm+d
c(x,y) dpi(dx, dy)
the transportation-cost between these two distributions induced by the cost function c, where
C (ν, µ) is the set of all couplings of ν and µ.
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Corollary 4.7. Let Pt have an invariant probability measure µ, and let P
∗ be the adjoint
operator of P in L2(µ).
(1) If (3.6) holds then
(4.10) µ(P ∗t f logP
∗
t f) ≤Wct(fµ, µ), t > 0, f ≥ 0, µ(f) = 1,
where ct(x, y; x˜, y˜) = Φt(|x˜− x|, |y˜ − y|).
(2) If (H) holds, then there exists c > 0 such that (4.10) holds for
ct(x,y) = |x− y|
2
{ c
(1 ∧ t)3
+
c
(1 ∧ t)2l
(
1 + |x|+ |y|
)4l}
.
Remark 4.1
(I) Recall that the Pinsker inequality says that for any two probability measures µ, ν on a
measurable space, the total variation norm of u − v is dominated by the square root of
twice relative entropy of ν w.r.t. µ. Combining this inequality with (1) of Corollary 4.6,
assuming thus ‖∇Z‖∞ <∞, we get
‖Pt((x, y), ·)− Pt((x˜, y˜), ·)‖TV ≤
√
2Φt(|x˜− x|, |y˜ − y|),
which may be useful as an alternative to small set evaluation in Meyn-Tweedie’s approach
for convergence to equilibrium for the kinetic Fokker-Planck equation.
(II) Using Villani’s result [17, Th.39] in the kinetic Fokker Planck case which asserts that if
|∇2V | is bounded and µ as a product measure satisfies a logarithmic Sobolev inequality,
then there is an exponential convergence towards equilibrium in entropy, so that
µ(P ∗s f logP
∗
s f) ≤ Ce
−Ksµ(P ∗1 f logP
∗
1 f), f ≥ 0, µ(f) = 1, s ≥ 1
holds for some constant C > 0. Combining this with Talagrand inequality implied by the
logarithmic Sobolev inequality (see [13]) and using Corollary 4.7(1), we get
W 22 (Psfµ, µ) ≤ C
′e−KsW 22 (fµ, µ), f ≥ 0, µ(f) = 1, s ≥ 1
for some constant C ′ > 0, where W 22 = Wc for c(x;y) := |x − y|
2. This generalizes the
exponential convergence in Wasserstein distance derived in [6] for the non interacting
case.
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