ABSTRACT Fog computing is an extension of cloud computing and enables computing directly at the edge of the network. In fog computing paradigm, the fog nodes reside between smart end devices and the cloud. Benefiting from the structure of fog computing, fog computing can provide services with low latency, location awareness, and mobility. Since the fog nodes are not as powerful as the cloud, resource allocation techniques are usually adapted to optimize the utilization of the resources of fog nodes. However, the current resource allocation techniques are not privacy-preserving, i.e., an attacker can easily find end devices' sensitive information. In this paper, we propose a privacy-preserving resource allocation scheme for fog computing. The new proposal has constant message expansion, and it is secure against both an eavesdropper and a smart gateway that is employed to perform the resource allocation algorithm. Our scheme is also robust, since it achieves a full key compromise resistance which guarantees that even if the private keys of all the fog nodes in a fog system are corrupted the scheme remains secure.
I. INTRODUCTION
Internet of Things (IoT) is a framework that enables efficient message exchanges between various end devices (e.g., intelligent manufacturing equipments, intelligent vehicles, smart phones) and controllers [1] - [3] . In industries, IoT has promising applications in industrial automation, safer mining production, food supply chain, transportation, smart grid etc. [4] - [7] . With the rapid development of IoT, tremendous data is generated by various IoT devices everyday [8] . Cloud computing [9] is a promising platform to process the data generated by those IoT devices, since it has powerful enough computational and storage capabilities. However, the quality of cloud service will be affected by various factors, such as the stability of the connection between a device and the cloud. At the same time, latency sensitive services require real-time response. To address the above issues, fog computing is introduced [1] , [10] , [11] . In fog computing, fog nodes (e.g., access points, smart gateways and edge routers) reside between end devices and the cloud. Low latency services can be easily handled, since fog computing is implemented at the edge of the network. In addition to low latency, fog computing may also have the advantage of location awareness and mobility [12] .
Typically, a fog node is an edge device with limited computational and storage capabilities. This is quite different from the cloud which is usually considered as a powerful enough entity. Resource allocation technique [13] , [14] for fog computing enables a group of fog nodes to cooperate with each other and optimize the utilization of fog nodes. In such a resource allocation system, an entity (e.g., a smart fog gateway) is usually employed to forward different types of data to suitable host(s) (the cloud or fog node(s)) [15] . For instance, on receiving a message (task), the gateway will forward it to the most suitable host(s) for execution.
To realize different optimization goals (i.e., resource allocation), various factors (e.g., type of the service requested, time sensitivity, computational complexity) should be considered by the gateway to make a decision. For instance, in [18] , a novel optimization strategy for path selection in Internet of Vehicles is proposed. In their scheme, both safety factors and computational cost should be taken into consideration. To realize such a system, the task data has to be attached with meta-data which defines the required factors (e.g., type of the service requested, time sensitivity, computational complexity). For instance, the topic address in meta-data [19] will specify what kind of service is requesting; the time sensitivity will point out whether this task requires real-time response; the computational complexity will imply whether this task requires high computing resources.
Meta-data without any protection will expose end devices' private information. For instance, an attacker may learn what kind of service an end device is requesting. A trivial way to enable privacy-preserving resource allocation in fog computing is to use mature cryptographic tools. For instance, an end device may encrypt the meta-data under the public key of the gateway and then send the encrypted meta-data to the gateway. Obviously, an eavesdropper will no longer have the access to the meta-data. However, by using this method, the gateway may still learn all the meta-data. If the gateway is malicious or corrupted, end devices' private information will be leaked. Hence, it is desirable to design a privacy-preserving resource allocation scheme that is secure even against the gateway. That is, the gateway is able to check whether a specific factor is contained in the received meta-data or not, without learning the content of the meta-data.
In recent rears, only a few resource allocation techniques have been proposed for fog computing [12] , [14] - [17] , [20] - [24] . Among them, a promising solution for resource allocation in fog computing is to use smart gateways. The concept of smart gateway [15] was introduced to improve the utilization of network and fog/cloud resources. The data collected by an end device will be transmitted to a smart gateway for preprocessing, e.g., data filtering, service monitoring and management, and resource allocation. Aazam and Huh [15] used a smart gateway for data processing management. The gateway is responsible for deciding whether data to be processed should be sent to a cloud or a fog node. Furthermore, the gateway may also process the data itself.
There are also several schemes address the privacy issues in fog computing. In [25] , a fog node (a.k.a. cloudlet) is used to provide efficient and privacy-preserving electronic medical data sharing. Liu et al. [26] considered privacy-preserving disease prediction in fog and cloud computing. Liu et al. [27] proposed a privacy-preserving outsourced calculation toolkit which allows the cloud/fog node to perform computation on outsourced data. We note that, all the above solutions for resource allocation in fog computing do not consider meta-data privacy.
A. OUR CONTRIBUTION
To the best of our knowledge, there is no privacy-preserving resource allocation scheme that considers meta-data privacy in fog computing. In this paper, we propose a privacy-preserving resource allocation scheme for fog computing by introducing a new security tool called contributory public key searchable encryption (CPKSE).
Our scheme allows a group of fog nodes (who need to deal with tasks in a cooperative manner) interactive with each other to generate a group public key and form a fog system. Each fog node in the fog system then may generate a set of partial trapdoors by using our CPKSE and send it to the gateway. Each partial trapdoor is corresponding to a legal keyword (i.e., a factor defined in meta-data). Then the gateway may generate a full trapdoor by using the partial trapdoors corresponding to the same (legal) keyword form the fog nodes. In our scheme, a piece of encrypted meta-data generated by an end device may consist of one or several keywords encrypted under the group public key. To realize resource allocation, an end device generates and sends the encrypted meta-data (together with the original data) to the gateway. With the full trapdoors, the gateway is able to determine which trapdoor(s) are corresponding to the encrypted keyword(s) in the encrypted meta-data received, and then performs the resource allocation task. Since the keyword(s)/factor(s) defined in the encrypted meta-data is(are) not revealed to the outsiders and the gateway, the privacy of the end device is protected.
Besides the privacy of the end devices, our proposed construction is also robust, i.e., it satisfies the property of full key compromise resistance. The property means that even if the private keys of all the fog nodes in the fog system are corrupted, an attacker is not able to extract any information from meta-data. We also propose a formal security model to define the security of our scheme. The new model captures the privacy protection and full key compromise resistance properties. The security of our scheme is analyzed in the proposed model. Finally, we also show the efficiency of our scheme by several experiments.
B. PAPER ORGANIZATION
The rest of the paper is organized as follows. Section II is the background. We propose our scheme in Section III. Section IV analyzes the security of the proposed scheme. Section V evaluates the performance of our scheme. Section VI is the conclusion.
II. BACKGROUND A. SYSTEM ARCHITECTURE
As shown in Figure 1 , the system consists of five types of entities: trusted authority (TA), end devices, smart gateway, fog nodes and cloud.
• The TA is a fully trusted entity. It is used to generate the system parameters and issue private keys for the fog nodes.
• End devices have limited computational power and storage memory. The end devices are fog users who will send various tasks to fog nodes.
• On receiving a task, the smart gateway will forward the task to a proper fog node or several fog nodes or the cloud. In this paper, the gateway is assumed to be powerful and semi-trusted, i.e., curious but honest. It will deal with the tasks honestly, and will also try to violate the privacy of end devices. VOLUME 6, 2018 FIGURE 1. System Architecture.
• The fog nodes are implemented through a variety of edge devices. These end devices are equipped with limited computation/storage capability. Generally, the fog nodes will deal with different tasks in an cooperative manner.
• The cloud provides services with powerful enough computational and storage resources. The cloud is responsible for the tasks that are not time sensitive or require a powerful enough execution environment.
B. DESIGN GOALS
In a privacy-preserving resource allocation scheme for fog computing, an attacker could be a gateway and/or an eavesdropper. Our design goals can be summarized as the following: 1) User privacy: For a gateway, it requires that the gateway should be able to check whether a piece of encrypted meta-data contains a legal keyword without learning the contents in the meta-data. For an eavesdropper, it requires that the eavesdropper cannot distinguish whether two encrypted keywords contains the same keyword. A more formal definition is called indistinguishability. It guarantees that, given an encryption of a keyword randomly chosen between two keywords given by an attacker, the attacker cannot distinguish whether the encrypted keyword is corresponding to the first or second keyword. 2) Full key compromise resistance: An attacker cannot violate user privacy, even if the private keys of all the fog nodes in the system are corrupted by an attacker. 3) Constant message expansion: The encrypted keyword corresponding to a keyword should not grow with the number of fog nodes.
C. SEARCHABLE ENCRYPTION
Searchable encryption is a cryptographic primitive that allows a user (who has the trapdoor) to search encrypted data (i.e., encrypted keyword in this paper) without leaking the content of the data. Symmetric searchable encryption (SSE) [28] and public key encryption with keyword search (PEKS) [29] are two branches of searchable encryption. SSE requires a secret key shared between a sender and a trapdoor generator. PEKS enables anyone who has the knowledge of the public key of an entity (fog node in this paper) to produce encrypted keywords. The entity may generate trapdoors corresponding to the keywords using its private key. Using SSE and PEKS, we may achieve user privacy against malicious gateways. However, who will generate a trapdoor is the key problem in SSE/PEKS-based resource allocation schemes for fog computing.
In a cooperative fog system, usually, the fog nodes in the system should decide what kind of information can be leaked to the gateway. It means that the fog nodes should generate a trapdoor in an cooperative manner. Searchable encryption scheme for multiple receivers (fog nodes in this paper) [30] is a tool to solve the problem. However, in current searchable encryption schemes for multiple receivers, if an attacker corrupts one of the receivers, he is able to generate any trapdoor and hence recover the keyword. Although threshold schemes [31] have been proposed to overcome this drawback, these schemes have long ciphertext (i.e., encrypted keyword) size (the ciphertext corresponding to a keyword grows linearly with the number of fog nodes). In this paper, we introduce a new notion called contributory public key searchable encryption (CPKSE) to deal with the resource allocation problem in fog computing.
D. IDENTITY-BASED CRYPTOSYSTEM
Our scheme is designed in identity-based cryptosystem [32] , [33] which aims to eliminate the certificate management problem is traditional PKI based system. In our scheme, the public key of a fog node is just its identity. Therefore, there is no need to manage a complicated certificate management system to update and revoke certificates etc.
III. PROPOSED SCHEME A. HIGH LEVEL DESCRIPTION
As illustrated in Figure 2 , our proposed scheme consists of following six phases:
• Initialization: The TA generates a master secret and a list of system parameters. The master secret will be used in the next phase. The system parameters are published.
• Registration: In this phase, each fog node in the system need to be enrolled by the TA. On receiving a registration request from the fog node with identity ID i , the TA generates a private key based on this identity using the master secret.
• Group Generation: Suppose a group of fog nodes with identities ID 1 , ..., ID k want to form a fog system. The fog nodes in the group interactive with each other to generate a group public key. The group public key is then published.
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• Keyword Generation: In this phase, the fog system securely generates a list of keywords for an end device or a group of end devices that want to use the fog system.
• Message Encapsulation: Any end device that has the knowledge of the group public key is able to generate encrypted meta-data which may consist of one or several keywords encrypted under the group public key of the fog system. The encrypted meta-data is send to the gateway together with the task data.
• Test Authorization: To authorize a gateway the permission of testing a keyword m (i.e., a specific factor defined in meta-data), each fog node in the group with identity ID i generates a partial trapdoor on m. On receiving the partial trapdoors generated by all the fog nodes in the group, the gateway is able to generate the final trapdoor.
• Resource allocation: On receiving encrypted meta-data, the gateway is able to run a Test algorithm to determine whether a legal keyword is in the encrypted meta-data. However, the gateway cannot learn the content of the keyword. The gateway will then perform resource allocation based on the test result.
We note that the first six phases and the Test algorithm is the last phase form our CPKSE scheme.
B. THE PROPOSAL
Our scheme is implemented with bilinear maps [34] , [35] . Let G 1 and G 2 be two multiplicative groups of prime order q, and g be a generator of G 1 . A mapê : G 1 × G 1 → G 2 is called a bilinear map if it satisfies 1) Bilinearity:ê(g β , g γ ) = e(g, g) βγ for all β, γ ∈ Z * q . 2) Non-degeneracy: There exists u, v ∈ G 1 such thatê(u, v) = 1. 3) Computability: There exists an efficient algorithm to computeê(u, v) for any u, v ∈ G 1 . The construction comes as follows.
• Initialization: On input a security parameter , the TA chooses two cyclic multiplicative groups G 1 and G 2 with prime order q, where G 1 is generated by g and there exists a bilinear mapê :
The TA randomly selects η ∈ Z * q as the system master secret, computes y = g η , chooses cryptographic hash functions
• Registration: Each fog node needs to be enrolled by the TA to obtain its private key. For a fog node with identity ID i ∈ {0, 1} * , the TA generates the private key for the fog node as follows:
2) Output the private key s i = f η i .
• Group Generation: Assume a group of fog nodes with identities ID 1 , ..., ID k decide to establish a fog system. This phase allows them to generate a group public key. The fog nodes first negotiate an unique group ID
Then the fog nodes does the following: 1) For 1 ≤ i ≤ k, the i-th fog node with identity ID i chooses a random α i ∈ Z * q and computes u i = g α i . u i is sent to other fog nodes via an authenticated channel.
2) Each fog node is able to compute and publish the group public key E = (u, ), where
• Keyword Generation: In this phase, a list of keywords is generated by the fog system, and sent to an end device or a group of end devices that want to use the fog system through a secure channel. To resistant the keyword guessing attack, we may choose a random string as a keyword. The end device(s) and the fog system have to record the corresponding relations between the keyword and a required factor.
• Message Encapsulation: An end device may send encrypted meta-data with the task data to the gateway. For a keyword m in the meta-data, an end device selects β ∈ Z * q , computes the encrypted keyword (a, b), where
• Test Authorization: Let the keywords generated by the fog system for an end device or a group of end devices be (m 1 , ..., m n ). To authorize a gateway the permission to test a keyword m l , l ∈ {1, ..., n}, the i-th fog node in the group with GID = ID 1 ||ID 2 || . . . ||ID k ||serial number computes the partial trapdoor
and sends v i , tag i to the gateway via a secret channel, where tag ∈ {0, 1}. If tag = 0, it denotes that the i-th fog node is unwilling to perform the task defined by m; else if tag = 1, it denotes that the node is willing to perform the task defined by m. On receiving {v i , tag i } 1≤i≤k , the gateway computes
T m l is the trapdoor for testing whether an piece of encrypted meta-data intended for the group with group ID GID contains a keyword m l . We note that the fog nodes may issue a pool of trapdoors corresponding to different keywords for the gateway. A keyword is able to specify whether the task data is time sensitive, need high computation/storage resource, or belong to a specific topic address, and so on.
• Resource Allocation: Let (a j , b j ) be an encrypted keyword in encrypted meta-data. The gateway with trapdoor T m l runs following Test algorithm
If the equation holds, the gateway learns that a legal keyword m l is contained in the encrypted meta-data; otherwise m l is not contained in the encrypted meta-data. After testing all the keywords in the encrypted metadata, then the gateway may perform resource allocation based on the tags corresponding to the trapdoor. We note that if none of the fog nodes is willing to perform the task, then the task is sent to the cloud.
IV. SECURITY ANALYSIS
In the section, we first define the security model for our resource allocation scheme. In particular, our model capture the properties of user privacy and full key compromise resistance. Then we show that our proposal is secure in this model.
A. SECURITY MODEL
As discussed in Section II-B, an adversary could be a gateway or an eavesdropper. In the following, we say an adversary is a type I adversary, if the adversary is a gateway; otherwise, if an adversary is an eavesdropper, then we say the adversary is a type II adversary. Obviously, our scheme should be secure against both types of adversaries. In the following, we propose two games to define the security of our scheme. Game 1 is illustrated in Table 1 . It captures the behaviors of a type I adversary. The game runs between a challenger CH and a type I adversary A. CH will simulate the real environment for A. A will try to learn the content in encrypted meta-data. The game has following three phases: Initial: It is corresponding to our Initialization phase. CH generates the master-secret and the system parameters, then sends the system parameters to A. Training: A can perform a polynomially bounded number of following types of queries in an adaptive manner.
• Private key query: It is corresponding to the Registration phase. A can request the private key of a fog node with identity ID i . In response, CH outputs the private key corresponding to ID i . This query is used to model the full key compromise resistance property of our scheme.
A is allowed to obtain the private keys of all the fog nodes in the system.
• Group public key query: It is corresponding to the Group Generation phase. A can request the group public key corresponding to a group of fog nodes. On receiving such a query, CH returns the group public key corresponding to the group.
• Trapdoor query: It is corresponding to the Test Authorization phase. A can request the trapdoor of a keyword m corresponding to a designated group. On receiving such a query, CH returns the trapdoor corresponding to m. We note that the Keyword Generation and Resource Allocation phases will not influence the security of our scheme and can be performed as in the real world. Therefore, in the security model will not define the queries corresponding to these two phases. Output: A chooses a group ID GID * and sends GID * to CH. CH randomly chooses a keyword m * , encrypts m * to generate a trapdoor T m * . T m * is sent to A. A wins the game if he can decrypt T m * correctly, i.e., m * = m * . We say our scheme is secure against a type I adversary, if for any probabilistic polynomial time adversary A, the advantage for A to win the above game is negligible. A's advantage is defined to be
Game 2 is illustrated in Table 2 and captures the behaviors of a type II adversary. The game runs between a challenger CH and a type II adversary A. CH will simulate the real environment for A. A will try to distinguish whether two encrypted keywords contains the same keyword. The game has following three phases: Initial: It is corresponding to our Initialization phase. CH generates the master-secret and the system parameters, then sends the system parameters to the adversary A. Training: A can perform a polynomially bounded number of following types of queries in an adaptive manner.
• Trapdoor query: It is corresponding to the Test Authorization phase. A can request the trapdoor of a keyword m corresponding to a designated group. On receiving such a query, CH returns the trapdoor corresponding to m.
Similar to game 1, we will not define the queries corresponding to Keyword Generation and Resource Allocation phases. Output: A chooses two keywords m 0 , m 1 and a group ID GID * . m 0 , m 1 , GID * are sent to CH. It requires that the trapdoor of m 0 and m 1 corresponding to group GID * have not been queried. However, we allow A to corrupt all the fog nodes in the group corresponding to GID * . In response, CH randomly chooses ξ ∈ {0, 1}, encrypts m ξ under the group public key GID * to obtain an encrypted keyword C * . C * is sent to A. Finally, A outputs its guess ξ ∈ {0, 1}. We say our scheme is secure against a type II adversary if A's advantage
is negligible.
B. SECURITY RESULT
The security of our scheme is based on the one-way property of the hash function [36] and the Bilinear Diffie-Hellman (BDH) assumption [29] . The latter is briefly reviewed next.
BDH Assumption: Let B be an algorithm which has advantage
in solving the BDH problem. The BDH assumption states that Adv(B) is negligible for any polynomial-time algorithm B. Theorem 1: Suppose A is an type I adversary and wins the game in Section IV-A with advantage Adv(A) in time τ . Then there exists an algorithm to break the one-way property of the hash function. Proof. Let CH be a challenger, A be a type I adversary who can win game 1 defined in Section IV-A. In the following, we show that if A can violate the user privacy property then CH can use A to break the one-way property of the hash function which is assumed to be hard. Initial: CH first runs our Initialization to generate the system master-secret and the system parameters. The system parameters are sent to A. Training: CH answers A's queries defined in Section IV-A as in the real world. For instance, if a private key query is asked, then CH answers this query by using the algorithm in our Registration. Output: At some point, A chooses a group id GID * corresponding to L * ID = {ID * 1 , ..., ID * x } and E * = (u * , * ) and sends (GID * , E * ) to CH. CH randomly chooses a message m * and sets w * to be the trapdoor corresponding to m * , where w * is randomly chosen from G 1 . Finally, A outputs his guess m * . A wins the game if m * = m * . In other word, if A break our scheme, then he has to break the one-way property of the hash function which is assumed to be hard.
Theorem 2: Suppose a type II adversary A who asks q 3 queries to H 3 , q t queries to Trapdoor with maximal group size N , and wins game 2 defined in Section IV-A with advantage Adv(A) in time τ . Then there exists an algorithm to solve the BDH problem with advantage
Proof: Let CH be a challenger, A be a type II adversary who can win game 2 defined in Section IV-A. In the following, we show that if A can break our scheme, then CH can use A to solve the BDH problem (i.e., given (g, g θ 1 , g θ 2 , g θ 3 )
to compute e(g, g) θ 1 θ 2 θ 3 ) which is assumed to be hard. Initial: CH sets y = g θ 1 , then selects the system parameters param = (G 1 , G 2 ,ê, g, y, H 1 , H 2 , H 3 ) , and gives param to A. Assume at most L fog nodes can be enrolled by the TA. When the i-th fog node is first initialize, CH flips a coin coin i that yields 1 with probability δ and 0 with probability 1 − δ. For the i-th fog node, we assume the identity of the node is ID i . • Else, pick a random • Else flip a coin H 2 coin i that yields 1 with probability δ and 0 with probability 1 − δ, randomly select ν i ∈ Z * q and do the following: 
q and does the following: 
as the answer of the BDH problem. Next, we show the probability for CH to get the right solution of the BDH problem. If CH does not abort, then A cannot find any inconsistency between the simulation and the real world. Hence, Pr[ξ = ξ ] ≥ Adv(A). It is easy to see that CH will abort if Event 1 happens. It can be seen that
Next we show the probability for CH to output the solution of the BDH problem. For CH to solve the BDH problem, it requires that coin * l = 1 for an index l ∈ [1, x] and H 2 coin * ξ = 1. It is easy to see that the probability is at least N δ 2 . Overall, we have the probability for CH to solve the BDH problem is 
V. PERFORMANCE EVALUATION
In this section, we evaluate the efficiency of our scheme by using cryptographic library MIRACL [37] . The simulations were performed on a Linux machine using an Intel Core i7-4790 at a frequency of 3.6 GHz. We selected an SSP curve with 80 bits security level. To the best of our knowledge, there is no privacy-preserving resource allocation considers that considers meta-data privacy in fog computing. In particular, our scheme considers the security requirements specified in Section II-B for the first time. Therefore, we only evaluate the efficiency of the proposed scheme. Further, in the following, we will only evaluate the efficiency of our Message Encapsulation phase and the efficiency of the Test algorithm in our Resource Allocation phase, since other phases only need to be performed once. Figure 3 shows the efficiency of our Message Encapsulation phase. As shown in Figure 3 , the computational cost grows linearly as the number of keywords to be encrypted grows. For a single keyword, the execution time is about 1.55 ms. Usually, only several encrypted keywords will be included in encrypted meta-data. Thus, the total execution time to generated encrypted meta-data will not be large. Figure 4 shows the execution time of the Test algorithm in our Resource Allocation phase in the worst case. As discussed above, usually, only several encrypted keywords will be included in encrypted meta-data. Therefore, in our simulation, we assume the number of encrypted keywords in encrypted meta-data ranges form 1 to 10. Further, typically, an end device will only allow a smart gateway to search for a limited number of keywords. In our simulation, the number of trapdoors issued to a gateway is chosen from 1 to 100.
VI. CONCLUSION
Resource allocation is one of the key techniques to optimize the utilization of the resources of fog nodes. In this paper, we have investigated the security challenges in existing resource allocation techniques for fog computing and proposed a concrete privacy-preserving resource allocation scheme for fog computing. Formal security analysis have showed that our scheme satisfies user privacy and full key compromise resistance. Besides, our scheme has constant message expansion.
