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Resumo. As recnologias ópricas rêm desempenhado um papel de crescenre im-
porrância 1ws grandes backbones da i11terner. En tretanro, a esrruturação da 
rede ainda rejlere tecnologias desenvolvidas para a transmissão de voz, o que 
explica a atua/tendência de imegração do nfvel/P direrame111e sobre a piara· 
fo rma óprica, removendo camadas como o ATM e SDHISONET. Essa in reg ração 
rraz consigo inúmeros desafios e dificuldades. O presenre arrigo irá apresenrar e 
criticar proposras de soluções para um desres problemas, mais especijicameme 
o de roteamenro IP em redes ópricas. 
1. Introdução 
É bas tante plausível assumir que a estruturação futura da rede mundial de computa-
dores será baseada na integração de redes ópticas com tecnologias baseadas no IP. 
Entretanto, até agora, essas tecnologias ainda oferecem problemas significati vos de 
integração. Enquanto que as tecnologias IP foram desenvol vidas tendo em vista a trans-
missão de dados, as tecnologias ópticas, como o SDHISONET (Synchronous Digital 
Hierarchy/Sync/uv nous Optical NETwork ), foram pensadas para fac ilitar a transmissão 
de voz. O que se percebe atualmente é a necess idade de uma unificação que pennita a 
diversificação e diferenciação dos serviços oferecidos via rede, de preferência de modo 
a utilizar a imensa largura de banda disponibili zada pelas redes ópticas. Para que a 
utili zação de IP diretamente sobre a plataforma óptica seja poss ível, será preciso resol-
ver alguns problemas que emergem da remoção das camadas intermediári as comumente 
utili zadas, como as camadas ATM e SDH/SONET. Este trabalho irá focar um desses pro-
blemas , o do roteamento de tráfego I P em plataformas ópticas. 
2. Caracterização do problema 
Em redes ópticas, é aceitável assumir que o roteamento baseado na comutação de data-
gramas se mostre impraticável [Ghani , 2000]. Isso se deve ao fato de que os datagramas 
(ex: pacotes IP) devem ser roteados hop by hop em cada nó por onde passam, seguindo 
um modelo srore-and-forward. Tendo em vista as dificuldades de se implementar buffers 
ópticos 1, esse modelo é de difícil adaptação para tecnologias não-elétri cas. 
Atualmente, a solução utili zada em redes ópticas é trafegar IP sobre uma pilha 
de camadas formada por ATM , SDHISONET e WDM ou, mais recentemente, DWDM 
1 Geralmente são Ulilizados trechos longos de fibra que causam um delay em determinado sinal . ao invés 
de se realizar uma conversão óptico-elétrico-óptico (OEO). 
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(Dense Wavelength Division Multiplexing). No futuro , provavelmente as camadas ATM 
e SDH , que atuam como intermediári as entre o IP e o DWDM , serão removidas e suas 
funções serão transferidas diretamente para o nível óptico o u para o lP [Ghani , 2000] . 
Essa transformação irá moderni zar a estrutura das redes ópticas, as quais ainda se sus-
tentam em tecno logias voice-centered. A conseqüência direta di sso será a obtenção de 
menores tempos de processamento e menor latência. In fe li zmente, surgem alguns proble-
mas quando se tenta encapsular IP diretamente na plataforma óptica: 
• sinai s dig ita is ópticos necess itam de regeneração 3R (re-amplificação, re-
forma tação e re-s incroni zação), e no entanto o IP não prevê essas funcionalidades; 
• atua lmente não ex istem roteadores completamente ópticos , e backbones ópticos 
que trafegassem diretamente IP ex igiriam roteadores que comutassem milhões de 
pacotes po r segundo, o que atualmente é imposs íve l; 
• a implementação de redes baseadas na pi lha de camadas IP ~ ATM ~ SO-
NET/SDH ~ DWDM oferece um problema de escalabilidade devido à necessi-
dade de se garantir que cada camada seja capaz de disponibili zar as necess idades 
de velocidade ex igidas pe las demais; 
• redes ópticas atualmente precisam implementar conversores óptico-elétri co-óptico 
(OEO) e m di versos di spositivos , o que acarreta o surgimento de gargalos na rede; 
• a cri ação de buffe rs para armazenar dados ópticos não é simples, o que implica 
que a comutação prec isa ser do tipo clll-th rough, e não store-and-forward. 
Tendo em vis ta esses problemas e a imposs ibilidade de se utili zar comutação ba-
seada em pacotes, estão sendo propos tos esquemas alternativos de roteamento em redes 
ópticas , como o roteamento de rajadas e o roteamento po r comprimentos de onda2 
3. Estado da arte e soluções propostas 
As novas abordagens para estruturação de redes ópticas propõem que a arquitetura de 4 
camadas (IP, ATM , SDH/SONET, DWDM ) seja co lapsada a fim de evitar os múltiplos 
headers e os problemas já comentados, como o da escalabilidade. As tarefas do ATM e 
do SD H seriam movidas para o IP e DWDM , respecti vamente. Ass im, o QoS atualmente 
provido pelo ATM pode ri a vir a ser responsabilidade do IP, por exemplo, enquanto que a 
adaptação em caso de falhas, provida pe lo ane l auto-reconfigurante do SDH/SO NET, se 
tornari a responsabi lidade da camada DWDM . 
Sabe-se que, atualmente, os roteadores mais rápidos di sponíveis são os chamados 
Terabit IP Routers , ou Carrier C/ass Rourers. Esses roteadores são capazes de suportar, 
segundo a lguns fa bricantes, de 0.5 a 90 milhões de pacotes por segundo. Entre tanto, a 
maior parte desses roteadores a inda é desenvo lvida para o mercado SONET/SD H. Rote-
adores totalmente ópti cos, ou que sejam capazes de rotear IP diretamente sobre a camada 
óptica, a inda não são uma realidade. 
Uma técnica de comutação mais interessante do que a baseada em comutação de 
datag ramas é o MPLS. O MPLS (MultiProtocol Label Switching), ou MP>.S , (Mulriproro-
co/ Lambe/a Switching, o equivalente óptico do MPLS, é baseado em um conceito similar 
2 Existe ainda uma tercei ra alternativa, a comutação óptica de pacotes (OPS - Optica/ Packet Switching ). 
O OPS não será comentado neste trabalho porque funciona exatamente como o roteamento normal de 
pacotes. sendo bastante ineficie nte para redes ópticas devido a necessidade de conversões OEO. 
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ao de circuitos virtuais. O MPLS assoc ia um label (rótulo) aos pacotes IP de determinado 
fluxo de dados, o qual é roteado ponto-a-ponto pelo backbone [M ateus et ai. , 2003]. O la-
bel é uma abstração genérica que pode ser desde um VC de rede ATM até a especificação 
de comprimentos de onda em uma fibra óptica. A grande vantagem des te método de 
comutação é que o encaminhamento do fluxo se dá através do chamado LSP (lA bel Swirch 
Par h), que funciona como um circuito virtual [Ramaswami and Sivarajan, 1995). 
O estabelecimento de um LSP entre os roteadores internos da rede MPLS , cha-
mados de LSRs (lA bel Switch.ing Routers), segue etapas semelhantes às necessári as para 
o es tabelecimento de um circuito. O estabelecimento de um LSP se dá através do uso de 
um protocolo de distribuição de labels chamado La bel Distribution Protocol (LDP). Esse 
protocolo é o responsável por distribuir informações de LSPs entre os LSRs de modo que 
eles possam cri am as associações entre labels e fluxos [Qiao , 2000). O primeiro la bel de 
um pacote é des ignado por um roteador de borda chamado de w bel Edge Router (LER) 
no momento em que o pacote ingressa em uma rede MPLS . 
3.1. GMI'LS 
Uma generali zação do MPLS, e que constitui um forte candidato a método de roteamento 
para redes ópticas comutadas, é chamada de GMPLS (Generali zed MPLS). O GMPLS 
é baseado na utili zação de identificadores de canais ópticos como rótulos. A técnica 
GMPLS pode ser utili zada com o DWDM, e neste caso o label possui associação direta 
com o comprimento de onda de determinado canal óptico. 
O GMPLS estende o MPLS a fim de prover um plano de controle (s inali zação e 
roteamento) para dispos itivos que sej am capazes de comutar dados tanto no domínio de 
espaço (ex : portas de entrada/saída), tempo (ex: ADM s SON ET) e comprimento de onda 
(lambdas ópticos). O plano de controle do GMPLS promete simplificar o gerenciamento 
da rede, automatizando tarefas relacionadas ao es tabelecimento fim a fim das conexões 
e garantindo o nível de qualidade de serviço que é exigido pelas novas e sofisticadas 
aplicações3. 
O GMPLS também é responsável pela ex tensão de protocolos de sinali zação e de 
roteamento do MPLS de modo a acomodar as característi cas de TDM/SON ET às redes 
ópticas: Os protocolos de sinali zação mais populares são o RSVP-TE (RSVP Traffic En-
gineerin.g) e o CR-LDP (Constraint-based La bel Distribution Protoco/) 4 Além disso, um 
novo protocolo, chamado de LMP (Link Manageme/1.1 Protocol) , fo i introduzido a fim de 
gerenciar e manter a conecti vidade e gerenciar fa lhas no link. 
Quanto ao plano de controle do GMPLS, são previstas vári as funções, dentre as 
quais as mais importantes para este trabalho são a de gerência e di sseminação do status do 
link, por serem fundamentais para o roteamento em GMPLS. O roteamento em GMPLS 
é baseado em extensões dos protocolos OSPF e IS- IS. Note que a utili zação de um algo-
ritmo baseado no OSPF é interessante devido à necessidade de se ter acesso, em todos 
nodos (OXCs e roteadores), a informações topológicas e a respeito do estado dos enlaces. 
3Para isso são utilizadas tabelas de equi valência para encamin hamento (FECs) que agru pam de fl uxos 
com mesmos requisitos de engenharia de tráfego. 
4 A sinalização no GMPLS tem a vantagem de resolver o problema da necessidade de confi guração 
manual de dispositi vos ópticos como Optica / Cross Connect (OXCs) e Optical Add!Drop Mult iplerer 
(OA DMs). 
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Para finali zar a contextuali zação do GMPLS enquanto alternati va para roteamento 
óptico, é apresentado um quadro contendo uma breve comparação entre vários domínios 
de chaveamento e os correspondentes modos de encami nhamento. 
I Tipo de chaveamento I Tipo de tráfego I Encaminhamento Ex. de dispositivo 
Pacotes/células IP, ATM hop-by-hop, VC Roteador IP/switch ATM 
Tempo TDM/SO NET Slot de tempo em digital OXC, addldrop 
ciclos repetiti vos multiplexing 
Comprimento de onda (independe) baseado em lambdas DWDM 
Domínio de espaço (independe) Linha, fibra oxc 
Quadro 1: Comparação entre os modos de chaveamento em redes ópticas. 
3.2. Burst switching 
O Optical Burst Switching (OBS) é uma tecnologia de rede proposta no final dos anos 90 
com a finalidade de aumentar a efi ciência do transporte de lP em redes ópticas. O OBS 
tenta obter uma boa relação custo/efici ência de maneira automática, usando para isso a 
combinação de tecnologias ópticas e elétri cas/eletrônicas [Gauger and Dolzer, 2003]. 
O grande diferencial do OBS é que os canais de transmissão podem ser alocados 
dinamicamente e os dados podem ser transmitidos em rajadas (conjuntos de pacotes). As 
rajadas de dados passam pelos nodos sem sair do domínio óptico, o que evita os delays 
causados por conversões OEO. As informações de controle, por sua vez, são sinali za-
das e processadas separadamente. Em contras te com o switching óptico de paco tes , o 
OBS agrega eletronicamente uma séri e de pacotes em uma rajada de tamanho vari ável, 
de acordo com o nodo de destino e com a c lasse de QoS envolvida. Os dados de contro le 
são utili zados para configurar as matri zes de comutação antes que os dados cheguem nos 
respecti vos nodos intermediários (controle ow -of-band). Além disso, as rajadas são co-
mutadas de modo ass íncrono nos nodos, e só deixam o domínio óptico quando alcançam 
o destino final. É fáci l perceber que a granularidade envolvida na transmissão é inter-
mediári a, situando-se entre o circui to e o pacote, uma vez que uma rajada é constituída 
por uma seqüência de vários pacotes [Qiao, 2000]. 
É válido salientar que, ao contrári o do que acontece durante o estabelec imento 
de um circuito virtual comum. não há espera pela confirmação de recebimento das 
informações de sinali zação. Se ocorrer algum problema durante o tratamento eletrônico 
das mensagens de controle, a rajada será prontamente descartada nos nodos inter-
mediários. Esse tipo de reserva de recursos sem confirmação, conhecido como one- way, 
faz com que os nodos intermediários passem a trabalhar em modo de envio imediato (cut-
through), evitando atrasos desnecessári os [Mateus et ai. , 2003] . 
Note que para o bom fu ncionamento do OBS é preciso haver uma definição sa-
ti s fatória do tamanho ótimo para as ra jadas, em função da rede e das característi cas de 
serviço desejadas. Embora existam várias heurísti cas, essa ainda é uma ques tão em aberto 
[Buchta et ai. , 2003] . 
3.3. OBS e a comutação de lambdas 
O OBS oferece também uma solução ao problema do desperdício de banda que é alocada 
de maneira exclusiva e não é utili zada plenamente, típico de redes baseadas na comutação 
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de lambdas. Esse problema é resolvido exatamente pelos métodos de sinalização já co-
mentados, e faz com que o OBS, quando comparado com mecanismos de roteamento ba-
seados puramente na comutação por lambdas, apresente melhor utili zação da largura de 
banda, menor latência e menor desperdício. Entretanto, a comutação OBS também ofe-
rece algun problemas, como o da resolução de contenção, que diz respeito a situações 
onde duas rajadas tentam utili zar o mesmo lambda. Nesse caso, uma das rajadas deve ser 
descanada ou contida através da inserção de atrasos, conversão de comprimentos de onda 
ou deflexão para outra fibra. Nenhuma dessas alternati vas é de fác il implementação, o 
que difi culta a escalabilidade em redes baseadas em OBS. 
3.4. Métodos de comutação por rajadas 
Existem algu mas vari ações para o método de comutação por rajadas , as quais diferem 
basicamente quanto ao modo como os recursos são liberados após a transmissão: 
I. TAG (Tell-and-Go): O bloco de controle é transmitido por um canal separado 
pouco antes da transmissão da rajada. Ao final, um novo sinal é enviado a fi m de 
liberar os recursos. Não há confi rmação de recebimento dos sinais de cont ro le; 
2. IBT (ln.-band Terminator): Semelhante ao modo como ocorre a comutação de 
pacotes tradicional, no sentido em que as informações de controle e de terminação 
são enviadas como adendos aos dados, no mesmo canal; 
3. RFD (Reserve a Fixed Duration): Semelhante ao TAG, mas informa juntamente 
com o sinal de controle o tempo máx imo esperado para a duração da rajada. É 
a proposta que está sendo melhor vista no momento, j á que geral mente é capaz 
de operar em modo cut-rhrough. Os nados intermediários trabalham em domínio 
eletrônico apenas durante a leitura dos blocos de sinali zação, em função dos quais 
ajustam os comutadores DWDM e fazem a reserva de banda. 
4. Considerações finais 
Entre as tecnologias que vêm sendo usadas na integração IP/nível óptico, os paradigmas 
GMPLS e OBS se destacam por proporem soluções inteligentes e fl ex íveis na alocação de 
recursos. A comutação de IP em redes ópticas pode ser solucionada pelos dois métodos, 
embora ambas as tecnologias se encontrem em estágios iniciais de desenvolvimento e 
ainda não possam ser consideradas soluções definitivas e plenamente confiáveis. 
O GMPLS vem sendo visto como a melhor estrutura de integração entre IP e 
DWDM , pois proporciona bons controles de engenhari a de tráfego, além de se adequar à 
tecnologia WDM quando comprimentos de onda são usados como rótulos. · 
O OBS, por sua vez, se comparado com a comutação de lambdas ou de pa-
cotes ópticos, proporciona uma boa relação custo/benefício devido à melhor utili zação 
dos recursos di sponíveis, menor latência e a maior adaptabilidade. A complexidade de 
implementação também é relati vamente menor, embora possa levar a problemas de esca-
labilidade. 
Para finali zar, segue um breve quadro comparativo acerca das característi cas re-
lativas dos vários paradigmas de comutação óptica. O Quadro 4 deixa claro, por exem-
plo, que a comutação de lambdas apresenta baixa utilização da banda, causada pelo des-
perdício provocado por canais inati vos , e que o método de rajadas possui uma baixa 
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latênc ia, graças ao processo de s inalização sem confirmação. É válido ressaltar que as 
característi cas apresentadas não são absolutas, e só fazem sentido quando interpretadas 
no contex to de comparação com os demais paradigmas. 
Paradigma Largura de banda Latência Adaptabilidade 
de comutação (uti li zação) (incluindo setup) (tráfego e falhas) 
óptica 
Lambda Baixa Alta Baixa 
Rajada Alta Baixa Alta 
Pacotes Alta Baixa Alta 
Quadro 2: Comparação entre os vários paradigmas de comutação óptica. 
É vá lido salientar que nenhuma destas tecnologias es tá amadurecida. Só o tempo 
será capaz de mostrar as defic iênc ia e vantagens de cada uma. Entretanto, o burst-
switching aparenta ter uma leve vantagem devido ao fato de aprovei tar melhor a banda, 
e também por praticamente ev itar a reserva de um lambda exclus ivo por conexão, de-
vido à velocidade de release após a rajada. Além di sso, o OBS ev ita a necess idade de 
bufferi~ação nos nodos inte rmediári os, o que faz com que a comutação na rede óptica 
seja muito mais eficiente . O G MPLS, por outro lado, aparenta ser uma melhor solução na 
busca de QoS e reserva fixa de banda, e também possui características de implementação 
que poss ibilitam um grau de esca labilidade superi or. 
Como comentári o fina l, é inte ressante lembrar que as tecno logias comentadas não 
precisam ser entendidas como so luções mutuamente exclusivas, e sim como os primeiros 
passos dados na busca de uma arquitetura capaz de unir o IP às plataformas ópti cas. 
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