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Abstract
This thesis wants to investigate the impact of systemic risk, measured through an innovative
financial stress indicator, on the interbank markets and real economies of some Euro Area coun-
tries in a Panel VAR framework.
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Introduction
Introduction
The consequences of the global financial and economic crisis have prompted in-depth researches
on how to identify, measure and mitigate systemic risk which is defined as "the risk that the fi-
nancial system, or part of it, may become so impaired that severe negative consequences on the
overall economic activity would be inevitable" (Di Cesare & Rogantini Picco, 2018). This kind
of risk is by nature multi-pronged and, so, it is complex to catch in a unique and concise frame-
work (Hansen, 2013). The European Central Bank, in order to develop tools which are able to
monitor the financial stress levels, has introduced the Composite Indicator of Systemic Stress
(CISS) which has been successively developed by Hollo et al. (2012). Taking into consideration
other financial stress indices, the major novelty of the CISS is that the aggregation procedure of
the sub-indices, which shape the final index, is obtained following the standard portfolio theory
that uses time-varying cross-correlations to weigh the assets constituting a portfolio. By doing
so, more weight is given to situations in which the financial strains are materialized across dif-
ferent segments in the financial markets.
We are going to use this financial stress index in order to empirically analyze the impact of
a shock in systemic stress to the interbank markets of some Euro Area countries (Italy, Spain,
Germany and France). We do so since the interbank market is of fundamental importance for
the proper functioning of the financial system. Moreover, the interbank market has an important
impact on the real economy through the bank lending channel. To analyze that impact, we are
going to use a Risk Assessment Indicator provided by the European Central Bank as a proxy
for the interbank market activity. In addition to that, we are going to measure the impact of the
CISS to the real economies using as a proxy of that variable the Industrial Production Indices
of the different countries taken into consideration in our model.
In order to perform the analysis we have constructed a Panel VAR model using the Gener-
alized Method of Moments (GMM) estimator. The model is estimated recursively since this
estimation strategy allows us to identify the marginal effects of the additional data included in
each time window.
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Our results suggest that an increase in systemic stress has, as expected, a negative impact on the
interbank market activity and that there is a short-term contraction effect on the real activities
of the Euro Area countries taken into consideration in our analysis.
The remainder of the paper is organised as follows. In Chapter 1, we describe the function-
ing of the interbanks market taking into account the potential intervention of the central banks
in substituting the important activity carried out by those markets; we also present an overview
of the financial stress indicator used in our analysis. In Chapter 2, we overview the characteris-
tics of the Panel VAR models and present the estimator used in order to perform our analysis. In
Chapter 3, we describe the key features of our data set, the econometric strategy and the main
results of our study.
2
Chapter 1. Interbank Market and Systemic Stress
Chapter 1
Interbank Market and Systemic Stress
In this Chapter, we are going to talk about the functioning of the interbank markets and of
the intervention of the European Central Bank on the functioning of the overnight unsecured
interbank market; after that, we are going to introduce and explain the Composite Indicator of
Systemic Stress used as financial stress indicator in our analysis.
1.1 The Interbank Market
Interbank markets are among the most important in the financial system. They allow liquidity
to be readily transferred from banks with a surplus to banks with a deficit. They are the focus
of central banks’ implementation of monetary policy and have a significant effect on the whole
economy (Allen, Carletti, & Gale, 2009). Under normal circumstances the interbank markets,
especially the short term ones, work rather well. On occasion, however, such as in the crisis that
started in the summer of 2007, interbank markets stop functioning well inducing central banks
to intervene massively in order to try to restore normal conditions (Allen et al., 2009).
The European interbank market dried up on August 9 2007 when BNP-Paribas decided to re-
nege capital redemptions by investors from two of its investment vehicles that were exposed to
the U.S. sub-prime mortgage market (Ippolito, Peydró, Polo, & Sette, 2016). The events of Au-
gust 2007 represented an unexpected shock to wholesale markets for liquidity, as discussed by
several authors ((Brunnermeier, 2009); (Gorton, 2012); (Rajan, 2011); among others). As the
financial crisis deepened in September 2008, liquidity in the interbank market has further dried
up as banks preferred hoarding cash instead of lending it out even at short maturities (Heider,
Hoerova, & Holthausen, 2009). The failure of the interbank market to redistribute liquidity has
become a key feature of the 2007-09 crisis (Brunnermeier, 2009). Moreover, the tensions in the
interbank market in August 2007 implied consequences in terms of lending to the real sectors:
3
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banks that were more exposed to the interbank market reduced their supply of credit to new
applicants (Ippolito et al., 2016).
Figure 1.1 illustrates the unprecedented extent of the turbulence.
Figure 1.1: Interbank spread and excess reserves1, 2007m1-2009m4.
It plots:
• the red line which is the spread between the three-month unsecured rate and the overnight
index swap in three months’ time2; it is a standard measure of interbank market tension;
• the light and dark blue bars which are the amounts of excess reserves banks hold with the
European Central Bank3.
A notable feature is the build up of tensions in the interbank market.
Until August 9, 2007, the unsecured euro interbank market is characterized by a very low spread
(around five basis points) and negligible amount of excess reserves with the European Central
Bank. In "normal" times, banks prefer to lend out excess cash due to the fact that the interest
1Source: (Heider et al., 2009). In addition to the interbank spread, the figure shows the recourses to the ECB
deposits and liquidity-absorbing fine tuning operations.
2The overnight index swap is a measure of what the market expects the overnight unsecured rate to be over a
three-months period and, so, controls for interest rate expectations (Heider et al., 2009).
3Banks can hold excess reserves with the European Central Bank in two ways. First, they can access the
deposit facility, which is a standing facility available for banks on a continuous basis for overnight deposits (these
are remunerated at a negative rate). Second, the European Central Bank occasionally offers banks to deposit funds
for a short period of time at the policy rate (liquidity-absorbing fine tuning operations) (Heider et al., 2009).
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rate on excess reserves is punitive relative to rates available in interbank markets (Heider et al.,
2009).
The "turmoil" phase between August 9, 2007 and the last week of September 2008 is charac-
terized by a significantly higher spread, yet excess reserves remain virtually zero (Heider et al.,
2009).
From September 28, 2008, the spread increases even more to the peak of 186 basis points. But,
the distinctive feature of this "crisis" phase is a dramatic increase in excess reserves: banks are
hoarding liquidity. At the same time, the average daily volume in the overnight unsecured inter-
bank market cut by half (Heider et al., 2009).
After the failure of Lehman Brothers in 2008, the increase in the interbank spread was followed
by the drying up of the wholesale funding markets: the behaviour of those kind of markets was
severely undermined by increased counterparty risk and a shortage of high-quality collateral
(De Haan, van den End, & Vermeulen, 2017). From 2011 onward, when the sovereign debt
crisis followed the financial one, banks in peripheral euro area countries even faced an acceler-
ating outflow of retail funding4. Those funding strains forced banks to adjust their balance sheet
in several ways: by reducing maturity mismatches, switching to alternative sources of funding
and by deleveraging (De Haan et al., 2017). This activated the so-called liquidity channel of
financial transmission through which funding liquidity shocks are propagated to bank lending
and the real economy (Foglia et al., 2011).
The Eurosystem has responded to banks’ funding strains by various measures: refinancing op-
erations have been extended in terms of maturity, size and conditions; this allowed banks to
obtain liquidity from the central bank at fixed rate at full allotment5 (De Haan et al., 2017). By
doing this, the Eurosystem took over part of banks’ intermediation function through the money
market.
Garcia-de-Andoain et al. (2016) had investigated the "impact of ample liquidity provision by
the European Central Bank on the functioning of the overnight unsecured interbank market
from 2008 to 2014". They argued that the "European Central Bank acted as a de-facto lender-
of-last-resort to the euro area banking system" (Garcia-de Andoain et al., 2016). The task of a
lender-of-last-resort is to provide liquidity to the banking system in case of a systemic liquidity
crisis. The operational framework of the ECB and the European System of Central Banks does
not contain any official reference to the lender-of-last-resort function (Garcia-de Andoain et al.,
2016). However, Garcia-de-Andoain et al. (2016) assert that "by providing unlimited liquidity
4Usually, it is one of the most stable funding sources.
5In particular, the two very long-term refinancing operations (VLTROs) of the end-2011 and early 2012 have
alleviated the funding stress.
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against a good collateral, and arguably at a penalty rate, since October 2008, the European Cen-
tral Bank acted as a de-facto lender-of-last-resort6 for the whole banking system of the euro
area".
The authors (Garcia-de Andoain et al., 2016) identified three main effects of central bank liq-
uidity provision on the interbank markets. According to them, the central bank liquidity:
• replaced the demand for reserves in the overnight unsecured interbank market, especially
during the financial crisis (2008-2010); the ECB assumed the liquidity provision role of
the interbank market; given that the interbank markets came under severe stress due to the
repercussion of the Lehman bankruptcy, the ECB indeed acted as a lender-of-last-resort
to the euro area banking system;
• not only replaced the interbank market, it also stimulated the supply of liquidity, espe-
cially to banks located in stressed countries (Greece, Spain and Italy) during the European
sovereign debt crisis (2011-2013); reinsuring the banking system, therefore, can have im-
portant extra benefits as it can stimulate bank lending (at least in interbank markets);
• have been able to counteract the capital flow reversal which took place during the sovereign
debt crisis when interbank markets became fragmented along national lines.
The results achieved by the authors conclude that when there is more central bank liquidity,
there is less trading in the interbank market (Garcia-de Andoain et al., 2016). Also, they found
that the impact of an increase in central bank liquidity provision on the functioning of the Ger-
man interbank market is similar to the interbank market of the entire euro area7.
Italy presented an interesting case of a normally non-stressed interbank market that became
stressed during the sovereign debt crisis: more central bank liquidity led to a lower volume of
interbank loans (Garcia-de Andoain et al., 2016).
Finally, they found that the Spanish interbank market was stressed already during the financial
crisis stage and before the intensification of the sovereign debt crisis.
Several studies have also analyzed the possible malfunctioning of the interbank markets during
periods of stress. Freixas and Holthausen (2004) have theoretically studied interbank markets
in an international context finding that cross-border interbank trade can break down due to im-
perfect information that lenders have about borrowers from abroad. Heider et al. (2009) studied
(from a theoretical point of view) the effect of asymmetric information and counterparty credit
6Such de-facto "lender-of-last-resort" to the banking system impacts the unsecured overnight interbank market
which is the place where banks trade central bank liquidity (reserves).
7This is due to the fact that the large fraction of interbank activity in the euro area occurs in Germany.
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risk on the functioning of the interbank market showing that, when information asymmetry
about counterparty risk is large, interbank market trade can brake down due to a withdrawal of
supply and banks hoard liquidity to self-insure against liquidity shocks.
Other authors have conducted empirical studies to analyze the impact of recent financial cri-
sis on certain domestic interbank markets. For instance, Afonso et al. (2011) have studied the
unsecured overnight market in the U.S. and have showed that market activity shrinks8 consider-
ably after the bankruptcy of Lehman Brothers but it does not collapse completely. Brunetti et al.
(2010) examined whether central bank interventions improved liquidity in the interbank market.
They concluded that public injections of liquidity increases overall uncertainty as measured by
higher market volatility and higher spreads9.
1.2 The Composite Indicator of Systemic Stress - CISS
The consequences of the global financial and economic crisis have prompted in-depth researches
on how to identify, quantify and mitigate systemic risk: the risk that the financial system, or part
of it, may become so impaired that severe negative consequences on the overall economic ac-
tivity would be inevitable (Di Cesare & Rogantini Picco, 2018). This kind of risk is by nature
multi-pronged and, so, it is complex to catch in a unique and concise framework (Hansen, 2013).
Due to the multifaceted nature of systemic risk, an heterogeneous literature has been proposed
in the past years which includes different systemic risk indicators.
An indicator of systemic stress (or systemic risk) should measure level of stress in the financial
system as a whole. However, in the real world, the financial system is very complex since it
is present an intricate system of financial markets, financial intermediaries and financial infras-
tructures that have an essential role for the solidity of the whole financial system (Hollo et al.,
2012).
So, since it is quite impossible to measure the level of stress in the all parts of the financial
system, it seem appropriate to focus on the ingredients of the financial system which have a
systemic importance. In order to select the individual indicators for financial stress, we start
from the basic structure for the construction of financial stress indices proposed by Hollo et al.
(2012) represented in figure 1.2.
8The shrinking appears to be caused mostly by a withdrawal of supply (Afonso et al., 2011).
9According to the authors, asymmetric information is not mitigated by ECB interventions (Brunetti et al., 2010).
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Figure 1.2: Structure for the construction of financial stress indices10.
As shown in figure 1.2, the financial system can be divided into three main building blocks:
markets, intermediaries and infrastructures. Each of these building blocks can be divide into
precise segments11 which, successively, can be in addition disaggregated into individual finan-
cial instrument, subsectors or subinfrastructures, according to the building block to which they
belong (Hollo et al., 2012).
According to figure 1.2, there are three principal levels at which composite financial stress in-
dexes can be estimated taking into account a particular group of specific stress indicators:
• the lower level12 (market segments) which can be calculated by aggregating a represen-
tative set of constituent individual stress indicators;
• the intermediate level13 (building blocks) which can be calculated by aggregating the
lower-level stress indices;
• the top level14 (overall index) which includes all the elements present in the lower level
building blocks and market segments.
Even so, all the existing financial stress indexes do not have a structure that is as extensive as the
structure represented in figure 1.2; this is due to data limitations, in particular, in the building
block infrastructures.
In the next subsections, we are going to introduce the financial stress index that we have used
10Source: (Hollo et al., 2012).
11For example, the intermediaries building block can be divided into different market sectors such as banks,
insurance companies, hedge funds and so on.
12It comprises segment-specific stress indices.
13It comprises stress indices for each of the three building blocks.
14It represents the composite financial stress indicator for the whole financial system.
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for our analysis. It is a new indicator of contemporaneous stress in the financial system named
Composite Indicator of Systemic Stress (CISS) proposed by Hollo et al. (2012).
The main distinctive characteristic of the CISS, in comparison to alternative Financial Stress
Indexes, is its focus on the systemic dimension of financial stress. This is obtained by a specif
design which is shaped according to standard definitions of systemic risk (Hollo et al., 2012).
We will present the main features of this indicator and we will focus on the analytical aspects.
1.2.1 General description
The Composite Indicator of Systemic Stress (CISS) is introduced by the European Central Bank
((ECB, 2010); (ECB, 2011)) and then carefully explained by Hollo et al. (2012). The Euro Area
CISS is present in the set of analytical instruments used by the European Central Bank to sup-
port its macroprudential functions (Di Cesare & Rogantini Picco, 2018).
The CISS aims to "measure the current state of instability in the financial system as a whole
or, equivalently, the level of systemic stress" (Hollo et al., 2012). The systemic stress has to in-
terpreted as the amount of systemic risk already materialised. The systemic risk is the risk that
the financial instability is so pervasive that undermine the functioning of the financial system
with several consequences on the real economy ((De Bandt & Hartmann, 2000); (De Bandt,
Hartmann, & Peydró, 2009))15.
As explained by ECB (2011), the systemic risk has two different perspectives:
• the "horizontal perspective" where the attention is confined to the financial system;
• the "vertical perspective" in which the interactions between the financial system and the
real economy are taken into account.
Basically, "the severity of systemic risk and systemic events would be assessed by means of
the effect that they have on consumption, investment and growth or economic welfare broadly
speaking" (ECB, 2009).
In this context, the CISS is developed in order to satisfy both perspective: to implement the
idea of widespread financial instability (horizontal perspective) and to grasp the relevance of
financial stress for the real sector (vertical perspective). Both conditions can be related to the
notion of systemic importance (Hollo et al., 2012).
15Systemic risk is defined as "a risk of disruption to financial services that is caused by an impairment of all
or parts of the financial system and has the potential to have serious negative consequences for the real economy"
(IMF, BIS, & FSB, 2009).
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The CISS is a coincident indicator that is built up through a process of aggregation (Di Ce-
sare & Rogantini Picco, 2018).
That index takes into account five categories within the financial system which are supposed
to represent the core of the financial system:
• the money market;
• the bond market;
• the equity market;
• the financial intermediaries’ sector;
• the foreign exchange market.
After that those five segment-specific subindices are computed, they are aggregated in order to
have the final composite stress index (Hollo et al., 2012).
1.2.2 Technical description
As just said in the previous subsection, the CISS results from the aggregation of five sub-indices.
Each sub-index (Market Segment), in the same way, comes from the aggregation of three raw
indicators (Stress Factors) of different market segment as reported in table 1.116.
In order to obtain a sub-index which is unit-free and measured on an ordinal scale, an empiri-
cal cumulative distribution function is calculated by using order statistics (Hollo et al., 2012).
Given the vector of n observations of the raw indicator xt = (x1,t , ...,xn,t), the respective or-
dered sample is (x[1],t , ...,x[n],t), where x[n],t is the sample maximum. The empirical cumulative
distribution is then calculated as:
zt = Fn(xt) =
 r/n , for x[r] ≤ xt < x[r+1], r = 1,2, ...,n−11, for xt ≥ x[n] (1.1)
In the case of two or more equal observations, the average of the rankings of the equal ob-
servations is taken.
16For further information on the Stress Factors presented in table 1.1 please refer to (Hollo et al., 2012).
17CMAX measures the maximum cumulated loss over a moving two-year window.
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Market Segments Stress Factors
1. Money market - Realised volatility of the 3-month Euribor rate;
- Interest rate spread between 3-month Euribor and 3-month
French T-bills;
- Monetary Financial Institution’s (MFI) emergency lending
at Eurosystem central bank.
2. Bond market - Realised volatility of the German 10-year benchmark
government bond index;
- Yield spread between A-rated non-financial corporations
and government bonds (7-year maturity bracket);
- 10-year interest rate swap spread.
3. Equity market - Realised volatility of the Datastram non-financial sector
stock market index;
- CMAX17for the Datastream non-financial sector stock
market index.
- Stock-bond correlation ;
4. Financial intermediaries - Realised volatility of the idiosyncratic equity return of the
Datastream bank sector stock market index over the total
market index;
- Yield spread between A-rated financial and non-financial
corporations (7-year maturity);
- CMAX as defined above interacted with the inverse
price-book ratio (book-price ratio) for the financial sector
equity market index.
5. Foreign exchange market - Realised volatility of the euro exchange rate vis-a-vis the
US dollar;
- Realised volatility of the euro exchange rate vis-a-vis the
Japanese Yen;
- Realised volatility of the euro exchange rate vis-a-vis the
British Pound.
Table 1.1: Individual financial stress indicators included in the CISS. Source: (Hollo et al., 2012).
11
1.2. The Composite Indicator of Systemic Stress - CISS
The empirical cumulative distribution provides a transformation that projects raw stress indica-
tors into variables which are unit-free and measured on an ordinal scale in the half-open interval
(0,1] (Hollo et al., 2012). In addition, the empirical cumulative distribution can be calculated
for a bigger sample of n+T observations by simply substituting n with n+T in equation 1.1.
So, now, we have 15 stress factors systematically grouped into 5 market segments as shown
in table 1.1. The 3 stress factors ( j = 1,2,3) of each market segment (i= 1,2,3,4,5) are finally
aggregated by taking their arithmetic mean into their respective market subindex:
si,t =
1
3
3
∑
j=1
zi, j,t (1.2)
Hence, from 15 raw indicators, five sub-indices are obtained.
The most innovative part of the CISS, which is where systemic risk comes into play, lies into
the aggregation of the five sub-indices in order to obtain the final index (Di Cesare & Rogan-
tini Picco, 2018). For this last step, a standard portfolio approach is applied by weighting the
five components with the time-varying cross correlations (Hollo et al., 2012). The CISS is now
computed according to equation 1.3 reporting the formula of Hollo et al. (2012). That formula
implies that the CISS is continuous, unit-free and bounded by the half-open interval (0,1] which
are all the properties inherited from its individual stress factors:
CISSt = (w◦ st)Ct(w◦ st)′ (1.3)
w=(w1,w2,w3,w4,w5) is the vector of (constant) sub-index weights18, st =(s1,t ,s2,t ,s3,t ,s4,t ,s5,t)
is the vector of sub-indices, w ◦ st is the Hadamart-product19 and Ct is the time-varying cross-
correlation matrix20.
In case of perfect correlation across the five sub-indices, matrix Ct is an identity matrix and,
within the proposed portfolio-theoretic aggregation framework, the CISS coincides with the
square of the the simple arithmetic average of the five sub-indices (namely, the vector yt =w◦st)
18The vector w has been calculated "on the basis of the average relative impact of each sub-index on the industrial
production growth measured by the cumulative impulse responses from a variety of standard linear VAR models"
(Hollo et al., 2012).
19It is an element by element multiplication of the vector of sub-index weights and the vector of sub-index values
in time t (Hollo et al., 2012).
20The time-varying cross correlations are calculated recursively by estimating the respective variances and co-
variances with an exponentially weighted moving average ((Di Cesare & Rogantini Picco, 2018); (Hollo et al.,
2012).
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(Hollo et al., 2012).
Figure 1.3: CISS versus the squared simple weighted-average of subindices ("perfect correlation")21.
The case in which there is perfect correlation across the sub-indexes should apply when
all of them stand at historically low levels or at historically high level. These are two kinds
of situations that are exceptions: it is difficult to have extreme market tranquillity or extreme
market stress for a long time of period. In fact, figures 1.3 and 1.4 show us that the CISS and
its perfect-correlation counterpart stand relative close to each other when correlations are very
high (Hollo et al., 2012).
Figure 1.4: Decomposition of the CISS22.
In figure 1.4 we can appreciate the contribution of each of the five sub-indices which con-
stitute the CISS. In the area below zero is represented the difference between the CISS and
its perfect correlation counterpart23; that difference represents the impact of cross correlation
21Source: (Hollo et al., 2012).
22This figure shows the decomposition of the CISS into contributions from each sub-index and from all cross
correlations jointly. Source: (Hollo et al., 2012).
23We can see both from figure 1.3 and from figure 1.4 that the weighted average acts as an upper boundary for
the CISS.
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across the sub-indices (Di Cesare & Rogantini Picco, 2018). As said before, when the markets
are extremely calm or extremely distressed, the difference between the CISS and its perfect-
correlation counterpart is very small: this means that the five sub-indices are highly correlated
(Di Cesare & Rogantini Picco, 2018). Instead, when we are in presence of an intermediate situ-
ation, the CISS is able to evaluate an increase in cross-correlation among the sub-indices, which
is a signal of increased systemic risk (Hollo et al., 2012).
The decomposition represented in figure 1.4 is very helpful for macroprudential authorities in
order to perform financial stability surveillance exercises. In fact, as said at the beginning of
subsection 1.2.1, the Euro Area CISS is present in the set of analytical instruments used by the
European Central Bank to support its macroprodential functions ((ECB, 2010); (ECB, 2011)).
1.2.3 Identification of stress events
What Hollo et al. (2012) said is that "one of the main strengths of the CISS as a financial stress
indicator is its explicit foundation on the notion of systemic risk which the CISS aims to measure
by compiling appropriately transformed individual stress indicators into a single index through
application of portfolio-theoretical economic principles rather than based on purely statistical
grounds".
However, it is difficult to assess if a particular financial stress index is a good indicator or
not and if an indicator is better than an other one. The CISS’ authors have provided different
statistical robustness check in order to evaluate the performance of their financial stress index24.
Usually, in order to evaluate a financial stress index it is adopted the rule to look at the identi-
fication of renowned past events of financial stress: if in the past an event has caused a serious
disruption in the functioning of the financial system, the indicator of financial stress should be
expected to increase drastically (Hollo et al., 2012).
There are different approaches in order to decide which financial stress index performs better
among the others. For example, Illing and Liu (2006) apply an event-based criterion into a prob-
abilistic evaluation framework. According to them, the preferred financial stress indicator is the
one which matches best the survey results balancing Type I errors (failure to report a high-stress
event) against Type II errors (falsely reporting a high-stress event). However, the event-based
criterion suffers from substantial conceptual and measurement problems25.
Hollo et al. (2012) preferred to follow the approach taken by Hakkio et Keeton (2009): assess
whether peaks in the CISS are generally associated with well-known historical stress events
24For further information on the robustness checks please refer to (Hollo et al., 2012).
25For further information about the event-based criterion and its critical issues please refer to (Illing & Liu,
2006) and (Hollo et al., 2012).
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(Hollo et al., 2012). Figure 1.5 shows that the sharpest spikes in the CISS tend to occur around
very famous which have caused intense stress in the global financial markets. That events high-
lighted in figure 1.5 are:
• stock market crash in October 1987;
• collapse of the European Exchange Rate Mechanism (ERM) in September 1992;
• collapse of the hedge fund Long-Term Capital Management (LTCM) in September 1998;
• terrorist attacks in the US on September 11, 2001;
• WorldCom bankruptcy in July 2002;
• BNP Paribas suspended three investment funds linked to subprime mortgage debt in Au-
gust 2007;
• Lehman Brothers filed for bankruptcy protection in September 2008;
• serious concerns about sovereign credit risk in the Euro Area emerged in mid-April 2010.
Figure 1.5: CISS and major financial stress events26.
So, to conclude, from figure 1.5 we can see how all extreme peaks in CISS can be associated
with specific financial stress events: this indicate that CISS does not suffer from Type II error
(falsely reporting a high-stress event). However, it is more difficult to say if CISS do not fail to
report a high-stress event (Type I error).
26Source: (Hollo et al., 2012).
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Chapter 2
The Panel VAR model and its estimation
In this chapter we are going to overview the characteristics of the Panel VAR model and we will
present the estimator used in order to perform the analysis.
2.1 The Panel VAR model
In order to examine economic issues which are present in interdependent economies it is pos-
sible to build Panel VAR models. This kind of models has the same starting structure of the
well-known Vector Auto Regressive models (VAR) introduced by Sims in 19801, with the dif-
ference that a cross sectional dimension is added.
VAR models are convenient tools to analyze the economic dynamics of economic entities such
as countries, financial markets, trade areas or monetary unions (Dieppe, Legrand, & Van Roye,
2016). However, it may sometimes be desirable to push the analysis further and study the dy-
namic interactions of several entities at a time, rather than limit the analysis to a single entity.
For instance, one may want to study the interactions existing between several countries (for ex-
ample, as our case, several Euro Area countries as they are characterized by the same monetary
policy). In this case, the specific class of VAR models constituted by the Panel VAR models,
which considers the dynamics of several entities considered in parallel, are appropriate.
These models are typically richer than simple VAR models because they do not only consider
naively the interaction between variables as would a normal VAR model do, but they also add a
cross-subsectional structure to the model (Dieppe et al., 2016).
This allows us to separate components which are common from components which are specific,
be it in terms of countries, variables, time periods and so on, and then use this structural infor-
1For further explanations about VAR model please refer to (Sims, 1980).
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mation to improve the quality of the estimation.
There is a wide literature in which Panel VAR have been used in order to address several
issues of interest to, among others, policymakers and macro-economists. Authors conducting
researches related to the business cycle literature have employed Panel VAR to investigate the
similarities and convergences among G-7 cycles (Canova, Ciccarelli, & Ortega, 2007) and the
similarities and convergences of macroeconomic fluctuations in the Mediterranean basin cycles
(Canova & Ciccarelli, 2012).
Panel VAR models are also used to analyze the transmission of idiosyncratic shocks across unit
and time (Canova & Ciccarelli, 2013). For instance, Canova et al. (2012) have studied the ef-
fects that the Maastricht Treaty, the creation of the ECB, and the Euro changeover had on the
dynamics of European business cycles2. Some other authors have investigated heterogeneity
and spillovers in macro-financial linkages across developed economies, with a particular em-
phasis on the most recent recession (Ciccarelli, Ortega, & Valderrama, 2012).
It is also possible to apply Panel VAR analysis to conduct researches on the importance of inter-
dependencies and in checking whether feedbacks are generalized or only involve certain pairs
of units (Canova & Ciccarelli, 2013). In this context, it is possible to use a Panel VAR to test
the small economy assumption or to evaluate same exogeneity assumptions that are generally
constructed in the international economics literature (Canova & Ciccarelli, 2013). For example,
De Grauwe and Karas (2010) have conducted a Panel VAR analysis in order to show that the
dynamics of deposits and interest rates of "good" and "bad" banks differs in response to bank
run shocks demonstrating that the differences in the safety of their balance sheet are of sec-
ond order importance and what really matters is whether banks are insured or not by regulators
(Canova & Ciccarelli, 2013).
The terminology of Panel VAR models is now introduced. The approach followed in this section
refers, principally, to Canova and Ciccarelli (2013) and to Dieppe (2016).
Specifically, a Panel VAR model comprises N entities or "units", which can be firms, industries,
countries and so forth. The structure has the shape as a simple VAR: each unit includes n en-
dogenous variables and p lags defined over T periods of time. Usually, panels that are taken
into consideration are the ones that the n variables are the same for each units and are defined
over the same T periods of time; these are the so called balanced panels.
We are not going to take into consideration, in the Panel VAR, exogenous variables for the
sake of simplicity and since we are not going to use them in our Panel VAR analysis.
2They have also studied the propagation of US interest rates’ shocks to ten European economies and how
German shocks are transmitted to the remaining nine economies.
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We can write the general form of the Panel VAR model for unit i (with i = 1,2,...,N) as:
yi,t =
N
∑
j=1
p
∑
k=1
Aki j,tyi,t−k + εi,t
= A1i1,ty1,t−1+ ...+A
p
i1,ty1,t−p
+A1i2,ty2,t−1+ ...+A
p
i2,ty2,t−p
+ ...
+A1iN,tyN,t−1+ ...+A
p
iN,tyN,t−p
+ εi,t
(2.1)
with:
yi,t =

yi1,t
yi2,t
...
yin,t

︸ ︷︷ ︸
nx1
Aki j,t =

aki j,11,t a
k
i j,12,t . . . a
k
i j,1n,t
aki j,21,t a
k
i j,22,t . . . a
k
i j,2n,t
...
... . . .
...
aki j,n1,t a
k
i j,n2,t . . . a
k
i j,nn,t

︸ ︷︷ ︸
nxn
εi,t =

εi1,t
εi2,t
...
εin,t

︸ ︷︷ ︸
nx1
(2.2)
yi,t denotes a n x 1 vector which includes the n endogenous variables of unit i at time t, while
yi j,t is the jth endogenous variables of unit i. Aki j,t is a n x n matrix of coefficients providing the
response of unit i to the kth lag of unit j at period t. For matrix Aki j,t , the coefficient a
k
i j,lm,t
provides the response of variable l of unit i to the kth lag of variable m of unit j. In conclusion,
εi,t denotes a n x 1 vector of residuals for the variables of unit i, with the given features:
εi,t ∼ N(0,Σii,t) (2.3)
with:
Σii,t = E(εi,tε
′
i,t) =

εi1,t
εi2,t
...
εin,t

(
ε ′i1,t ε
′
i2,t . . . ε
′
in,t
)
=

σii,11,t σii,12,t . . . σii,1n,t
σii,21,t σii,22,t . . . σii,2n,t
...
... . . .
...
σii,n1,t σii,n2,t . . . σii,nn,t

︸ ︷︷ ︸
nxn
(2.4)
εi,t is assumed to be non-autocorrelated, so that E(εi,tε
′
i,t) = Σii,t , while E(εi,tε
′
i,s) = 0 when
t 6=s.
We have to take into consideration that in this generic frame the variance-covariance matrix
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for the VAR residuals is enabled to be period-specific, which implies a generic form of het-
eroskedasticity.
For each variable in unit i, the dynamic equation at period t contains a total of k = Nnp coeffi-
cients to be estimated; that implies q = n(Nnp) coefficients to be estimated for the whole unit.
Stacking over the N units, the model is reformulated as:
yt =
p
∑
k=1
Akt yt−k + εt
= A1t yt−1+ ...+A
p
t yt−p+ εt
(2.5)
or: 
y1,t
y2,t
...
yN,t
=

A111,t A
1
12,t . . . A
1
1N,t
A121,t A
1
22,t . . . A
1
2N,t
...
... . . .
...
A1N1,t A
1
N2,t . . . A
1
NN,t


y1,t−1
y2,t−1
...
yN,t−1
+ ...
+

Ap11,t A
p
12,t . . . A
p
1N,t
Ap21,t A
p
22,t . . . A
p
2N,t
...
... . . .
...
ApN1,t A
p
N2,t . . . A
p
NN,t


y1,t−p
y2,t−p
...
yN,t−p
+

ε1,t
ε2,t
...
εN,t

(2.6)
with:
yt =

y1,t−p
y2,t−p
...
yN,t−p

︸ ︷︷ ︸
Nnx1
Akt =

Ak11,t A
k
12,t . . . A
k
1N,t
Ak21,t A
k
22,t . . . A
k
2N,t
...
... . . .
...
AkN1,t A
k
N2,t . . . A
k
NN,t

︸ ︷︷ ︸
NnxNn
εt =

ε1,t
ε2,t
...
εN,t

︸ ︷︷ ︸
Nnx1
(2.7)
The vector of residuals εt has the following properties:
εt ∼ N(0,Σt) (2.8)
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with:
Σt = E(εtε
′
t ) =

ε1,t
ε2,t
...
εN,t

(
ε ′1,t ε
′
2,t . . . ε
′
N,t
)
=

Σ11,t Σ12,t . . . Σ1N,t
Σ21,t Σ22,t . . . Σ2N,t
...
... . . .
...
ΣN1,t ΣN2,t . . . ΣNN,t

︸ ︷︷ ︸
NnxNn
(2.9)
The assumption of absence of autocorrelation is then enlarged to the entire model:E(εtε
′
t ) = Σt ,
while E(εtε
′
s) = 0 when t 6=s.
Formulation 2.6 of the model implies that there are h = Nq = Nn(Nnp) coefficients to esti-
mate.
So, in this section, we have illustrated the most generic form of Panel VAR model without tak-
ing into account exogenous variables3. Under this form, the Panel VAR model is characterized
by four properties (Dieppe et al., 2016):
1. Dynamic interdependencies: the dynamic behaviour of each unit is determined by lagged
values of its-self, but also by lagged values of all the other endogenous variables of all
other units. In other words, Aki j,t 6= 0 with i 6= j;
2. Static interdependencies: the εi,t are allowed to be correlated across units. That is, in general
Σi j,t 6= 0 with i 6= j;
3. Cross-subsectional heterogeneity: the VAR coefficients and the residual variances are allowed
to be unit-specific. In other words, Alik,t 6= Aljk,t and Σii,t 6= Σ j j,t with i 6= j;
4. Dynamic heterogeneity: the VAR coefficients and the residual variance-covariance matrix are
allowed to be period-specific. In other words, Aki j,t 6= Aki j,s and Σi j,t 6= Σi j,s with t 6= s.
In practice, this general structure may be too complex in order to obtain precise estimates.
As it consumes many degrees of freedom, if one has legitimate reason to assume that some of
the properties will not hold, better estimates can be obtained by relaxing them and opt for less
degrees-of-freedom consuming procedures (Dieppe et al., 2016). For example, if one takes into
account a group of countries that are very homogeneous and tend to react in a similar way to
structural economic shocks, it may reasonable to relax property 3.
So, according to the features of the panel that one wants to take into account, there are different
estimators with different way to proceed that can be used. In the next section, we are going to
introduce the estimator that we have used for our analysis.
3For further explanations please refer to (Canova & Ciccarelli, 2013) and (Dieppe et al., 2016).
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2.2 The GMM estimator
In this section, we are going to provide a concise overview of the estimation of a Panel VAR
model through the Generalized Method of Moments (GMM) estimator following the work made
by Abrigo and Love (2016). This framework of estimation has been used to conduct the empir-
ical analysis in this paper.
2.2.1 GMM estimation of a Panel VAR
Let’s consider a k-variate homogeneous panel VAR of order p with panel-specific fixed effects
represented by the following system of linear equations:
Yit = Yit−1A1+Yit−2A2+ ...+Yit−pAp+υi+ εit
i ∈ (1,2, ...,N), t ∈ (1,2, ...,T )
(2.10)
where Yit a (1xk) vector of dependent variables; υi and εit are (1xk) vectors of dependent
variable-specific panel fixed-effects and idiosyncratic errors, respectively. The (kxk) matrices
A1, A2,..., Ap−1, Ap are parameters to be estimated. We assume that the innovations4 have the
following characteristics:
E[εit ] = 0
E[ε
′
itεit ] = Σ
E[ε
′
itεis] = 0 for all t > s.
(2.11)
The parameters may be consistently estimated using a Generalized Method of Moments (GMM)
framework56. Since we have assumed that the errors are serially uncorrelated, the forward or-
thogonal deviation (Arellano & Bover, 1995) is a transformation that may be consistently esti-
mated equation-by-equation by instrumenting lagged differences; this transformation subtracts
the average of all available future observation thereby minimizing data loss. Since past realiza-
tions are not included in this transformation, they remain valid instruments (Abrigo & Love,
2016).
While equation-by-equation GMM estimation yields consistent estimates of panel VAR, esti-
mating the model as a system of equations may result in efficiency gains (Holtz-Eakin, Newey,
4The innovations are used in the time series the same way as errors in cross-sectional analysis. They are called
innovations because in time series context the errors bring new information to the system. In cross-sectional context
it doesn’t make a sense to call them new as the observations come not in time-ordered sequence.
5See Canova and Ciccarelli (2013) for a survey of random coefficient panel VAR models.
6Various estimators based on Generalized Method of Moments have been proposed to calculate consistent
estimates of equation 2.10, (Abrigo & Love, 2016).
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& Rosen, 1988). Let’s consider the Panel VAR model based on equation 2.10 with some vari-
ables transformation and in a more compact form:
Y ∗it = Y ∗it A+ εit
Y ∗it =
[
y1∗it y2∗it . . . y
k−1∗
it y
k∗
it
]
Y ∗it =
[
Y ∗it−1 Y
∗
it−2 . . . Y
∗
it−p+1 Y
∗
it−p
]
ε∗it =
[
ε1∗it ε2∗it . . . ε
k−1∗
it ε
k∗
it
]
A
′
=
[
A
′
1 A
′
2 . . . A
′
p−1 A
′
p
]
(2.12)
where the asterisk denotes some transformation of the original variable.
If we denote the original variable as mit , then the first difference transformation imply that
m∗it = mit −mit−1, while for the forward orthogonal deviation m∗it = (mit −mit)
√
Tit/(Tit +1),
where Tit is the number of available future observations for panel i at time t, and mit is its aver-
age.
As proposed by Abrigo and Love (2016), let’s suppose to stack observations over panel then
over time. The GMM estimator is given by:
Y ∗it = (Y ∗′ZWˆZ
′
Y ∗)−1(Y ∗′ZWˆZ
′
Y ∗) (2.13)
where Wˆ is a (LxL) weighted matrix assumed to be non-singular, symmetric and positive semi-
definite. Assuming that E[Z′ε] = 0 and rank E[Y ∗′Z] = kp, the GMM estimator is consistent.
The choice of the weighting matrix Wˆ has to be done accordingly to the maximization of the
efficiency (Hansen, 1982).
Once that we have looked at the GMM estimator, we are going to look at the model selec-
tion.
2.2.2 Model Selection
Panel VAR analysis is predicated upon choosing the optimal lag order in both panel VAR speci-
fication and moment condition (Abrigo & Love, 2016). Consistent moment condition and model
selection criteria (MMSC) for Generalized Method of Moment models have been proposed
by Andrew and Lu (2001) based on Hansen’s (1982) J statistic of over-identifying restric-
tions. These criteria of moment and model selection are similar to generally used maximum
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likelihood-based model selection criteria; these are:
• the Bayesian information criteria (BIC) (Schwarz et al., 1978);
• the Akaike information criteria (AIC) (Akaike, 1969);
• the Hannan-Quinn information criteria (HQIC) (Hannan & Quinn, 1979).
Applying Andrews and Lu’s moment and model selection criteria to the Generalized Method
of Moments estimator in 2.13, their proposed criteria select the pair of vectors (p,q) that mini-
mizes:
MMSCBIC,n(k, p,q) = Jn(k2 p,k2q)− (|q|− |p|)k2 lnn (2.14)
MMSCAIC,n(k, p,q) = Jn(k2 p,k2q)−2k2(|q|− |p|) (2.15)
MMSCHQIC,n(p,q) = Jn(k2 p,k2q)−Rk2(|q|− |p|) ln lnn (2.16)
where Jn(k, p,q) is the J statistic of over-identifying restriction for a k-variate panel VAR of
order p and moment conditions based on q lags of the dependent variables with sample size n
(Abrigo & Love, 2016).
By construction, the Above moment and model selection criteria are available only when q > p.
As an alternative criterion, the overall coefficient of determination (CD) may be calculated even
with just-identified GMM models. As proposed by Abrigo and love (2016), suppose we denote
the (kxk) unconstrained covariance matrix of the dependent variables by Ψ. The coefficient of
determination captures the proportion of variation explained by the Panel VAR model and can
be calculated as:
CD = 1− det(Σ)
det(Ψ)
(2.17)
Finally, we are going to look at the calculation of the Impulse Response Functions using the
Generalized Method of Moments estimator.
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2.2.3 Impulse Response Functions
A VAR model is stable if and only if all moduli of the companion matrix A are stricty less than
one ((Hamilton, 1994);(Lütkepohl, 2005)). The companion matrix A is given by:
A =

A1 A2, . . . Ap Ap−1
Ik 0k . . . 0k 0k
0k Ik . . . 0k 0k
...
... . . .
...
...
0k 0k . . . Ik 0k

(2.18)
Stability implies that the Panel VAR is invertible and has an infinite-order vector moving-
average (VMA) representation, providing known interpretation to estimated impulse-response
functions and forecast-error variance decompositions (Abrigo & Love, 2016).
The simple impulse-response function φi may be computed by rewriting the model as an infinite
vector moving-average, where φi are the vector moving-average parameters.
φi =
 Ik , i = 0∑ij=1φt− jA j, i = 1,2,.. (2.19)
However, the simple impulse response functions do not have causal interpretation. Since the
innovations εit are correlated contemporaneously, a shock on one variable is likely to be accom-
panied by shocks in other variables, as well (Abrigo & Love, 2016). Suppose we have a matrix
P, such that P′P = Σ. Then P may be used to orthogonalize the innovations as εitP−1 and
to transform the vector moving-average parameters into the orthogonalized impulse-responses
Pφi. The matrix P effectively imposes identification restrictions on the system of dynamic equa-
tions (Abrigo & Love, 2016). In order to impose a recursive structure on a VAR, Sims (1980)
proposed the Cholesky decomposition of Σ. However, the decomposition is not unique but de-
pends on the ordering of variables in Σ.
Impulse-response function confidence intervals may be derived analytically based on the panel
VAR parameters and the cross-equation error variance-covariance matrix (Abrigo & Love,
2016). Alternatively, the confidence interval may likewise be estimated using Monte Carlo sim-
ulation and bootstrap resampling methods (Lütkepohl, 2005).
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Empirical Analysis
In this Chapter we are going to explain the data used for the analysis, the econometrical strategy
applied for this specified case and the results that came out from the analysis.
3.1 Data description
In our study, we have used monthly data from January 1999 to June 20191 for some Euro Area
Countries: Germany, France, Spain and Italy. Data for Composite Indicator of Systemic Stress
(CISS), Share of interbank loans in total loans (IBL/TL) and Euro OverNight Index Average
(EONIA) were taken from the European Central Bank Statistical Data Warehouse2 while the
data for Industrial Production Index (IPI) were received from the Eurostat3. The CISS and EO-
NIA variables are common across the Euro Area countries taken into account in this panel. The
IBL/TL and IPI are, instead, country specific.
The Industrial Production Index of each country included in the panel is used in order to test the
response of the real economic performance to changes in systemic stress. It is used as a GDP
proxy since the data are available with a monthly frequency instead of the availability of the
GDP data with a quarterly frequency. Such index includes different economic activities: mining
and quarrying, manufacturing, electricity, gas, steam and air conditioning supply. The data have
been seasonally and calendar adjusted. The index is measured with reference to the 2015 base
level of 100 points (Index, 2015=100) 4.
1The time period we choose is due to data availability.
2Website: https://sdw.ecb.europa.eu
3Website: https://ec.europa.eu/eurostat/data/database
4For further information about the data included and the methodology used for the
construction of the Industrial Production Index please refer to the Eurostat website page
http://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=stsinprmlang = en
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The Euro OverNight Index Average (EONIA) has been taken into account as a variable in
this panel to identify the single Euro Area monetary policy shocks following the work made by
Ciccarelli et al. (2013).
The Governing Council of the European Central Bank sets three key policy rates (Ciccarelli et
al., 2013): the rates for the deposit facility, the main refinancing operations and the marginal
lending facility. These rates constitute the corridor in which the overnight rate fluctuates. Prior
to the 2008 crisis, the EONIA had the same path of the rate of the main refinancing operations
(MRO). When the crisis kicks in, the European Central Bank decided to provide liquidity to the
banking sector in an huge amount. As a consequence, the EONIA rate dropped below the MRO
rate indicating that the impact of these non-standard monetary policy measures5 (Ciccarelli et
al., 2013).
The EONIA rate is presented on ECB Statistical Data Warehouse6 as "the closing rate for the
overnight maturity calculated by collecting data on unsecured overnight lending in the euro area
provided by banks belonging to the EONIA panel". Since the EONIA observations are in per-
centage but with a daily frequency, we have applied a simple average transformation in order to
have a monthly frequency.
In order to study the reaction of the interbank market to a shock in systemic stress, we have
used a Risk Assessment Indicator which is measured as the "Share of interbank loans in total
loans" for each country of the panel . This ratio is taken from the Risk Assessment Indicators
Database of the ECB Statistical Data Warehouse 7. This indicator is calculated using aggregated
bank data at a country level which is the sum of the harmonised balance sheets of all the Mone-
tary Financial Institutions of the euro area Member State8. The observations are in percentages
with a monthly frequency; so, we do not need to apply none frequency transformation.
Finally, in order to measure the Systemic Stress for the Euro Area we have used the Composite
Indicator of Systemic Stress (CISS) of which we have talked about in section 1.2. As said be-
fore, this indicator is designed not only to identify systemic risk within the financial system (the
5For further explanations please refer to (Soares & Rodrigues, 2013) and (Trichet, 2009).
6For more information about the data description please look at the ECB Statistical Data Warehouse website
page https://sdw.ecb.europa.eu/browse.do?node=9689692
7As expressed by the ECB Statistic department, for confidentiality reasons not all the Risk Assessment In-
dicator series (like the ratio of the "Share of interbank loans in total loans" that we are interested in) can be
reconstructed by data available publicly; those that are publicly available can be found by inserting the code
into the search field of ECB Statistical Data Warehouse http://sdw.ecb.europa.eu/, replacing “*” with “?”. It is
also possible to use the Macroprudential Database available at the ECB Statistical Data Warehouse website page
https://sdw.ecb.europa.eu/browse.do?node=9689335.
8For further information on the aggregation of bank data at a country level please refer to the ECB Statistical
Data Warehouse website page https://sdw.ecb.europa.eu/browse.do?node=9691115
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"horizontal perspective") but also to consider the systemic risk stemming from the interaction
between the financial system and the real economy (the "vertical perspective") (Di Cesare &
Rogantini Picco, 2018).
The index is measured in a (0,1] interval and has weakly observations; so, we have applied a
simple average transformation in order to have a monthly frequency.
3.2 Econometric strategy
In order to perform the analysis which takes into account the relationships among Systemic
Stress, EONIA, Interbank loans and the Industrial production, we have used the Stata pvar
package of programs developed by Abrigo and Love (2016). This package of Stata programs
allows us to perform a Panel VAR model and it is an updated version of the package of programs
used previously by Love and Zicchino (2006)9.
It allows for individual heterogeneity in the levels of the variables by including panel specific
fixed effects into the model. Starting from equation 2.10, if we take into consideration only one
lag and none exogenous variables, the Panel VAR model can be written as:
Yit = Yit−1A1+υi+ εit
i ∈ (1,2, ...,N), t ∈ (1,2, ...,T )
(3.1)
where Yit is a (1x4) vector of the four endogenous variables10; υi is the vector of dependent
variable-specific panel fixed-effects and εit is the vector of the idiosyncratic errors.
As the fixed effects are correlated with the regressors, we use forward mean differencing (the
Helmert procedure) following Arellano and Bover (1995) to remove panel-fixed effects.
As explained in section 2.2, we estimate the coefficients by using the Generalized Method of
Moments (GMM). Taking into account the estimation method used by Ciccarelli and al. (2013),
the model is estimated recursively11 and the first estimation is run over the sample January1999-
9Prior to the publication of the paper in the (2016), the earlier version of the package of programs (Love &
Zicchino, 2006) has been informally distributed by the authors to several researcher who have used it in order to
carry out sereval anaysis which have been published in different reviews such as: American Economic Review
(Head, Lloyd-Ellis, & Sun, 2014), Applied Economics (Mora & Logan, 2012) and Journal of Macroeconomics
(Carpenter & Demiralp, 2012).
10The four variables are: Industrial Production Index, EONIA, Interbank loans/Total loans, Composite Indicator
of Systemic Stress (CISS). The CISS and EONIA variables are, as said before, common for all countries.
11We follow a moving window approach: we start from a sample of monthly observation and, then, we add one
year at a time until we cover the all sample.
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December2012. In the subsequent estimations we then add one year at a time (12 monthly ob-
servations) so that the second estimation covers the sample January1999-December2014, and
so on, until the last months of 2019 are included12. This estimation strategy allows us to identify
the marginal effects of additional monthly data included in the time sample.
Prior to estimate our Panel VAR, we need to take into consideration the nature of our vari-
ables. Usually when you work with a model that presents variables in a time-series form, you
have to take into account the possibility that such time series are not stationary since may have
unit roots. In the econometric literature we can find different approach in order to make a time
series stationary when there is a unit root13. If it is known that a series has a unit root, the series
can be differenced to render it stationary.
So, we have tested for unit roots presence in our time series using the Im-Pesaran-Shin test (Im,
Pesaran, & Shin, 2003). We have checked the order of integration of the variables present in our
model and we have taken the first difference of the variables that were integrated of order 1.
Once that the time series variables have been transformed in order to have them stationary, we
can use transformed variables in our panel model.
As we have seen in section 2.2, the simple Impulse Response Functions have causal interpreta-
tion only when the innovations εit are uncorrelated. But, usually, the innovations εit tend to be
correlated contemporaneously: a shock on one variable is likely to be accompanied by shocks
in other variables as well (Abrigo & Love, 2016). So, the simple Impulse Response Functions
have no causal interpretation. Sims (1980) proposed the Cholesky decomposition of Σ which
gives a structure to the model. However, the structure changes accordingly with the ordering of
the variables in Σ.
Taking into account the Cholesky decomposition of Σ, we have:
λ y1t
λ y2t
λ y3t
λ y4t
=

α 0 0 0
β γ 0 0
δ ε ζ 0
η θ ι κ


υ1t
υ2t
υ3t
υ4t
 (3.2)
where the Greek letters are coefficients different than 0.
The structural innovations are obtained from the triangular Cholesky-factorisation of the variance-
12In the last sample, in which should be taken into account the 2019 monthly observations, are only taking into
consideration 6 observations regarding data from January to June due to data availability at the time when the
analysis has been done.
13The presence of unit roots in some time series of the Panel VAR model would give wrong estimates of the
Impulse Response Functions. So, it is fundamental to analyze the stationary characteristic of the variables present
in the model.
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covariance matrix of the residuals ((Abrigo & Love, 2016); (Hollo et al., 2012)).
This procedure allows us to orthogonalize the errors with a covariance diagonal matrix: tri-
angular orthogonalization (Cholesky decomposition) with a specific ordering of the variables.
As just said, the ordering of the variables is critical in VAR specification and, therefore, for
Panel VAR ((Türkay, 2018); (Abrigo & Love, 2016); (Hollo et al., 2012)). The position of the
variables in the vector of endogenous variables should follow a rational disposal, taking into
account the economic sense of the several variables.
So, the variables that are more exogenous come earlier in the system and the ones that are en-
dogenous appear later. It means that the variables that come earlier affect the following variables
both simultaneously and with a lag while the variables that come later impact previous variables
just with a lag (Türkay, 2018).
In the Cholesky decomposition of Σ represented in 3.2, variable y1 is present in the first po-
sition of the ordering if it does not respond simultaneously to shocks in variables y2, y3 and y4.
Then, we insert variables y2, y3 and y4 which react in a contemporaneously way to a shock in
variable y1. However, also the ordering of the variables that follow the first one is crucial; it has
to be done accordingly with the possibility that a variable can affect the other contemporane-
ously. So, a shock in variable y2 affects contemporaneously both variables y3 and y4 since υ2t
is multiplied by ε in λ y3t equation and by θ in λ
y4
t equation. Instead, variables y3 and y4 do not
affect contemporaneously variable y2 since υ3t and υ4t are multiplied by 0 in λ
y2
t equation. The
same apply for the variables following y2 taking into consideration the ordering which is crucial.
Looking to our case and taking into account the economic sense of each variables, the Industrial
Production Index should be included in the first position since it does not respond contempora-
neously to shocks in Eonia, Interbank loans and Systemic stress. Subsequently, we will include
all the other variables that respond in a contemporaneously way to one shock in the real econ-
omy14. As just said in the previous paragraph, also the ordering of the variables that follow the
first one is crucial; it has to be done accordingly with the possibility that a variable can affect the
other contemporaneously. In this way, we will include the other variables accordingly to their
economic sense and, so, following this order: Eonia, Interbank loans and Systemic stress.
14The Industrial Production Index is the variable that is used as a proxy for the real economy.
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In this way, we can write the Cholesky decomposition of Σ as:
λ ipit
λ eoniat
λ iblt
λ cisst
=

α 0 0 0
β γ 0 0
δ ε ζ 0
η θ ι κ


υ1t
υ2t
υ3t
υ4t
 (3.3)
However, even if we want to study how the Systemic Stress impact the Interbank lending and
the real economy, the structure of the Panel VAR tells us that the shocks start from a change in
the real economy since the Industrial Production Index is included in the first position due it its
economic sense.
So, what we want to do now is to insert in the first position the Systemic stress even if we
do not respect the economic sense of the variables present in the model. We do so since we
want to estimate the impact of the Systemic stress on a bank risk indicator ratio15 and on the
real economy when the shock start from the indicator of Systemic Stress.
The ordering of the endogenous variables allows that the shocks in the CISS can have a contem-
poraneous impact on the real economy (but not conversely). This structural shock identification
can be justified, for instance, from an informative perspective (Hollo et al., 2012). Due to the
lag in the publication of the industrial production index, it is possible to say that the current
level of the industrial production can not be directly observed by the actors present in the finan-
cial markets and, as a consequence, the contemporaneous asset prices do not incorporate those
information (Hollo et al., 2012).
However, it is possible that the actors operating in the financial markets can anticipate future
data of the industrial production using business cycle indicators but it is difficult that they can
predict in a systemic way industrial production data from information included in past indica-
tors. In addition to what said before, it seems possible to assume that shocks in the Composite
Indicator of Systemic Stress tend to originate principally from within the financial sector partic-
ularly during crisis times (Hollo et al., 2012); as a consequence of that, producers react quickly
to large uncertainty shocks with a rapid drop in aggregate output reflecting a transitory pause in
their investment and labour hiring16 in response to increased uncertainty (Bloom, 2009).
On the other hand, it may also be possible that output news drive simultaneous shocks in finan-
cial stress even in crisis time since the actors participating in the financial markets may react
instantaneously to clear evidences of adjustments in the output (Hollo et al., 2012).
15The share of interbank loans in total loans.
16According to the so called "wait-and-see" attitude.
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So, due to the reasons just explained, we will perform the analysis taking into account the
two different variables ordering in which the shocks can start from the real economy or from
the financial markets.
We will see that the path of both Impulse Response Function is the same compared with the
previous variables order with the difference that the response of the two variables at the zero lag
will be different than zero since the response variables are included after the impulse variables
and, so, they respond contemporaneously to a shock in Systemic Stress. Taking into account
this new variable order, we can write the Cholesky decomposition of Σ as:

λ cisst
λ ipit
λ eoniat
λ iblt
=

α 0 0 0
β γ 0 0
δ ε ζ 0
η θ ι κ


υ1t
υ2t
υ3t
υ4t
 (3.4)
The two model that are of interest for us in our analysis are the two that present the Cholesky
decomposition of Σ as represented in equations 3.3 and 3.4 since:
• in the first one, the order of the variables in the Cholesky decomposition is done taking
into account the economic sense of the variables included in the model;
• the second one want to see the response of the two variables of interest (Interbank lending
and Industrial Production Index) to an impulse of the systemic stress when the shock start
from that variable and not from the real economy.
So, in the following section we will present the results for the two application:
• the first application, with the Cholesky decomposition of equation 3.3;
• the second application, with the Cholesky decomposition of equation 3.4.
We will see the likeness of the two applications; this is a proof of the robustness of our
model. Also, in the Appendix C we will show the results of the Panel VAR with different vari-
ables orders to provide an additional evidence of robustness.
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3.3 Results
In this section we are going to present the Impulse Response Functions where the impulse is
given from the indicator of Systemic Stress to the two variables of interest:
• the Share of interbank loans in total loans: this is a Risk Assessment Indicator;
• the Industrial Production Index: this variables is used as a proxy for the real economy.
As said in the previous section, we are going to estimate the model recursively and we will
present the results of both Impulse Response Functions with the two different variables order
taking into account the Cholesky decomposition of Σ as represented in equations 3.3 and 3.4.
3.3.1 Application 1
In the first application, we are taking into account the Cholesky decomposition of Σ as rep-
resented in equation 3.3 in which the variables order has been chosen taking into account the
economic sense of the nature of the variables. So, in the first position we find the Industrial Pro-
duction Index. In this way, when we will estimate the Impulse Response Functions we know that
the shocks start from the real economy even if the variable that gives the impulse is an other one.
In the figure 3.1 we have the response of the Share of Interbank loans in total loans (IBL/TL)
due to an impulse in Systemic Stress measured by the CISS index.
On the ”x” axis of the figure we can find the Steps of the Impulse Response Functions which
correspond to the months; so, the number represented (3,6,9,...) are the quarters.
On the ”y” axis (Response axis) are represented the values of the response to the shock in the
impulse variable.
On the ”z” axis (Years axis) are represented the time windows for each sample: 12 means that
we take into consideration the data from the 1999 to 2012, 13 means that we take into consid-
eration the data from the 1999 to 2013, and so on up to when we arrive to 19 when all the data
are included. So, the ”z” axis is used in the cases in which you want to estimate the Impulse
Response Functions recursively17.
17If we do not take into account the ”z” axis, we have the usual Impulse Response Function of a VAR model
with the Steps on the ”x” axis and the Response on the ”y” axis.
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Figure 3.1: Impulse Response Function: Shock CISS on IBL/TL.
The paths of the Impulse Response Functions in figure 3.1 are pretty similar for the all time
windows taken into consideration: there is a fast decrease in the ratio Interbank loans over total
loans with a negative peak after 1 step (so, after a month) and then there is a graduated recovery.
However, there is a main difference in the magnitude of the negative peak and, consequently, of
the subsequent recovery for the different time windows.
For the samples of data that go from the one that include data up to 2012 to the sample that
include data up to 2015, the negative peak is greater with respect to the same peak when we
take into consideration also the data of the years following the 2015.
This difference of magnitude could be addressed to the monetary policies carried out by the
European Central Bank with the aim to reduce tensions present in the financial markets and, in
particular, in the interbank market which is crucial for the well functioning of the real economy
through the credit channel.
Our empirical results are supported by the existing literature since there are evidences that,
in time of financial distress, the actors present in the interbank market are unwilling to lend to
the other banks and prefer to increase their liquidity position (Iyer & Peydro, 2011).
In the figure 3.2 we have the response of the Industrial Production Index (IPI) due to an im-
pulse in Systemic Stress measured by the CISS index.
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Figure 3.2: Impulse Response Function: Shock CISS on IPI.
Like what we have observed in figure 3.1, the paths of the Impulse Response Functions in
figure 3.2 are pretty similar for the all time windows taken into consideration: there is a fast
decrease in the Industrial Production Index with a peak after 1 step (so, after a month) and then
there is a graduated recovery. However, like for the previous graph, there is a main difference
in the magnitude of the negative peak and, consequently, of the subsequent recovery for the
different time windows.
So, we can observe that the economies of the four countries of the Euro Area taken into consid-
eration are affected by a contraction of the real activity when there is an increase of stress in the
financial markets. However, in the long run there is a gradual recovery and the effects of that
increase in the Systemic Stress disappear.
The real economy is dependent by the bank lending and, so, by the interbank market: if there is
a reduction in the lending level across banks due to systemic stress, retail actors and firm can not
borrow money from the market and there is a subsequent reduction in the levels of consumption
and investment.
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3.3.2 Application 2
In the second application, we are taking into account the Cholesky decomposition of Σ as rep-
resented in equation 3.4 in which the order of the variables has been chosen not taking into
account the economic sense of the variables but we start from the indicator of Systemic Stress
since we want that the shocks start from the financial system and not from the real economy.
So, in the first position we find the Composite Indicator of Systemic Stress and the following
variables follow the logical order determined by their economic sense.
In this way, since the indicator of Systemic Stress take the first place in the model, at lag 0
the response of the two variables of interest will be different than zero due to the fact that the
two response variables are included after the impulse variables.
We will see from the following figures that this is the main difference with respect to the results
of the previous application when we were following the economic sense for all the variables
present in the model.
In the figure 3.3 we have the response of the Share of Interbank loans in total loans (IBL/TL)
due to an impulse in Systemic Stress measured by the CISS index.
Figure 3.3: Impulse Response Function: Shock CISS on IBL/TL18.
18Impulse response functions for orthogonalised innovations (Cholesky factorisation) with shocks in the CISS
allowed to have a contemporaneous impact on the IPI.
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As said before, the paths of the Impulse Response Functions in figure 3.3 are similar to those
of figure 3.1 where the variable order in the Cholesky decomposition of Σ is different.
The main difference is in the lag zero: the response is different from zero since the Interbank
market variable react is a contemporaneously way to a shock in the Systemic Stress due to the
variables order. After the negative peak there is a gradual recovery of the response to the shock.
In the figure 3.4 we have the response of the Industrial Production Index (IPI) due to an im-
pulse in Systemic Stress measured by the CISS index.
Figure 3.4: Impulse Response Function: Shock CISS on IPI19.
As we should expect, we can see in figure 3.4 a negative response of the Industrial Produc-
tion Index to an increase in Systemic Stress. The negative peak starts at the zero lag for all the
time windows and, then, a subsequent recovery applies.
Again, the main difference with respect to figure 3.2, in which the variable order respect the
economic sense of the variables, is the variable response at lag zero which is different from zero
due to the reasons explained above.
Thus, to conclude, we have seen the response of the Interbank market lending over total lending
19Impulse response functions for orthogonalised innovations (Cholesky factorisation) with shocks in the CISS
allowed to have a contemporaneous impact on the IBL/TL.
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and of the Industrial Production Index when the impulse is given by an indicator of Systemic
Stress using a recursively approach and taking into consideration two different application:
• the first application where the economic sense of the variables is respected;
• the second application where we wanted to see the Impulse Response Functions when the
shock starts from the financial system.
So, we have seen that the qualitative results from the Impulse Response Functions remain robust
to a change in the ordering of the variables in the structural shock identification.
In Appendix B, we are going to present the procedure followed in order to implement the Panel
VAR analysis in Stata for both applications of which results have been just presented. We will
also illustrate the Impulse Response Functions in which all the time sample (from January 1999
to June 2019) is taken into consideration in order to show the 95% Confidence Interval20 which
we have not included in the previous graphs otherwise it would have hidden the results surface.
In Appendix C, we are going to perform some robustness checks for our model taking into
account different variables orders.
20Since the impulse-response functions are constructed from the model’s estimated coefficients, the latter’s
standard errors need to be taken into account. We calculate the standard errors and generate confidence intervals
of the impulse response functions using Monte Carlo simulations. This is conducted by taking random draws of
the model’s coefficients, using the estimated coefficients and their variance-covariance matrix. We take 200 draws.
The 5th and 95th percentiles of the resulting distribution are used for the 90% confidence intervals of the impulse-
responses.
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Conclusions and future works
The main objectives of this dissertation were to provide an empirical estimation of the impact
of a shock in systemic stress to the interbank markets and real economies of some Euro Area
countries. We have described the functioning of the interbank markets, the peculiarities of the
Composite Indicator of Systemic Stress and we have presented the Panel VAR framework used
for the Impulse Response Functions analysis. After that, we have presented the data, the econo-
metric strategy and the results.
We have found that systemic stress has a negative impact of the interbank market activity and
on the real economies. We have also seen that the negative peaks of the IRFs are followed by
a gradual recovery. The recursively method, used in order to perform the IRFs, allows us to
appreciate the differences in the negative peaks for the various time windows taken into con-
sideration. We have concluded that the reduction in the negative peak for the interbank market
IRFs, including additional data in the different time windows, is due to the intervention of the
European Central Bank whose monetary policies have reduced the stress present in the financial
markets and, in particular, in the interbank market which is of crucial importance for the well
functioning of the real economy through the credit channel.
Future works could take into account "smallest" countries of the Euro Area which have been
not taken into account in this analysis since they would have had the same weight in terms
of interbank markets and real economies of the "biggest" countries included in our panel. To
do so, should be appropriate to use the so-called Global VAR model in which it is possible to
give different weights to the different economies included in the model. In addition to that, it
could be possible to analyze the impact of a shock in systemic stress to others Risk Assessment
Indicators proposed by the European Central Bank such as leverage, maturity mismatch and
non-deposit funding.
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Appendix A
Data description
• IPI: Industrial Production Index.
• EONIA: Euro OverNight Index Average.
• IBL_TL: Share of interbank loans in total loans.
• CISS: Composite Indicator of Systemic Stress.
Variables Sources Observations Transformed Frequency Measurement Data coverage
IPI Eurostat monthly none Level (base 2015) 1999m1-2019m6
EONIA ECB Statistics daily monthly through simple average Percentages 1999m1-2019m6
IBL_TL ECB Statistics monthly none Percentages 1999m1-2019m6
CISS ECB Statistics weakly monthly through simple average (0,1] interval 1999m1-2019m6
Table A.1: Data description.
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Stata procedure
Now, we are going to show the procedure followed in order to implement the Panel VAR anal-
ysis in Stata following the pvar package developed by Abrigo and Love (2016) for both appli-
cations of which results have been represented in section 3.3. The Impulse Response Functions
represented take into account all the time sample from January 1999 to June 2019 (they are the
same of the IRF represented in section 3.3 where the time window include all the data).
B.1 Application 1
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Robustness checks
Now, we are going to show the results of the Panel VAR analysis using different variables orders
as a robustness check. The Impulse Response Functions represented take into account all the
time sample from January 1999 to June 2019.
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