We consider the classical sparse regression problem of recovering a sparse signal x 0 given a measurement vector y = Φx 0 + w. We propose a tree search algorithm driven by the deep neural network for sparse regression (TSN). TSN improves the signal reconstruction performance of the deep neural network designed for sparse regression by performing a tree search with pruning. It is observed in both noiseless and noisy cases, TSN recovers synthetic and real signals with lower complexity than a conventional tree search and is superior to existing algorithms by a large margin for various types of the sensing matrix Φ, widely used in sparse regression.
I. INTRODUCTION
The sparse linear regression (SR), referred to as compressed sensing (CS) [1] , has received much attention in many machine learning and signal processing applications 1 . Its goal is to recover k-sparse 2 signal vector x 0 ∈ K n and its support Ω from under-sampled measurement vector y ∈ K m such that m ≤ n and y = Φx 0 + w, where Ω denotes the set of nonzero elements in x 0 , Φ ∈ K m×n is a known sensing matrix, and w ∈ K m is the noise vector.
A. Existing deep neural network for SR
Deep neural networks (DNNs) have contributed to notable performance improvements in fields such as image processing [10] , [11] , natural language processing [12] , and reinforcement learning [13] . Consequently, intense research has been devoted to the development of a tailored DNN for SR (DNN-SR) to 1 Some examples are feature selection [2] , [3] , signal reconstruction [4] - [6] , denoising [7] , and super-resolution imaging [8] , [9] .
estimate sparse signals; it outputs an estimate of k-sparse signal x 0 or its support Ω from measurement vector y. Gregor and LeCun proposed a DNN-SR structure by observing that the iterations in each layer of a feed-forward neural network can represent the update step in an existing SR algorithm called iterative shrinkage and thresholding (ISTA) [14] . Subsequent studies addressed variants of the DNN-SR architecture based on the unfolding process in the context of this algorithm to improve performance by incorporating a nonlinear activation function [15] , [16] , reducing the training complexity using shared parameters over the DNN layers [17] , and developing a structured sparse and low-rank model [18] .
In addition, there are some recent works to study theoretical properties of learned variants of ISTA [19] - [21] . Similarly, learned variants of approximate message passing (AMP) for SR have been studied [6] , [22] , [23] by exploiting the unfolding process. On the other hand, a DNN-SR structure based on the alternating direction method of multipliers was proposed for generating a transform matrix to filter magnetic resonance imaging data [24] , [25] and a DNN-SR architecture based on a generative model has been proposed [26] , [27] . Besides, the correlation among the different sparse vectors was used in the DNN-SR proposed in [28] , [29] when multiple measurement vectors share a common support. Lately, He et al. suggested [30] that the update step for sparse Bayesian learning (SBL) [31] can be formed into a gated feedback long short-term memory (GFLSTM) network, which is a widely used recurrent DNN structure [32] . This DNN-SR structure showed a comparable performance to that of SBL in the case when the sensing matrix consists of columns with high correlation.
B. Scope and contribution
As the studies mentioned in Section I-A showed, DNN can be exploited to solve the SR problem and demonstrate potential to outperform existing SR algorithms. However, there is not enough research
showing that DNN-SR is not limited to image processing and enables uniform recovery of synthesis sparse signals with better performance than existing SR methods. On the other hand, deep learning combined with optimization techniques based on tree search has shown better performance than existing methods without tree search. Typical examples include AlphaGo [33] , which applies Monte Carlo tree search to deep reinforcement learning, and a deep reinforcement neural network [34] trained by data generated from an offline Monte Carlo tree search to outperform deep Q-networks. Motivated by these works, we first propose a tree search algorithm driven by deep neural network for SR (TSN) to improve obtained by each algorithm. We note that GFLSTM [30] outperforms others irrespective of v. The simulation setting is the same as that in the noiseless case when |Ω| = 8 in Section IV-A.
the performance of DNN-SR. 3 Note that the tree search in TSN is applied to DNN-SR as a post-processing framework. That is, we trained a single DNN-SR independent of the tree search and used the single network to generate all the nodes in the search tree in TSN. TSN has the following three main features, i.e., DNN-based index selection for tree search and pruning the tree.
• (The DNN-based index selection for tree search) In the conventional tree search, e.g., multipath matching pursuit (MMP) [35] , to estimate the support, each parent node representing a partial support estimate generates its child nodes through the index selection based on orthogonal matching pursuit (OMP): selecting indices according to the largest correlations measured by the inner product with the residual vector. In this study, we consider the DNN-based index selection in addition to the OMPbased index selection for generating child nodes. Figure 1 shows that the percentage of true indices among the support estimate of size v, obtained by the trained DNN-SR, is higher than those using other conventional SR methods. This implies that a true index can be included in the child nodes with a higher probability by using the DNN-based index selection than the OMP-based approach.
He et al. showed in [30] that the percentage of true indices among the m-largest predicted DNN outputs (the loose accuracy) is significantly higher than those obtained by using other SR methods. 3 Once the support is determined, the problem of estimating x0 reduces to a standard overdetermined linear inverse problem, which can be easily solved. Therefore, we focus on a type of DNN-SR that recovers the true support Ω, such that it takes y as its input and outputs a probability vector v := (v1, ..., vn) whose |Ω|-largest indices represent the estimate of Ω. TSN performs a tree search to find support Ω of x0 based on a trained DNN-SR of the abovementioned type. This observation also supports our argument. Thus, given that the DNN-based tree search can find the support with a few child nodes, combining DNN and tree search can improve the performance over using them separately.
• (Pruning the search tree) Suppose that q child nodes are generated at each parent node of the search tree. Then, the number of nodes in the tree exponentially increases with the tree depth d to
Hence, to reduce the complexity of the tree search, we propose a pruning method to remove leaf nodes at certain depths, except for those showing the smallest signal errors.
For instance, preserving one node at every depth t d through the pruning method, the number of nodes in the resulting tree with depth
Given that the maximum exponent of q decreases from d to a constant t, the searching complexity is efficiently reduced, and it is linearly dependent on depth d.
• (Generating the extended support estimation Ψ of size m − 1 via DNN-SR) Note that each node in the search tree in TSN has a partial support estimate ∆ generated from its parent node via the DNN-based index selection. Then every node in TSN generates a support estimate of size k by utilizing its parital support estimate ∆ and the trained DNN-SR. To do this, each node generates an extended support estimate Ψ of size m − 1 via the DNN-based index selection at the first stage, and estimate the support by selecting k indices out of the set at the second stage. This two-stage process is a variant of the two-stage process shown in [36] ; the existing process selects an extended support estimate Ψ of m − 1 indices based on OMP, whereas the proposed process is based on DNN. April 2, 2019 DRAFT It is guaranteed theoretically and experimentally in [36] that exploiting the extended support estimate Ψ of size m−1, generated by the OMP-based rule, improves the performance for the support recovery in comparison to the case without considering it, i.e., the case when the size of Ψ is equal to k. 4 We accepted this principle, i.e., selecting the m − 1 incides instead of k incides, for estimating the support at each node, but used a different index selection technique, i.e., the DNN-based index selection. As shown in Figure 1 and experimental results in [30] , the DNN-based index selection has shown better performance for the loose accuracy and lower complexity than OMP-based approaches.
This supports our claim that combining DNN and the extended support estimation of size m − 1 improves the recovery performance for the sparse signal. We demonstrated it in Section IV-A.
We utilize the GFLSTM [30] or learned vector AMP (LVAMP) [23] as the DNN-SR used in TSN to demonstrate that TSN improves the performance of a typical DNN-SR. Experimental results also suggest that TSN significantly improves the recovery performance of DNN-SR, has a lower complexity than the conventional tree search, and outperforms existing SR algorithms in both noiseless and noisy cases with various types of the sensing matrix Φ. For example, the maximal sparsity (i.e., the maximal size |Ω| of target support) to uniformly recover x 0 using TSN is two times larger than those using SBL and the GFLSTM network from simulations with a Gaussian sensing matrix of dimension 20 × 100 and noiseless measurements. These tests were based on all synthesis sparse signals. It suggests that TSN can improve performance in various domains using SR. In this paper, to provide its examples, we evaluated performance of nonorthogonal multiple access (NOMA) in communication system and image restoration without using image training data, and showed the superiority of TSN.
II. NOTATION
K denotes the real R or complex C field and N denotes the set of natural numbers. The set {i, i+1, ..., j} is denoted by {i : j}. For a matrix A := [a 1 , ..., a n ] ∈ K m×n , submatrices of A with columns indexed by J ⊆ {1 : n} and rows indexed by Q ⊆ {1 : m} are denoted by A J and A Q , respectively. R(A) denotes the range space spanned by the columns of A. A (A * ) denotes the (Hermitian) transpose of A. P ⊥ R(A) denotes the projection matrix onto the orthogonal complement of R(A). For a vector v := (v 1 , ..., v n ) ∈ K n , abs(v) denotes a vector z whose element z i is the absolute value of v i and the Frobenius norm of v is denoted by v . supp(v), the support of v, denotes the index set of nonzero elements in v. T l (v) is the operator whose output is an index set of size l with the l-largest absolute values in the input vector
This estimate is obtained by considering the residual vector P ⊥ R(Φ∆) y, the orthogonal complement of the columns in Φ, indexed by ∆ onto y, as the trained DNN-SR input and selecting the q-largest elements Figure 2 shows an example of the DNN-based index selection in TSN compared to the conventional tree search for SR, e.g., MMP, when q is set to 2. Suppose that the parent node ∆ is {5} at the tree depth 1 of MMP in Figure 2 . Then, MMP generates q (= 2) child nodes as {1, 5} and {2, 5} by using the OMP-based index selection T q (Φ * P ⊥ R(Φ∆) y) = {1, 2}. Conversely, TSN generates q child nodes as {2, 4} and {4, 5} by using the DNN-based index selection T q (f θ (P ⊥ R(Φ∆) y)) = {2, 5} when the parent node ∆ is {4}.
Note that the DNN-based index selection uses one common DNN-SR f θ (P ⊥ R(Φ∆) y) to create child nodes from each parent node with a different partial support estimate ∆. In order for this trained DNN-SR to provide the remaining support Ω \ ∆ irrespective of the set ∆ given at each parent node, we learn the DNN-SR f θ (·) by using Algorithm 1 such that the following condition (1) is satisfied for any index
where
is the index set of size q, obtained by the DNN-based index selection. Given that D satisfying condition (1) where Γ = ∆ includes the true remaining support Ω \ ∆ from Lemma 3.1, therefore, a true remaining index, which is not in the parent node, is added to |Ω \ ∆| of its q child nodes if the DNN-SR is ideally trained. The proof of Lemma 3.1 is shown in Appendix C. 
B. Pruning the search tree in TSN TSN prunes the search tree to reduce its complexity, as its example is shown in Figures 2 and 3 . In Figure 2 , pruning the tree in TSN is executed by remaining g (=1) nodes (∆ 2 ) having the minimum signal errors among all nodes ∆ 1 := {1, 2}, ∆ 2 := {1, 7}, ∆ 3 := {2, 4}, ∆ 4 := {4, 5} given at tree depth 2. This process consists of the following three steps, which are illustrated in Figure 3 . 5 In the first step, an extended support estimate Ψ i := ∆ ∪ T m−1−|∆| (f θ (P ⊥ R(Φ∆) y)) of size m − 1 is generated at each node ∆ i by using the trained DNN-SR and the residual vector P ⊥ R(Φ∆) y. In the second step, a k-support estimate 6Ω i is obtained by selecting k indices from each extended support estimate Ψ i 5 In Figure 3 , an input z of TSN, detailed in Appendix B, is set to 1. 6 The k-support, Ω(k), of x0 denotes any index set satisfying Ω(k) ⊇ Ω and |Ω(k)| = k. April 2, 2019 DRAFT through the ridge regression suggested in [31] . A detailed description of the ridge regression is shown in Appendix B-A2. In the noiseless case (w = 0), given that this ridge regression is equal to the leastsquares regression,Ω i is obtained by T k (arg min x∈K n Φ Ψi x Ψi − y ). In the third step, the signal error of each node is calculated as the residual norm P ⊥ R(ΦΩ i ) y by using the k-support estimateΩ i , and then g nodes having the minimum errors are selected.
The least-squares method (arg min x∈K n Φ Ψi x Ψi − y ) provides x 0 as the unique solution in the noiseless case if Ψ i ⊇ Ω, |Ψ i | < m, and Φ Ψi has full column rank. Note that the probability of satisfying Ψ i ⊇ Ω increases with the dimension of Ψ i . In addition, if Ψ i ⊇ Ω holds, the inversion problem of SR can be simplified as a problem where Φ is replaced by submatrix Φ Ψi . Therefore, we set the dimension of extended support estimate Ψ i to m − 1; a further detailed information is shown in Appendix B-A2.
If the extended support estimate Ψ i of m − 1 is obtained by the OMP-based index selection shown in [36] , then the first and second steps correspond to an existing SR algorithm called two-stage orthogonal subspace matching pursuit with sparse Bayesian learning (TSML). Therefore, these two steps can be interpreted as a modification of TSML using DNN. The experimental results in Section IV-A show that this modification reduces the complexity of TSN and improves performance, thus demonstrating its validity.
IV. NUMERICAL EXPERIMENTS
In this section, we verify the performance of TSN against some conventional SR algorithms, namely, generalized orthogonal matching pursuit (gOMP) [37] 7 , compressive sampling matched pursuit (CoSaMP) [38] , subspace pursuit (SP) [39] , iterative hard thresholding (IHT) [40] , MMP [35] 8 , SBL [31] , [41] , and basis pursuit denoising (Lasso) [42] . We also compared TSN to some state of the art DNN-based SR algorithms, namely, GFLSTM [30] , a learned variant of ISTA (LISTA) [14] , learned AMP (LAMP) [23] , and LVAMP [23] . We set the DNN-SR used in TSN to GFLSTM to evaluate that TSN improves the performance of its target DNN-SR.
A. Real-valued case 7 Three indices were selected per iteration in gOMP.
8 MMP1 and MMP2 shown in this section are the MMP depth first (MMP-DF) algorithms [35] such that the number Nmax of path candidates are L s and 500, respectively, with the same expansion number L equal to 4. Thus, MMP1 is the MMP-DF with full tree search.
April 2, 2019 DRAFT We sample Φ ∈ K m×n such that its elements independently follow N (0, 1) and its columns are l 2 -normalized. Support Ω of x 0 is generated from a uniform distribution, and signal vector x 0 is obtained such that each of its nonzero elements is independently and uniformly sampled from −1 to 1, excluding the interval from −0.1 to 0.1. To consider noisy signals, the average signal-to-noise ratio (SNR) per sample (SNR := E Φx 0 2 / E w 2 ) is defined as the ratio between the power of the measured signal and that of noise. Each element of the noise vector w follows N (0, σ 2 w ), where σ w is dependent on the given SNR environment.
For the DNN-SR f θ (·) used in TSN, we used GFLSTM network for sparse regression, as suggested in [30] , where the hidden unit size, the number of unfolding steps, and the layer size are set to 425, 11, and 2, respectively. Further details on this network are provided in [30] . To train the GFLSTM f θ (·), we used Algorithm 1 in Appendix A whose input (k 1 , k 2 , s d , s b , n e ) and v SNRdB are set to (1, 10, 6 · 10 5 , 250, 400) and a fixed SNR in decibels (dB), respectively. We used RMSprop optimization with learning rate η i of 0.001 for epoch i ≤ 250 and 0.001/4 j for epoch i from 201 + 50j to 250 + 50j (j ∈ {1 : 3}). We varied sparsity s := |Ω| of x 0 from 1 to 9 and set input value k in TSN to 9; the true sparsity s was not given but only its maximal value of 9 was given to TSN, whereas the sparsity s was given to the other evaluation algorithms. We evaluated the proposed TSN (Algorithm 5 in Appendix B) with three examples, namely, TSN i := TSN(y, Φ, k, τ i ), where the following set τ i of input parameters of TSN i is used for i ∈ {1 : 3}: The performance was evaluated according to two metrics, namely, the expected value of the normalized distance between x 0 and its estimatex obtained from the evaluated algorithm, E( x 0 −x / x 0 ), and April 2, 2019 DRAFT the probability where the error between the target signal x 0 and its estimatex is smaller than the noise magnitude, i.e., P( Φx − Φx 0 ≤ w ). and LVAMP by setting the DNN used in TSN to GFLSTM and LVAMP, respectively, and TSN using GFLSTM has a lower complexity and outperforms TSN using LVAMP. In addition, TSN i shows better performance than TSN j , whereas the complexity of TSN i is larger than that of TSN j for i, j in {1 : 3} such that i < j. 10 Given that the performance does not notably improve when the number of layers in LISTA, LAMP, and LVAMP is larger than 12, we considered 12 layers. (b) show that TSN exhibits the best recovery performance of the signal x 0 and its support Ω in the whole sparsity region for the noiseless case. 12 In particular, it is observed that the maximum sparsity s of x 0 for TSN to uniformly recover x 0 is 6 or 7, which is larger than two times those for other algorithms, by measuring the maximum sparsity with the signal error below 10 −10 in Figure 5 
B. Complex-valued case
Even if x 0 and Φ are complex, we observed that TSN improved its target DNN-SR and outperformed other SR algorithms with the same tendency as in Figure 5 in both noiseless and noisy cases. We set Φ to a complex Gaussian matrix, a partial DFT matrix, and a complex matrix with highly correlated columns [30] , [43] , which have been typically used in the CS application. Other DNN-SR algorithms except for TSN and GFLSTM, shown in Figure 4 , can not be extended to the complex-valued case, they are omitted from the performance comparison result. Figure 6 demonstrates our argument and shows that in the noiseless case TSN almost achieves the ideal limit [44] of sparsity (s = 10) for the uniform recovery of x 0 regardless of the type of Φ. Details including the setting parameters, the noisy case (SNR = 25 dB), and the complexity are shown in Appendix D.
C. Scalability
We evaluated the scaling of performance and complexity in the TSN at different sizes of sensing matrix Φ. Table I lists the maximum sparsity and execution time of each algorithm at which the recovery rate is at least 95%. TSN notably outperforms the other methods even when (m, n) increases beyond (20, 100), and its performance and complexity scale well with n. 14 The setting parameters are detailed in Appendix E.
We observed that as m approaches n and m increases, the complexity versus performance of TSN relatively increases. It implies that there exists a trade-off between performance and computational complexity of TSN in the case when m is large enough. To show this, results with matrix size m × n reaching 1500 × 10 4 are detailed in Appendix E. Thus, at least for SR problems with a small value of m, regardless of the value of n, we can conclude that TSN has a higher performance versus complexity than other SR algorithms. Note that the smaller the sampling rate m/n, the more difficult it is to recover the signal in the SR problem. Our study suggests that TSN enables to derive the state-of-the-art result to solve the SR problem for this difficult case.
D. Estimation for structured sparse signal
TSN can further improve its recovery performance when the signal distribution p x0 (·) has an additional structure as TSN is based on DNN-SR trained by data sampled from that distribution. To provide an example ( Figure 7 ), we added a condition to the signal distribution used in Sections IV-A and IV-B, such that all nonzero elements of x 0 are positive. Figure 7 (a) shows the performance improvement of 
A. Nonorthogonal multiple access
We evaluated TSN using NOMA [45] , [46] on an AWGN channel. We assumed that number n of total users in the cell is 100, number s := |Ω| of active users is 10, and number m of measurements is 20.
The spreading sequence of each user is set to each column of a 20 × 100 DFT matrix. We used the Bose- Chaudhuri-Hocquenghem code with codeword length 7 and message length 4 and applied quadrature phase shift keying modulation. Table II shows that TSN identifies the 10 active users with probability above 90% and block error rate below 1%, whereas the other SR algorithms have identification rate below 50% and block error rate above 10%, regardless of SNR, i.e., E b /N 0 . Thus, TSN reduces block error rate to less than one-tenth. Note that TSN has a complexity comparable with SBL and MMP. This shows the superiority of TSN in a real application. More details are presented in Appendix F. Table III and Table IV show the performance for reconstructing MNIST and OMNIGLOT [47] images of 28 × 28 pixels in the noisy case with SNR = 25 dB, respectively. 15 We randomly sampled 20 MNIST images with sparsity equal to 215 and OMNIGLOT images with sparsity equal to 160. The sampled images are compressed by using real Gaussian sensing matrix Φ ∈ R 420×784 . TSN recovers the MNIST and OMNIGLOT image with signal error 0.13 and 0.17, whereas the others have signal errors above 0.2 and 0.4, respectively. Thus, TSN reduces the error rate of reconstructing MNIST and OMNIGLOT images to less than half. The running time of TSN is less than one-tenth of those of SBL and MMP.
B. Image reconstruction: MNIST and OMNIGLOT
Note that the DNN for TSN was trained without exploiting MNIST or OMNIGLOT image data. For the purpose of fair comparison, we excluded SR algorithms, e.g., learned denoising-based AMP (LDAMP) [6] , which are required for real image data in the learning process. More details including the setting parameters and some reconstructed images are presented in Appendix G. We propose Algorithm 1 to train the DNN-SR defined by f θ (·) with its training parameter θ. The algorithm considers noisy training data whose sparsity is in a certain range {k 1 : k 2 } to improve robustness to noise and recover x 0 whose sparsity is unknown but its range is given as {k 1 : k 2 }. To reduce the difference between prediction error in training and test data, this method is based on the online learning method proposed in [30] such that training data is updated for each epoch.
In Algorithm 1, n e is the number of epochs, s b is the size of data batch, s d is the size of training data per epoch, and v SNRdB is SNR in decibels. We assume that sparsity |Ω| of x 0 is unknown, and its lower and upper bounds are given as k 1 and k 2 , respectively. The training process uses these bounds to generate the training data. For each epoch, steps 3-7 generate training data (x i , y i )
given sensing matrix Φ, April 2, 2019 DRAFT where x i and y i are the synthetic signal vector and its measurement vector, respectively. Specifically, step 3 generates signal vector x i from the conditional probability of signal vector x 0 , given its sparsitȳ s uniformly sampled from {k 1 : k 2 }, which is expressed as
, where p x0 (x) is the distribution of x 0 and 1(·) is the indicator function that outputs 1 if its input statement is true, otherwise 0. Measurement vector y i in step 7 corresponds to Φx i plus a vector o i randomly sampled such that its magnitude ranges from 0 to the expected noise magnitude β determined by the SNR. Thus, the objective of Algorithm 1 is to train DNN-SR such that for any sparse vectorx whose sparsity is in {k 1 : k 2 }, the network outputs the support ofx from any input measurement vectorȳ in the Euclidean ball of radiusβ, centered around Φx, such that ȳ − Φx ≤β, whereβ := Φx · 10 −vSNR dB /20 .
To satisfy the objective, we define the following loss function in step 10, which is minimized when each signal support in training data is equal to its estimate generated by the trained DNN-SR output:
where u n (∆) with index set ∆ ⊆ {1 : n} is the function that returns an n-dimensional vector v ∈ R n , whose support is ∆ and nonzero elements are equal to 1/|∆|, and ce(a, b) := − Optimizing DNN-SR by generating noisy training data contributes to the performance improvement of DNN-SR compared to no consideration of noisy training data. To show this, two GFLSTM networks were trained by using noiseless and noisy synthetic data with SNR equal to 5 dB, respectively. That is, these two GFLSTM networks were trained by Algorithm 1 whose input v SNRdB is set to ∞ and 5, respectively. Then, Table V compares the performance of both trained networks with sparsity s of x 0 varied from 1 to 6 and noisy test data (SNR = 5 dB), and then demonstrates this argument.
APPENDIX B TSN SPECIFICATION
The proposed TSN is detailed in Algorithm 5, whose objective is to recover k-sparse signal x 0 and its support Ω from measurement vector y and sensing matrix Φ. Let us define Ω(k), called the k-support of TSN is designed by combining three algorithms, i.e., Algorithms 2, 3, and 4 presented in the sequel, and a tree search to determine Ω(k). Algorithm 2 (expand) generates multiple index sets as partial estimates
of Ω(k) from an input index set. Each set generated by Algorithm 2 corresponds to a node in the tree, and hence this algorithm allows expanding the tree by generating multiple child nodes from a given parent node. Algorithm 3 (prune) reduces the number of index sets, which represent leaf nodes in the tree, to a fixed value g for reducing complexity and allows to terminate TSN in an intermediate step.
Algorithm 4 (initialize) is executed before the tree search to provide an initial estimate of Ω(k), which is iteratively updated through the tree search to determine the final estimate of Ω(k). The three algorithms are detailed in Section B-A and integrated into the proposed TSN in Section B-B.
A. Algorithms composing TSN
Algorithm 2 Expand(y, Φ, Γ, q) In the noiseless case, as described in Section A, the DNN-SR f θ (·) in step 1 is trained to provide the index set Z in step 3 such that the following condition is satisfied for a vectorx ∈ K n .
Then, given that Z satisfying (2) includes the true remaining support Ω \ Γ from Lemma 3.1, the index in the true remaining support, which is not in the parent node, can be added to its child nodes through Algorithm 2. To obtain the signal error given partial support estimate Π t , extended support estimate Ψ t of size m−1 for t ∈ {1 : |S|} is obtained by adding remaining support estimate Z of u := m − 1 − |Π t | indices to index set Π t in steps 2-4. Set Z ⊆ {1 : n} \ Π t in step 3 is obtained through the DNN-based index selection by selecting the position of the u-largest elements in probability vector v := f θ (P ⊥ R(ΦΠ t ) y) generated from the trained DNN-SR and residual vector P ⊥ R(ΦΠ t ) y. 16 Steps 5-6 generate estimateΩ t of Ω(k) by selecting k indices from extended support estimate Ψ t . Specifically, step 5 corresponds to a ridge regression with parameters (γ, η), which are obtained by minimizing the following cost
whereΦ = Φ Ψt ∈ K m×a is a submatrix of Φ, whose columns are indexed by Ψ t , Σ = (η −2Φ * Φ + D(γ)) −1 , and D(γ) is the diagonal matrix whose i-th diagonal element is γ i inγ = (γ 1 , ..., γ a ) . The ridge regression is derived through the Bayesian methodology [31] for solving linear inverse problems to determine vectorx ∈ K n such that (4) holds.
Furthermore, in the noisy case, the ridge regression considers the noise magnitude corresponding to η to improve noise robustness compared to the least-squares regression. Next, we obtain an approximate Algorithm 3 Prune(S, I,Ω,ř, y, Φ, k, g, z, )
where ∆i is a subset of {1 : n} for i ∈ {1 : |S|}, I := (Λi,ri)
where Λi is a subset of {1 : n} andri ∈ R for i ∈ {1 : |I|}, (k, g) ∈ N 2 , ∈ R,Ω ⊆ {1 : n},ř ∈ R, a trained DNN-SR
Initialize: Πi = ∆i for i ∈ {1 : |S|}, and (Π i+|S| , r i+|S| ) = (Λi,ri) for i ∈ {1 : |I|}, (t, e) = (1, 0)
Output: D := (∆i, ri) i∈{1:|D|} where ∆i is a subset of {1 : n} for i ∈ {1 : |D|}, e ∈ {0, 1},Ω ⊆ {1 : n},ř ∈ R 1: while t ≤ |S| and e = 0 do
6:Ωt ← {k-largest indices i of abs(xi)}
7:
rt ← min and 10, respectively. In the noiseless case, parameters (γ, η) are set to zero, and hence the ridge regression is equivalent to the least-squares regression, i.e., (Φ * Ψt Φ Ψt ) −1 Φ * Ψt y = arg min x Φ Ψt x − y . The leastsquares method has a lower complexity than SBL and provides x 0 as the unique solution of (4) in the noiseless case (w = 0) if Ψ t ⊇ Ω, |Ψ t | ≤ m, and Φ Ψt has full column rank. Note that the probability of satisfying Ψ t ⊇ Ω increases with the dimension of Ψ t . In addition, if Ψ t ⊇ Ω holds, the inversion problem of SR can be simplified as a problem where Φ is replaced by submatrix Φ Ψt . However, we also note that the signal error min x Φ Ψt x − y estimated by using any Ψ t of size m is equal to zero, even if Ψ t Ω. To avoid this trivial case and maximize the probability of satisfying Ψ t ⊇ Ω, we set the dimension of extended support estimate Ψ t to m − 1. . Note that in step 16 a k-support estimateΩ q , where q is the argument i with the minimum residual error r i for i ∈ Θ, is selected among g index sets (Π) i∈Θ . In addition, Algorithm 3 takes pair (Ω,ř) as its input, whereΩ is an index set for the k-support estimate andř is its signal error. Then, the algorithm replaces the input pair (Ω,ř) by (Ω q , r q ) in step 18, provided that signal error r q generated from k-support estimateΩ q is smaller thanř. In the case where only one index set is remained after pruning, i.e., g = 1, Algorithm 3
generates set Θ of z indices i minimizing signal error r i in step 21 and returns index set J := ∪ i∈Θ Π i by unioning z sets (Π i ) i∈Θ indexed by i ∈ Θ in step 22; the input value z of TSN represents the number of sets to be combined as one set. Similarly with step 18, Algorithm 3 updates pair (Ω,ř) by obtaining a k-support estimateΩ and its signal errorṙ from index set J in steps 22 and 25. 17 The extended support is defined by an index set including Ω. Some popular existing SR algorithms gOMP [37] , SP [39] , and CoSaMP [48] exploit an extended support estimate in the process to estimate Ω. However, these algorithms do not utilize a DNN-based index selection. Besides, the size of the extended support estimate Ψt in TSN is set to m − 1, which is indepedent of s, to maximize the probability satisfying Ψt ⊇ Ω, whereas its size in gOMP, SP, and CoSaMP is t · min(s, m/t ) , 2s, and 3s, respectively, for a constant t smaller than s, where s := |Ω| is the sparsity of x0.
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Algorithm 4 Initialize(y, Φ, k, ) 
B. TSN procedure
The proposed TSN (Algorithm 5) obtains (x,Ω) as an estimate of x 0 and its support Ω given input tuple (Φ, y, k) and a DNN-SR f θ (·) trained by Algorithm 1. 18 In step 1, k-support estimate ∆DNN is obtained by selecting positions of the k-largest elements in probability vector v := f θ (y), which is generated from the trained DNN-SR f θ (·) output and the measurement vector y. In step 2, another k-support estimate ∆OMP is obtained by selecting k indices via the OMP-based rule.
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given a positive integer b where li ∈ N and gi ∈ N for i ∈ {1 : b} such that
, (a, o) = (1, 0), Gi = (∆, ∞) where∆ is the empty index set for i ∈ {0 : b} 1: (Ω, e) ← Initialize(y, Φ, k, , λ)
T ← {}
9:
for j = 2 to la do 10:
12: end for
13
:
end for
15:
(e, Ga,Ω,ř) ← Prune(S First, TSN runs Algorithm 4 in step 1 to obtain k-support estimateΩ and determine whether its signal error is below threshold . If the error is over the threshold, i.e., e = 0, TSN goes to steps 2-22 to update k-support estimateΩ through the tree search. Then, steps 23-26 in TSN return (x,Ω) from k-support estimateΩ obtained in steps 1-22.
In step 15, G a is a family of index sets generated from G a−1 by executing the loop in steps 4-21, where a is a positive integer with initial value 1 and incremented by 1 at every iteration, and G 0 is the empty set. The procedure to generate G a from G a−1 is explained in the sequel and illustrated in Figure 4 
4
From each index set ∆i symbolizing a node (a parent node) in Ga for i ∈ {1 : g}, q la child nodes, ∆
, are obtained such that la indices are generated from the trained DNN-SR by recursively calling Algorithm 2 and added to ∆i to obtain each child node. Ga+1 is generated by reducing the size of the union of S j la for j ∈ {1 : g} as g through Algorithm 3. : |G a−1 |} after step 14, Algorithm 3 is executed in step 15 to update G a by selecting g a index sets with smallest signal errors among index sets in S i la and G a . Note that Algorithm 3 (steps 6-7 in Algorithm 3) in step 15 generates pairs of a temporary k-support estimate and its signal error from each index set in S i la and selects one k-support estimateΩ with the smallest signal error among the pairs if g a is larger than 1. 19 That is, seṫ Ω represents a k-support estimate obtained from the nodes existing at the tree depth a. Then, Algorithm 3 takesΩ, which is the k-support estimate generated from nodes at the tree depth smaller than a, as its 19 k-support estimateΩ is obtained in step 20 in Algorithm 3 if ga equal to 1.
input and updatesΩ asΩ if the signal errorř corresponding toΩ is larger than that obtained fromΩ.
If the signal error generated from k-support estimateΩ is below threshold (e = 0), TSN terminates the tree search and goes to step 23 for estimating x 0 and Ω fromΩ; setΩ in step 23 indicates the final k-support estimate via the tree search in TSN.
Steps 23-25 determine the final estimateΩ of true support Ω from k-support estimateΩ by using the following two-stage process. In the first stage, signal estimatex := (x 1 , ...,x n ), whose nonzero elements are supported onΩ, is generated through the ridge regression shown in (3). Then, in the second stage,
support Ω is estimated asΩ by selecting indices i ofx i whose absolute values abs(x i ) are larger than a threshold ρ. We set this threshold to v/2, where v is the minimum among the absolute values of a possible signal vector. 20 Then, estimated signal vectorx is generated in step 25 by the least-squares method from support estimateΩ, and provided along withΩ as the final TSN output.
APPENDIX C PROOF OF LEMMA 3.1
From the assumptions that |Ω| < m and every m columns in Φ exhibit full rank, the condition P ⊥ R(ΦΓ) y ∈ R(Φ Ω\Γ ) holds given any index set Γ ⊆ {1 : n}. Suppose that P ⊥ R(ΦΓ) y does not belong to the following subspace E (P ⊥ R(ΦΓ) y / ∈ E) E := ∪ J⊆{1:n} s.t. |J∩(Ω\Γ)|<|Ω\Γ| and |J|<m R(Φ J ).
Then, P ⊥ R(ΦΓ) y belongs to R(Φ Ω\Γ ) \ E. Given that (2) implies that
Given that from the assumption for Φ, the rank of R(Φ Ω\Γ ) is strictly larger than that of R(Φ J ) ∩ R(Φ Ω\Γ ) for any index set J ⊆ {1 : n} such that |J ∩ (Ω \ Γ)| < |Ω \ Γ| and |J| < m, the event region satisfying P ⊥ R(ΦΓ) y ∈ E has Lebesgue measure zero on the range space R(Φ Ω\Γ ) so that the condition P ⊥ R(ΦΓ) y / ∈ E is satisfied almost surely.
APPENDIX D PERFORMANCE COMPARISON GIVEN COMPLEX-VALUED MEASUREMENTS
In this section, the performance of TSN is compared to other existing SR algorithms shown in Section IV-A given complex-valued measurements. Let CN (a, b) denote the complex Gaussian distribution whose real and imaginary parts have mean a and variance b, respectively. Real and imaginary parts of each nonzero elements in x 0 are independently and uniformly sampled from −1 to 1, excluding the interval from −0.1 to 0.1, respectively. The measurement noise w follows CN (0, σ 2 w ) with σ w dependent on the given SNR. Algorithm 1 whose input (k 1 , k 2 ) is set to (1, 15 ) is used to train the GFLSTM-based network f θ (·). The sparsity s of x 0 is varied from 0 to 12, which is given to SR algorithms except for TSN. The input k of TSN is fixed to 12. The other parameters for simulation setting are set equal to those in Section IV-A1.
To demonstrate the superiority of TSN over other algorithms for the case of using various types of the sensing matrix Φ, we have set Φ in one of the following three matrices: a complex Gaussian matrix, a partial DFT matrix, and a complex matrix with highly correlated columns [30] , [43] . These matrices are generated according to the following rules and the columns of Φ are l 2 -normalized.
• (Complex Gaussian matrix) Each element of Φ ∈ C m×n follows CN (0, 1).
• (Partial DFT matrix) m rows are randomly selected from the DFT matrix of size n × n.
• (Matrix with correlated columns) Φ =
where √ −1 is the imaginary unit and each element in p i z ∈ R m (q i z ∈ R n ) is drawn independently from a standard Gaussian distribution N (0, 1) for i ∈ {1 : 2} and z ∈ {1 : n}. It is observed from the results that the performance of SR algorithms shows the same trend as that in Figure 5 in Section IV; TSN shows better performance than existing SR algorithms in both noiseless and noisy cases. This indicates that TSN can verify to be applied to both real or complex signal restoration.
In particular, it is observed in Figures 9(a) , 10(a), and 11(a) that TSN almost achieves the ideal limit of sparsity (s = 10) for the uniform recovery of x 0 with execution time of about 1 second, regardless of the sensing matrix type.
Furthermore, TSN can be applied to recover structured sparse signals and show better performance than existing SR algorithms. To provide an example, we consider the case when a non-negative constraint is added to the signal distributions used to plot Figures 5, 9 , 10, and 11 such that the real and imaginary parts of nonzero elements in x 0 are uniformly and independently generated from 0.1 to 1. The sparsity s of x 0 is varied from 0 to 15 and given to SR algorithms except for TSN whose input k is set to 10 in the real-valued case or 15 in the complex-valued case. The other setting parameters are the same as those used to plot the figures. Figure 12 shows the performance evaluation of each algorithm in this experimental environment. It is observed from Figure 12 that TSN enhances the performance of its target DNN-SR, i.e., GFLSTM, and significantly outperforms existing SR algorithms given real-valued or complex-valued measurements. In particular, it is observed that TSN achieves the ideal limit of sparsity (e) show that the maximum sparsity s for the uniform recovery of x 0 using TSN is larger than two times that using SBL when Φ is set to real-valued or complex-valued Gaussian matrix.
APPENDIX E SCALABILITY
We set the hidden unit size of GFLSTM to 2000, number N max of path candidates in MMP to 20000, and input parameters (q, l, g, t max ) of TSN, i.e., Algorithm 5, to (m, (2,1,2,1,2,1,2,1), (60,1,60,1,60,1,60,1), 10). We used Algorithm 1 whose input (k 1 , k 2 ) is set to (1, m/2) to train GFLSTM and used the trained GFLSTM as the DNN f θ (·) in TSN. For other parameters, we used the same settings shown in Figure   5 (a). Then, we selected the four highest performing algorithms, i.e., TSN, MMP, SBL, and Lasso shown in Table I and performed an additional evaluation test for m > 40 and n = 10 4 . 21 The results under these settings are listed in Table VI , where TSN outperforms the other algorithms and has a lower complexity than MMP and SBL. Hence, TSN scales well at least for the case where m is less than 1500. However, as m increases, we observed that the ratio of performance versus complexity of TSN tends to decrease relative to other SR algorithms.
APPENDIX F APPLICATION: NOMA
NOMA has been widely adopted into upcoming 5G wireless networks to enhance spectral efficiency.
We propose Algorithm 6 to detail NOMA. We set number n of users in the cell and number m of 21 We only tested until (m, n) ≤ (1500, 10 4 ) due to insufficient memory for MMP. Then, we applied quadrature phase shift keying for the modulation and demodulation steps 3 and 11, retrieving r m = 2 bits per symbol. In step 4, we used the AWGN channel by sampling each element of noise vector w i from a Gaussian distribution with zero mean and variance determined by the target SNR.
The goal of NOMA is to recover user index set Ω and set z m of message blocks for the s active users.
In step 5, we run a target SR algorithm to obtain support candidateΩ i from each measurement vector y i . Then, the final estimateΩ for support Ω is obtained in step 9 by selecting the s most frequent indices
. From estimateΩ, signal matrix X is estimated asX using least-squares regression in step 10. Finally, set z m of s message blocks is reconstructed asẑ m during demodulation and decoding steps 11 and 12 by using estimateX. To evaluate the proposed TSN, we used TSN 3 to plot Figure 10 . The DNN, i.e., GFLSTM, used in TSN was trained as described in Section D and the other setting parameters are the same as those used to plot Figure 10 .
APPENDIX G APPLICATION: IMAGE RECONSTRUCTION
We adjusted the size of OMNIGLOT to 28 × 28 pixels. We have observed that 95% of the MNIST or the resized OMNIGLOT images have sparsity below 215 and 160, respectively. Consequently, we randomly sampled the MNIST images with sparsity 215 and the OMNIGLOT images with sparsity 160, and evaluated the performance of SR algorithms. Figures 13-15 and Figures 16-18 show some MNIST and OMNIGLOT images reconstructed by each SR algorithm, respectively. 22 Images labeled with 'difference' indicate the difference between the output image generated from the corresponding SR algorithm and the original image. Similar performance was observed for other MNIST or OMNIGLOT images.
We used the GFLSTM network for DNN f θ (·) in TSN and trained the network using Algorithm 1, in TSN was trained without using MNIST images. Therefore, we assumed that each signal vector used as training data in Algorithm 1 was generated such that each of its nonzero elements is independently and uniformly sampled from 0 to 1. 23 We evaluated the proposed TSN (Algorithm 5) using the following set, τ , of input parameters:
τ : (q, z, , l, g, t max ) = (200, 110,¯ , (1, 1), (1, 1), ∞),
] is the signal error bound andv SNRdB = 25 is the SNR in decibels. 22 We evaluated the performance of TSN against the existing SR algorithms shown in Section IV except for MMP2, because of its long execution time; MMP shown in Table III and Figures 13-15 indicates MMP1 shown in Section IV. 23 During testing, we normalized the MNIST image by dividing its elements by 256 to obtain values between 0 and 1. 
