An elementary formal system (EFS) is a logic program such as a Prolog program, for instance, that directly manipulates strings. Arikawa and his co-workers proposed elementary formal systems as a unifying framework for formal language learning.
Introduction and Motivation
Elementary formal systems (EFSs) have been introduced by Smullyan 21 ] to develop his theory of recursive functions over strings. In 3] and in a series of subsequent publications like 5, 26, 4, 6, 20, 27, 14] , for example, Arikawa and his co-workers proposed elementary formal systems as a unifying framework for formal language learning. EFSs are a kind of logic programs such as Prolog programs, for instance. EFSs directly manipulate non-empty strings over some underlying alphabet and can be used to describe formal languages. For instance, the EFS depicted in Figure 1 describes the language that contains all non-empty strings of form a n b n . More formally speaking, if a ground atom p(w) can be derived from the given rules, then the string w has to be of form a n b n .
(1) p(xy) q(x,y). (2) q(a,b). (3) q(ax,by) q(x,y). Figure 1 . An example EFS Arikawa and his co-workers (cf. 5, 4] , e.g.) used EFSs as a uniform framework to de ne acceptors for formal languages. In this context, they discussed the relation of certain EFS de nable language classes to the standard levels in the classical Chomsky hierarchy. In addition, they have studied the learnability/non-learnability of EFS de nable language classes in di erent learning paradigms, including Gold's 9] model of learning in the limit as well as Valiant's 25] model of probably approximately correct learning (cf. 5, 4, 20, 27, 14] , e.g.). For instance, the results in 19, 20] impressively show that EFSs provide an appropriate framework to prove that rich language classes are Gold-style learnable from only positive examples.
In the present paper, we follow the line of research of Arikawa and his coworkers. But in generalizing ordinary EFSs, we introduce so-called advanced elementary formal systems (AEFSs). In contrast to EFSs, an AEFS may additionally contain rules of the form A not B 1 , where A and B 1 are atoms and not stands for a certain kind of negation, which is nonmonotonic, in essence, and which is conceptually close to negation as failure. Even this rather limited approach to use negation has its bene ts in that it may seriously simplify the de nition of formal languages. For instance, the following rules de ne the language of all square-free strings 1 . Formally speaking, a ground atom p(w) can be derived only in case that the string w is square-free.
(1) p(x) not q(x). (2) q(xx). (3) q(xy) q(x). (4) q(xy) q(y). The work reported in the present paper mainly draws its motivation from ongoing research related to knowledge discovery and information extraction (IE) in the World Wide Web. Documents prepared for the Internet in HTML, in XML or in any other syntax have to be interpreted by browsers sitting anywhere in the World Wide Web. For this purpose, the documents do need to contain syntactic expressions which are controlling its interpretation including its visual appearance and its interactive behaviour. While the document's content is embedded into those syntactic expressions which are usually hidden from the user and which are obviously apart from the user's interest, the user is typically interested in the information itself. Accordingly, the user deals exclusively with the desired contents, whereas a system for IE should deal with the syntax. In a characteristic scenario of system-supported IE, the user is taking a source document and is highlighting representative pieces of information that are of interest. Now, it is left to the system to understand how the target information is wrapped into syntactic expressions and to learn a procedure (henceforth called wrapper) that allows for an extraction of this information (cf. An AEFS that describes how the required information is wrapped into the L a T E X source in Figure 4 looks as follows: (1) extract(y, c, x 0 \hliney&x 1 &x 2 &c\\x 3 ) p(y), p(x 1 ), p(x 2 ), p(c), h(x 1 ). (2) p(x) not q(x).
(3) h(Arikawa). (4) q(&).
(5) h(xy) h(x). (6) q(xy) q(x). (7) h(xy) h(y). (8) q(xy) q(y). Figure 5 . As the above example shows, the explicit use of logical negation seems to be quite useful, since it may help to describe wrappers in a natural way. In this particular case, the predicate p is used to guarantee that the speci ed wrapper does not allow for the extraction of pairs (y,c) such that y and c belong to di erent rows in the table depicted in Figure 3 . The focus of the present paper is twofold. On the one hand, we study the expressiveness of the proposed extention of EFSs by comparing certain AEFS de nable language classes to the levels in the Chomsky hierarchy as well as to the language classes that are de nable by EFSs that meet the same syntactical constraints. This may help to better understand the strength of the proposed framework.
In the longterm, we are interested in IE systems that automatically infer wrappers from examples. With respect to the illustrating example above, we are targeting at learning systems that are able to infer, for instance, the wrapper of Figure 5 from the source document of Figure 4 together with the two samples (1990,Tokyo) and (1994,Reinhardsbrunn De nition 1 ( 6] ) Let , , and X be xed, and let ? be a nite set of rules over , , and X. Then, S = ( ; ; ?) is said to be an EFS. EFSs can be considered as particular logic programs without negation. There are two major di erences: (i) patterns play the role of terms and (ii) uni cation has to be realized modulo the equational theory E = f (x; (y; z)) = ( (x; y); z)g;
where is interpreted as concatenation of patterns.
As for logic programs (cf. 13], e.g.), the semantics of an ordinary EFS S, denoted by Sem o (S), can be de ned via the operator T S (see below). In the corresponding de nition, we use the following notations. For any EFS S = ( ; ; ?), we let B(S) denote the set of all well-formed ground atoms over and . Moreover, we let G(S) denote the set of all ground instances of rules in ?.
De nition 2 Let S be an EFS and let I B(S). Then, we let T S (I) = I fA j A B 1 ; : : :; B n 2 G(S) for some B 1 2 I; : : :; B n 2 Ig.
Note that, by de nition, the operator T S is idempotent and monotonic.
As usual, we let T n+1 S (I) = T S (T n S (I)), where T 0 S (I) = I, by convention.
De nition 3 Let S be an EFS. Then, we let Sem o (S) = S n2IN T n S (;). In general, Sem o (S) is semi-decidable, but not decidable. However, as we will see below, Sem o (S) turns out to be decidable in case that S meets several natural syntactical constraints.
Finally, by EFS we denote the collection of all EFSs.
Beyond Elementary Formal Systems
Informally speaking, an AEFS is an EFS that may additionally contain rules of the form A not B 1 , where A and B 1 are atoms and not stands for a certain kind of negation, which is nonmonotonic, in essence, and which is conceptually close to negation as failure. The underlying meaning is as follows. If, for instance, A = p(x 1 ; : : :; x n ) and B 1 = q(x 1 ; : : :; x n ), then the predicate p succeeds i the predicate q fails.
However, taking the conceptual di culties into consideration that occur when de ning the semantics of logic programs with negation as failure (cf. 13], e.g.), AEFSs are constrained to meet several additional syntactic requirements (cf. De nition 4). The requirements posed guarantee that, similarly to strati ed logic programs (cf. 13], e.g.), the semantics of AEFSs can easily be described. Moreover, as a side-e ect, it is guaranteed that AEFSs inherit some of the convenient properties of EFSs. Before formally de ning how AEFSs look like, we need some more notations. Let ? be a set of rules (including rules of the form A not B 1 ). Then, hp(?) denotes the set of predicate symbols that appear in the head of any rule in ?.
De nition 4 AEFSs and their semantics are inductively de ned as follows. Finally, by AEFS we denote the collection of all AEFSs.
According to De nition 4, the same AEFS may be constructed either via (ii) or (iv). Since T S is both idempotent and monotonic, the semantics is the same in both cases. To see this, let S 1 = ( ; 1 ; ? 1 ) be an EFS and let S 2 = ( ; 2 ; ? 2 ) be an AEFS such that 1 \ 2 = ;. Then, (ii) and (iv), respectively, allows for the de nition of the AEFS S = ( ; 1 2 ; ? 1 ? 2 ). By (ii), Sem(S) = Sem(S 1 ) Sem(S 2 ), while, by (iv), Sem(S) = S n2IN T n S 1 (Sem(S 2 )). By de nition, T 0 S 1 (Sem(S 2 )) = Sem(S 2 ). Since 1 \ 2 = ;, we directly obtain T n S 1 (Sem(S 2 )) = T n S 1 (;) Sem(S 2 ) for all n 2 IN. Therefore, we may conclude that Sem(S 1 ) Sem(S 2 ) = S n2IN T n S 1 (Sem(S 2 )).
Using AEFS for de ning formal languages
In the following, we show how AEFSs can be used to describe formal languages and relate the resulting language classes to the language classes of the classical Chomsky hierarchy (cf. 10]).
De nition 5 Let S = ( ; ; ?) be an AEFS and let p 2 be a unary predicate symbol. Then, we let L(S; p) = fs j p(s) 2 Sem(S)g.
Furthermore, a language L + is said to be AEFS de nable i there are a superset 0 of , an AEFS S = ( 0 ; ; ?), and a unary predicate symbol p 2 such that L = L(S; p). 
qed. To elaborate a more accurate picture, similarly to 6], we next introduce several constraints on the structure of the rules an AEFS may contain. Let r be a rule of form A B 1 ; : : :; B n . Then, r is said to be variable-bounded i , for all i n, v(B i ) v(A). Moreover, r is said to be length-bounded i , for all substitutions , jA j jB 1 j+ +jB n j. Clearly, if r is length{bounded, then r is also variable{bounded. Note that, in general, the opposite does not hold. Moreover, let r be a rule of form p( ) q 1 (x 1 ); : : :; q n (x n ), where x 1 ; : : : ; x n are mutually distinct variables and is a regular 2 pattern which contains exactly the variables x 1 ; : : :; x n , then r is said to be regular. In addition, every rule of form p(x 1 ; : : :; x n ) not q(x 1 ; : : : ; x n ) is both variable{bounded and length{bounded. Moreover, every rule of form p(x) not q(x) is regular.
De nition 7 Let S = ( ; ; ?) be an AEFS. Then, S is said to be (i) variable{bounded i all r 2 ? are variable{bounded, (ii) length{bounded i all r 2 ? are length{bounded, and (iii) regular i all r 2 ? are regular.
By vb-AEFS (vb-EFS), lb-AEFS (lb-EFS), and reg-AEFS (reg-EFS) we denote the collection of all AEFSs (EFSs) that are variable{bounded, length{ bounded, and regular, respectively. The following three theorems illuminate the expressive power of ordinary EFSs.
In case that contains at least two symbols,
Concerning AEFSs the situation changes slightly. This is mainly caused by the fact that variable{bounded, length{bounded, and regular AEFSs are closed under intersection. 
Learning of AEFSs

Notions and Notations
First, we brie y review the necessary basic concepts concerning Gold's 9] model of learning in the limit. We refer the reader to the survey papers 2] and 28] as well as to the textbooks 17] and 11] which contain all missing details.
There are several ways to present information about formal languages to be learned. The basic approaches are de ned via the key concept text and informant, respectively. Let L be the target language. A text for L is just any sequence of words labelled`+' that exhausts L. An informant for L is any sequence of words labelled alternatively either by`+' or`?' such that all the words labelled by`+' form a text for L, while the remaining words labelled by`?' constitute a text for L. Sometimes, labelled words are called examples. As in 9], we de ne an inductive inference machine (abbr. IIM) to be an algorithmic device working as follows: The IIM takes as its input larger and larger initial segments of a text (an informant). After processing an initial segment , the IIM outputs a hypothesis M( ), i.e., a number encoding a certain computer program. More formally, an IIM maps nite sequences of elements from + f+;?g into numbers in IN.
The numbers output by an IIM are interpreted with respect to a suitably chosen hypothesis space H = (h j ) j2IN . When an IIM outputs some number j, we interpret it to mean that the machine is hypothesizing h j . Now, let L be a language class, let L be a language, and let H = (h j ) j2IN Next, we focus our attention on Valiant's 25] model of probably approximately correct learning (PAC model, for short; see also the textbook 16] for further details). In contrast to Gold's 9] model, the focus is now on learning algorithms that, based on randomly chosen positive and negative examples, nd, fast and with high probability, a su ciently good approximation of the target language.
To give a precise de nition of the PAC model, we need the following notions and notations. We use a nite alphabet for representing languages. (ii) there exists a polynomial q( ; ; ; ) such that, for any L 2 L, any n 2 IN, any s 1, any reals e; d with 0 < e; d < 1, and any probability distribution Pr on n , if A takes q(1=e; 1=d; n; s) examples, which are generated randomly according to Pr, then A outputs, with probability at least 1 ?d, a hypothesis h 2 R with Pr(w 2 ((L nh) (h nL))) < e, wheǹ min (L; R) s is satis ed. We complete this section by providing some more notions and notations that are of relevance when proving some of the learnability/non-learnability results presented below.
De nition 9 A pair (S; p) consisting of an AEFS S = ( ; ; ?) and a unary predicate symbol p 2 is said to be reduced with respect to a set T of examples i L(S; p) is consistent with T and, for any S 0 = ( ; ; ? 0 ) with ? 0 ?, L(S 0 ; p) is not consistent with T. The following notion adopts one of the key concepts in 19], where it has been shown that, for classes of elementary formal systems, bounded nite thickness implies that the corresponding language class is learnable in the limit from only positive examples.
De nition 10 ( 19]) Let M EFS. M is said to have bounded nite thickness i , for all w 2 + , there are at most nitely many EFS S 2 M such that (i) S is reduced with respect to T = f(w;+)g and (ii) the language de ned by S is consistent with T. Finally, we de ne the notion polynomial dimension which is one of the key notions when studying the learnability of formal languages in the PAC model.
De nition 11 ( 15] ) Let L be a language class. L has polynomial dimension i there is a polynomial d( ) such that, for all n 2 IN, log 2 jL n j d(n).
Gold-style learning
The following theorem summarizes the known learnability results for EFSs.
Recall that, by de nition, L(lb-EFS(k)) is the collection of all languages that are de nable by length-bounded EFSs that consist of at most k rules.
Theorem 9 ( 9, 20] 
Having in mind that L(lb-EFS) = L(lb-AEFS), we may directly conclude: Corollary 1 (i) L(lb-AEFS) 2 LimInf .
(ii) L(lb-AEFS) = 2 LimTxt.
The next theorem points to a major di erence concerning the learnability of EFSs and AEFSs, respectively.
Theorem 10 (i) L(lb-AEFS(1)) 2 LimTxt.
(ii) For all k 2, L(lb-AEFS(k)) = 2 LimTxt. Proof: By de nition, L(lb-AEFS(1)) = L(lb-EFS(1)), and thus (i) follows from Theorem 9.
Next, let k = 2. Let = fag and consider the family L = (L i ) i2IN such that L 0 = fa n j n 2 INg and L i+1 = fa n j n i+1g. L can be de ned via the family of regular AEFSs (S i = ( ; ; ? i )) i2IN with = fp;qg, ? 0 = fp(a); p(ax) p(x)g, and ? i = fq(a i x); p(x) not q(x)g for all i 1 De Hence, hereditary EFSs resp. AEFSs are much more expressive than it might seem. For hereditary EFSs, the following learnability result is known.
Theorem 11 ( 14] ) Let m; k; t; r 2 IN. Then, the class L(h-EFS(m;k;t;r)) is polynomial-time PAC learnable. As the results in 14] impressively show, it is inevitable to a priori bound all the de ning parameters. In other words, none of the resulting language classes is polynomial-time PAC learnable, if at least one of the parameters involved may arbitrarily grow. Next, we turn our attention to study the learnability of language classes that are de nable by hereditary AEFSs. Our rst result demonstrates that hereditary AEFSs are more expressive than hereditary EFSs.
Theorem 12 L(h-AEFS(2;1;1;1)) n S m;k;t;r2IN L(h-EFS(m;k;t;r)) 6 = ;. Proof: Consider the the language family L = (L i ) i2IN such that L 0 = fa n j n 2 INg and L i+1 = fa n j n i+1g. Having a closer look at the demonstration of Theorem 10, one directly sees that L 2 L(h-AEFS(2;1;1;1)). We claim that L witnesses the stated separation. Suppose to the contrary that there are m; k; t; r 2 IN such that L 2 L(h-EFS(m;k;t;r)). Since has polynomial dimension (cf. 14]; see also Lemma 4 in the demonstration of Theorem 13 below). Moreover, every EFS de nable language class with polynomial dimension has bounded nite thickness which in turn implies that this language class is LimTxt{identi able (cf. 19]). 5 qed
model, AEFS de nable language classes may become harder to learn than EFS de nable ones, although they are supposed to meet the same syntactical constraints (cf. Theorems 9 and 10). Moreover, having Theorem 12 in mind, the next theorem establishes the polynomial-time PAC learnability of a language class that properly comprises the class in 14]. (ii) There is a polynomial-time nder for R, i.e., there exists a polynomialtime algorithm that, given a nite set T of examples for any L 2 L, computes an AEFS S 2 R that is consistent with T.
The following series of lemmata proves that (i) and (ii) are indeed ful lled. Lemma 3 is needed to show (i), while Lemma 5 is used in order to verify (ii). Hence, during the derivation 6 of p(w), a ground instance r of rule r has to be used. Since S is hereditary, each 0 1 ; : : : ; 0 r 0 is a subword of w. Consequently, this implies that all j i are subwords of w, contradicting our assumption. 5 Note that, for AEFS de nable language classes, an analogue implication does not hold. This is caused by the fact that the entailment relation for AEFSs does not meet the monotonicity principle of classical logics.
Case 2: There is a word w such that (w; ?) 2 T and w 2 L(S 0 ; p).
Hence, there must be an atom p 0 (w 1 ; : : :; w r 0) that is used when deriving p(w) such that (i) p 0 (w 1 ; : : :; w r 0) 2 Sem(S 0 ), (ii) p 0 (w 1 : : : ; w r 0) = 2 Sem(S), ) rules that can be used when de ning an AEFS in h-AEFS(m; k; t; r), and thus there are at most O(2 n 2r ) hereditary AEFS with at most m rules that have to be considered when estimating the cardinality of the class L(h-AEFS(m;k;t;r)) n . Hence, the class L(h-AEFS(m;k;t;r)) has polynomial dimension, and thus Lemma 4 follows.
2
Lemma 5 For any m; k; t; r 2 IN, any S 2 h-AEFS(m; k; t; r), and any w 2 + , it can be decided in polynomial-time whether or not w belongs to the language de ned by S.
Proof: Let m; k; t; r 2 IN, S = ( ; ; ?) 2 h-AEFS(m; k; t; r), w 2 + , and a unary predicate symbol p 2 be given. Let G(w) be the set of all ground facts q 0 (w 1 ; : : : ; w r 0) with q 0 2 and subwords w 1 ; : : :; w r 0 of w. In a rst step, we de ne a polynomial-time algorithm A that, given w, outputs the set A(w) = Sem(S) \ G(w). In order to decide whether or not w 2 L(S; p), it su ces to check whether or not p(w) 2 A(w).
Since there are at most O(mjwj 2r ) elements in G(w), the second step can easily be performed in polynomial time. In order to de ne the required algorithm A, we distinguish the following cases. Case 1: S is de ned according to item (i) of De nition 4.
Hence, S 2 h-EFS(m; k; t; r). In 14] , it has been shown that there is a polynomial-time decision procedure that, given any w 0 2 + , decides whether or not w 0 2 L(S; p). Again Proof: Let m; k; t; r 2 IN and let T be a nite set of examples for some L 2 L(h-AEFS(m;k;t;r)). Assume that T 6 = ;. We let = fp;p 1 ; : : : ; p m?1 g, where only the arity of p is a priori xed, namely p is a unary predicate symbol. Furthermore, we let P(k; T) be the set of all patterns such that (i) v( ) fx 1 ; : : :; x k g and (ii) there is a substitution such that is a subword of some labelled word from T. Now, the set G(m;k;t;r;T) of all candidate AEFSs is de ned to be the set of all hereditary AEFSs S = ( ; ; ?) in h-AEFS(m; k; t; r) such that each pattern in each atom of each rule in ? 0 belongs to P(k; T).
First, we verify that G(m;k;t;r;T) contains an AEFS S that is consistent with T. To see this, let S 0 be any AEFS in h-AEFS(m; k; t; r) such that L(S 0 ; p) is consistent with T. Without loss of generality we may assume that (a) (S 0 ; p) is reduced with respect to T, (b) S 0 contains only predicate symbols from fp;p 1 ; : : : ; p m?1 g, and (c) all variables in S 0 are from fx 1 ; : : : ; x k g.
Because of (a), by Lemma 3, we know that, given any rule r in S 0 , there is a substitution such that, for each pattern in r, is a subword of some labelled word from T. Hence, the rules in S 0 exclusively contain patterns from P(k; T), and thus we obtain S 0 2 G(m;k;t;r;T). Hence, (i) and (ii) are ful lled, and thus the theorem follows.
qed.
