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A FINITE ELEMENT METHOD FOR ALLEN–CAHN EQUATION ON
DEFORMING SURFACE
MAXIM OLSHANSKII∗, XIANMIN XU† , AND VLADIMIR YUSHUTIN‡
Abstract. The paper studies an Allen–Cahn-type equation defined on a time-dependent surface as a model of
phase separation with order–disorder transition in a thin material layer. By a formal inner-outer expansion, it is
shown that the limiting behavior of the solution is a geodesic mean curvature type flow in reference coordinates. A
geometrically unfitted finite element method, known as a trace FEM, is considered for the numerical solution of the
equation. The paper provides full stability analysis and convergence analysis that accounts for interpolation errors
and an approximate recovery of the geometry.
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1. Introduction. Phase separation may happen in thin material layers such as polymer films,
lipid bilayers, binary alloy interfaces or biophotonic nanostructures. One example of such essen-
tially 2D phenomenon is the lipid rafts formation in a multi-component plasma membrane, while
the membrane is advected by an extracellular fluid flow and exhibit tangential motion due to the
membrane lateral fluidity [41, 43]. In this and some other applications the thin layer is compliant so
that a continuum based model represents it by a surface underdoing radial and lateral deformations.
Motivated by these examples we adopt the model of Allen and Cahn [1] to describe the phase evolu-
tion on a surface with a prescribed material motion. The model uses a smooth indicator function u
(order parameter) to characterize ordered / disordered states and a transition region. This renders
the model as a diffusive interface approach.
Before applying a numerical method to the derived Allen–Cahn type equation, the paper ad-
dresses well-posedness of the problem and the limiting behaviour of u when the width of the tran-
sition region tends to zero. The latter is done here by extending the standard technique of inner
(with respect to the transition layer) and outer expansions for the solution. In a steady domain the
asymptotic behaviour is well known to be the mean curvature flow [11] for the limit sharp interface
(or the mean geodesic curvature flow for surfaces [9]). In the case of the deforming surface Γ(t) we
obtain that the for each time t the material velocity of the sharp interface is defined by (instanta-
neous) geodesic mean curvature, which can be also seen as a mean curvature type flow in reference
coordinates.
The main focus of the paper is a finite element analysis of the Allen–Cahn type equation posed
on an evolving surface. The paper introduces a geometrically unfitted finite element method, known
as a trace FEM [32, 31], to discretize the problem. The method considers a sharp representation
of Γ(t) (e.g., as a zero level of a level set function) and uses degrees of freedom tailored to an
ambient tetrahedral mesh, which can be chosen independent of the surface and its evolution. The
numerical approach benefits from the embedding Γ(t) ⊂ R3 by using tangential calculus to define
surface differential operators. Tangential calculus assumes an extension of functions from Γ(t) to its
(narrow) neighborhood. The latter is also used here to define a time-stepping numerical procedure
following the ideas from [24, 34]. We prove stability and error estimates for the numerical method.
The error analysis accounts for all types of discretization errors, e.g., those resulting from the time
stepping, polynomial interpolation and the geometric consistency error due to a possible inexact
integration over Γ(t). Besides the difficulties associated with time-dependent domains and the
treatment of tangential quantities, the current analysis is complicated by the following factor. While
in a stationary domain (e.g., in a non-compliant material surface) the Allen–Cahn model defines the
evolution of the order parameter as the L2-gradient flow of the Ginzburg–Landau energy functional,
such minimization property fails to hold for time-dependent domains.
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Computational methods and numerical analysis for Allen–Cahn type equations in planar and
volumetric domains have received much attention in the literature, see e.g. [40, 16, 26, 19, 20] among
recent publications. At the same time, numerical treatment of surface Allen-Cahn equations is a
relatively recent topic in the literature. Work has been done on developing a closest point finite
difference method [21], a mesh free method [28], and finite elements methods (FEMs) [7, 9, 45, 44] as
the most versatile and mathematically sound approach. Among those papers [9] allows deformation
of the surface due to line tension forces and applies a (fitted) FEM on a triangulated surface. The
authors of [45] applied unfitted (trace) FEM to phase-field models on stationary surfaces. Numerical
analysis for equations governing phase separation on (evolving) surfaces is largely an open topic.
Another two closely related studies [8, 46] deal with FEMs for the Cahn–Hilliard equation on a time-
dependent surface: in [8] the authors develop numerical analysis of a fitted FEM and [46] treats the
trace FEM.
The outline of the paper is as follows. In Section 2, we introduce the model. The weak formu-
lation of the problem and its well-posedness are discussed in Section 4. An asymptotic behaviour
of the solution to the problem is studied in Section 3. After necessary preliminaries, the numerical
method is introduced in Section 5. Error and stability analyses are carried out in Section 6. Section
7 supplements the paper with numerical examples.
2. Allen–Cahn equation on an evolving surface. Consider a material surface Γ(t) ⊂ R3,
t ∈ [0, T ], with density distribution ρ : Γ(t) → R. Assume Γ(t) is passively advected by a smooth
velocity field w = w(x, t), x ∈ R3, and for all times Γ(t) stays smooth, closed (∂Γ(t) = ∅), connected
and orientable. We are interested in a phase separation process on Γ(t) with a transition between
order and disorder states. The state of matter at x ∈ Γ(t) is characterized by a smooth indicator
function u(x, t), u : Γ(t) → [−1, 1], with u ' −1 in the less ordered phase and u ' 1 in the more
ordered phase.
To describe an evolution of phases, we follow the classical approach of Allen and Cahn [1] and
assume that an instantaneous change in the order per area s(t) ⊂ Γ(t) is proportional to the variation
of the total specific free energy for s(t):
d
dt
∫
s(t)
ρu ds = −
∫
s(t)
ck
δe(u)
δu
ds, (2.1)
where ck is a positive kinetic coefficient, and the energy density is given by
e(u) = ρ
(
1
2
F (u) + |∇Γu|2
)
,
where ∇Γu is the tangential gradient of u. The energy of a homogeneous state F (u) has a double–
well form of Ginzburg–Landau potential to allow for phase separation, and  is a characteristic width
of a transition region between phases. Further we choose F (u) = (1− u2)2/4.
Application of the surface Reynolds transport theorem (also known as the Leibniz formula for
evolving surfaces, e.g., [10]) to (2.1) gives∫
s(t)
(
.
(ρu) + ρu divΓw) ds = −
∫
s(t)
ck
δe(u)
δu
ds.
By
.
f we denote the material derivative of a smooth function f defined on Γ(t) for t ∈ [0, T ] and
divΓ stands for the surface divergence. Computing the functional derivative of F (u) with respect
to u, f(u) = F ′(u), and varying s(t) for any fixed Γ(t), t ∈ [0, T ] leads to the Allen–Cahn equation
on the deforming surface:
.
(ρu) + ρu divΓw = −ρck(−2f(u)− divΓ(ρ∇Γu)) on Γ(t), t ∈ (0, T ). (2.2)
Likewise, the conservation of mass and the surface Reynolds transport theorem yield the identity
.
ρ+ ρ divΓw = 0 on Γ(t). (2.3)
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Thanks to (2.3), the surface Allen–Cahn equation (2.2) can be written in the equivalent form
.
u = −ck
(
−2f(u)− 1
ρ
divΓ(ρ∇Γu)
)
on Γ(t), t ∈ (0, T ). (2.4)
The equation should be complemented with the initial condition u(x, 0) = u0(x), x ∈ Γ(0), describing
the state of matter at time t = 0.
Equations (2.2) or (2.4) are solved for the order parameter u with given ρ satisfying (2.3). In
this paper, we assume ρ = const. In practice, this assumption is plausible for surfaces with initially
homogeneous density distribution and exhibiting small or area-preserving deformations. The latter
is characterised by divΓw = 0 and is a valid assumption for several types of biological membranes,
such as lipid mono- or bi-layers [25, 39]. Due to this assumption, the model (slightly) simplifies to
the following system of equation and initial condition:{ .
u = −−2f(u) + ∆Γu on Γ(t), t ∈ (0, T ),
u = u0 on Γ(0),
(2.5)
∆Γ is the Laplace–Beltrami operator and we set ck = 1.
We close this section by noting the analogy between Allen–Cahn equations (2.2) or (2.4) and
those describing the compressible two-phase fluid flow (in the Euclidean space) with phase transition;
see [2].
2.1. Preliminaries. We need more precise assumptions for the evolution of Γ(t). To formulate
them, assume that w and Γ0 are sufficiently smooth such that for all y ∈ Γ0 the ODE system
Φ(y, 0) = y,
∂Φ
∂t
(y, t) = w(Φ(y, t), t), t ∈ [0, T ],
has a unique solution x := Φ(y, t) ∈ Γ(t), which defines the Langrangian mapping Φ : Γ0 → Γ(t).
The inverse mapping is given by Φ−1(x, t) := y ∈ Γ0, x ∈ Γ(t). With the help of Φ, we define the
bijection Ψ between Γ0 × [0, T ], with Γ0 := Γ(0),and the space-time manifold
G :=
⋃
t∈(0,T )
Γ(t)× {t}, G ⊂ R4
as follows
Ψ : Γ0 × [0, T ]→ G, Ψ(y, t) := (Φ(y, t), t). (2.6)
We assume Ψ is a C2-diffeomorphism between these manifolds.
For Γ(t), consider a signed distance function φ(t) (positive in the exterior and negative in the
interior of Γ(t)). Let Øδ(G) be a tubulate δ-neighborhood of Γ:
Øδ(G) := {(x, t) ∈ R4 : |φ(x, t)| ≤ δ}.
The above assumptions imply that for sufficiently small δ > 0 it holds φ ∈ C2(Øδ(G)) and the
normal projection onto Γ(t), p : Øδ(G) → Γ(t) is well defined for each t ∈ [0, T ]. We fix such δ
and further often skip it in notation Ø(G) = Øδ(G). Likewise, we shall write Øδ(Γ(t)) to denote a
δ-neighborhood of Γ(t) in R3 and Ø(Γ(t)) = Øδ(Γ(t)) for δ as above. For every fixed t ∈ [0, T ], the
gradient of φ defines in Ø(Γ(t)) normal direction to Γ(t) with n = ∇φ being the outward normal
vector on Γ(t).
For a smooth u defined on G, a function ue denotes the extension of u to Ø(G) along spatial
normal directions to the level-sets of φ, it holds ∇ue · ∇φ = 0 in Ø(G), ue = u on G, and ue(x) =
ue(p(x)) in Ø(G). The extension ue is smooth once φ and u are both smooth. Further, we use the
same notation u for the function on G and its extension to Ø(G).
Once a function u on G is identified with its extension on Ø(G), one can write the surface
differential operators arising in the model, in terms of tangential calculus:
∇Γu = (I− n× nT )∇u, divΓw = tr
(
(I− n× nT )∇w) , ∆Γu = divΓ∇Γu. (2.7)
3
Furthermore, one can expand the intrinsic surface quantity
.
u in Eulerian terms:
.
u =
∂u
∂t
+ w · ∇u. (2.8)
Identity (2.8) allows us to rewrite (2.5) as follows:
∂u
∂t
+ w · ∇u = −−2f(u) + ∆Γu on Γ(t),
∇u · ∇φ = 0 in Ø(Γ(t))
t ∈ (0, T ], (2.9)
subject to u = u0 on Γ(0). This formulation will be useful for the design of a finite element method
in Section 5. We note that equalities (2.7)–(2.8) are valid for any smooth extension (not necessarily
a normal one).
3. Asymptotic analysis. In this section, we study an asymptotic behaviour of u solving (2.5)
when ε goes to zero. Our analysis follows the inner-outer expansion arguments, which are now
standard for phase-field equations defined on Euclidean domains in Rd, d = 2, 3, [3, 4, 35] and
also has been used recently to study sharp interface limits of two phase-field models defined on
surfaces [10, 30].
We assume t ≥ t0 sufficiently large such that the separation of phases happened and u exhibits
an inner layer (diffuse interface) of width O(ε). Consider the central line of the diffuse interface
defined as the zero level of u, γ(t) := {x ∈ Γ(t) : u(x, t) = 0}. For all t ∈ (t0, T ) we assume that
γ(t) is a smooth closed curve on Γ(t). The interior and exterior domains with respect to γ(t) are
denoted by Γ±(t) := {x ∈ Γ(t) : ±u(x, t) > 0}.
Outer expansion. Denote by u± the order parameter restricted to Γ±. Following, e.g., [4] we
assume that away from the interfacial layer around γ(t), both u± can be expanded in the form
u±(x, t) = u±0 (x, t) + εu
±
1 (x, t) + · · · , (3.1)
with smooth u±k (x, t). Substituting (3.1) into (2.5) and using the Taylor expansion for f(u), f(u
±) =
f(u±0 ) + εf
′(u±0 )u
±
1 + · · · , yield( .
u±0 (x, t) + ε
.
u±1 (x, t) + · · ·
)−∆Γ(u±0 (x, t) + εu±1 (x, t) + · · · )+ ε−2(f(u±0 ) + εf ′(u±0 )u1 + · · · ) = 0.
Considering the leading order term with respect to ε → 0 gives f(u±0 ) = 0. Therefore, away from
the layer it holds
u±0 (x, t) = ±1. (3.2)
Inner expansion. Denote by dγ the signed geodesic distance on Γ(t) for any fixed t, and ±dγ(x) >
0 for x ∈ Γ±. Consider the inner layer Uε(γ(t)), which we define as an O(ε) neighborhood of γ(t):
Uε(γ(t)) := {x ∈ Γ(t) : |dγ(x)| ≤ c0 ε}, with sufficiently large c0, independent of ε. We assume
ε to be sufficiently small such that the geodesic closest point projection q(x) : Uε(γ(t)) → γ(t) is
well-defined so that (q(x), dγ(x)) is the local (time dependent) coordinate system in Uε(γ(t)). In
Uε(γ(t)) the conormal directions are defined by the tangential vector field m = ∇Γdγ . For x ∈ γ(t),
m(x) is a unit conormal of γ(t) pointing into Γ+(t).
Following [4, 35], we introduce a fast variable in Uε(γ(t)) by re-scaling the coordinate in the
conormal direction ξ =
dγ(x)
ε , and represent u(x, t) as
u(x, t) = u˜(x, ξ, t) for x ∈ Uε(γ(t)), (3.3)
where u˜(t) : Uε(γ(t)) × (−c0, c0) → R is defined as u˜(y, ξ, t) := u(x, t) for x ∈ Uε(γ(t)) such that
q(y) = q(x) and ξ = dγ(x). Given the new variables we find the identities:
∇Γu = ∇xΓu˜+ ε−1∂ξu˜m, ∆Γu = ∆xΓu˜+ ε−2∂ξξu˜+ ε−1∂ξu˜∆Γdγ , (3.4)
where for the second equality we used m ·∇xΓu˜ = 0 and divΓm = ∆Γdγ . Denoting by
.
u˜ the material
derivative of u˜(y, ξ, t) we also compute
.
u =
.
u˜+ ε−1∂ξu˜
.
dγ . (3.5)
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We assume that u˜ in the layer can be expanded
u˜(x, ξ, t) = u˜0(x, ξ, t) + εu˜1(x, ξ, t) + · · · ,
with smooth u˜0, u˜1, . . . . Substituting this in (2.5), using (3.4)–(3.5) and Taylor expansion for f(u˜),
i.e. f(u˜) = f(u˜0) + εf
′(u˜0)u˜1 + · · · , we find that O(ε−2) order terms give
− ∂ξξu˜0 + f(u˜0) = 0. (3.6)
Accounting for O(ε−1) order terms we obtain
∂ξu˜0
( .
dγ −∆Γdγ
)
− 2∇Γdγ · ∇Γ(∂ξu˜0)− ∂ξξu˜1 + f ′(u˜0)u˜1 = 0. (3.7)
To proceed we need conditions on u˜0 for ξ →∞ (which can be allowed if ε→ 0).
Matching conditions. We now have a representation of the solution in the narrow layer around
γ(t) and another representation valid away from the interface. Following [4, 35] we consider matching
conditions between these two representations. We formulate the conditions below, while details of
derivation can be found in [13]. Denote u±k (x, t) = lims→±0
u±k (x + sm, t) when x ∈ γ(t) and ε → 0,
and similar we define ∇Γu±0 (x, t) for x ∈ γ(t). The matching conditions read:
u˜0(x, ξ, t) = u
±
0 (x, t), as ξ → ±∞, εξ → 0 (3.8)
u˜1(x, ξ, t) = u
±
1 (x, t) + ξm · ∇Γu±0 (x, t), as ξ → ±∞, εξ → 0 (3.9)
∂ξu˜1(x, ξ, t) = m · ∇Γu±0 (x, t), as ξ → ±∞, εξ → 0. (3.10)
From condition (3.8) and (3.2) it follows that
lim
ξ→±∞
u˜0 = ±1. (3.11)
This and u˜0(x, 0, t) = 0 supplies the equation (3.6) with necessary boundary conditions. For f(u˜0) =
−u˜0 + u˜30 it provides us with the unique solution
u˜0(x, ξ, t) = tanh(ξ/
√
2).
In particular, we see that u˜0 does not depend on (x, t). This simplifies equation (3.7) to
∂ξu˜0
( .
dγ −∆Γdγ
)
− ∂ξξu˜1 + f ′(u˜0)u˜1 = 0.
We multiply the above identity by ∂ξu˜0 and integrate it for ξ ∈ (−∞,∞). This leads to
σ
( .
dγ −∆Γdγ
)
−
∫ ∞
−∞
(∂ξu˜0)[∂ξξu˜1 − f ′(u˜0)u˜1]dξ = 0. (3.12)
where σ :=
∫∞
−∞(∂ξu˜0)
2dξ is a positive constant that can be interpreted as interface tension coeffi-
cient. Now let us take a further look into matching conditions (3.8)–(3.10). The first one implies
f ′(u˜0) = f(u˜0) = 0 for ξ → ±∞. Since m · ∇Γu±0 (x, t) = 0, from (3.9) and (3.10) we also see that
|u˜1| is bounded and ∂ξu˜1 = 0 for ξ → ±∞. Using these limit values for the integration by parts, we
obtain∫ ∞
−∞
∂ξu˜0[∂ξξu˜1 − f ′(u˜0)u˜1]dξ =
∫ ∞
−∞
∂ξu˜0∂ξξu˜1 − ∂ξf(u˜0)u˜1dξ =
∫ ∞
−∞
[∂ξξu˜0 − f(u˜0)]∂ξu˜1dξ = 0,
where for the last equality we use (3.6). Equation (3.12) reduces to
.
dγ −∆Γdγ = 0. (3.13)
Consider the limiting interface γ(t) as the zero level of the order-parameter as ε → 0. Equation
(3.13) for the signed distance function describes the dynamics of γ(t) on the passively evolving
material surface Γ(t). The quantity ∆Γdγ = κg is the geodesic curvature of γ(t) on Γ(t) satisfying
that κg(x) is positive when Γ(t)
− is convex at x. While
.
dγ = 0 corresponds to the passive evolution
along material trajectories,
.
dγ = κg can be seen as an active evolution or a mean curvature type
flow in the reference (Lagrangian) coordinates. The (tangential) geometric evolution of the sharp
interface is defined by the conormal velocity of γ(t) given by m ·w − κg.
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4. Weak formulation and well-posedness. Consider a slightly more general problem:
.
u+ αu−∆Γu+ ε−2f(u) = 0 on Γ(t), (4.1)
u(x, 0) = u0 for x ∈ Γ(0), (4.2)
with an L∞(G) function α, and let α∞ := ‖α‖L∞(G). Following [40] we consider a modified double-
well potential F such that for some M > 1
F ′(x) = f(x) =

(3M2 − 1)x− 2M3, x > M,
x(x2 − 1), x ∈ [−M,M ],
(3M2 − 1)x+ 2M3, x < −M.
(4.3)
Function f(x) satisfies the following growth conditions with L = 3M2 − 1
|f(x)| ≤ L|x|, f(x)x ≥ −x, (4.4)
and Lipschitz condition:
−1 ≤ f(x)− f(y)
x− y ≤ L, ∀x, y ∈ R, x 6= y. (4.5)
Given our assumptions on the evolution of Γ(t), the scalar product
(u, v)0 =
∫ T
0
∫
Γ(t)
uv dsdt
induces a norm ‖ · ‖0 on L2(G) equivalent to the standard L2(G)-norm. Besides standard Lebesgue
spaces Lq(G), 1 ≤ q ≤ ∞, and Sobolev spaces Hk(G), k = 1, 2, . . . , we need the following analogues
of standard Bochner spaces:
H = {u ∈ L2(G) : ‖∇Γu‖0 <∞}, with (u, v)H = (u, v)0 + (∇Γu,∇Γv)0,
L∞1 = {u ∈ L∞(G) : ess sup
t∈[0,T ]
‖∇Γu‖L2(Γ(t)) ≤ ∞},
W = {u ∈ L∞1 : .u ∈ L2(G)}, ‖u‖2W = ‖u‖2L∞1 + ‖
.
u‖2L2(G).
From [33, 8] we know that H is a Hilbert space and smooth functions are everywhere dense in H
and W .
Exploiting the smoothness properties of the mapping Ψ between Γ0×(0, T ) and G one shows (cf.
[33, 8]) that the following isomorphisms hold algebraically and topologically: H ∼= L2(0, T ;H1(Γ0))
and W ∼= L∞(0, T ;H1(Γ0)) ∩H1(0, T ;L2(Γ0)).
We consider the following weak formulation of (4.1): For u0 ∈ H1(Γ0), find u ∈ W such that
u(0) = u0 and
(
.
u, v)0 + (αu+ ε
−2f(u), v)0 + (∇Γu,∇Γv)0 = 0, for all v ∈ H. (4.6)
Lemma 4.1. The week formulation (4.6) is well posed.
Proof. A standard approach to the analysis of Allen-Cahn type equations solvability is based
on the energy minimization principle, which does not hold in the case of equations posed in the
evolving domain. Hence we consider a different argument. For uˆ = u ◦ Ψ ∈ L∞(0, T ;H1(Γ0)) ∩
H1(0, T ;L2(Γ0)), v ∈ L2(0, T ;H1(Γ0)) we rewrite (4.6) in the reference cylinder Ŝ = Γ0 × (0, T ):∫ T
0
∫
Γ0
{
(uˆt + αuˆ+ ε
−2f(uˆ))vˆ + (∇ΓF )−T∇Γuˆ : (∇ΓF )−T∇Γvˆ
}
µdsˆdt = 0, (4.7)
for all vˆ ∈ L2(0, T ;H1(Γ0)). Here µ ∈ C1(Ŝ), ∇ΓΨ ∈ C1(Ŝ)3×3 are such that µ > 0 and
∇ΓΨ(∇ΓΨ)T is uniformly bounded on Ŝ. Therefore, the problem (4.7) can be formulated to
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fit an abstract framework from [38]: Find uˆ ∈ L∞(0, T ;H1(Γ0)) ∩ H1(0, T ;L2(Γ0)) such that
uˆ(0) = u0 ∈ H1(Γ0) and
Muˆ′ +Buˆ+ γ(uˆ) = 0 in H−1(Γ0) for a.e. t ∈ [0, T ], (4.8)
where operators M ∈ L(L2(Γ0)), B ∈ L(H1(Γ0), H−1(Γ0)) and γ : H1(Γ0)→ L2(Γ0) are defined by
the identities
Mwˆ = µwˆ, 〈Buˆ, vˆ〉 =
∫
Γ0
(∇ΓΨ)−T∇Γuˆ : (∇ΓΨ)−T∇Γvˆµdsˆ, γ(uˆ) = (αuˆ+ ε−2f(uˆ))µ,
for all wˆ ∈ L2(Γ0), uˆ, vˆ ∈ H1(Γ0). It is easy to verify that M is positive definite, B is such that
〈Bv, v〉 ≥ cˆ1‖v‖2H1(Γ0) − cˆ2‖v‖2L2(Γ0), with some cˆ1 > 0, cˆ2 ≥ 0, (4.9)
and γ is continuous and, thanks to (4.4),
‖γ(v)‖2L2(Γ0) ≤ Cˆ1 + Cˆ2‖v‖2H1(Γ0), with some Cˆ1 > 0, Cˆ2 > 0,
(γ(v)− γ(w), v − w)L2(Γ0) ≥ −Cˆ0‖v − w‖2L2(Γ0), with some Cˆ0 > 0,
(4.10)
for all v, w ∈ H1(Γ0).
Problem (4.8)–(4.10) is well posed ([38, Theorem 2.1]) and so is (4.6).
5. Discretization method. To set up a numerical method, one needs to define a time-stepping
procedure, spatial discretization approach and a practical way of handling surface integrals and
derivatives. The approach taken here benefits from the embedding of Γ(t) in R3 for all t ∈ [0, T ],
which allows to use tangential calculus in an ambient (bulk) functional space (rather than computa-
tions in intrinsic time-dependent surface coordinates). The bulk space supports well-defined traces
of functions on Γ(t) and functions from the bulk space are further approximated in a standard time-
independent finite element space. Our time-stepping procedure exploits an observation made earlier
in section 2.1 that a function on Γ(t) can be identified with its smooth extension to a neighborhood
of the surface. Finally, the geometry representation is based on the implicit definition of Γh(t), an
approximation of Γ(t), as a zero level of a finite element function. Altogether, this approach resem-
bles the trace finite element method for partial differential equations on evolving surfaces introduced
and analyzed in [34, 24] for the diffusion problem on Γ(t). The approach is also known as a hybrid
FD in time – trace FEM in space, since a (standard) finite difference scheme is adopted for treating
the time dependence and an unfitted finite element method is used in space.
We start with explaining the time-stepping method.
5.1. Time-stepping scheme. Consider a uniformly distributed time nodes tn = n∆t, n =
0, . . . , N , with the uniform time step ∆t = T/N . It is crucial to assume that ∆t is sufficiently small
that
Γ(tn) ⊂ Ø(Γ(tn−1)) n = 1, . . . , N. (5.1)
Recall that Ø(Γ(t)) is a neighborhood of the surface, where the normal projection on Γ(t) is well
defined, and so are the extensions of surface quantities.
Using the notation un for an approximation to u(tn), and φ
n = φ(tn), we consider the following
semi-implicit first order method for the Eulerian formulation (2.9) of the Allen-Cahn surface problem: (1 + βs∆t)
un − un−1
∆t
+ wn · ∇un −∆Γun = −ε−2f(un−1) on Γ(tn),
∇un · ∇φn = 0 in Ø(Γ(tn)).
(5.2)
Here βs > 0 is a stabilization parameter as suggested in [40] to allow the explicit treatment of the
non-linear part on the right-hand side of (5.2). This leads to a linear problem with respect to un
on each time step. More important is that the function un−1 is well-defined on Γ(tn) through its
extension. Indeed, if one considers (5.2) with index shifted n → n − 1, i.e. eq. (5.2) written for
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the previous time step, then the second equation defines the extension of un−1 to Ø(Γ(tn−1)) and
because of (5.1) it defines an extension to Γ(tn) ⊂ Ø(Γ(tn−1)). Therefore, all terms in (5.2) on the
current step are well defined.
For a finite element method, we shall need the integral formulation of (5.2), where we enforce
the second equation weakly, as a constraint: Any smooth un solving (5.2) satisfies∫
Γ(tn)
(
(1 + βs∆t)
un − un−1
∆t
+ wn · ∇un)v ds+ ∫
Γ(tn)
∇Γun ·∇Γv ds
+ ρ
∫
Ø(Γ(tn))
(∇un · ∇φn)(∇v · ∇φn) dx = −ε−2
∫
Γ(tn)
f(un−1)v ds, (5.3)
for all sufficiently smooth test functions v : Ø(Γ(tn))→ R. ρ > 0 is an augmentation parameter for
the normal extension condition.
We need the integration by parts identity:∫
Γ(t)
(w · ∇u)v ds = 1
2
∫
Γ(t)
(wT · ∇Γuv −wT · ∇Γvu) ds− 1
2
∫
Γ(t)
(divΓ wT )uv ds (5.4)
for sufficiently smooth u, v such that n · ∇u = n · ∇v = 0 (recall that n = ∇φ on Γ).
5.2. Finite element method. To reduce the repeated use of generic but unspecified constants,
further in the paper we write x . y to state that the inequality x ≤ cy holds for quantities x, y with
a constant c, which is independent of the mesh parameters h, ∆t, time instance tn, and the position
of Γ and Γh in the bulk mesh. Similarly we give sense to x & y.
Assume a set of consistent subdivisions of Ω into shape-regular tetrahedra. This constitutes a
family of ambient triangulations {Th}h>0, with max
T∈Th
diam(T ) ≤ h. For a fixed Th, denote by Vh the
standard (bulk) time-independent finite element space of degree m ≥ 1,
Vh = {vh ∈ C(Ω) : vh|S ∈ Pm(S),∀S ∈ Th}. (5.5)
Let φh be a given continuous piecewise polynomial approximation (with respect to Th) of φ for all
t ∈ [0, T ], which satisfies
‖φ− φh‖L∞(Ø(Γ(t))) + h‖∇(φ− φh)‖L∞(Ø(Γ(t))) . hq+1, ∀ t ∈ [0, T ], (5.6)
with some q ≥ 1. For this estimate to hold, we need to assume that the distance function φ has the
smoothness property φ ∈ Cq+1(Ø(G)). Following [23], we also assume that ∇φh(x, t) 6= 0 in Ø(Γ(t)),
t ∈ [0, T ], and that φh is sufficiently regular in time such that on every time interval In = [tn−1, tn]
there holds
‖φn−1h − φnh‖L∞(Ω) . ∆t‖w · n‖∞,In , (5.7a)
‖∇φn−1h −∇φnh‖L∞(Ω) . ∆t (‖w · n‖∞,In + ‖∇(w · n)‖∞,In) , for n = 1, . . . , N, (5.7b)
where φnh(x) = φh(x, tn), n = 0, . . . , N , and ‖v‖∞,In := sup
t∈In
‖v‖L∞(Γ(t)), for v defined on Γ(t).
We now introduce the “discrete” surfaces Γnh as the zero level of φ
n
h,
Γnh := {x ∈ R3 : φnh(x) = 0}.
Thanks to (5.6) it approximates the original surface Γ in the following sense
dist(Γnh,Γ(th)) = max
x∈Γnh
|φn(x)| = max
x∈Γnh
|φn(x)− φnh(x)| ≤ ‖φn − φnh‖L∞(Ω) . hq+1. (5.8)
Furthermore, nnh = ∇φnh/|∇φnh|, the normal vector to Γnh, and nn = ∇φn, the extended normal
vector to Γ(tn), satisfy for x ∈ Γnh
|nnh(x)− nn(x)| . |∇φnh(x)−∇φn(x)| . hq. (5.9)
8
For practical reasons, the finite element method does not look for an extension of the discrete
solution to the whole neighborhood Ø(G). Instead it provides an extension to a narrow band around
Γnh, which is defined as the union of tetrahedra on a δn distance from Γ
n
h for each n, with
δn := cδ‖w · n‖∞,In ∆t (5.10)
and cδ ≥ 1, an Ø(1) mesh-independent constant. More precisely, we define the narrow band as
Ø(Γnh) =
⋃{
S : S ∈ Th : |φnh(x)| ≤ δn for some x ∈ S
}
.
We also need a subdomain of Ø(Γnh) only consisting of tetrahedra intersected by Γ
n
h,
ØΓ(Γ
n
h) :=
⋃{
S ∈ Th : S ∩ Γnh 6= ∅
}
.
Since dist(Γnh,Γ(tn)) . hq+1, the narrow band width δn and h can be assumed small enough such
that
Ø(Γnh) ⊂ Ø(Γ(tn)). (5.11)
This implies the restriction on the time step of the form
∆t ≤ c0(cδ‖w · n‖∞,In)−1 = O(1), n = 1, . . . , N, (5.12)
with some c0 sufficiently small, but independent of h, ∆t and n. In turn, cδ can be taken sufficiently
large, but independent of h, such that
ØΓ(Γ
n
h) ⊂ Ø(Γn−1h ). (5.13)
This condition is the discrete analog of (5.1) and it is essential for the well-posedness of the finite
element formulation below.
Next we define finite element spaces as restrictions of the time-independent bulk space Vh on all
tetrahedra from O(Γnh):
V nh = {v ∈ C(Ø(Γnh)) : v ∈ Pm(S), ∀S ∈ Th, S ⊂ O(Γnh)}, m ≥ 1. (5.14)
We further use V nh as test and trial spaces in the integral formulation (5.3), where we use identity
(5.4) and replace Γ(tn) by Γ
n
h, Ø(Γ(tn)) by Ø(Γ
n
h). The resulting FE formulation reads: For a given
u0h ∈ V 0h find unh ∈ V nh , n = 1, . . . , N , satisfying∫
Γnh
{
(1 + βs∆t)
unh − un−1h
∆t
vh +
1
2
(
weT · ∇Γhunhvh −weT · ∇Γhvhunh − (divΓh weT )unhvh
)}
dsh
+
∫
Γnh
∇Γhunh · ∇Γhvh dsh + ρn
∫
Ø(Γnh)
(nnh · ∇unh)(nnh · ∇vh)dx = −ε−2
∫
Γnh
f(un−1h )vh dsh, (5.15)
for all vh ∈ V nh . Here nh = ∇φnh/|∇φnh| in Ø(Γnh), ρn > 0 is a parameter, we(x) = w(pn(x)) is a
lifted data on Γnh from Γ(tn). The terms involving u
n−1 are well-defined thanks to condition (5.13).
With suitable restrictions on problem parameters the last term on the left-hand side of (5.15) ensures
the whole bilinear form is elliptic on V nh ; see (6.11). Therefore, on each time step we obtain a FE
solution defined in Ø(Γnh) (not just on Γ
n
h and this can be seen as an implicit extension procedure).
As discussed in many places in the literature, see, e.g. [24], this term also stabilizes the problem
algebraically, i.e. the resulting systems of algebraic equations are well-conditioned independent on
how the surface Γh cuts through the ambient triangulation.
Remark 5.1 (Numerical integration). The discrete surface Γnh is described implicitly via
the zero-level of a piecewise polynomial level set function. In general, it is a non-trivial task to
obtain a parameterized representation of Γnh, which would allow for a straightforward application of
numerical quadrature rules. On simplices and in the low order case where φnh is a piecewise linear
approximation of the level set function φn (q = 1 in (5.6)), an explicit reconstruction of Γnh is easily
available, cf. e.g. [27]. However, the higher order case q > 1 is more involved and requires special
approaches for the construction of quadrature rules. We do not extend this discussion here but refer
to the literature instead, cf. [12, 22, 14, 29, 37, 42].
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6. Analysis of the finite element method. In this section we address stability and error
analysis of the finite element formulation (5.15). For a proper control of the geometric error, the
analysis requires the following mild restriction on the mesh step,
h2q . ∆t. (6.1)
We recall that q ≥ 1 is the degree of geometry approximation from (5.6).
We shall need the following two Lemmas from [24]. The result of the first lemma allows the
control of the L2 norm of vh ∈ V nh in the narrow band by its L2 norm on Γh and a term similar
to the normal volume stabilization in (5.15). While the second lemma provides control over the L2
norm of the extension of a FE function on Γnh by its values on Γ
n−1
h . That lemma is essential for
applying a Gronwall type argument later.
Lemma 6.1. Assume conditions (5.10) and (5.12) are satisfied, then for any vh ∈ V nh it holds
‖vh‖2Ø(Γnh) . (δn + h)‖vh‖
2
Γnh
+ (δn + h)
2‖nnh · ∇vh‖2Ø(Γnh). (6.2)
Lemma 6.2. In addition to (5.10) and (5.12) assume (6.1) is satisfied, then for any vh ∈ V n−1h
it holds
‖vh‖2Γnh ≤ (1 + c1∆t)‖vh‖
2
Γn−1h
+ c2δn−1(δn−1 + h)−1‖nn−1h · ∇vh‖2Ø(Γn−1h ), (6.3)
for some c1 and c2 independent of h, ∆t and n.
Examination of the proof from [24] reveals that Lemma 6.2 holds if V n−1h is replaced by any
finite dimensional subspace of H1(Ø(Γn−1h )) that supports inverse inequality ‖∇vh‖S . h−1‖vh‖S ,
for S ∈ Th, S ∈ Ø(Γn−1h ). We need this observation later in the paper.
6.1. Stability analysis. In addition to (5.12), we need another O(1) restriction on the time
step:
∆t ≤ (4ξh)−1 with ξh := 1
2
max
n=0,..,N
‖ divΓh weT ‖∞,Γnh . (6.4)
From the definition of ξh, smoothness of w, and geometry approximation condition (5.6), it follows
that
ξh . 1. (6.5)
The normal volume stabilization parameter ρn in (5.15) should be chosen to satisfy:
ρn ≥ Cρ(δn + h)−1 (6.6)
with some sufficiently large, but independent of ∆t and h, constant Cρ > 0 . Recalling that δn . ∆t
(see (5.10)) we see that (6.6) leads an O((∆t + h)−1) lower bound on ρn. For the stabilization
parameter βs we assume
βs ≥ 2ξh + ε−2L+ 1. (6.7)
With the help of (5.10) and (6.6) we obtain the inequality
c2δn−1(δn−1 + h)−1 ≤ c2cδ‖w · n‖∞,In−1∆tC−1ρ ρn−1.
Using this, estimate (6.3) for Cρ large enough yields
‖vh‖2Γnh ≤ (1 + c1∆t)‖vh‖
2
Γn−1h
+ ρn−1∆t‖nn−1h · ∇vh‖2Ø(Γn−1h ) ∀ vh ∈ V
n−1
h . (6.8)
For the notation convenience, we now introduce the bilinear form,
an(u, v) :=
1
2
∫
Γnh
(
(weT · ∇Γhu)v − (weT · ∇Γhv)u− (divΓh weT )uv
)
ds
+
∫
Γnh
(∇Γhu) · (∇Γhv) ds+ ρn
∫
Ø(Γnh)
(nnh · ∇u)(nnh · ∇v)dx
(6.9)
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for u, v ∈ H1(Ø(Γnh)). Because of obvious cancellations, an(vh, vh) satisfy the lower bound:
an(vh, vh) ≥ ‖∇Γhvh‖2Γnh − ξh‖vh‖
2
Γnh
+ ρn‖nnh · ∇vh‖2Ø(Γnh), ∀ vh ∈ V
n
h . (6.10)
The low bound (6.10) and condition (6.4) imply that the bilinear form on the left-hand side of (5.15)
is positive definite,∫
Γnh
1 + βs∆t
∆t
v2h ds+ an(vh, vh) ≥
1 + 2βs∆t
2∆t
‖vh‖2Γnh + ‖∇Γhvh‖
2
Γnh
+ ρn‖nnh · ∇vh‖2Ø(Γnh). (6.11)
From (6.2) it follows that the square root of the right-hand side in (6.11) defines a norm on V nh .
Hence, due to the Lax-Milgram lemma, the problem in each time step of (5.15) is well-posed.
We next derive an a priori estimate for the finite element solution to (5.15).
Theorem 6.3. Assume conditions (5.10), (5.12), (6.1), (6.4), (6.6), and (6.7), then the
solution of (5.15) satisfies the following stability estimate:
‖unh‖2Γnh + ∆tε
−2
∫
Γnh
F (unh)dsh + ∆t
n∑
k=1
(
‖∇Γhukh‖2Γkh + ∆tρk‖n
k
h · ∇ukh‖2Ø(Γkh)
)
≤ c0, k = 1, . . . , N,
(6.12)
where c0 is independent of ∆t, h, n and position of Γh in the mesh, but depends on u0, ε, and M .
Proof. We test (5.15) with vh = u
n
h to arrive at the equality
1 + βs∆t
2∆t
(‖unh‖2Γnh + ‖u
n
h − un−1h ‖2Γnh ) + an(u
n
h, u
n
h) =
1 + βs∆t
2∆t
‖un−1h ‖2Γnh − ε
−2
∫
Γnh
f(un−1h )u
n
h dsh.
From the Taylor expansion we get
−
∫
Γnh
f(un−1h )u
n
h dsh =
∫
Γnh
F (un−1h )− F (unh) dsh −
∫
Γnh
f(un−1h )u
n−1
h dsh +
∫
Γnh
f ′(c)
2
(unh − un−1h )2dsh
(6.13)
with some c ∈ C(Γnh).
We bound an(u
n
h, u
n
h) from below through (6.10) and further use (4.4), (4.5), (6.8), and (6.13)
to arrive at
(1 + ∆t(βs − 2ξh))‖unh‖2Γnh + 2∆t‖∇Γhu
n
h‖2Γnh + 2∆tρn‖n
n
h · ∇unh‖2Ø(Γnh) + 2∆tε
−2
∫
Γnh
F (unh)dsh
≤ (1 + ∆t(βs + 2ε−2))
[
(1 + c1∆t)‖un−1h ‖2Γn−1h + ∆tρn−1‖n
n−1
h · ∇un−1h ‖2Ø(Γn−1h )
]
+ 2∆tε−2
∫
Γnh
F (un−1h )dsh − (1 + ∆t(βs − ε−2L))‖unh − un−1h ‖2Γnh . (6.14)
Using (6.7) simplifies the above estimate to
‖unh‖2Γnh + 2∆t‖∇Γhu
n
h‖2Γnh + 2∆tρn‖n
n
h · ∇unh‖2Ø(Γnh) + 2∆tε
−2
∫
Γnh
F (unh)dsh
≤ (1 + c∆t)
[
‖un−1h ‖2Γn−1h + ∆tρn−1‖n
n−1
h · ∇un−1h ‖2Ø(Γn−1h )
]
+ 2∆tε−2
∫
Γnh
F (un−1h )dsh, (6.15)
where the constant c is independent of h, ∆t and n.
We further estimate the F -term on the right-hand side employing Lemma 6.2 (see also the
comment after the lemma) and the elementary inequality |(√F (x))x| ≤ C = 2M for almost all
x ∈ R:∫
Γnh
F (un−1h )dsh = ‖
√
F (un−1h )‖2Γnh
≤ (1 + c1∆t)‖
√
F (un−1h )‖2Γn−1h + c2δn−1(δn−1 + h)
−1‖nn−1h · ∇
√
F (un−1h )‖2Ø(Γn−1h )
≤ (1 + c1∆t)
∫
Γn−1h
F (un−1h )dsh + c3ρn−1∆t‖(nn−1h · ∇un−1h )‖2Ø(Γn−1h )
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with c2 and c3 independent of problem parameters. Substituting this into (6.15) we obtain the
estimate
‖unh‖2Γnh + 2∆t‖∇Γhu
n
h‖2Γnh + 2∆tρn‖n
n
h · ∇unh‖2Ø(Γnh) + 2∆tε
−2
∫
Γnh
F (unh)dsh
≤ (1 + c∆t)
(
‖un−1h ‖2Γn−1h + 2∆tρn−1‖n
n−1
h · ∇un−1h ‖2Ø(Γn−1h ) + 2∆tε
−2
∫
Γn−1h
F (un−1h )dsh
)
,
with some c independent of h, ∆t and n. Applying discrete Gronwall inequality proves the theorem.
Now we are ready to derive an error estimate in the energy norm. The proof of the error estimate
combines the arguments we used for stability analysis in section 6.1 with geometric and interpolation
error estimates. The geometric and interpolation error estimates are applied at each time instance
tn for ‘stationary’ surfaces Γ
n
h and so the existing analysis (cf. [36, 31]) is of help. We start with
consistency estimate for (5.15).
6.2. Consistency estimate. While stability analysis dictated us the lower bound (6.6) for ρn,
we assume a similar upper bound for the rest of section 6:
ρn . (h+ δn)−1. (6.16)
Substituting in (5.15) un = u(tn) for the smooth solution u(t) of (2.9) we obtain∫
Γnh
(1 + βs∆t)
(
un − un−1
∆t
)
vh ds+ an(u
n, vh) + ε
−2
∫
Γnh
f(un−1)vh ds = EnC(vh), ∀ vh ∈ V nh ,
(6.17)
with EnC(vh) collecting consistency terms due to geometric errors, time derivative approximation and
nonlinear term, i.e.
EnC(vh) =
∫
Γnh
(1 + βs∆t)
(
un − un−1
∆t
)
vh dsh −
∫
Γ(tn)
ut(tn)v
`
h ds︸ ︷︷ ︸
I1
+ ρn
∫
Ø(Γnh)
((nnh − nn) · ∇un)(nnh · ∇vh)dx︸ ︷︷ ︸
I2
+
1
2
∫
Γnh
weT · ∇Γhunvh −weT · ∇Γhvhun dsh −
1
2
∫
Γ(tn)
w · ∇unv`h −w · ∇v`hun ds︸ ︷︷ ︸
I3,a
+
1
2
∫
Γ(tn)
divΓ(wT )u
nv`h ds−
1
2
∫
Γnh
divΓh(w
e
T )u
nvh dsh︸ ︷︷ ︸
I3,b
+
∫
Γnh
∇Γhun · ∇Γhvh dsh −
∫
Γ(tn)
∇Γun · ∇Γv`h ds︸ ︷︷ ︸
I4
+ ε−2
∫
Γnh
f(un−1)vh dsh − ε−2
∫
Γ(tn)
f(un)v`h ds︸ ︷︷ ︸
I5
,
where v`h is the lifting of vh to Γ(tn) as defined in section 2.1. An estimate for consistency terms is
given in the following lemma.
Lemma 6.4. Assume u ∈W 2,∞(G), then consistency error has the bound
|EnC(vh)| . (∆t+ hq)‖u‖W 2,∞(G)
(
‖vh‖Γnh + ‖∇Γvh‖Γnh + ρ
1
2
n‖(nnh · ∇vh)‖Ø(Γnh)
)
. (6.18)
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Proof. The required estimate for I1, . . . , I4 is found in [24]. The last term I5 gets estimated as
ε2|I5| =
∣∣∣∣∣
∫
Γnh
(
f(un−1)− f(un)) vh dsh + ∫
Γnh
f(un)vh dsh −
∫
Γ(tn)
f(un)v`h ds
∣∣∣∣∣
≤ L
∫
Γnh
∣∣(un−1 − un) vh∣∣ dsh +
∣∣∣∣∣
∫
Γnh
f(un)(1− µh)vh dsh
∣∣∣∣∣
≤ L∆t‖ut‖L∞(Ø(G))‖vh‖Γnh + L‖u‖L∞(Ø(G))hq+1‖vh‖Γnh . (∆t+ hq+1)‖u‖W 2,∞(G)‖vh‖Γnh .
Here we have used µhdsh(x) = ds(p(x)), x ∈ Γnh, with ‖1− µh‖∞,Γnh ≤ hq+1 (cf. [36]).
6.3. Error estimate in the energy norm. Denote the error function by En = un − unh,
En ∈ H1(Ø(Γnh)). From (5.15) and (6.17) we get the error equation, for vh ∈ V nh :∫
Γnh
(1+βs∆t)
(
En − En−1
∆t
)
vh ds+an(En, vh)+ε−2
∫
Γnh
(f(un−1)−f(un−1h ))vh ds = EnC(vh). (6.19)
We let unI ∈ V nh be a nodal interpolant for un in Ø(Γnh) that is assumed sufficiently smooth so
that the interpolation is well-defined. Following standard lines of argument, we split En into finite
element and approximation parts,
En = (un − unI )︸ ︷︷ ︸
en
+ (unI − unh)︸ ︷︷ ︸
enh
.
Equation (6.19) yields, for any vh ∈ V nh ,∫
Γnh
(1+βs∆t)
(
enh − en−1h
∆t
)
vh ds+an(e
n
h, vh)+ε
−2
∫
Γnh
(f(un−1I )−f(un−1h ))vh ds = EnI (vh)+EnC(vh),
(6.20)
with the interpolation term
EnI (vh) = −(1 + βs∆t)
∫
Γnh
(
en − en−1
∆t
)
vh dsh − an(en, vh)− ε−2
∫
Γnh
(f(un−1)− f(un−1I ))vh ds.
An estimate for interpolation terms is given in the following lemma. Further we assume G sufficiently
smooth to support functions from Wm+1,∞(G).
Lemma 6.5. Assume u ∈Wm+1,∞(G), then it holds
|EnI (vh)| . hm ‖u‖Wm+1,∞ (‖vh‖Γnh + ‖∇Γhvh‖Γnh ). (6.21)
Proof. We only need to estimate the third term of EnI (vh). The required bound for other terms
is given in [24]. We make use of the following local trace inequality, cf. [18, 36, 17]:
‖v‖S∩Γnh ≤ c(h−
1
2 ‖v‖S + h 12 ‖∇v‖S), v ∈ H1(S), S ∈ T Γh , (6.22)
with some c independent of v, T , h, and position of Γnh in S. We need interpolation properties of
polynomials and their traces [15, 36]:
‖ve − vI‖ØΓ(Γnh) + h‖∇(ve − vI)‖ØΓ(Γnh) . hm+1‖ve‖Hm+1(ØΓ(Γ(tn))) for v ∈ Hm+1(Γ(tn)). (6.23)
With the help of (4.4), (6.22), and (6.23) we estimate∣∣∣∣∣
∫
Γnh
(f(un−1)− f(un−1I ))vh ds
∣∣∣∣∣ ≤ L
∫
Γnh
∣∣(un−1 − un−1I )vh∣∣ ds ≤ L∥∥en−1∥∥Γnh ‖vh‖Γnh
. h− 12
(
‖en−1‖ØΓ(Γnh) + h‖∇en−1‖ØΓ(Γnh)
)
‖vh‖Γnh . h−
1
2
(
hm+1‖u‖Hm+1(ØΓ(Γn−1))
) ‖vh‖Γnh
. h− 12
(
hm+
3
2 ‖u‖Wm+1,∞(G)
)
‖vh‖Γnh . hm+1‖u‖Wm+1,∞(G)‖vh‖Γnh .
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Now we are prepared to prove the main result of the paper. Let u0h = u
0
I ∈ V 0h be a nodal
interpolant to u0 ∈ Ø(Γ0h).
Theorem 6.6. Assume (5.6)–(5.7b), (5.10), (5.12), (6.1), (6.4), (6.6), (6.7), and (6.16).
Solution u to (2.5) is such that u ∈Wm+1,∞(G). For unh, n = 1, . . . , N , the finite element solution
of (5.15), un = u(tn), and the error function En = unh − un the following estimate holds:
‖En‖2Γnh + ∆t
n∑
k=1
‖∇ΓhEk‖2Γkh . exp(c tn)‖u‖
2
Wm+1,∞(G)(∆t
2 + h2 min{m,q}), (6.24)
with c independent of h, ∆t, n and the position of the surface in the background mesh.
Proof. The arguments largely repeat those used to show the stability result in Theorem 6.3
and involve estimates from Lemmas 6.4 and 6.5 to bound the arising right-hand side terms. We set
vh = 2∆te
n
h in (6.20). This gives
(1 + βs∆t)
(
‖enh‖2Γnh − ‖e
n−1
h ‖2Γnh + ‖e
n
h − en−1h ‖2Γnh
)
+ 2∆tan(e
n
h, e
n
h)
+ 2ε−2∆t
∫
Γnh
(f(un−1I )− f(un−1h ))enh ds = 2∆t(EnI (enh) + EnC(enh)).
The nonlinear term is estimated using (4.5):
2
∫
Γnh
(f(un−1I )− f(un−1h ))enh ds ≤ 2
∫
Γnh
L|en−1h ||enh| ds ≤ L(‖en−1h ‖2Γnh + ‖e
n
h‖2Γnh ).
Dropping out the third term, using the lower bound (6.10) for an and applying (6.8) to bound
‖en−1h ‖2Γnh yields
(1+(βs−2ξh−ε−2L)∆t)‖enh‖2Γnh +2∆t‖∇Γhe
n
h‖2Γnh +2∆tρn‖n
n
h ·∇enh‖2Ø(Γnh)−2∆t(E
n
I (e
n
h)+EnC(enh))
≤ (1 + (βs + ε−2L)∆t)(1 + c1∆t)‖en−1h ‖2Γn−1h + ρn−1∆t‖n
n−1
h · ∇en−1h ‖2Ø(Γn−1h ). (6.25)
To estimate the interpolation and consistency terms, we apply Young’s inequality to the right-hand
sides of (6.18) and (6.21) yielding
2∆tEnC(enh) ≤ c∆t(∆t2 + h2q)‖u‖2W 2,∞(G) +
∆t
2
(
‖enh‖2Γnh + ‖∇Γhe
n
h‖2Γnh + ρn‖(n
n
h · ∇enh)‖2Ø(Γnh)
)
,
2∆tEnI (enh) ≤ c∆t h2m‖u‖2Wm+1,∞(G) +
∆t
2
(
‖enh‖2Γnh + ‖∇Γhe
n
h‖2Γnh
)
,
with a constant c independent of h, ∆t, n and of the position of the surface in the background mesh.
By substituting above estimates in (6.25) we get
(1 + (βs − 2ξh − ε−2L− 1)∆t)‖enh‖2Γnh + ∆t‖∇Γhe
n
h‖2Γnh + ρn∆t‖n
n
h · ∇enh‖2Ø(Γnh)
≤ (1 + (βs + ε−2L)∆t)(1 + c1∆t)‖en−1h ‖2Γn−1h + ρn−1∆t‖n
n−1
h · ∇en−1h ‖2Ø(Γn−1h )
+ c∆t ‖u‖2Wm+1,∞(G)(∆t2 + h2q + h2m).
Using lower bound (6.7) for βs leads to
‖enh‖2Γnh + ∆t‖∇Γhe
n
h‖2Γnh + ∆tρn‖n
n
h · ∇enh‖2Ø(Γnh) ≤ (1 + c∆t)‖e
n−1
h ‖2Γn−1h
+ ∆tρn−1‖nn−1h · ∇en−1h ‖2Ø(Γn−1h ) + c∆t ‖u‖
2
Wm+1,∞(G)(∆t
2 + h2q + h2m),
with a constant c independent of h, ∆t, n and of the position of the surface in the background mesh.
Applying the discrete Gronwall inequality proves the theorem.
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7. Numerical experiments. In this section, we present results of several numerical experi-
ments, which illustrate the finite element method performance and analysis. All experiments are
done using the finite element package DROPS [5]. To build computation mesh, we use the combi-
nation of uniform subdivision into cubes with side length h and the Kuhn subdivision of each cube
into 6 tetrahedra. This provides us with a shape regular bulk triangulation Th. The temporal grid
is uniform in all experiments, tn = n∆t with ∆t =
T
N . We use piecewise linear bulk finite element
space Vh (e.g., (5.5) with m = 1) for both finite element level set function and for the definition of
test and trial spaces in (5.14). This leads to geometry approximation (5.6) with q = 1,
Example 1. In the first example, we consider the Allen–Cahn equation on a sphere moving
with constant velocity w = (2, 0, 0)T . The corresponding level set function is given by
(x− x0(t))2 + (y − y0(t))2 + (z − z0(t))2 = 1, (7.1)
with the center x0(t) = (x0, y0, z0)
T = wt. We consider the Allen–Cahn equation with nonzero right
hand side term:
.
u+ (divΓw)u−∆Γu− ε−2f(u) = g(x), on Γ(t) (7.2)
such that solution is known explicitly:
u =
1
2
(1− 0.8e−40t)
(√
3
pi
(y − y0) + 1
)
.
We set ε = 0.1, T = 0.1. The computational domain is Ω = [−2, 2]3; it contains Γ(t) (and Γh(t))
at all times t ∈ [0, T ]. The error is measured in the L2(0, T ;H1(Γh(t))) and L∞(0, T ;L2(Γh(t)))
surface norms. The former is computed with the help of the composite trapezoidal quadrature
rule in time and the latter is approximate by maxn=1,..,N ‖ · ‖L2(Γnh(t)). Table 7.1 shows the results
of experiment. To study the convergence rates, we apply successive refinements in space and in
time. The “experimental orders of convergence”(eoc) in space and time are then defined as eoc
= log2(eb/ea), where ea and eb are corresponding error norms. In particular, eocx stands for the
convergence order in space, when time is fixed. Likewise, eoctt shows convergence order in time per
two refining steps; and eocxtt indicates the order for the simultaneous space and time refinement.
From Table 7.1, we can see that in L2(0, T ;H1(Γh(t)) norm the error converges with the first order
both in space and time (this agrees with our analysis), while the L∞(0, T ;L2(Γh(t)) norm of the
error reduces approximately four times if the mesh size is reduced two times and the time step is
reduced four times. The observed rates are optimal for our choice of the finite element space and
time-stepping scheme.
Example 2. We now consider the Allen-Cahn equation on a sphere of varying radius R(t). The
level set function of the sphere is given by
φ = x2 + y2 + z2 −R(t)2.
It defines a pulsation of the sphere. We are interested if the numerical solution approximation a
geodesic curvature type flow defined by (3.13). The phase separation curve C(t) is initially a circle
with radius r0 < R(0). Due to the axial symmetry, for all t ∈ [0, tcrit), C(t) is a circle of radius r(t),
where r(t) solves the ODE
rt =
r2 −R2
rR2
+
r
R
Rt. (7.3)
Our reference solution is computed by the direct integration of (7.3) with a higher order Runge–
Kutta method. We next solve the Allen-Cahn equation on the sphere and compare the radius of
the zero level-set of the numerical solution with the reference solution. In this test, we set R(t) =
1√
1+δ cosnt
, with δ = 16 and n = 16pi. We choose the final time T = 0.125 and δt ≈ 3.9063 × 10−6.
The radius evolution recovered from the finite element solution to the Alen–Cahn equation is shown
in Figure 7.1. We can see that result is in a good agreement with the reference curve.
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Table 7.1
L2(H1)- and L∞(L2)-norm error in Experiment 1 with backward Euler.
L2(H1)-norm of the error
h = 1/2 h = 1/4 h = 1/8 h = 1/16 eoctt
∆t = T/64 5.3· 10−1 5.2· 10−1 5.1· 10−1 5.1· 10−1 —
∆t = T/256 2.5· 10−1 1.9· 10−1 1.7· 10−1 1.7· 10−1 1.60
∆t = T/1024 2.0· 10−1 1.1· 10−1 6.6· 10−2 5.0· 10−2 1.74
∆t = T/4096 1.9· 10−1 9.8· 10−2 5.0· 10−2 2.7· 10−2 0.91
eocx — 0.98 0.98 0.90
eocxtt — 1.47 1.55 1.30
L∞(L2)-norm of the error
h = 1/2 h = 1/4 h = 1/8 h = 1/16 eoctt
∆t = T/64 8.4· 10−1 8.5· 10−1 8.6· 10−1 8.6· 10−1 –
∆t = T/256 2.4· 10−1 2.4· 10−1 2.4· 10−1 2.4· 10−1 1.81
∆t = T/1024 9.5· 10−2 6.1· 10−2 6.1· 10−2 6.1· 10−2 1.99
∆t = T/4096 8.8· 10−2 2.5· 10−2 1.5· 10−2 1.5· 10−2 2.02
eocx — 1.81 0.72 0.01
eocxtt — 1.81 1.98 2.00
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
0.65
0.7
0.75
0.8
0.85
0.9
t
r
 
 
solut ion of ODE
ε = 0.05
Fig. 7.1. Example 2: Approximation to a mean curvature flow.
Example 3. In this example, we consider the surface Allen-Cahn equation (2.5) on a deforming
manifold of a general shape. The initial manifold is given (as in [6]) by
Γ(0) = {x ∈ R3 | (x− z2)2 + y2 + z2 = 1 }
The velocity field that deforms the surface is
w(x, t) =
(
10x cos(100t), 20y sin(100t), 20z cos(100t)
)T
.
In this example, we choose a slightly different f(u) = u2(1 − u2) so that solution is in the interval
[0, 1]. The initial function u0 is defined in each node by a random number from [0, 1] using the
uniform distribution.
In this example, we set a = 1, ε = 0.01, T = 0.04 and Ω = [−2, 2]3. We use the same bulk
triangulation and spaces as in example 1 and ∆t = T/1024. Figure 7.2 shows the (approximated)
manifold and snapshots of the discrete solution uh at several time instances. In general, we note
that the evolution of u in this example is similar to what is found on the stationary surface Γ(0) with
surface FEM in [7]: the fast decomposition phase follows by the formation of phases with a narrow
transition region (diffuse interface) between phases. As expected for the mean curvature motion,
the interface tends to straightening, second phase regions are rounding and shrinking.
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Fig. 7.2. Example 3: solutions for t = k∆t with k = 0, 32, 256, 512, 768, 1024.
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