Abstract This paper proposes a new technique to test the performance of spoken dialogue systems by artificially simulating the behaviour of three types of user (very cooperative, cooperative and not very cooperative) interacting with a system by means of spoken dialogues. Experiments using the technique were carried out to test the performance of a previously developed dialogue system designed for the fast-food domain and working with two kinds of language model for automatic speech recognition: one based on 17 prompt-dependent language models, and the other based on one prompt-independent language model. The use of the simulated user enables the identification of problems relating to the speech recognition, spoken language understanding, and dialogue management components of the system. In particular, in these experiments problems were encountered with the recognition and understanding of postal codes and addresses and with the lengthy sequences of repetitive confirmation turns required to correct these errors. By employing a simulated user in a range of different experimental conditions sufficient data can be generated to support a systematic analysis of potential problems and to enable fine-grained tuning of the system.
Introduction
A spoken dialogue system enables a human user to communicate with a computer to obtain information or engage in some form of transaction, which can range from a business service such as banking or making a travel reservation to more informal interactions such as casual conversation or playing an interactive game. Spoken dialogue technology has been an active research area for the past two decades. A number of academic and commercial systems have been developed, which demonstrate the potential of this technology (McTear 2004; Möller 2004, López-Cózar and Araki 2005) .
The design of an effective dialogue management component is a central aspect of dialogue system engineering (Pieraccini and Huerta 2005) . Essentially the aim is to create a system that successfully addresses a number of disparate performance criteria, including user satisfaction, task success, and minimization of dialogue cost factors such as transaction times and error correction rates (Walker et al. 1997) . However, this is by no means a simple task, as there are many factors that can affect the performance of a system. These can be classified roughly into the following three types: system performance factors, user factors, and dialogue strategy factors.
One of the most obvious system performance factors is the speech recognition error rate. Although a high rate of recognition error does not necessarily entail a low transaction success rate, in general interactions in which there are many recognition failures, particularly in respect of significant keywords, are likely to lead to unsatisfactory dialogues because of the need for the user to repeat or rephrase and for the system to engage in correction subdialogues. Given that recognition is unlikely to be perfect in current systems, there is a need for robust error correction strategies. It is usually a task for the designer of a system to choose particular error correction strategies based on experience and on iterative field testing of a system.
User factors include the different ways that a user might interact with a system, determined on the one hand by user preferences (for example, for a system directed as opposed to a mixed initiative dialogue), and on the other hand by factors arising out of the user's particular interactive style-for example, whether the user is co-operative or not, is willing to accept certain system limitations, requires information quickly, and so on.
Finally, there are a number of different ways of implementing dialogue strategies. In addition to the choice between system initiative and mixed initiative, there are choices between different methods for verification of the user input, ranging from explicit confirmation through implicit confirmation to no confirmation at all (Litman and Pan 2002) . In addition to this, system prompts can be highly constraining or can be open-ended, with implications for the types of recognition grammars required-on the one hand, restricted grammars, on the other more open-ended to cover a wide range of potential input (Singh et al. 2002) . As with the other factors mentioned, decisions about which strategies to implement are usually a matter of the designer's choice.
Given this wide variety of factors that can influence how a system is designed and how it will perform, there has emerged a recent trend involving the application of machine learning algorithms in order to learn optimal dialogue management policies. The expected benefits of this approach in comparison with hand-crafted and knowledge-based methods are a reduction in development time, greater robustness, and less developer bias. More specifically, the dialogue system is modelled as a Markov Decision Process (MDP) in which all the states of the system as well as the choices at each state giving rise to state transitions are modelled, and reinforcement learning is applied to find the optimal dialogue policy (Walker 2000; Levin et al. 2000; Young 2002 ).
However, whether the factors that determine a system's performance are anticipated by the designer and addressed through hand-crafted methods or whether they are explored using reinforcement learning, the problem remains of how to collect sufficient data to support either of these approaches. This problem is closely related to the type of dialogue management used by the system, in as much as simpler management methods will generally result in fewer performance factors to consider.
The simplest type of dialogue manager can be specified as a finite state machine in which all the dialogue call-flows are pre-determined and represented in the form of a graph. This type of dialogue control usually implies a system-directed dialogue in which the system retains initiative in the dialogue and the user is constrained to responding minimally to carefully designed system prompts (McTear 2004) . A slightly more complex control strategy allows the user to respond with more than one item of information at a time-for example, in VoiceXML mixed-initiative applications where the information elicited from the user is recorded in a form and the Form Interpretation Algorithm (FIA) allows these data to be input in any order and in different combinations (Pieraccini and Huerta 2005) . Finally more advanced architectures permit relatively unrestricted input from the user and the control of the dialogue is determined opportunistically on a turn-by-turn basis rather than as a result of a dialogue script (Allen et al. 2001) .
Even with simple dialogue management techniques such as finite-state control the range of potential call-flows can quickly grow to unmanageable proportions due to the large number of possible system states and the even larger number of possible state transitions. To take a simple example: for a system that is required to elicit 5 items of information from the user, where each item can have one of the values {unknown, to_ be_ confirmed, confirmed), the number of dialogue states would be 3 5 , i.e. 243. Indeed, as Aust and Oerder (1995) pointed out with reference to the Philips train timetable information system, there were about 1,000 system questions to which the user could respond in a variety of different ways, each requiring different system responses, so that a graph representing all possible call-flows would require tens of thousands of transitions.
In the case of advanced dialogue systems, the possible paths through the dialogue state space are not known in advance and specification of all possible transitions is not possible. In reinforcement learning this issue has been addressed by constraining the state space to a manageable size and by focusing on task-oriented systems in which the goal is to elicit a finite (generally fairly small) set of values from the user to fill the slots in a form. Currently there do not appear to be methods for exhaustively searching the complete state space of a more advanced dialogue system in which the state space is emergent rather than pre-determined.
One possible way to address some of these issues is to collect and analyze vast amounts of data covering different ways that users interact with a system and the different choices that can be applied in dialogue management. However, controlling all these factors with real users in actual interactions would be a daunting, if not impossible task. A more efficient method for collecting data under controlled conditions would be to simulate interactions in which the various user and system factors can be systematically manipulated.
In this paper a system for testing the performance of spoken dialogue systems using a simulated user is presented and evaluated under a number of different conditions. The remainder of the paper is organised as follows. Section 2 presents a survey of previous studies related to simulated users that includes the purposes, implementation approaches and evaluation of dialogue simulations. Section 3 presents a brief description of the Saplen system used in the experiments, addressing the dialogue corpus employed to design it and the kind of dialogue management implemented. Section 4 discusses briefly the simulated user that we developed in a previous study, which is the basis for the technique proposed in this paper. Section 5 describes the proposed technique addressing differences and similarities with other simulated users, and focusing on the simulation of different types of user. Next the section focuses on the implementation of the technique, addressing the generation of responses for explicit and implicit system confirmations, the management of scenario goals, the generation of responses to provide missing data, the selection of utterances from the corpus and the preparation for the next interaction. The section concludes with a sample dialogue between the Saplen system and the simulated user behaving as a cooperative user. Section 6 focuses on the experimental results. It first discusses the evaluation measures and then describes the utterances corpus, the two kinds of language model employed for speech recognition, and the set of scenarios used for the automatic generation of dialogues. The section concludes by presenting and discussing the results obtained. Section 7 discusses limitations of the proposed technique and finally Section 8 presents some conclusions and some proposals for future work.
Previous related work
The design of dialogue systems is a complex task that generally requires the use of expert knowledge acquired in the development of previous systems, including tests taken with users interacting with the system. The development of these systems mainly involves an iterative process in which different prototypes are released and tested with real users. From these tests, objective and subjective measures can be obtained concerning the appropriateness of several aspects of the system (Möller 2004) . The tests provide a basis for refinements of the prototype systems until eventually a system is obtained which is as perfect as possible in terms of correct functioning and user satisfaction. However, using user studies to support the development process is very expensive and time consuming. The employment of techniques like Wizard of Oz (Dow et al. 2005; Carbini et al. 2006) for system design reduces the costs by avoiding the need for a functional prototype for testing purposes, but unfortunately it does not avoid the need for constant human intervention to obtain useful results. For these reasons, during the last decade many research groups have been attempting to find a way to automate these processes, leading to the appearance of the first simulated users in the late 90s. These are automatic systems able to simulate user behaviour when interacting with a dialogue system.
Purposes of simulated users
The main purpose of a simulated user is to improve the usability of a spoken dialogue system through the generation of corpora of interactions between the system and simulated users (Möller et al. 2006) . Collecting large samples of interactions with real users is an expensive process in terms of time and effort. Moreover, each time changes are made to the system it is necessary to collect more data in order to evaluate the changes. Thus the availability of large corpora of simulated data should contribute positively to the development of dialogue systems (Chung 2004) .
Simulated data can be used to evaluate different aspects of a dialogue system, particularly at the earlier stages of development, or to determine the effects of changes to the system's functionalities. For example, in order to evaluate the consequences of the choice of a particular confirmation strategy on transaction duration or user satisfaction, simulations can be done using different strategies and the resulting data can be analysed and comparisons made between the strategies employed. Another example would be the introduction of errors or unpredicted answers in order to evaluate the capacity of the dialogue manager to react to unexpected situations.
A second usage is to support the automatic learning of optimal dialogue strategies using reinforcement learning. Large amounts of data are required for a systematic exploration of the dialogue state space and corpora of simulated data are extremely valuable for this purpose, given the costs of collecting data from real users. In any case, it is possible that the optimal strategy may not be present in a corpus of dialogues gathered from real users, so additional simulated data may enable additional alternative choices in the state space to be explored (Schatzmann et al. 2005a) .
The most common usage for a simulated user is to take the place of real users and to engage in an interaction with a dialogue system by generating responses to system prompts. The user utterances may be generated from an existing corpus of dialogue data in conjunction with a set of dialogue scenarios requiring particular types of input from the user in response to system prompts (see, for example, López-Cózar et al. 2003) . In some cases the simulated input will model user errors. At the simplest level these may include failure to respond as well as errors of vocabulary and grammar. More complex user errors have been modelled by Möller et al. (2006) . These include: state errors, where the user provides input that is invalid in the current dialogue state but would be valid in some other dialogue state; capability errors, where the user issues a command or asks for information that is not supported by the system; and modelling errors, where the input is invalid in respect of how the world is represented in the system. These error types are incorporated along with correct user inputs in an executable user interaction model that generates user input using a probabilistic finite state automaton.
Another use of simulation is to model both the user and the system. Cuayáhuitl et al. (2005) describe a simulation method in which a training set of real dialogues is used to acquire knowledge and train the system and user models. The system model is a probabilistic dialogue model manager that controls the dialogue flow while the user model is a probabilistic model that simulates user responses. Both models interact in order to generate simulated dialogues and the dialogues that are generated are compared to a set of real dialogues in order to determine the realism of the simulated dialogues.
Approaches to the implementation of simulated users
We can distinguish two main approaches to the creation of simulated users: rule based and data or corpus based. In a rule-based simulated user the investigator can create different rules that determine the behaviour of the system (Chung 2004; Lin and Lee 2001; López-Cózar et al. 2003 ). This approach is particularly useful when the purpose of the investigation is to evaluate the effects of different dialogue management strategies. For example: the system can be set up to react to simulated user errors in a number of different ways and comparisons between the effects of these different strategies can be made. In this way the investigator has complete control over the design of the evaluation study.
An alternative approach-often described as corpus-based or data-based-uses probabilistic methods to generate the user input, with the advantage that this uncertainty can better reflect the unexpected behaviours of users interacting with the system (Eckert et al. 1997; Scheffler and Young 2000; Georgila et al. 2005; Möller et al. 2006) . Earlier studies have involved the use of the 'bigram' model of dialogue in which the simulated user input is dependent only on the previous system utterance (Eckert et al. 1997) . The advantage of this approach lies in its simplicity and in that it is totally domain independent. The main disadvantage, however, is that it may be too limited to give a realistic simulated behaviour because, although user actions are dependent on the previous system action, they should also be consistent throughout the dialogue as a whole.
The simulated user input can be represented in a number of ways. One of the most common ways is in the form of user intentions (or dialogue acts). This type of input is useful especially where the focus of the investigation is on the optimisation of dialogue strategies and also where issues of data sparseness would make the use of strings of words or segments of speech inapplicable, particularly for applications involving learning (Eckert et al. 1997; Levin et al. 2000; Young 2000, 2001) . Alternatively strings of words or spoken input can be used, especially if the focus of the investigation is on the performance of the system's language understanding and recognition components. Chung (2004) makes use of simulated input at word and speech levels in order to train the understanding and recognition components, whereas these levels of input are used by López-Cózar et al. (2003) to evaluate the performance of the speech recogniser and the use of different language models, and also to investigate different confirmation strategies. Simulated speech input can be generated by passing word strings through the TTS component or, as in the López-Cózar et al. (2003) study, by retrieving recorded samples of user utterances from a corpus of dialogues involving real users interacting with the system. Young (2000, 2001) proposed a goal directed model in which a goal is defined as a specification of the dialogue transaction that the user wants to accomplish and implemented as a structure of attribute-value pairs where each attribute has a status tag representing the state of each goal from the user's point of view (pending, specified, urgent or not applicable). An advantage of this approach is that it models several error types, where an error is viewed in terms of the difference between the original user intention and the interpretation captured by the system. Cuayáhuitl et al. (2005) combine the goal oriented approach with the bigram model using Hidden Markov Models (HMMs) to predict not only the user intentions but also the system ones. Additionally, Pietquin and Dutoit (2006a, b) modify the Scheffler model by relating the user's goal to the user's behaviour during the dialogue. Finally, Georgila et al. (2005) have extended these techniques using n-grams models instead of bigrams in order to represent the complete dialogue history.
Evaluation of simulated users
The evaluation of simulated users is a complex issue (Schatzmann et al. 2005a) . Evaluation has usually addressed one or more of the following issues: ease of use, whether the dialogues produced are valid in comparison with dialogues produced by real users, and whether the generated corpus is useful (Möller et al. 2006) . Cuayáhuitl et al. (2005) employ three metrics to compare simulated and real dialogues: dialogue length (average number of turns), dialogue similarity (normalized distance of HMMs between two dialogue sets) and precision-recall (how well the model predicts the test and training data). In several systems evaluations have attempted to reflect user satisfaction by employing the two measures: dialogue duration and task completion (Scheffler and Young 2001; Schatzmann et al. 2005b; Pietquin and Dutoit 2006b) . Some authors have employed more fine-grained measures relating the quality of the obtained dialogue-for example, how much information is transmitted in each turn or how active or cooperative the users are (Schatzmann et al. 2005b) . Moreover, as argued by Schatzmann et al. (2005b) , in addition to measuring validity in terms of whether the model generates outputs similar to a human's response, the simulation should also aim to reproduce sufficient variety in human behaviour to represent the whole user population and not only an average user. While the simulated users described here are concerned with spoken dialogue systems, there is an increasing number of systems being developed that include additional modalities in combination with speech. In these cases more complex simulations are likely to be required to model the actions of users as well as their utterances (Okamoto et al. 2005 ).
The Saplen dialogue system
This section briefly describes the Saplen dialogue system used in the experiments. Saplen was originally implemented to answer Spanish telephone-based orders and queries by clients of fast food restaurants (López-Cózar et al. 1997) . Figure 1 shows the relationship between this system and the simulated user used as the basis for this study, which is described in more detail in Sect. 4. The speech synthesiser of the system is not shown as it is not used in the experiments presented in this paper.
The system employs an HTK-based speech recogniser (Hain et al. 1999; Young et al. 2000 ) that generates as output an N-best list of recognition hypotheses (N = 10). A confidence score C(w) in the range 0.0-1.0 is assigned to each word w in the hypothesis according to the following expression:
where sc j represents the score (log probability) of the jth hypothesis in the N-best list, I w represents the set of indices of hypotheses that contain the word w (I w ⊂ {1, . . ., N }), and sc i represents the score of the ith hypothesis that contains w. For example: for the food order "I would like to have three green salads" the recognition hypothesis may be "I (0.7590) would (0.6982) like (0.9268) to (0.4285) have (0.6929) six (0.3974) green (0.7059) salads (0.8182)", which is incorrect as the word "three" is substituted by the word "six". The system employs two confidence thresholds (T 1 = 0.3 and T 2 = 0.5) to decide whether to discard or confirm either explicitly or implicitly each word w in the recognition hypothesis. The word w is discarded if C(w) < T 1 , is confirmed explicitly if T 1 ≤ C(w) < T 2 and is confirmed implicitly if T 2 ≤ C(w). 
Dialogue corpus
To develop the system we compiled a dialogue corpus in a fast food restaurant that contains about 800 recorded dialogues in Spanish involving conversations between clients and restaurant assistants (López-Cózar et al. 1998) . These dialogues contain product orders, telephone numbers, postal codes, addresses, queries, confirmations, greetings and other types of utterances. The dialogues were transcribed, labelled and analysed to include tags regarding the speakers (clients and restaurant assistants), utterance types, semantic information about the utterances, and other kinds of information. The corpus contains around 5,500 utterances and about 2,000 words which were used for previous studies (López-Cózar et al. 2000 , 2002 , 2003 López-Cózar and Milone 2001; López-Cózar and Callejas 2005) . The semantic information associated with each utterance is represented as a frame (Allen 1995) as explained in Section 4.1.
Dialogue management
The dialogue management in the Saplen system is as follows: after an initial welcome message the system prompts the user to enter product orders or queries, explaining that orders and queries must be entered one by one. When a product order has been made the system prompts for the telephone number of the user and confirms the recognised number. The system checks whether the number is in a database of known clients. If it is, it then prompts the user to confirm the stored data, otherwise it prompts for the user's postal code and confirms it. The system then prompts for the user's address and confirms the data obtained. If the user confirms them, they are stored in the users database together with the telephone number. If the data are not confirmed the system tries to get the correct data by asking for just one item of address data at a time, i.e. address type, address name, building number, building floor and apartment letter. 1 At the end of the dialogue the system confirms the products ordered, states the total price to be paid and prompts the user to accept it. It also gives the estimated delivery time and prompts the user to accept it. The dialogue ends with the system thanking the user for the call. All the confirmation prompts generated by the system are "yes/no" questions, as for example: "Let's see. I think you ordered a ham sandwich, a Spanish omelette sandwich, two salads and two large beers. Is this correct? Please say yes or no".
Previous version of our simulated user
This section briefly describes the simulated user that we developed in a previous study (López-Cózar et al. 2003) which is the basis for the work presented in this paper. The purpose of this simulated user is to interact automatically with the Saplen system in a spoken conversation, and to obtain a dialogue corpus suitable for testing the performance of the system. As can be observed in Fig. 1 , the simulated user receives the current prompt generated by the system as well as the frame(s) obtained by the system from the analysis of its previous response. This response is an utterance (voice samples file) recorded by a client of the fast food restaurant, which is taken from the dialogue corpus discussed in Sect. 3.1.
# the user wants a vegetable and turkey salad (<AMOUNT> = "1", <FOOD> = "SALAD", <INGREDIENTS> = "VEGETABLE TURKEY") # the user telephone number (<TELEPHONE_NUMBER> = "958275360") # the postal code of the user (<POSTAL_CODE> = "18001") # the user address (<ADDR_TYPE> = "STREET", <ADDR_NAME> = "ANDALUCIA", <ADDR_NUMBER> = "58", <ADDR_FLOOR> = "FIRST", <ADDR_LETTER> = "E")
# the user wants to order a ham sandwich
# the user wants to order a cheese sandwich
# the user wants to order a large beer
# the user wants to order a chocolate milkshake
# the user wants to order a chocolate milkshake Therefore, the frame(s) can be affected by speech recognition errors just as if the analysed response had been uttered by a real user.
To interact with the system the simulated user employs a set of scenarios that indicate the goals it must try to achieve during the dialogue. For example, the scenario shown in Fig. 2 indicates that the simulated user must order "one ham sandwich", "one cheese sandwich", "one large beer", "one chocolate milkshake" and "one vegetable and turkey salad". Hence, when the system prompts the simulated user to make product orders and enter the telephone number, postal code and address of the user, the simulated user must use (i.e. utter) the product orders, telephone number, postal code and address in the scenario. As will be explained in Sect. 6.4, these scenarios are created by selecting utterances in a test utterance corpus.
To answer a system prompt, after the simulated user has selected the appropriate scenario goal, e.g. (<POSTAL_CODE> = "18001"), it selects at random an utterance in the corpus, e.g. "uhm my postal code is 18001", for which the associated reference frame matches the selected goal, as will be explained in Sect. 5.3. This utterance is the input for the speech recogniser of the system. An example of an interaction between the simulated user and the Saplen system (translated from Spanish into English) is shown in Dialogue 1. In this dialogue the simulated user behaved as a very cooperative user (discussed in Sect. 5.2) and the system employed the prompt-dependent language models (PDLMs) to be discussed in Sect. 6.3.
(1) Saplen: Good evening, welcome to our restaurant. This is our automatic telephone service system. The minimum price for the home delivery service is six euros. Please speak after the tone. What would you like to have? This sample dialogue shows that the simulated user always behaved as expected, answering each system prompt with the required type of utterance, which is the modelled behaviour for the very cooperative users. Dialogue turns (4), (10), (16), (24), (26) and (28) show that the simulated user answered the explicit confirmation prompts generated by the system with "yes/no" responses. Dialogue turn (2) was used to enter a product order in response to turn
(1), turn (8) was used to enter a telephone number is response to turn (7), turn (12) was used to enter a postal code in response to turn (11), and turn (14) was employed to enter the address in response to turn (13). The system employed turns (7), (11), (13) and (17) to make implicit confirmations of data previously obtained. These were taken as confirmed by the simulated user as it did not make any correction.
Frames used
The semantic analyser of the Saplen system creates one (or more) frames from each recognition hypothesis provided by the speech recogniser. The frames generated by the semantic analyser of the system have a variable number of slots, depending on the utterance types from which they are created. For example, those created from confirmations, telephone numbers and postal codes contain only one slot, while those created from food orders contain up to five, and those created from drink orders and addresses contain up to six slots. We consider that some frame slots are "obligatory" as they must be filled in with a value (e.g. the amount in a food order), while others are "optional" and can be left empty (e.g. the temperature in a drinks order). The frames impose restrictions concerning valid values for the slots; for example, a frame used to store a telephone number contains just one slot that has a valid value if it contains nine digits. Two types of frames are distinguished in this paper: reference frames and obtained frames. The first type corresponds to frames created beforehand and associated with the utterances in the dialogue corpus (discussed in Sect. 3.1). For example: (<PHONE_NUMBER> = "958123456") is a reference frame associated with the utterance "My telephone number is 9 5 8 1 2 3 4 5 6". The obtained frames are created by the semantic analyser of the Saplen system as it processes the recognition hypotheses, and thus they can be affected by speech recognition errors. The semantic analyser assigns a confidence score to each frame slot taking into account the confidence scores of the words in the slot (discussed in Sect. 3). If the slot only contains one word, the confidence score of the slot is that of the word. If the slot contains several words (e.g. a telephone number), its confidence score is the lowest confidence score of the words in the set of words. By employing this policy the dialogue system confirms the content of the slot if there is low confidence in the recognition of at least one word in the slot. These scores are used by the dialogue manager of the system to either accept the data in the slots or to generate confirmation prompts. If an obtained frame is exactly the same as the reference frame associated with the analysed utterance, the obtained frame is said to be correct; otherwise we say it is incorrect. All the reference frames are correct since they were created from the orthographic transcriptions of the utterances in the corpus, which are obviously not affected by speech recognition errors.
The proposed technique
The technique proposed in this paper for artificially simulating the behaviour of different types of user is an improvement on the system discussed in the previous section, which only allows simulation of the behaviour of users who always answer the system prompts with the required types of utterance (as observed in Dialogue 1). The proposed technique overcomes this limitation by enabling the simulation of three different degrees of user cooperativeness: very cooperative, cooperative and not very cooperative. Therefore this is useful for more exhaustive testing of the performance of a dialogue system in order to identify possible design or performance problems.
Differences and similarities with other simulated users
The simulated user we propose has several similarities with previous studies of user simulation with dialogue systems. It is related to the work presented by Young (2000, 2001) in which the intentions of the user being simulated are represented as goals. Our proposal also uses goals to represent user intentions, as can be observed in Fig. 2 . A difference between both approaches is that for Scheffer and Young (2000, 2001 ) each goal represents a specification of the dialogue transaction that the user wants to accomplish, while in our approach each goal represents the semantic content of at least one utterance in the corpus.
The proposed simulated user is also related to that presented by Möller et. al (2006) , which is able to provide input that is invalid in the current dialogue state but that would be valid in some other dialogue state. In our approach the dialogue state is directly related to the current prompt generated by the dialogue system. As will be explained in Sect. 5.2, when our simulated user models the behaviour of not very cooperative users, it can provide invalid input data for the current system prompt, e.g. an address when the system prompted for a product order. A difference between the two approaches is that our simulated user cannot issue commands or ask for information that is not supported by the dialogue system, which is a functionality supported by the system of Möller et al. (2006) . However, this behaviour could be easily implemented, provided that there are recordings in the corpus of the utterances representing those commands.
Another feature of the proposed simulated user is that it is not aimed at modelling the behaviour of both users and dialogue systems, which is the case of the system presented by Cuayáhuitl et al. (2005) , among others. These authors compare the automatically generated dialogues with real dialogues in order to determine the realism of the simulated dialogues. On the contrary, our proposal is aimed at just modelling the behaviour of users and the generated dialogues are not compared with real ones, but are used to find out problems in the design or performance of particular components of the dialogue system. In the experiments presented in Section 6 the simulated user was used to test the performance of the speech recogniser, semantic analyser and dialogue manager of the Saplen system.
Simulation of different types of user
As commented above, the proposed simulated user models the behaviour of three kinds of user, which in this paper are called very cooperative, cooperative and not very cooperative. To simulate the behaviour of the very cooperative users the system always generates as response the kind of utterance requested by the dialogue system, as can be observed in Dialogue 1. The advantage of this kind of simulation is that it makes it possible to have an estimate of the system performance interacting with "optimal" users who are able to provide exactly the data requested by the system in each interaction.
To simulate the behaviour of cooperative users the simulated user does not always respond with the kind of utterance requested by the dialogue system, but always generates responses that are appropriate for the system prompts. For example, it can respond "Three" for turn (3) in Dialogue 1. This can be useful to model experienced users who know how to make the interaction go faster by providing in advance the data that the system will require in subsequent prompts, e.g. uttering directly "Three" instead of "No" in turn (3) of Dialogue 1. Simulating this kind of user makes it possible to evaluate the ability and "intelligence" of the system to deal appropriately with responses that do not match every system prompt exactly. To simulate the behaviour of not very cooperative users the simulated user generates appropriate responses for some system prompts, but for others generates responses that are completely inappropriate. For example, it can generate an address when the system prompted for a food order. The advantage of this kind of simulation is that it makes it possible to model the behaviour of users that perhaps call the system just to try to make it fail, and also of users who because of inexperience or being nervous may answer some prompts with unexpected utterances. Therefore, this type of simulation allows us to test the robustness of the speech recogniser and semantic analyser to deal with these utterances. Also, it can be useful to test the ability of the dialogue manager to appropriately handle data items that are not expected. For example, if the address was provided unexpectedly in advance, the dialogue manager should not prompt for these data later as they were already provided. For modelling the not very cooperative users in our application domain we considered the four types of utterance in the scenarios (product orders, telephone numbers, postal codes and addresses) and made the simulated user generate randomly any of these kinds of utterance in response to the system prompts to enter product orders, telephone number, postal code and address. This strategy of generating a random response is shown in Table 1 . The procedure to generate responses for the prompt types not shown in the table is the same as that for the cooperative users.
The table shows that not very cooperative users can sometimes behave "cooperatively" by answering the system prompts with the expected utterance types, and also by correcting system misunderstandings when necessary. These users can also respond with utterances that are not expected to try to make the system fail deliberately, or because of inexperience or nervousness when using the system.
Implementation of the simulated user
The proposed simulated user is a rule-based automaton (Sect. 2.2) that receives as input the current prompt generated by the dialogue system and the semantic representation that the system obtained (SR obt ) from the analysis of the previous simulated user response. The output is a voice sample file which is the next simulated user response, representing a response uttered by a real user. This response is the next input for the dialogue system. For purposes of illustration Fig. 3 shows algorithmically part of the simulated user employed to test the Saplen system used in the experiments.
The algorithm uses the SR variable to store the semantic representation associated with the voice signal file to be used in the simulated user's next response. The value for this variable is decided in parts 1-4 of the algorithm and is stored in the SR cor variable, which represents the correct semantic representation associated with the simulated user response. The remainder of this section explains how the algorithm generates responses for implicit and explicit system confirmation prompts, handles scenario goals, deals with system prompts to get missing data, selects utterances from the corpus and makes some preparations for the next interaction.
Generation of responses for system implicit confirmations
The first part of the algorithm deals with the generation of responses to answer implicit confirmation prompts generated by the system such as "OK. So that's three ham sandwiches. Please say your telephone number". For this kind of prompt the simulated user provides the requested data if it does not detect a misunderstanding of its previous response. Otherwise it generates a response to let the system know that there was a mistake (e.g. "It is incorrect"). This kind of response for mistakes, noted as ERROR_INDICATION in the algorithm, is generated if the following two conditions are satisfied:
(i) The obtained semantic representation (SR obt ) is different from the correct semantic representation (SR cor ). For example, this happens if the previous response was "Three ham sandwiches" but the system understood "Six ham sandwiches". The correction is necessary since otherwise the system would consider a misunderstood order as being implicitly confirmed by the simulated user. (ii) The obtained semantic representation is not a subset of the correct semantic representation used as a reference. For example, it is a subset if the simulated user responded "Three ham sandwiches" but the system understood "Ham sandwiches". In this case the simulated user does not make a correction since the dialogue system will try to get missing data, e.g. generating the prompt: "OK. So that's ham sandwiches. How many do you want?".
Generation of responses for system explicit confirmations
The second part of the algorithm is concerned with the generation of responses for explicit confirmations generated by the dialogue system such as "I have to confirm your order. Did you say you want six ham sandwiches? Please say yes or no". For this kind of prompt the simulated user generates a "yes/no" response if it is modelling a very cooperative user. If it is simulating a cooperative or a not very cooperative user it generates a response containing the data item that the system is trying to confirm (e.g. "Three"). For reasons of space, Fig. 3 only shows two such prompt types but our complete implementation contains similar actions for the 30 explicit confirmation prompts that the Saplen system can generate. The first prompt shown is concerned with the confirmation of the telephone number, and the processing is analogous for the confirmation of postal code, address and product orders. This kind of processing could be easily adapted to implement a simulated user for a different application domain by simply changing the prompt names. The second prompt is concerned with the confirmation of the set of product orders understood. This is an example of domaindependent processing which uses a specific function to compare the set of product orders understood by the system with that in the scenario employed. This function may not be useful for simulated users interacting with dialogue systems designed for other application domains. Hence the system designers should implement the necessary functions in their domains, e.g. to decide whether the dialogue system correctly understood the details of a flight booking.
Management of scenario goals
The third part of the algorithm is concerned with the management of scenario goals. Its objective is to find the semantic representation (SR variable) associated with each goal in the scenario employed. To save space Fig. 3 just shows the processing for two system prompts but our complete implementation includes the processing of the 53 different prompts that the Saplen system can generate. Each scenario employed (see Fig. 2 ) contains five product orders, one telephone number, one postal code and one address. Therefore when the system prompts for food orders (e.g. "Would you like to have anything to eat?") the algorithm searches for the semantic representation of a food order in the scenario that has not been used already. This representation is the next goal to be achieved by the system. The algorithm also creates the sub-goals corresponding to the goal (amount, type, ingredients, etc.), which are necessary to recover from possible speech recognition deletion errors (Rabiner and Juang, 1993; Huang et al. 2001 ), as will be discussed in the following section. For example, the two sub-goals for the "ham sandwich" order in the sample scenario shown in Fig. 2 would be (<AMOUNT> = "1") and (<INGREDIENTS> = "HAM").
Generation of responses to provide missing data
The fourth part of the algorithm deals with the management of system prompts to get missing data. For example, in our application domain data can be missing if the user did not provide all the data required to make a product order or query (e.g. "I want . . . uhm . . . ham sandwiches"), or did not provide all the necessary details in his address. Data can also be missing because of speech recognition errors that delete words which are necessary to obtain the correct semantic representation, e.g. taste in a drink order, ingredients in a food order or street name in an address. In the interaction with the proposed simulated user data can only be missing because of speech recognition errors, given that all the utterances in the utterance corpus employed to generate responses contain all the data items required.
If after the analysis of a user response the Saplen system detects that data is missing then it generates prompts to obtain these data from the user, as for example "How many ham sandwiches do you want?" To generate responses for these kinds of prompt the simulated user employs the sub-goals created when the current goal was selected from the scenario, as discussed in the previous section. To save space Fig. 3 shows only the processing for two such prompts but our complete implementation includes the processing for the 12 prompt types that the Saplen system can generate to get missing data. The objective is to assign the appropriate value to the SR variable, which represents the semantic representation of the simulated user's next response. For instance, if the system prompts to get the amount of a product order, the algorithm assigns to the SR variable the amount sub-goal of the current goal, e.g. (<AMOUNT> = "1").
Selection of utterances from the corpus
At this point the algorithm has already decided the kind of utterance to be generated as the simulated user's next response, which is represented as a semantic representation stored in the SR variable. In part 5 it simply looks 2 for an utterance in the corpus (wav file in our implementation) which has an associated semantic representation that matches the SR. This file is the output of the algorithm and the next input for the dialogue system. The current prompt of the dialogue system and the orthographic transcription of this utterance are included in a log file created for posterior evaluation purposes.
Preparation for the next interaction
Part 6 stores the last semantic representation obtained by the system (SR obt ) into the Information Storage module of the simulated user, just as a human being "stores" in his memory what he thinks the other partner in the conversation has understood. This is necessary because the simulated user's responses for some system prompts depend on the dialogue history. For example, in our application domain the simulated user needs to know all the product orders understood by the system up to a particular moment of the conversation, which enables it to generate the appropriate "yes/no" response for the prompt "OK, would you like to order anything else?" If all the product orders in the employed scenario have been understood by the system, the simulated user generates a negative response and otherwise it generates an affirmative response.
Finally part 7 of the algorithm sets the correct semantic representation (SR cor ) to be the desired semantic representation (SR). This is necessary to compare this representation in the next interaction against that obtained by the dialogue system (SR obt ) and to generate appropriately the next simulated user response.
Example of a dialogue with a not very cooperative user
This section shows a sample generated dialogue (translated from Spanish into English) with the simulated user modelling the behaviour of a not very cooperative user and the system employing the PILM (prompt-independent language model).
(1) Saplen: Good evening, welcome to our restaurant. This is our automatic telephone service system. The minimum price for the home delivery service is six euros. Please speak after the tone. What would you like to have? If we compare this dialogue with Dialogue 1 we can observe the different behaviour of the simulated user as well as the difficulties for the system to obtain the necessary data and to correct understanding errors. Dialogue turns (2), (4), (6), (8) and (14) show the random selection of utterances to answer system prompts to enter product orders, telephone numbers, postal codes and addresses (discussed in Sect. 5.2). Turns (18) and (26) show that the dialogue system repeated the data being confirmed by the system (telephone number) instead of uttering the "yes/no" requested response, which is the modelled behaviour for cooperative and not very cooperative users. Given the difficulties in interacting with the system, the simulated user cancelled the dialogue as the interaction limit set to 30 turns in total was reached, as will be discussed in Section 6.1.
Experiments
The goal of the experiments was to employ the proposed technique to test the performance of the Saplen system and improve it by identifying problems in the performance of its speech recogniser, semantic analyser or dialogue manager. By fixing these problems the system could be more robust to deal with a variety of users in a variety of interaction modes.
Evaluation measures
The evaluation was carried out in terms of word accuracy (WA), sentence understanding (SU) and task completion (TC). WA is the proportion of correctly recognised words. It was computed as WA = ( w t − w i − w s − w d ) × 100/w t , where w t is the total number of words in the analysed utterances, and w i , w s and w d are the number of words inserted, substituted and deleted by the speech recogniser, respectively. SU is the proportion of utterances correctly understood by the system when it interacts with the simulated user. This was computed as SU = S u × 100/S t , where S u is the number of analysed utterances for which the semantic representations (frames) obtained were correct (i.e. SR obt = SR cor ) and S t is the total number of analysed utterances. If an utterance was partially understood, for example the order "one large orange fanta" was understood as "one large fanta" we did not consider it to be SU, as there was not an exact match between the obtained and the correct semantic representation.
TC is the proportion of successful dialogues, i.e. the percentage of dialogues that ended with all the scenario goals achieved by the simulated user. This was computed as TC = D c × 100/D t , where D c is the number of successful dialogues and D t is the total number of dialogues. In order to avoid excessively long dialogues between the system and the simulated user, which would not be accepted by real users, we made the latter cancel the interaction with the system if the total number of interactions (i.e. of system plus simulated user turns) exceeded a threshold that we set to 30 interactions. The reason for using this maximum limit is that, taking into account the structure of the scenarios 3 as well as the dialogue management strategy of the Saplen system, a dialogue without any error correction requires 20 turns in total to make the orders, provide the user data (postal code, telephone number, and address) and answer the confirmation prompts generated by the system. Considering 30 as an interaction limit means that we permitted 30 − 20 = 10 correction turns per dialogue, which we consider an ample margin for the simulated user to correct possible errors. In other words, the three kinds of modelled user (very cooperative, cooperative and not very cooperative) were supposed to be patient enough to accept employing 10 dialogue turns to correct system errors before hanging up. Cancelled dialogues were not considered successful and thus decreased the TC rate.
Utterance corpus
To carry out the experiments we employed two utterance corpora, one for training and the other for testing, that we have used in previous studies (López-Cózar et al. 2003; López-Cózar and Callejas 2005) . We ensured that no training utterances were included in the testing corpus. Both corpora were created employing the dialogue corpus discussed in Sect. 3.1, in which we selected 5,500 client utterances at random among the 18 utterance types shown in Table 2 . Both corpora include the orthographic transcriptions of the utterances as well as their corresponding reference frames. One half of the utterances that the simulated user employed to correct system errors and to confirm data were used for training and the other half were used for testing. These utterances were not used as scenario goals given that they are scenario-independent.
Language modelling for speech recognition
The Saplen system was configured to use two different kinds of language model for speech recognition: one based on 17 prompt-dependent language models (PDLMs), in the form of word bigrams (Rabiner and Juang 1993) , whilst the other was based on one promptindependent language model (PILM), also a word bigram. Both kinds of language model have been used in previous studies (López-Cózar et al. 2003; López-Cózar and Callejas 2005) . Our goal was to test the performance of the Saplen system interacting with the three kinds of modelled users employing both kinds of language model for each kind of user.
As shown in (López-Cózar et al. 2003 ) the PDLMs provide good results if the users answer each system prompt with the expected kind of utterance (e.g. a telephone number when the system prompted for a telephone number). This happens because each utterance is analysed using a bigram trained with utterances of the same type as the utterance being analysed.
To create this language model we compiled a specific word bigram from the orthographic transcriptions of the training utterances of each type shown in Table 2 excluding the error indications 4 , which amounts to 17 bigrams in total. The 125 error indication utterances used for training were included in each utterance set to compile the 17 bigrams, which allows the recognition of error indications whenever the speech recogniser employs any of these bigrams. The problem with the PDLMs is that these provide very poor results if the users respond to system prompts with a type of utterance that does not match the active grammar (e.g. an address when the system prompted for a telephone number). This happens because the utterances are analysed employing a grammar compiled from utterances of a different type. Therefore, this language model is not appropriate if we want to provide users with a natural interaction that enables them to answer any system prompt with any kind of utterance within the application domain, which is something that they would probably do when interacting with a real operator. Contrary to what happens with the PDLMs, the PILM permits the recognition of any kind of utterance within the domain, which helps to provide users with a natural interaction. However, the accuracy is in general lower than with the PDLMs given that the vocabulary is much larger and there are many more types of utterance to be considered in the analysis of each utterance.
Scenarios
To automatically generate dialogues between the Saplen system and the proposed simulated user we designed 50 scenarios similar to the one shown in Fig. 2 . The scenario goals (frames) were selected by choosing utterances at random in the test utterance corpus (discussed in Sect. 6.2) corresponding to product orders, telephone numbers, postal codes and addresses. We ensured that for each scenario goal there was at least one utterance in the test corpus associated with the frame, since otherwise it would be impossible for the simulated user to generate a response to some system prompts. For example, the scenario goal: (<PHONE_NUMBER> = "958275360") lets the simulated user answer the prompt: "Please say your telephone number". Thus at least one utterance with this reference frame was necessary in the test corpus. We also ensured that at least one utterance associated with each scenario sub-goal was in the test corpus to allow the simulated user to answer error-correction prompts generated by the system. For example, the scenario shown in Fig. 2 would require utterances in the test corpus which are associated with the following reference frames: (<AMOUNT> = "1"), (<INGREDIENTS> = "HAM"), (<INGREDI-ENTS> = "CHEESE"), (<SIZE> = "LARGE"), (<TASTE> = "CHOCOLATE") and (<ADDR_NAME> = "ANDALUCÍA"), among others. These frames would allow the simulated user to answer e.g. the error-correction prompts: "How many cheese sandwiches did you say?" and "Please say again the name of the street".
Results and discussion
Using the proposed technique we generated 20 dialogues per scenario according to the kind of language model (PDLMs and PILM) and user type modelled (very cooperative, cooperative and not very cooperative). This makes a total of 20 × 50 × 2 × 3 = 6,000 dialogues between the Saplen system and the simulated user. Table 3 shows the average results obtained in terms of WA, SU and TC. The table shows that the best performance was achieved for the very cooperative users regardless of the language model employed. The differences in the performance are more clearly observed when the PDLMs were employed. The reason is that when the simulated user modelled the behaviour of the very cooperative users it always provided responses that matched the current system prompt. Therefore using the PDLMs each utterance was analysed employing the appropriate recognition grammar. The scores decrease for the cooperative and the not very cooperative users, given that when the simulated user modelled these kinds of user, it sometimes provided utterances that did not match the current system prompt. For the cooperative users this happened only for the confirmations but for the not very cooperative users it happened also for prompts to enter product orders, telephone numbers, postal codes and addresses. Therefore in both cases there were utterances that were analysed employing inappropriate recognition grammars, especially in the case of the not very cooperative users. According to these results it can be said that the system should only employ the PDLMs if the real users were very cooperative, since otherwise the performance would be very poor.
When the PILM was employed the values for the evaluation measures were very similar for the three kinds of user. The reason is that regardless of user type, the simulated user responses always matched the recognition grammar, as it was compiled from training utterances permitted for all the system prompts. It is interesting to note that, contrary to what happened with the PDLMs, the WA score achieved for the not very cooperative users (77.87%) was slightly higher than that obtained for the very cooperative users (75.4%). However the trend is different for the SU: the rate achieved for the very cooperative users (57.86%) was slightly higher than that obtained for the not very cooperative users (53.28%). The reason for this apparent contradiction is that when the simulated user modelled the behaviour of the very cooperative users, the answers to confirmation prompts were "yes/no" responses, whereas in the case of cooperative and not very cooperative users these were repetitions of the data being confirmed by the system. Hence, when the data was a postal code or a telephone number the simulated user repeated the five (postal code) or nine (telephone number) digits. We observed that, especially for telephone numbers, at least one digit of the sequence was in some cases misrecognised or recognised with low confidence, but the remaining digits were correctly recognised. Therefore, given that each digit is considered as a word for the WA computation, employing telephone numbers for the confirmation of telephone numbers increased the overall proportion of correctly recognised words. This effect was more apparent for not very cooperative users than for the cooperative users (WA values 77.87% vs. 76.6%) because for the former the random selection of responses caused more telephone numbers and postal codes to be generated as responses, thus increasing to a greater extent the proportion of correctly recognised words. Nevertheless what is really important to have as a measure of acceptable system performance is a high rate of SU. When the PILM was employed the SU was very low for the three kinds of user (lower than 60%) which made the system performance totally unacceptable given that TC was too low in the three cases (only 11.67% in the best case).
As discussed at the beginning of Sect. 6, a goal of the experiments was to identify problems with the speech recogniser, semantic analyser and dialogue manager of the Saplen system, to fix those and thus increase the system's robustness to deal with a variety of users. To do this we focused on the generated dialogues with very low values for the evaluation measures and analysed these to find the reasons for the low system performance. The remainder of this section discusses the information obtained from the analysis.
Performance with the very cooperative users
When the PDLMs were employed the utterances that the simulated user generated as responses always matched the active speech recognition grammars, which caused WA to be quite high (90.05%). The 10% word error rate was caused by three factors. One is that some "yes/no" answers to confirmation prompts were misrecognised, e.g. the word "sí" (yes) was sometimes substituted by the word "te". Another reason is that there were problems recognising some addresses for which not all data items were recognised. The third reason is that there were many recognition errors if the speakers had strong southern Spanish accents, as they usually do not pronounce the final 's' of plural words. For example, when they uttered the words "bocadillos" (sandwiches) and "grandes" (large) the recognition hypotheses were "bocadillo" (sandwich) and "grande" (large). Given that these errors in the number correspondence do not affect the semantics of the utterances, most of the product orders were correctly understood even though some words were incorrectly recognised. The average TC employing the PDLMs was 70.56% which suggests that the system performance can be considered more or less acceptable for real users who may behave similarly to the very cooperative users modelled in this study.
When the PILM was employed there were also many speech recognition errors in the responses to system confirmation prompts, especially if these were uttered by speakers with strong southern Spanish accents. Given that these users omit the final 's' of plural words, as discussed above, because of acoustic similarity the word "no" was often substituted by the word "dos" (two), "uno" (one) or "error", while the word "sí" (yes) was often substituted by the word "seis" (six). Moreover in many cases the words "yes" and "no" were discarded by the semantic analyser of the system as their confidence scores (discussed in Sect. 3) were smaller than the lower confidence threshold employed (set to 0.3). Because of these problems there were many repetitive confirmation turns to get data confirmed, which lengthened the dialogues and caused some of these to be cancelled as the interaction limit (30 turns) was reached before all the scenario goals were achieved. These problems are illustrated in the following sample dialogue. We also found out from the analysis of the dialogues that there were problems in the understanding of some addresses, given that some data items were correctly recognised (e.g. street name) while others were incorrectly recognised or missing (e.g. building number). Because of these problems the system needed to initiate repair sub-dialogues to prompt for the missing data and confirm the obtained data if recognised with low confidence. Again, these additional turns increased the total number of dialogue turns, and thus some dialogues had to be cancelled as the interaction limit was reached. As a consequence of all these problems the average TC employing the PILM was 11.67%, which is too low to consider the system performance acceptable for real users who may behave similarly to the very cooperative users modelled in this study.
Performance with the cooperative users
When the PDMLs were employed the WA for cooperative users was lower than for the not very cooperative users (70.56%). The reason is that in addition to facing the problems discussed in the previous section, in this case the system had to face the problem that the utterances used to answer confirmation prompts were not permitted by the active grammars. As discussed in Sect. 5.2, the cooperative users answer confirmation prompts by repeating the data that the system is trying to confirm, although it always prompts for a "yes/no" response. This behaviour is illustrated in the following sample dialogue. Dialogue 4. Problems in the confirmation strategy for the cooperative users employing the PDLMs.
The problem identified in the analysis is that the grammar employed to recognise responses to confirmation prompts was initially created considering only users who would utter either a confirmation, a negation or an error indication (i.e. very cooperative users). Because of this, the system confirmation strategy employing the PDLMs failed when it interacted with the modelled cooperative users as their responses were not permitted by the grammar. This problem is easily observed in the recognition hypotheses, which only contain permitted words as shown in turns (4) and (10) of Dialogue 4. On the contrary, product orders, telephone numbers, postal codes and addresses were more or less well understood, although the errors in gender/number correspondences and those for some addresses discussed above also occurred in these dialogues. As a consequence of all the problems the average TC employing the PDLMs was 21.67%, which is obviously too low to consider the system performance acceptable for real users who may behave similarly to the cooperative users modelled in this study.
When the PILM was employed the WA was 76.6%, which is very similar to that obtained for the not very cooperative users (77.87%) employing the same language model. The reason for this low rate is the large amount of errors in the recognition of responses to confirmation prompts (e.g. "no" substituted by "dos", and "sí" substituted by "seis"), and also in gender/number correspondences (e.g. "uno" substituted by "una", and "verdes" (green) substituted by "verde"). As commented above, these errors happened especially when the words were uttered by speakers with strong southern Spanish accents. Analysing the dialogues we observed that, as discussed in Sect. 6.5.1, the affirmative and negative responses were sometimes discarded by the semantic analyser of the system as their confidence scores were smaller than the lower confidence threshold (set to 0.3), provoking the same repetitive confirmation turns. Also the same problems detected for the very cooperative users with the recognition of some addresses were found for the cooperative users, which meant that the system needed to employ extra turns to get and confirm all the data items in the addresses.
In addition we observed a problem in the confirmation strategy that was not observed with the very cooperative users and that was particularly noticeable in the confirmation of telephone numbers. The cooperative simulated user confirms this data by repeating the telephone number instead of generating the "yes/no" response requested by the system. To have a telephone number correctly understood, the Saplen system requires on the one hand that all its digits are recognised with confidence scores greater than the higher confidence threshold (set to 0.5 as discussed in Sect. 3). On the other hand, the system requires an implicit confirmation from the user when it includes the recognised number if the prompt is to get the postal code, as can be observed in turn (7) of Dialogue 5. According to the method employed to assign confidence scores to frame slots as discussed in Sect. 4.1, the confidence score of a slot that contains a telephone number is the lowest confidence score of the digits. For example, the confidence score for the recognition hypothesis "nine (0.5684) five (0.9652) eight (0.5647) one (0.5894) two (0.6954) three (0.9654) three (0.4362) four (0.6584) five (0.5898)" would be 0.4362. Because of all these factors, the system had problems confirming some telephone numbers, especially when these were uttered by speakers with strong southern Spanish accents. The reason is that employing a telephone number to confirm a telephone number tends to require another confirmation, given that it is likely that at least one digit is misrecognised or recognised with low confidence. This problem provoked in-cascade dialogue turns that lengthened the dialogues, as can be observed in Dialogue 5, causing some of these to be cancelled as the interaction limit was reached.
(7) Saplen: OK. Telephone number 9, 5, 8, 1, 2, 3, 4, 5, 6 . Please say your postal code.
Dialogue 5. Inadequate system strategy to confirm telephone numbers.
Because of all these problems the average TC employing the PILM was 5.56%, which is obviously too low to consider the system performance acceptable for real users who may behave similarly to the cooperative users modelled in this study.
Performance with the not very cooperative users
When the PDLMs were employed the WA was very low (43.69%). One reason for this is the high number of errors in the confirmation turns given that, as discussed in Sect. 5.2, these users do not answer confirmation prompts with "yes/no" responses but repeating the data the system is trying to confirm. Therefore the responses could not be recognised as the utterances permitted by the grammar were only affirmative/negative responses as well as utterances to correct system errors. Another reason is that for these users the simulated user selected at random the kind of utterance to answer system prompts to enter product orders, telephone numbers, postal codes or addresses. For example it could respond with a prompt to enter a telephone number, as can be observed in Dialogue 6. In this sample dialogue the recognition grammar employed was that to recognise telephone numbers, and thus it was not possible to recognise the product order. Because of these problems the average TC employing the PDLMs was 11.13%, which is obviously too low to consider the system performance acceptable for real users who may behave similarly to the not very cooperative users modelled in this study.
When the PILM was employed the value of WA (77.87%) was very similar to that obtained for the other two kinds of modelled user (75.4% and 76.6%) given that in the three cases the same kind of language modelling was employed throughout the whole dialogue regardless of the system prompt. Consequently the SU rate (53.28%) was also similar to that for the other kinds of modelled user (57.97% and 55.71%). As discussed in Sect. 5.2, the behaviour of the not very cooperative users modelled is very similar to that of the cooperative users, with the difference that the former features a random selection of utterances to answer system prompts to enter product orders, telephone numbers, postal codes and addresses. Because of this difference, the interaction with the not very cooperative users revealed a problem in the speech understanding module of the Saplen system which was not observed for the other two user types: in some cases telephone numbers were correctly recognised but were understood as postal codes, while postal codes were correctly recognised but understood as telephone numbers. The reason is that the system employs its current prompt to differentiate between both kinds of utterance. Therefore when it prompts to get a telephone number, it considers that the recognised sequence of digits is a telephone number. Similarly, when it prompts for a postal code, it assumes that the sequence is a postal code, and when it prompts for a building number, it considers that the digit sequence is a building number. This simple understanding method works well if the user is very cooperative or cooperative and produces the expected kind of utterance. However the not very cooperative users may answer prompts to enter a telephone number with a product order, telephone number, postal code or address, which causes the possible confusion if the postal code is randomly selected. The problem is illustrated in the following dialogue where the postal code "18001" is initially understood as a telephone number. Because of the confusion the simulated user needed to employ turns (4)-(8) to repair the error. In principle it might not be very likely that a real user utters a telephone number when he is prompted to enter a postal code (unless he tries to make the system fail, or he is confused or nervous during the interaction). However, it is likely that when he is prompted to enter a postal code he utters a telephone number precisely to correct the misunderstanding of the telephone number that he previously uttered, as can be observed in the following interaction:
Saplen: Please say your telephone number. User : 9 5 8 1 2 2 3 4 5 Saplen: OK. Telephone number 9, 5, 8, 1, 2, 2, 6, 3, 4, 5. Please say your postal code. User : I said 9 5 8 1 2 2 3 4 5, not 9 5 8 1 2 2 6 3 4 5.
Analogously, it is likely that he utters a postal code to correct an error when the system is prompting to enter the address. Therefore the proposed technique has been useful to let us know that the semantic rules designed to deal with telephone numbers and postal codes must be improved to enable correct understanding even when uttered for another prompt. Because of all the problems discussed above, the average TC employing the PILM was 4.47%, which is obviously too low to consider the system performance acceptable for real users who may behave similarly to the not very cooperative users modelled in this study.
Limitations of the proposed technique
It is very difficult to completely and truly simulate the behaviour of a real user interacting with a dialogue system as many kinds of information and personal circumstances are involved, such as previous experience of using this technology or a priori disposition to talk to machines. Therefore the technique proposed in this paper makes the simulation in a simplified manner by means of providing responses that, depending on the type of modelled user, are more or less "adequate" in relation to the system prompts. The dialogues that can be generated are simple but useful to check very important issues to be considered in the design of spoken dialogue systems. One is whether the systems are able to recognise and understand the utterances produced by the user. Another is whether dialogue systems are able to communicate with the user via a spoken interaction as efficiently as possible, repairing possible understanding errors and providing the service required in an acceptable time. As has been shown in the previous section the proposed technique is useful for checking these issues.
However, in despite of the advantages, the technique still has several drawbacks. One is that it is only possible to simulate the behaviour of users carrying out simple and well-defined tasks. Hence its application to more sophisticated application domains which may require some kind of system-user negotiation may not be straightforward. Another limitation is that it does not take into account possible changes of mind of the user. In the current set up the simulated user tries to achieve scenario goals and is able to engage in dialogue with the Saplen system to do it. However, it has not been taken into account for example that a real user may consider the total price of the ordered products too expensive, or may not accept the estimated delivery time. For these situations a real user may try to initiate a negotiation, e.g. to remove or change some product orders. Eventually he may change his mind and abandon the conversation for several reasons. The proposed technique, in the current set up, cannot deal with these kinds of user behaviour.
Another drawback is that the implementation may not be directly portable to other application domains. Some parts of it may be re-used more or less easily (e.g. answering confirmation prompts and the management of scenario goals) but others should be implemented taking into account the specific task performed by the dialogue system. For example, at the point where the Saplen system generates a prompt to confirm the set of product orders understood and to let the proposed simulated user generate the appropriate response, we implemented a function that analyses the dialogue history and finds all the product orders understood by the system. Comparing the understood products with those in the employed scenario, the simulated user generates an affirmative or negative confirmation. This function, among others, may not be directly portable to other application types.
The proposed simulated user requires that the system developers have available a corpus of utterances related to the task to be performed by the dialogue system. Each utterance must have associated with it an orthographic transcription and a semantic representation (e.g. a frame), and it must be ensured that the corpus contains at least one utterance to answer each possible system prompt. The semantic representation must be simple enough to allow the extraction of individual data items from it to allow the answering of system prompts to get missing data and confirm data. For example, in our application domain we employed frames which allowed us to extract data items such as amount, size, taste, ingredients or temperature from product orders, as well as street name, building number or floor from addresses. As this corpus was created for previous studies we did not need to employ time to prepare it. However collecting and preparing such a corpus right from the start would be a time-consuming task which would imply an additional effort to implement the technique.
Conclusions and future work
In this paper we have presented a new technique to test the performance of spoken dialogue systems by artificially simulating the behaviour of three types of user (very cooperative, cooperative and not very cooperative) interacting with a system by means of spoken dialogues. Experiments have been carried out to test the performance of the Saplen system interacting with these kinds of user employing two kinds of language model for speech recognition: one based on 17 PDLMs and the other based on one PILM. Employing the technique 6,000 dialogues were automatically generated using 50 different scenarios. The evaluation results obtained from the analysis of these dialogues, set out in Table 3 , show that when the PDLMs were employed the best performance was achieved for the very cooperative users. Therefore this language model should only be used for these users as otherwise the system performance would be very poor. When the PILM was employed the values for the evaluation measures were very similar for the different kinds of user. SU was very low (< 60%) which caused TC to be very low too (11.67% in the best case) and thus the system performance was totally unacceptable. A second goal of the experiments was to analyse the generated dialogues to find problems in the speech recogniser, semantic analyser or dialogue manager of the system, which should be sorted out in future work to increase the system robustness. To find these problems we analysed the dialogues with very low values for the evaluation measures.
The main problem found with the speech recogniser was the difficulty it had to correctly decode some words uttered by speakers with strong southern Spanish accents. As an attempt to solve this problem we could re-train the acoustic models used by the speech recogniser with sample utterances produced by these speakers. Another possibility would be to set up a technique to replace some incorrect recognition hypotheses taking into account contextual information. This might be interesting as we observed that when the PILM was employed and the simulated user answered system confirmation prompts, the word "sí" (yes) was often substituted by the word "seis" (six), while the word "no" was often substituted by the word "dos" (two). Therefore it could be useful to implement a dialogue management strategy that, given the recognition hypothesis "seis" or "dos" with the system prompting for a "yes/no" response, makes the system generate a prompt such as "Did you say yes?". If the recognition hypothesis for this prompt was "yes" the system could assume that the simulated user generated an affirmative confirmation in the previous turn, whereas if the hypothesis was "no" the system could assume that the simulated user generated a negative confirmation. In both cases the system could proceed by carrying out the specific actions for the affirmative or negative confirmation.
The main problem found with the semantic analyser was the incorrect understanding of telephone numbers and postal codes when the system interacted with the not very cooperative users, given that correctly recognised telephone numbers were understood as postal codes and vice versa. To solve this problem it could be possible to include knowledge in the semantic rules about the different format of telephone numbers (nine digits) and postal codes (five digits). This way the semantic analyser could guess whether the utterance is a telephone number or a postal code regardless of the prompt, and the system could ask the user to confirm the guess if the utterance type does not match the current prompt.
The main problem found with the dialogue manager was the repetitive confirmation turns due to an inefficient system confirmation strategy. This happened especially when the system interacted with the cooperative and the not very cooperative users. These confirmation turns would probably not be accepted by real users as they might think the system has many problems understanding them and is very inefficient because it requires a lot of attempts to get data confirmed. To solve this problem it could be possible to implement an improved confirmation strategy that changes the prompt automatically if the system needs to repeat the confirmation turns. For example, instead of generating the prompt "I have to confirm your telephone number. Did you say 9, 5, 8, 1, 2, 2, 6, 4, 5? Please say yes or no" time after time until the user response is understood, the system could start by saying "I have to confirm your telephone number. Did you say 9, 5, 8, 1, 2, 2, 6, 4, 5?" . If the response is not understood it could then generate the prompt "I have to confirm your telephone number again. Did you say 9, 5, 8, 1, 2, 2, 6, 4, 5? Please say yes or no". If the response is again not understood the system could generate the prompt "Please say again your telephone number", and if the number obtained for this last prompt matches the previously obtained number then it could assume that the telephone number has been confirmed. By implementing this range of different ways to confirm data the system would encourage the user to produce different utterance types, hence making it easier for the system to understand.
Future work to improve the proposed technique includes studying alternative methods to simulate more precisely the behaviour of real users. One possibility would be to set the type of user cooperativeness dynamically as the dialogue evolves. In the current set up this selection is made beforehand to model the behaviour of any of the three kinds of user and the setting remains fixed throughout all the dialogue. A different strategy would be to consider that a real user may change his behaviour depending on the success of the interaction. To do this the cooperativeness of the simulated user could be set to "not very cooperative" at the beginning of the dialogue and it could be changed to "cooperative" or "very cooperative" dynamically as long as the system restricts the interaction freedom as an attempt to recover from understanding problems, for example by imposing on the user a particular utterance type to confirm data (e.g. "Please say yes or no").
Other future work is concerned with enabling the simulated user's ability to model changes of mind by the user. In our application domain these changes may be related to modifications in the ordered products, which will be useful to test the system functionality that handles the product orders. Implementing this new behaviour for the simulated user will require the inclusion of utterances in the corpus expressing changes of mind as, for example, "uhm . . . sorry . . . instead of a large cola I'd rather prefer a small beer please". The corresponding orthographic transcriptions and semantic representations should also be included in the corpus. New scenarios should be created including as scenario goals semantic representations of this new utterance type. The implementation of the proposed simulated user should be slightly adjusted to handle this new goal type by simply including a small piece of code in part 3 of the algorithm shown in Fig. 3 .
Finally, a third possibility for future work would be to generate a multimodal corpus that can be employed to enhance the user simulation. In this corpus each utterance would have associated with it the recording of the user's face when producing the utterance. A 'multimodal' simulated user could be implemented to provide both the utterance and the associated face recording to the Saplen system. This would require the conversion of the Saplen system into a multimodal system able to analyse face images and to integrate the obtained visual information with the speech recognition hypotheses. We believe that this experimental setting would be very useful to better replicate human-to-human communication, which is a multimodal process when both conversation partners speak and see each other's faces at the same time.
