In this paper, we study the formation control problem for platoons of mobile agents that are guided by coarsely quantized information. A comprehensive trajectory-based analysis is presented for the convergence of the multi-agent platoon, which greatly improves the existing result that applies only to 3-agent platoons. Using tools from non-smooth analysis, it is shown that the formation can converge within finite time even when each agent is constrained by a 1-bit transmission channel. We further introduce hysteresis in the quantization scheme to deal with the possible chattering phenomena as a result of the coarse quantization. Simulation results validate the effectiveness of the proposed control strategy.
INTRODUCTION
In the past decade, cooperative control strategies for networks of autonomous agents have proven to be critical for various applications in mobile sensor networks and autonomous distributed systems (Kumar et al. (2005) ). One effective approach to coordinate agents in motion is to keep them moving in formations (Leonard et al. (2007) ). In particular, controlling platoons of mobile agents that move in one-dimensional space becomes a central topic because of the potential application in intelligent highway systems, in which the guiding commands from the road assistance system are expected to be simple and formatted as short digital messages (Broucke and Varaiya (1997) ; Shladover (2007) ). Motivated by this problem of guiding platoons of vehicles on highways, we have proposed in De a control strategy that guides onedimensional multi-agent formations to their desired shapes using only coarsely quantized information. However, there are still demanding open questions. One of them is, besides the Lyapunov function approach utilized in De , how to construct a comprehensive analysis for the convergence of the multi-agent platoon from the perspective of the trajectory of each agent. Providing answers to such a question is exactly the aim of this paper and this leads to further development of introducing hysteresis into the quantization scheme to improve the convergence behavior of each agent. Most of the existing work on controlling rigid formations of mobile agents, e.g. Anderson et al. (2008) ; Cao et al. (2007) ; Krick et al. (2008) , assumes that there is no communication bandwidth constraints and thus realvalued control signals are utilized. The idea of quantized control through digital communication channels has been applied to consensus problems, e.g. Kashyap et al. (2007) ; Frasca et al. (2009) and references therein, and more recently to formation control problems (Carli and Bullo (2009) , Dimarogonas and Johansson (2010) ). The paper Ceragioli et al. (2010) has discussed in a rigorous manner Krasowskii solutions and hysteretic quantizers in connection with continuous-time average consensus algorithms under quantized measurements. Finite-time consensus algorithms have been discussed in Cortés (2006 Cortés ( , 2008a under coarse control quantization. The uniform quantizer and the logarithmic quantizer (Nair et al. (2007) ) are among the most popular choices for designing such controllers with quantized information. Continuing the discussion initiated in De Persis et al.
(2010), we explore the limit of the least bandwidth for controlling a one-dimensional rigid formation by using a quantizer in its simplest form with only two quantization levels. The corresponding continuous-time model describing the behavior of the overall multi-agent formation is, however, non-smooth and thus an appropriate notion of solution (Ceragioli et al. (2010) , Ceragioli and De Persis (2007) ) has to be defined first. We focus on the trajectorybased approach to prove convergence. To avoid the undesirable sliding modes that may arise when implementing the proposed controller, we introduce hysteresis to reduce chattering. It is shown that the platoons converge in finite time to their desired shape. The rest of the paper is organized as follows. We first formulate the one-dimensional guided formation control problem with coarsely quantized information in section 2. Then in section 3, we provide the convergence analysis results using the trajectory-based method. We discuss quantization schemes with hysteresis in section 4. Simulation results are presented in section 5 to validate the theoretical analysis. We make concluding remarks in section 6.
PROBLEM FORMULATION
In De Persis et al. (2010) we have proposed a model to investigate the stability of a platoon of agents moving along the line under constraints on how the agents can exchange information. The model of each agent is given by a simple kinematic equatioṅ x i = v i , i ∈ I = {1, 2, . . . , N } with x i , v i ∈ IR and N > 2 without loss of generality. It has been assumed that, to design its control law, each agent uses information regarding its distance from the neighbors in a very coarse form, namely whether this distance is greater or less than the desired one. Overall, the system is modeled as:
where k i , i ∈ {1, 2, . . . , N − 1}, are the controller gains to be designed, sgn denotes the sign function:
and the d i 's are given positive constants. Assuming that the reference velocity v r ≥ 0 is available to all the agents, that the agents are initially ordered in such a way that In this paper we go further, and prove that the property of converging in finite time is not limited to the system with three agents, but extends to groups with an arbitrary number of agents. In the analysis, it becomes evident that the scheme has a drawback: sliding modes can arise. Since these result in chattering, we propose a different quantization scheme to prevent sliding modes to occur and then analyze the resulting system. All the analysis is trajectory-based and exploits the particular topology over which the agents are connected.
TRAJECTORY BASED ANALYSIS
To study the trajectories of (1), we let z i = x i − x i+1 , i = 1, 2, . . . , N , and obtain:
We also introduce the following auxiliary system:
where ζ 1 , ζ 2 ∈ IR, δ 1 , δ 2 ∈ IR >0 , κ 1 , κ 2 , κ 3 ∈ IR >0 , and w 1 , w 2 : IR ≥0 → [−1, 1] are piece-wise continuous inputs. The evolution of any pair z i and z i+1 of components of the system (2) can be described by the system (3) provided that δ 1 , δ 2 , κ 1 , κ 2 , κ 3 , and w 1 , w 2 are appropriately defined. Hence, in the sequel we analyze the solutions to (3) (Lemma 1 and Corollary 1) to infer conclusions about the solutions to (2) (Theorem 1).
We consider solutions to (3) which are Krasowskii solutions to the associated time-varying differential inclusioṅ ζ ∈ K(f (t, ζ)), where
where co denotes the convex closure of a set, i.e. the smallest closed set containing the convex hull of that set, and B(ζ, δ) the ball centered at ζ of radius δ.
The following statement, whose proof is omitted for lack of space, gives the main convergence result for the solutions to (3):
and converge in finite time to the point (δ 1 , δ 2 ).
From the previous result, one can also infer the following special cases:
We apply the previous results obtained for (3) to the system (2), where in each subsystem z i , z i+1 the terms depending on z i−1 and z i+2 are viewed as the external inputs w 1 , w 2 . Although the arguments can be made more formal ), the following proof gives an intuitive idea of how the result can be obtained:
4) then all the Krasowskii solutions of (2) Proof: If N = 3, then (2) coincide with (3) with w 1 = w 2 = 0, δ i = d i and κ i = k i for i = 1, 2 and the thesis descends from Corollary 1, case (iii). If N = 4, 5, consider the first two equations of (2), namely:
We can apply Corollary 1 with w 1 = 0, w 2 = sgn(z 3 − d 3 ), δ i = d i and κ i = k i for i = 1, 2, 3. Then any Krasowskii solution to (2) is such that (z 1 , z 2 ) converges in finite time to the set of points where (z 1 , z 2 ) = (d 1 , d 2 ). Then consider the last two equations of (2), and apply Corollary 1, this time with w 2 = 0, (2), with w 1 = sgn(z i−1 − d i−1 ) and
Finally, Corollary 1 is applied to the last two equations of (2), again with w 2 = 0,
to show convergence of the last two components of the system. Remark 1. The gains (4) increase with the size of the network and this can lead to unacceptable magnitudes of the control actions. Yet it is possible to prove that the same result holds with arbitrarily small gains, and hence it is possible to cope with the presence of limitations on the magnitude of the control laws. The different choice of the gains affects the speed of convergence of the system. We refer the interested reader to (De Persis et al. (2010)) for more details.
TRAJECTORIES IN THE PRESENCE OF HYSTERESIS
In practice the sliding modes that we have highlighted in the analysis above result in chattering, due to delays in the implementation. In turn, chattering requires very fast information exchange.
In this section, we analyze a classical method to reduce chattering, namely the introduction of hysteresis in the system. This program is carried out replacing the static sign function considered so far with the hybrid dynamical system σ : IR → {−1, +1} defined as:
where s = s(t) is an absolutely continuous scalar function of time, s + = lim τ →t+0 s(τ ), ∆ is a positive number, and the symbol ∧ denotes the logical conjunction and. Given a function of time s, we define σ(s(0)) = sign(s(0)), and then, for each time t ≥ 0, either σ(s(t)) remains constant, or it changes its value according to (6). The resulting function is a piece-wise constant function of time taking on binary values. Let ∆ < δ i for i = 1, 2, if we replace the sign function in (3) with the function just defined we obtain a hybrid dynamical system with disturbance, namely a system of the formχ
which combines continuous evolution occurring whenever the state χ is in the subset C of the state space X, and discrete evolution which occurs when χ ∈ D. The data which define the hybrid system above (including f, g, C, D) are introduced next. We let the state space of the hybrid system be X = IR 2 × {−1, +1} 2 , and we define the state variable χ = (ζ, ς), which comprise the continuous variable ζ ∈ IR 2 , and the discrete variable ς ∈ {−1, +1} 2 . The latter represents the value ς i = σ(ζ i − δ i ), for i = 1, 2, as ζ i varies with time. The continuous dynamics are simply obtained from (3) bearing in mind that during continuous evolution ς remains constant. Hence, the function f (ζ) is given bẏ
The system obeys these equations until either ς 1 or ς 2 are forced to change their value. Hence, the set C on which the system evolves continuously is given by C = C 1 ∩ C 2 , where:
and ∨ denotes the logical disjunction or. A discrete transition takes into account changes in the values of ς and it is triggered when one of the conditions in (6) occurs. The map which describes the discrete transition is the following:
The set on which a discrete transition is enabled is D = D 1 ∪ D 2 , where:
that is multiple consecutive discrete transitions cannot occur.
We investigate trajectories of the hybrid system which start from the set of initial conditions:
We borrow a few notions and terminologies on hybrid control systems from Goebel et al. (2009) . A hybrid time domain is a subset of IR ≥0 × N which is the union of infinitely many intervals of the form [t j , t j+1 ] × {j}, where 0 = t 0 ≤ t 1 ≤ t 2 ≤ . . ., or of finitely many such intervals with the last one possibly of the form [t j , t j+1 ] × {j}, [t j , t j+1 ) × {j}, or [t j , +∞) × {j}. Let χ(t, j) be a function defined on a hybrid time domain domχ (the domain of χ) such that for each fixed j, t → χ(t, j) is a locally absolutely continuous function on the interval I j = {t : (t, j) ∈ domχ}. Given a piece-wise continuous function of time w : IR >0 → IR 2 and χ(t, j), one can define a functionw : domχ → IR 2 such that w(t) =w(t, j) for all (t, j) ∈ domχ. In what follows, we confusew and w. Given w : domχ → IR 2 , χ(t, j) is a solution to the hybrid system (7) if χ(0, 0) ∈ C ∪ D and the following conditions are satisfied:
• For each j such that I j has non-empty interior, χ(t, j) = f (χ(t, j), w(t, j)) ∀ a.a. t ∈ I j χ(t, j) ∈ C ∀t ∈ [min I j , sup I j ); • For each (t, j) ∈ domχ such that (t, j + 1) ∈ domχ, χ(t, j + 1) = g(χ(t, j), w(t, j)) χ(t, j) ∈ D. Finally, the solution χ(t, j) to (7) is said to be attracted in finite time by a set S if there exists (t,j) ∈ domχ such that χ(t, j) ∈ S for all (t, j) (t,j), i.e. for all t ≥t and j ≥j. Theorem 2. For any χ 0 ∈ X 0 , the solution χ(t, j) to (7) which starts from the initial condition χ(0, 0) = χ 0 is attracted in finite time by the set S = {χ ∈ X : ||ζ − δ|| ∞ ≤ ∆}, where δ = (δ 1 δ 2 )
T .
We first prove the forward invariance of S: Lemma 2. Let (t, j) ∈ domχ be such that (t, j + 1) ∈ domχ, i.e. let t be a switching time at which the (j + 1)-th switching occurs. Moreover assume that χ(t, j) ∈ ∂S, the boundary of S. Then χ(s, k) ∈ S for all (s, k) (t, j).
Proof:
We check the invariance property showing that on each point of the boundary of S, the velocity vectoṙ ζ points inwards S. We explicitly examine only the case ζ(t, j) ∈ {ζ ∈ IR 2 >0 : δ 1 − ∆ ≤ ζ 1 ≤ δ 1 + ∆, ζ 2 = δ 2 + ∆} (respectively, ζ(t, j) ∈ {ζ ∈ IR 2 >0 : δ 1 − ∆ ≤ ζ 1 ≤ δ 1 + ∆, ζ 2 = δ 2 − ∆}), as the case in which ζ(t, j) belongs to the other two segments which comprise the boundary of S can be analyzed similarly. By assumption (ζ(t, j), ς(t, j)) ∈ D. If ζ 1 = δ 1 ± ∆, then (ζ(t, j), ς(t, j)) ∈ D implies in particular that ς 2 (t, j) = −1 (ς 2 (t, j) = +1). After the switching, ς 2 (t, j + 1) = +1 (ς 2 (t, j + 1) = −1), and the continuous dynamics take the form:ζ
We see thatζ 2 ≤ −κ 2 + κ 3 ≤ −1 (ζ 2 ≥ κ 2 − κ 3 ≥ 1), which suffices to show thatζ is pointing inwards since ζ 1 (t, j) = δ 1 − ∆ and ζ 1 (t, j) = δ 1 + ∆. If ζ 1 (t, j) = δ 1 − ∆, then one can show that necessarily ς 1 (t, j + 1) = −1 and ς 2 (t, j + 1) = 1. In this case,ζ 1 in (10) becomesζ 1 = (
from which it is seen that in addition toζ 2 it is also true thatζ 1 > 0. Hence also when ζ 1 = δ 1 −∆ and ζ 2 = δ 2 + ∆,ζ is pointing inwards. If on the other hand, ζ 1 (t, j) = δ 1 + ∆, then forζ(t, j + 1) to point inwards, it suffices thatζ 1 < 0, since it has already proven thaṫ ζ 2 < 0. But using the same arguments as before, one can prove that ς 1 (t, j + 1) = +1 and ς 2 (t, j + 1) = +1, and that ζ 1 obeysζ 1 = −(κ 1 +1)−κ 2 +w 1 (ζ 1 = −(κ 1 +1)+κ 2 +w 1 ) which are shown to be strictly negative.
Proof of Theorem 2:
We partition IR 2 >0 into four quadrants and examine the evolution of the trajectories which start in each one of these quadrants. We only consider the case that ζ(0, 0) ∈ R 1 = {ζ ∈ IR 2 : ζ i ≥ δ i , i = 1, 2}. Then ς(0, 0) = sgn(ζ(0, 0)) = (+1 + 1)
T . The system starts evolving continuously obeying the equations (8) with ς = (+1 + 1) T , namely:
By definition of the set D where discrete transitions are enabled, the system will continue to evolve according to (11) until at least one of the two conditions:
, the trajectory will converge in finite time t 1 to one of the two axes: {ζ ∈ IR 2 >0 :
If the convergence occurs on the first axis, then t 1 will sat-
In particular for all ζ(0, 0) ∈ R 1 such that ζ 2 (0, 0) ≤ ζ 1 (0, 0), the trajectory will converge to the second axis. When this occurs, two cases are possible:
In case (i), ζ is already in the square S. In case (ii), we distinguish between the cases in which ζ(t 1 , 0) is already in S, or it is not, i.e. ζ 1 (t 1 , 0) > δ 1 + ∆. We focus on this case and show that in finite time the solution converges to S as well. In fact, bearing in mind (9), at time t 1 a transition is triggered which yields ς(t 1 , 1) = (1 − 1) T and the continuous dynamicsζ
and therefore:
Sinceζ 1 < 0,ζ 2 > 0, and the trajectory starts from the point (ζ(t 1 , 1), ς(t 1 , 1)) such that ζ 2 (t 1 , 1) = δ 2 − ∆ and ς(t 1 , 1) = (1 − 1) T , the next transition will be triggered when either ζ 1 (t 2 , 1) = δ 1 − ∆ or ζ 2 (t 2 , 1) = δ 2 + ∆, depending on which one is satisfied first. If the former is satisfied, then it must be true that ζ 2 (t 2 , 1) ≤ δ 2 + ∆ and therefore ζ(t 2 , 1) ∈ S. If the latter is satisfied, then ζ(t 2 , 1) may or may not belong to S. If not, then there will exist another switching time at which the trajectory is on the boundary of S. In fact, if ζ(t 2 , 1) ∈ S, then t 2 −t 1 ≥ 2∆ κ2+κ3+2 (the lower bound is the time needed by ζ 2 to go from δ 2 −∆ to δ 2 +∆ at the maximal speed κ 2 +κ 3 +2) and
κ2+κ3+2 . Moreover, after the switching ς(t 2 , 2) = (1 1) T and the continuous dynamics obeys to (11). The next switching will occur when either ζ 1 (t 3 , 2) = δ 1 − ∆ or ζ 2 (t 3 , 2) = δ 2 − ∆. In the former case, ζ(t 3 , 2) is surely in S, while in the latter case it may or may not be. But even in the case ζ(t 3 , 2) ∈ S, the value of ζ 1 (t 3 , 2) has further decreased. In fact, t 3 − t 2 ≥ 2∆ κ2+κ3 , and ζ 1 (t 3 , 2) ≤ ζ 1 (t 2 , 2) − 2∆(κ1−κ2) κ2+κ3 . In other words, if ζ does not enter S during an inter-switching interval, its component ζ 1 decreases by a quantity which is always bounded away from zero, and therefore it is guaranteed that after a finite number of switchings the state will converge to S. This completes the proof in view of Lemma 2.
Thanks to Theorem 2, it is possible to prove that the solution to (2), with sgn replaced by (6), converges in finite time to the set where all z i 's are such that |z i − d i | ≤ ∆, provided that ∆ < d i for all i = 1, 2, . . . , N − 1. This can be shown applying repeatedly Theorem 2, and proceeding as in the proof of Theorem 1. It can also be shown that the velocity of convergence of the system to the desired configuration is not affected by the hysteresis. Once the agent i has reached the target set where |z i − d i | ≤ ∆, it will continue to move with a time-varying velocity whose magnitude is within the interval centered around −v r with length proportional to the gain k i of the controller. Bearing in mind Remark 1, it is possible to reduce the velocity tracking error via a different choice of the gains of the controllers. Observe that the agents converge to their desired configuration up to an error ∆ which can be a priori decided. It is important to point out that the error does not depend on the number of agents present in the group. Hence, the formation can achieve in finite time practical convergence to the desired configuration, up to an error which can be made arbitrarily small and is independent of the size of the network. This is possible thanks to the special topology of the interconnection graph: For other coordinated control problems on general networks, the adoption of hysteretic quantizers leads to limit cycles whose amplitude may depend on the size of the network (Ceragioli et al. (2010) ).
SIMULATIONS
In this section, we present simulation results for the guided formation control with coarsely quantized information. We consider a formation consisting of 6 agents, labeled by 1, . . . , 6. The distance constraints are |x i − x i+1 | = 1, i = 1, . . . , 5, i.e. d i = 1 for all i. The initial positions of agents 1 to 6 are 5, 4, 2, 1, 0.5 and 0 respectively. Then the shape of the initial formation is shown in Fig. 1 . We choose the gains to be k 1 = 6, k 2 = 5, k 3 = 4, k 4 = 3 and k 5 = 2 and set the reference velocity v r = 20. We first simulate the agents' motion under the control laws (1) when the static sign function is used. Then the final shape of the formation is shown in Fig. 2 . The evolution of the positions of the agents as a function of time is illustrated in Fig. 3 . To see how the shape evolves with time, we further look into the dynamics of the inter-agent distances. We present the curve of z 2 = x 2 − x 3 in Fig. 4 . It is clear that as expected, the sliding mode happens when the Krasowskii solution converges.
We then simulate the dynamics of the platoon after hysteresis is introduced. We set ∆ = 0.01 and utilize the hysteresis described by (6). The final shape of the formation is shown in Fig. 5 . The curve of z 2 is shown in Fig. 6 . It is clear that by introducing hysteresis, we have reduced chattering, and at the same time we have to allow certain errors determined by ∆ in the final formation shape. If we let ∆ to increase to the value 0.1, it is evident that the error increases while chattering is reduced (cf. Fig. 7 ). Finally, we have included the graph of sgn(x 1 (t) − x 2 (t) − d 1 (t)) in Fig. 8 to illustrate the evolution of the coarse measurement taken by Agent 1.
CONCLUDING REMARKS
In this paper, we have studied the problem of controlling a platoon of mobile agents using coarsely quantized information. We have presented a complete convergence analysis using the trajectory-based approach. Hysteresis has been introduced successfully to deal with chattering.
In the future, we want to study more sophisticated models for mobile agents and look into different quantization strategies. 
