A new probability distribution, the xgamma distribution, is proposed and studied. The distribution is generated as a special finite mixture of exponential and gamma distributions and hence the name proposed. Various mathematical, structural, and survival properties of the xgamma distribution are derived, and it is found that in many cases the xgamma has more flexibility than the exponential distribution. To evaluate the comparative behavior, stochastic ordering of the distribution is studied. To estimate the model parameter, the method of moment and the method of maximum likelihood estimation are proposed. A simulation algorithm to generate random samples from the xgamma distribution is indicated along with a simulation study. A real life dataset on the remission times of patients receiving an analgesic is analyzed, and it is found that the xgamma model provides better fit to the data as compared to the exponential model.
Introduction
The exponential and gamma are well known probability distributions used for modeling lifetime data. Both distributions possess some interesting structural properties, for example, exponential distribution possesses memory less and constant hazard rate properties. Moreover, as a special case of the gamma distribution, the exponential distribution can be used in modeling time-to-event data or modeling waiting times. Various extensions of both distributions can be obtained in the literature for describing the uncertainty behind real life phenomena arising in the area of survival modeling (see Johnson, Kotz, & Balakrishnan, 1994; 1995; Lawless, 2002) and reliability engineering (for more details, see Barlow & Proschan, 1981) . The introduction of new lifetime distributions or modified lifetime distributions has become a time-honored fashion in statistical and biomedical 775 research. Finite mixture distributions arising from the standard distributions play, in most situations, a better role in modeling real-life phenomena as compared to the standard ones (see Mclachlan & Peel, 2000) .
With the advances in technology and science, a wealth of information has allowed the statistician and data modeler to think in a broader way in the process of gathering knowledge. In order to make inferences about the population of interest, statisticians gather and analyze these information keeping, the responsibility of accurate inference. In recent years, it has been observed that many well-known distributions used to model data sets do not offer enough flexibility to provide an adequate fit. It is, therefore, the need of time that guides statisticians to model reallife scenarios by introducing distributions that are more flexible.
Keeping the role of finite mixture distributions (for more details, see Everitt, 1996; Everitt & Howell, 2005) in modeling time-to-event data, a new distribution, namely the xgamma distribution, is introduced in this article. A special mixture of exponential and gamma distributions is considered in order to obtain the form of xgamma and hence the name proposed. The basic structural and survival properties of the xgamma distribution are obtained in the subsequent sections. Maximum Likelihood and method of moments estimators for the parameters of the model are found, as is a simulation study algorithm, and finally a real data application is made to show the superiority of the xgamma distribution over the exponential distribution.
Methodology & Synthesis
A special finite mixture of exponential and gamma distributions is used to obtain a new probability distribution, called the xgamma distribution. A random variable X is said to have a finite mixture distribution if its probability density function (pdf) f(x) is of the form
where each f i (x) is a pdf and π 1 , π 2 ,…, π k denote the mixing proportions that are non-negative and sum to one.
We have considered f 1 (x) to follow an exponential distribution with parameter θ and f 2 (x) to follow a gamma distribution with scale parameter θ and shape parameter 3, i.e. f 1 (x) ~ Exp(θ) and f 2 (x) ~ Gamma(3, θ) with π 1 = θ/(1 + θ) and π 2 = 1 -π 1 .
Definition: A continuous random variable X is said to follow an xgamma distribution if its pdf is of the form
and is denoted by X ~ xgamma(θ). The cumulative density function (cdf) of X is given by
(3)
Shape
The first derivative of (2) is
It follows that i. Figure 1 shows the pdf of the xgamma distribution given in (2) for selected values of θ. The mode of the xgamma distribution is given by 
Remark:
It is to be noted that the mode of the exponential distribution is always 0 while the mode of xgamma can be varied as seen above. It is easy to show that if X ~ xgamma(θ), then Mode(X) < Median(X) < Mean(X), which also holds good for exponential distribution.
Moments and Related Measures
The r th moment about the origin of xgamma distribution is
where a r = a r -1 + r for r = 1, 2, 3,… with a 0 = 0 and a 1 = 2. In particular,
It is to be noted that, for the exponential distribution with parameter θ, the r th order moment about origin is
The j th order central moment of the xgamma distribution is 
The coefficients are increasing functions in θ (see Figure 2 for the graph of γ and 1  for varying θ).
Figure 2. Coefficients for variation and skewness

Remark:
It should be noted that the values of γ, 1  , and β 2 for the exponential distribution are 1, 2, and 6, respectively. Hence the xgamma distribution is again more flexible than the exponential distribution.
Survival Properties
The hazard rate function or failure rate function for a continuous distribution with pdf f(x), cdf F(x), and survival function (sf) S(x) is defined as
For the xgamma distribution, the hazard rate function is given by
It is to be noted that i.
Remark:
For the exponential distribution with parameter θ, h(x) = θ, and so (4) shows the flexibility of the xgamma distribution over the exponential distribution. Figure 3 shows the hazard rate function of the xgamma distribution for selected values of θ. 
For the xgamma distribution, the mrl function (see Figure 4 ) is given by
It is to be noted that 782 i.
For the exponential distribution, the mrl function is 1/θ and hence (6) again shows the flexibility of the xgamma distribution over the exponential distribution.
Stochastic Ordering
For a positive continuous random variable, stochastic ordering is an important tool for judging the comparative behavior. Recall some basic definitions:
A random variable X is said to be smaller than a random variable Y in the
The following implications (see Shaked & Shanthikumar, 1994) are well justified:
The following theorem shows that the xgamma distributions are ordered with respect to the strongest likelihood ratio ordering.
Theorem 1. Let X ~ xgamma(θ 1 ) and Y ~ xgamma(θ 2 ). If θ 1 > θ 2 then X ≤ lr Y and hence the other ordering in (7). 
decreases in x and X ≤ lr Y. The remaining statement follows from (7) directly.
Estimation of the Parameter
Given a random sample X 1 , X 2 ,…, X n of size n from the xgamma distribution in (2), the method of moment (mom) estimator for the parameter θ of xgamma distribution given in (2) 
The following theorem shows that the mom estimator of θ in (2) is positively biased:
Theorem 2. The method of moment estimator of the xgamma distribution is positively biased, i.e.,   mom E0  .
. For t > 0, g''(t) > 0 and hence g(t) is strictly convex. Thus by Jensen's inequality, we have
It should be noted that the sample raw moments are unbiased and consistent estimators of the corresponding population raw moments. They are also asymptotically normally distributed (CAN estimators) by virtue of the central limit theorem. Thus the mom estimator, mom  , of θ for xgamma distribution is consistent. Let x = (x 1 , x 2 ,…, x n ) be n observations on a random sample X 1 , X 2 ,…, X n of size n drawn from the xgamma distribution in (2). The maximum likelihood estimator (mle) of θ for given x is as follows:
The likelihood function is given by
The log-likelihood function is given by
The log-likelihood equation corresponding to (7) 
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Using this initial solution, we have
for the i th iteration. We choose θ (i) such that θ (i) ≅ θ (i -1) .
Remark.
The method of moment and maximum likelihood estimators of the exponential distribution is 1 X , which is also biased and consistent.
Simulation Study
The inversion method for generating random data from the xgamma distribution fails because the equation F(x) = u, where u is an observation from the uniform distribution on (0, 1), cannot be explicitly solved in x. However, we can use the fact that the xgamma distribution is a special mixture of the exponential(θ) and gamma(3, θ) distributions.
To generate random data X i , i = 1, 2,…, n, from the xgamma distribution with parameter θ, we can use the following algorithm:
1.
Generate U i ~ uniform(0, 1), i = 1, 2,…, n 2.
Generate V i ~ exponential(θ), i = 1, 2,…, n 3.
Generate W i ~ gamma(3, θ), i = 1, 2,…, n 4.
A Monte Carlo simulation study was carried out considering N = 10000 times for selected values of n and θ. Samples of sizes 20, 40, and 100 were considered and values of θ were taken as 0.1, 0.5, 1.0, 1.5, 3, and 6 .The following two measures were computed:
i. Average bias of the simulated estimates ˆi  , i = 1, 2,… N:
Average Mean Square Error (MSE) of the simulated estimates ˆi  , i = 1, 2,… N: The result of the simulation study has been tabulated in Table 1 . In Table 1, for each selected value of θ, the corresponding values relating to the xgamma distribution have been presented in first row and that relating to exponential distribution in second row.
Remarks.
i) Table 1 shows that the bias is positive in the case of the xgamma distribution (as shown in the Theorem 2). Table 1 also shows that bias and MSE decreases as n increases and increases when θ increases. ii) In terms of bias and MSE of the estimates of θ, the xgamma distribution shows more flexibility as compared to the exponential distribution.
Application
In this section, a real data set is used to show that the xgamma distribution can be a better model than one based on the exponential distribution. The data on relief times (in hours) of 20 patients receiving an analgesic (cf. Gross & Clark, 1975) is used. Both the xgamma and exponential distributions are fitted to this data set. The method of maximum likelihood is used. Maximum likelihood estimates for both the cases are calculated for the data. The required numerical evaluations are carried out using R 3.1.1 software. where log e L denotes the log-likelihood function evaluated at the maximum likelihood estimates, k is the number of parameters, and n is the sample size.
From Table 2 , it is clear that the values of the AIC, AICc and BIC are smaller for the xgamma distribution compared with those values of the exponential model, so the new distribution seems to be a very competitive model to these data. It follows that the xgamma distribution provides the better fit to the data. 
Conclusion
The xgamma distribution, a special finite mixture of exponential and gamma distributions, was derived. Various mathematical and structural properties of the distribution were studied including the shape, moments, measures of skewness, and kurtosis. Important survival properties like the hazard rate and mean residual life functions were derived and discussed. Stochastic ordering and a simulation algorithm were also proposed. Added flexibility over the exponential distribution was observed with regard to certain important properties of the xgamma distribution. The maximum likelihood method and method of moments were proposed for the parameter estimation. In order to demonstrate the applicability of the xgamma distribution, a simulation study was shown. Moreover, the distribution was fitted to a real data set and compared with the exponential distribution. Results show that the xgamma distribution provides an adequate fit for the data set. The maximum likelihood functions may be further studied under different types of censoring mechanism for future applications of the xgamma model. Bayesian estimation of the parameter of xgamma distribution may further be considered with suitable prior and risk function.
