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Abstract
We provide explicit constructions of infinite-dimensional digital se-
quences S = (x0,x1, . . . , ) ⊂ [0, 1]N, which are constructed over the fi-
nite field F2, whose projection onto the first s coordinates x
(s)
0 ,x
(s)
1 , . . .
for all s ≥ 1, has Lq discrepancy bounded by
Lq({x(s)0 ,x(s)1 , . . . ,x(s)N−1}) ≤ Cq,s
r3/2−1/q
N
√√√√ r∑
v=1
ms−1v
for all N = 2m1 + 2m2 + · · · + 2mr ≥ 2 and even integers q with
2 ≤ q < ∞, where the constant Cq,s > 0 is independent of N . In
particular, we have
Lq({x(s)0 ,x(s)1 , . . . ,x(s)2m−1}) ≤ Cq,s
m(s−1)/2
2m
for all m, s ≥ 1 and 2 ≤ q <∞. Further we give explicit constructions
of finite point sets y0,y1, . . . ,yN−1 in [0, 1)
N for all N ≥ 2 such that
their projection on the first s coordinates y
(s)
0 ,y
(s)
1 , . . . ,y
(s)
N−1 in [0, 1)
s
for all s ≥ 1 satisfies
Lq({y(s)0 ,y(s)1 , . . . ,y(s)N−1}) ≤ Cq,s
(logN)(s−1)/2
N
for all 2 ≤ q <∞, where Cq,s > 0 is again independent of N . The last
two results are best possible by a lower bound of Roth [ K. F. Roth,
On irregularities of distribution. Mathematika, 1 (1954), 73–79.].
The proofs are based on a generalization of the Niederreiter-Rosenbloom-
Tsfasman metric, which itself is a generalization of the Hamming met-
ric.
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1 Introduction
The Lq discrepancy is a measure of the equidistribution properties of a point
set P̂N,s = {x(s)0 ,x(s)1 , . . . ,x(s)N−1} in the unit cube [0, 1]s, see [1, 30, 33]. It is
based on the local discrepancy function
δ(P̂N,s; θ) = 1
N
N−1∑
n=0
1[0,θ)(xn)−
s∏
j=1
θj ,
where θ = (θ1, . . . , θs), [0, θ) =
∏s
j=1[0, θj), and 1[0,θ) denotes the charac-
teristic function of the interval [0, θ). For a given interval [0, θ), the lo-
cal discrepancy function measures the difference between the proportion of
points which fall into this interval and the volume of the interval. The Lq
discrepancy is then the Lq norm of the discrepancy function
Lq(P̂N,s) =
(∫
[0,1]s
|δ(P̂N,s, θ)|q dθ
)1/q
,
with the obvious modifications for q = ∞. One of the questions on irregu-
larities of distribution is concerned with the precise order of convergence of
the smallest possible values of Lq(P̂N,s) as N goes to infinity. That is, the
aim is to study the convergence of
Lq,N,s = inf
P̂N,s⊂[0,1]
s
|P̂N,s|=N
Lq(P̂N,s),
as N tends to infinity (for fixed dimension s) and the explicit construction
of point sets P̂N,s which achieve the optimal rate of convergence of the Lq
discrepancy [1]. (Such point sets are of use for instance in quasi-Monte Carlo
integration [16, 19, 37].)
In the next subsection we describe the results of this paper.
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1.1 The results
Let N denote the set of natural numbers and N0 the set of nonnegative
integers.
In the following we write A(N,m, q, s) ≪q,s B(N,m, q, s) if there is a
constant cq,s > 0 which depends only on s and q (but not on N or m)
such that A(N,m, q, s) ≤ cq,sB(N,m, q, s) for all m and N , with analogous
meanings for≪s,≫q,s,≫s. We write S = (x0,x1, . . .) ⊂ [0, 1)N for an infinite
dimensional sequence and Ss = (x(s)0 ,x(s)1 , . . .) ⊂ [0, 1)s for the projection of
S onto the first s coordinates. Further let PN = {x0,x1, . . . ,xN−1} ⊂ [0, 1)N
denote the first N points of S and let PN,s = {x(s)0 ,x(s)1 , . . . ,x(s)N−1} ⊂ [0, 1)s
denote the first N points of Ss. For point sets consisting of N elements which
are not obtained as the first N points of a sequence for all N ∈ N, we write
P̂N if the point set is in [0, 1)N and P̂N,s for point sets in [0, 1)s, where P̂N,s
is the projection of P̂N onto the first s coordinates.
We show the following theorem.
Theorem 1.1 One can explicitly construct an infinite sequence S of points
in [0, 1)N such that for all s ≥ 1, the projection of the first N points of S
onto the first s coordinates PN,s satisfies
Lq(PN,s)≪q,s r
3/2−1/q
N
√√√√ r∑
v=1
ms−1v
for all N ∈ N, with N ≥ 2, and with dyadic expansion N = 2m1 + 2m2 +
· · · + 2mr , where m1 > m2 > · · · > mr ≥ 0, and all even integers q with
2 ≤ q <∞. In particular, we have
Lq(P2m,s)≪q,s m
(s−1)/2
2m
for all m ≥ 1 and 2 ≤ q <∞.
As a corollary to Theorem 1.1, using an idea from [8], we can also obtain
explicit constructions of finite point sets in the infinite dimensional unit cube
[0, 1]N whose projection onto the first s coordinates achieve the optimal rate
of convergence of the Lq discrepancy.
Corollary 1.2 For every N ≥ 2 one can explicitly construct a point set P̂N
of N points in [0, 1)N such that for all s ≥ 1, the projection of P̂N onto the
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first s coordinates P̂N,s satisfies
Lq(P̂N,s)≪q,s (logN)
(s−1)/2
N
for all 2 ≤ q <∞.
In the next subsection we provide a review of the literature and explain
how the above results relate to what is known.
1.2 Literature review
The classic lower bound on the Lq discrepancy is by Roth [44] and ascertains
that
Lq,N,s ≫s (logN)
(s−1)/2
N
for all N, q, s ≥ 2.
This result is known to be best possible for q = 2 as shown first by Daven-
port [11] for s = 2 and then by Roth [45, 46]. Other constructions of point
sets with optimal L2 discrepancy were found by Chen [5, 6], Frolov [25], Do-
brovol’skiˇi [18], Skriganov [48, 49], Hickernell and Yue [28], and Dick and
Pillichshammer [15]. For more details on the history of the subject see the
monograph [1]. All the constructions mentioned so far involve some random
elements, except for the special case of s = 2 studied by Davenport. Fur-
ther examples of two-dimensional point sets with best possible order of L2
discrepancy can be found in [21, 22, 23, 29, 31, 41]. Thus the constructions
for s ≥ 3 are not explicit. First explicit constructions of finite point sets
in fixed dimension matching the lower bound were provided by the works of
Chen and Skriganov [8] for q = 2 and Skriganov [50] for 2 ≤ q < ∞. See
also Chen and Skriganov [9] where the arguments of [8] were simplified and
the constant was improved. The papers [8] and [50] completely solved the
open problem of finding explicit constructions of finite point sets of fixed
dimension with optimal L2 and optimal Lq discrepancy. On the other hand,
the L∞ discrepancy, called star discrepancy, is much harder to analyze, the
exact order of convergence is not known [2, 3].
We briefly describe what is known about the discrepancy of sequences.
A lower bound for infinite sequences of points was shown by Pro˘ınov [40],
which states that for all infinite sequences Ss in the unit cube [0, 1)s one has
L2(PN,s)≫s (logN)
s/2
N
, (1)
4
for infinitely many values of N . This implies that one cannot construct an
infinite sequence of points such that its first N points match Roth’s lower
bound for all values of N . An explicit construction of an infinite sequence of
points Ss in [0, 1]s which satisfies
L2(PN,s)≪s (logN)
s/2
N
for all N ≥ 2,
was provided in [17]. Note that those results only apply to the L2 discrepancy.
Further, the sequences from [17] match Roth’s lower bound for infinitely
many values of N , more precisely, for N = 2m one obtains
L2(P2m,s)≪s m
(s−1)/2
2m
for all m ≥ 1.
One-dimensional infinite sequences whose L2 discrepancy satisfies a bound
of order
√
logN/N for every N ≥ 2 were given in, e.g. [4, 27, 31, 40, 42].
These constructions are mainly based on the symmetrization of sequences
(also called reflection principle).
The explicit construction of sequences studied in [17] are the same as in
this paper. In [17] the authors studied the L2 discrepancy, whereas here we
consider the Lq discrepancy for 2 ≤ q <∞.
Using the estimations r ≤ logN and mh ≤ logN , the first result of
Theorem 1.1 implies that
Lq(PN,s)≪q,s (logN)
s/2+3/2−1/q
N
, (2)
for all N ≥ 2 and all even integers q with 2 ≤ q < ∞. Thus, at least for
q = 2, this result is not best possible. It seems reasonable to suggest that
the exponent of the logN factor above can be replaced by s/2, which would
be best possible by the lower bound of Pro˘ınov [40].
On the other hand, for finite point sets, the second part of Theorem 1.1
and Corollary 1.2 match the lower bound by Roth [44] and are therefore
optimal. The construction of the sequences and point sets presented in this
paper uses the finite field F2, which is different from the construction in
[8, 50], where the points were constructed using the finite field Fp of prime
order p with p ≥ qs2. By removing the restriction p ≥ qs2 we can now use the
projection of infinite dimensional point sets to obtain point sets with optimal
Lq discrepancy, which is not possible using the construction from [8, 50].
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Further, the bound on Lq(PN,s) holds for all 2 ≤ q < ∞, i.e., as opposed
to [50], one does not have to change the point set as q increases. Hence the
explicit construction in this paper is the first construction which achieves
the optimal rate of convergence of the Lq discrepancy for all 2 ≤ q < ∞.
In fact, we conjecture that the explicit constructions of the point sets and
sequences in this paper also achieve the optimal rate of convergence of the
L∞ discrepancy.
In the next subsection we describe the explicit construction of sequences
and point sets which satisfy Theorem 1.1 and Corollary 1.2.
1.3 Explicit construction of sequences
The construction is done in two steps. In the first step, we use explicit
constructions of so-called digital (t,m, s)-nets and digital (t, s)-sequences
[16, 35, 36, 37, 39, 51] over the finite field F2. We introduce the relevant
background as well as a special case of a suitable explicit construction in the
following.
We first introduce some notation. We call x ∈ [0, 1) a dyadic rational if
it can be written in a finite dyadic expansion. By ⊕ we denote the digit-
wise addition modulo 2, i.e., for x, y ∈ R+ = {z ∈ R : z ≥ 0} and dyadic
expansions x =
∑∞
i=w
xi
2i
and y =
∑∞
i=w
yi
2i
for some w ∈ Z, we have
x⊕ y :=
∞∑
i=w
zi
2i
, where zi := xi + yi (mod 2),
where for dyadic rationals we always use the finite expansion. For vectors
x,y ∈ Rs+ we use the notation x⊕y to denote the component-wise addition
⊕. (Since we consider addition modulo 2, the dyadic subtraction ⊖ is the
same as the dyadic addition ⊕.) Note that, for instance, for x = 2−1+2−3+
2−5+· · · and y = 2−2+2−4+2−6+· · · we obtain x⊕y = 2−1+2−2+2−3+· · · ,
which is given by its infinite expansion although it is a dyadic rational. Hence
x ⊕ y is not always defined via its finite expansion, even if we always use
the finite expansion of x and y. This problem could be avoided by using
the dyadic group (F2)
N as in [24, Section 2] instead of R+. However, this
situation does not occur in this paper since we only use ⊕ for (vectors of)
dyadic rationals (in fact, usually nonnegative integers) for which we always
use the finite expansion in our proofs, so it is sufficient to use R+ instead of
(F2)
N.
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The digital construction scheme
We now describe the digital construction scheme for point sets in the unit
cube. In the following we identify 0, 1 ∈ F2 with the integers 0, 1. Let
Cj = (cj,k,ℓ)1≤k≤2m
1≤ℓ≤m
∈ F2m×m2 for j ∈ N be 2m × m matrices over F2. Let
n = n0 + n12 + · · ·+ nm−12m−1 ∈ {0, 1, . . . , 2m − 1} be the dyadic expansion
of n. Set ~n = (n0, n1, . . . , nm−1)
⊤ ∈ Fm2 . Then define
~xj,n = Cj~n,
that is, ~xj,n = (xj,n,1, xj,n,2, . . . , xj,n,2m)
⊤ with xj,n,k =
∑m
ℓ=1 nℓ−1cj,k,ℓ ∈ F2
and define
xj,n = xj,n,12
−1 + xj,n,22
−2 + · · ·+ xj,n,2m2−2m.
Then the nth point xn of the point set is given by xn = (x1,n, x2,n, . . .) ∈
[0, 1)N. The point set P̂2m = {x0,x1, . . . ,x2m−1} is a digital net.
With some minor modifications we can also set m = ∞. In this case
the generating matrices are of the form Cj = (cj,k,ℓ)k,ℓ∈N and we obtain an
infinite sequence S, which we call a digital sequence (with generating matrices
(Cj)j∈N). In this case we have xj,n,k =
∑∞
ℓ=1 nℓ−1cj,k,ℓ ∈ F2, which is actually
a finite sum since for any n ∈ N0 only finitely many digits are nonzero.
Further, we consider only matrices Cj = (cj,k,ℓ)k,ℓ∈N for which cj,k,ℓ = 0 for
all k > 2ℓ. (We point out that we actually only need cj,k,ℓ = 0 for all k
large enough for our purposes here, but to simplify the notation we use only
constructions for which cj,k,ℓ = 0 for k > 2ℓ.)
For a matrix Cj = (cj,k,ℓ) ∈ FN×N2 we denote by Cu×vj = (cj,k,ℓ)1≤k≤u,1≤ℓ≤v
the left-upper u× v submatrix of Cj.
For the proof we also use the concept of a digitally shifted digital net. Let
σ = (σ1, σ2, . . .) ∈ [0, 1]N with dyadic expansion σj = σj,12−1 + σj,22−2 + · · · .
Then the digitally shifted digital net P̂2m(σ) consists of the points xn ⊕ σ
for 0 ≤ n < 2m. (Below we only use shift vectors whose components are
dyadic rationals.) We now show that certain subsets of a digital sequence
are digitally shifted digital nets.
Lemma 1.3 Let x0,x1, . . . be the points of a digital sequence with generating
matrices Cj = (cj,k,ℓ)k,ℓ∈N for which cj,k,ℓ = 0 for all k > 2ℓ. Let m ≥ 0. Then
for any β ≥ 0 the point set
xβ2m ,xβ2m+1, . . . ,xβ2m+2m−1
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is a digitally shifted digital net with generating matrices C2m×mj , j ∈ N,
and which is shifted by a digital shift vector whose coordinates are dyadic
rationals.
Proof. For n ∈ {β2m, β2m+1, . . . , β2m+2m−1} we write n = a+β2m with
0 ≤ a < 2m. Then ~n = (~a⊤,~0⊤∞)⊤+(~0⊤m, ~β⊤)⊤, where ~a = (n0, n1, . . . , nm−1)⊤,
~β = (nm, nm+1, . . .)
⊤ and ~0z is the zero-vector of length z. We write
Cj =

C2m×mj D
2m×N
j
0N×m FN×Nj
 ∈ F
N×N
2 ,
where 0N×m denotes the N × m matrix whose entries are all 0 ∈ F2. With
this notation we have
Cj~n =

C2m×mj ~a
0
0
...
+

D2m×Nj
FN×Nj
 ~β.
For the point set under consideration, the vector
~σβ,j :=

Dj,2m×N
Fj,N×N
 ~β
is fixed. Let ~σβ,j = (σβ,j,1, σβ,j,2, . . .)
⊤. By the assumption cj,k,ℓ = 0 for all
k > 2ℓ it also follows that σβ,j,b = 0 for all b large enough. Further, as
n runs through all elements in the set {β2m, β2m + 1, . . . , (β + 1)2m − 1},
the vector ~a runs through all elements in the set Fm2 . Thus the point set
{xβ2m ,xβ2m+1, . . . ,xβ2m+2m−1} is a digitally shifted digital net with gener-
ating matrices C2m×mj , j ∈ N and digital shift vector σβ = (σβ,j)j∈N where
σβ,j = σβ,j,12
−1 + σβ,j,22
−2 + · · · are dyadic rationals. ✷
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The NRT weight function
The properties of the digital sequence S depend entirely on the properties of
the generating matrices (Cj)j∈N. We now introduce a weight function which
serves as a criterion for selecting good generating matrices. Assume that the
integer k > 0 has dyadic expansion k = κ0+κ12+ · · ·+κa−22a−2+2a−1 with
κi ∈ {0, 1}. We define the NRT weight function µ1 (Niederreiter [34] and
Rosenbloom-Tsfasman [43]) weight) for nonnegative integers k by
µ1(k) =
{
a = 1 + ⌊log2 k⌋ if k > 0,
0 if k = 0,
(3)
where ⌊x⌋ is the largest integer smaller or equal to x. For vectors k =
(k1, . . . , ks) ∈ Ns0 we define the NRT weight by
µ1(k) = µ1(k1) + µ1(k2) + · · ·+ µ1(ks).
We now explain how the NRT weight is used to obtain a criterion for
choosing good generating matrices. For m ≥ 1 let C2m×mj ∈ F2m×m2 de-
note the left-upper 2m × m sub-matrix of Cj ∈ FN×N2 . Further we set
~k = (κ0, κ1, . . . , κ2m−1)
⊤ ∈ F2m2 , where for a < 2m we set κi = 0 for
a− 1 < i ≤ 2m− 1. We define
Dm,s =D(C2m×m1 , . . . , C2m×ms )
={k = (k1, . . . , ks) ∈ Ns0 : (C2m×m1 )⊤~k1 + · · ·+ (C2m×ms )⊤~ks = ~0m ∈ Fm2 },
where ~0m denotes the column zero vector in F
m
2 . Further we set D∗m,s =
Dm,s \ {0}, where 0 denotes the zero-vector in Ns0. (The set Dm,s is related
to the dual space of the row space of ((C2m×m1 )
⊤, . . . , (C2m×ms )
⊤).)
We define the minimal weight of D∗m,s as
ρ1,m,s = ρ1,m,s(D∗m,s) = min
k∈D∗m,s
µ1(k).
It can be shown that a large weight ρ1,m,s(D∗m,s) for all m ≥ 1 yields good
distribution properties of the corresponding digital sequence. Therefore the
goal is to construct generating matrices (Cj)j∈N of digital sequences for which
the minimal weight is in some sense large. Since this is only an intermediate
step in our construction, we will not go into the details of relating the NRT
weight to the distribution properties of the sequence, the interested reader
may, for instance, consult [35, 38] for details.
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Construction of generating matrices with large ρ1,m,s
We return to the digital construction scheme. We now introduce a construc-
tion of generating matrices with large minimal weight ρ1,m,s. This is the
first step in our construction of obtaining digital sequences which satisfy the
bound in Theorem 1.1.
Explicit constructions of suitable generating matrices Cj ∈ FN×N2 were
obtained by Sobol’ [51], Niederreiter [36], Tezuka [53], Niederreiter-Xing [39]
and others (see also [16, Chapter 8]). To make the construction fully ex-
plicit, we briefly describe a special case of generalized Niederreiter sequences
introduced by Tezuka [53, Eq. (3)]. The basic idea of this construction is
based on Sobol’s and Niederreiter’s construction of the generating matrices.
The construction is based on irreducible polynomials over the finite field F2.
Let p1 = x and pj ∈ F2[x], for j ≥ 2, be the (j − 1)st irreducible polynomial
in a list of irreducible polynomials over F2 that is sorted in increasing order
according to their degree ej = deg(pj), that is, e1 ≤ e2 ≤ · · · (the ordering
of polynomials with the same degree is irrelevant; further, one could also use
primitive polynomials instead of irreducible polynomials).
Let Cj = (cj,k,ℓ)k,ℓ∈N with cj,k,ℓ ∈ F2. We describe now how to obtain the
element cj,k,ℓ for j, k, ℓ ≥ 1. To do so, fix natural numbers j and k. Take
i− 1 and z to be respectively the main term and remainder when we divide
k − 1 by ej , so that k − 1 = (i− 1)ej + z with 0 ≤ z < ej . Now consider the
Laurent series expansion
xej−z−1
pj(x)i
=
∞∑
ℓ=1
aℓ(i, j, z)x
−ℓ ∈ F2((x−1)).
Then for all ℓ ≥ 1 we set
cj,k,ℓ = aℓ(i, j, z).
Note that in this construction we have cj,k,ℓ = 0 for all k > ℓ.
The weight function and constructions we introduced so far have been
well studied. In the following we introduce a new weight function and con-
struction of generating matrices which can be viewed as an extension of the
constructions above. It has first been studied in [12, 13].
A new weight function
As mentioned above, we have not found the NRT weight to be sufficient to
obtain explicit constructions of point sets and sequences satisfying the bound
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in Theorem 1.1. In fact, [1] and [50] use the NRT weight and additionally a
Hamming weight to obtain their constructions. Here we use a generalization
of the NRT weight (but we do not use the Hamming weight). We introduce
this weight function in the following. Let k = 2a1−1+2a2−1+ · · ·+2aν−1 ∈ N,
where a1 > a2 > · · · > aν > 0. Then we define the weight function
µ2(k) =

a1 + a2 if ν ≥ 2,
a1 if ν = 1,
0 if k = 0.
(4)
For vectors k = (k1, . . . , ks) ∈ Ns0 we set
µ2(k) = µ2(k1) + · · ·+ µ2(ks). (5)
We can also define the minimal weight by
ρ2,m,s = ρ2,m,s(D∗m,s) = min
k∈D∗m,s
µ2(k).
The main idea in this paper is to use ρ2,m,s as the criterion to choose gener-
ating matrices (Cj)j∈N and to use it to prove Theorem 1.1.
In the following we introduce the second part of our construction of digital
sequences.
Construction of generating matrices with large ρ2,m,s
We first describe a method to obtain generating matrices (Cj)j∈N for which
ρ2,m,s is large. The following definition was used in [13] to obtain explicit
construction of suitable sequences.
Definition 1 The digit interlacing composition is defined by
D : [0, 1)2 → [0, 1)
(x1, x2) 7→
∞∑
d=1
2∑
r=1
ξr,d2
−r−2(d−1),
where xr = ξr,12
−1 + ξr,22
−2+ · · · for 1 ≤ r ≤ 2. We also define this function
for vectors by setting
D : [0, 1)N → [0, 1)N
11
(x1, x2, . . .) 7→ (D(x1, x2),D(x3, x4), . . .),
for point sets PN = {x0,x1, . . . ,xN−1} ⊆ [0, 1)N by setting
D(PN ) = {D(x0),D(x1), . . . ,D(xN−1)} ⊆ [0, 1)N
and sequences S = (x0,x1, . . .) by setting
D(S) = (D(x0),D(x1), . . .).
We comment here that the interlacing can also be applied to the gener-
ating matrices C1, C2, . . . of digital nets or digital sequences directly as de-
scribed in [13, Section 4.4]. This is done in the following way: Let C1, C2, . . .
be generating matrices of a digital net or digital sequence and let ~cj,k denote
the kth row of Cj. We define matrices D1, D2, . . ., where the kth row of Dj
is given by ~dj,k, in the following way: For all j ≥ 1, u ≥ 0 and 1 ≤ v ≤ 2 let
~dj,2u+v = ~c2(j−1)+v,u+1
It is easy to show that if C1, C2, . . . are the generating matrices of a digital
net PN or digital sequence S respectively, then the matrices D1, D2, . . . de-
fined above, are the generating matrices of D(PN ) or D(S) respectively. In
particular, D(PN ) is a digital net and D(S) is a digital sequence.
In the proof of Theorem 1.1 below we show that the following explicit
construction satisfies the Lq discrepancy bounds:
Construction 1 Let Cj ∈ FN×N2 be defined as above (based on a special
case of Tezuka’s construction [53] of generalized Niederreiter sequences as
described above) and let S in [0, 1)N denote the digital sequence obtained
from these generating matrices. Then the sequence D(S) ⊂ [0, 1)N provides
an example of an explicit construction of a sequence satisfying Theorem 1.1.
Let S be a digital sequence as defined in Construction 1. Since the gener-
ating matrices Cj = (cj,k,ℓ)k,ℓ∈N of S satisfy cj,k,ℓ = 0 for k > ℓ, the generating
matrices Dj = (dj,k,ℓ)j,k,ℓ∈N for the sequence D(S) satisfy dj,k,ℓ = 0 for k > 2ℓ.
Finally we describe how to obtain, for each N ∈ N, a finite point set P̂N ⊂
[0, 1]N, whose projection onto the first s coordinates achieves the optimal
order of convergence of the Lq discrepancy. To do so, we use a propagation
rule introduced in [8]. In Section 2 we show that the subset
P˜N,s := D(P2m,2s) ∩
([
0,
N
2m
)
× [0, 1)s−1
)
(6)
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contains exactly N points. Then we define the point set
P̂N,s :=
{(
2m
N
x1, x2, . . . , xs
)
: (x1, x2, . . . , xs) ∈ P˜N,s
}
. (7)
Further we show in Section 2 that the point set P̂N,s satisfies the bound in
Corollary 1.2.
1.4 The essential property
The construction in the previous subsection is a special case of a more gen-
eral construction principle for infinite-dimensional sequences which satisfy
Theorem 1.1. We describe this in the following.
Definition 2 Let m ≥ 1 and 0 ≤ t ≤ 2m be natural numbers. Let F2 be the
finite field of order 2 and let C1, . . . , Cs ∈ F2m×m2 with Cj = (cj,1, . . . , cj,2m)⊤.
If for all 1 ≤ ij,νj < · · · < ij,1 ≤ 2m with
s∑
j=1
min(νj ,2)∑
l=1
ij,l ≤ 2m− t
the vectors
c1,i1,ν1 , . . . , c1,i1,1 , . . . , cs,is,νs , . . . , cs,is,1
are linearly independent over F2, then the digital net with generating matrices
C1, . . . , Cs is called an order 2 digital (t,m, s)-net over F2.
Definition 3 Let t ≥ 0 be an integer. Let C1, . . . , Cs ∈ FN×N2 and let C2m×mj
denote the left upper 2m×m submatrix of Cj . If for all m > t/2 the matrices
C2m×m1 , . . . , C
2m×m
s generate an order 2 digital (t,m, s)-net over F2, then the
digital sequence with generating matrices C1, . . . , Cs is called an order 2
digital (t, s)-sequence over F2.
From [53, Lemma 4] we obtain that generalized Niederreiter sequences
are digital (t′, s)-sequences with
t′ =
s∑
j=1
(ej − 1).
A special case of [13, Theorem 4.12] is the following result (set d = 2 in [13,
Theorem 4.12]).
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Theorem 1.4 Let S be a digital sequence such that Ss is a digital (t′, s)-
sequence. Then the projection of the sequence D(S) ⊂ [0, 1)N onto the first
s ≥ 1 coordinates is an order 2 digital (t, s)-sequence over F2 with
t = s+ 2t′.
The main property of order 2 digital (t,m, s)-nets with generating matri-
ces C1, . . . , Cs ∈ F2m×m2 is that the minimum weight of D(C1, . . . , Cs) satisfies
ρ2,m,s(D∗(C1, . . . , Cs)) > 2m− t. (8)
This property follows directly from the linear independence property of the
rows of the generating matrices. Consider now the sequence D(S). [14,
Proposition 1] implies that the first 2m points of the projection of D(S)
onto the first s coordinates is also a digital (t,m, s)-net. Thus the linear
independence properties of certain sets of rows of the generating matrices
implies that we also have
ρ1,m,s(D∗(C1, . . . , Cs)) > m− t. (9)
Some background on higher order nets
Definitions 2 and 3 are derived from numerical integration of smooth func-
tions studied in [13]. We give only a very rough description of these results
in the following, since we do not rely on them for our purposes here. Let
x0,x1, . . . ,x2m−1 ∈ [0, 1]s be an order 2 digital (t,m, s)-net over F2. Let
f : [0, 1]s → R be a function whose partial mixed derivatives up to order 2
in each variable are square integrable, that is,∫
[0,1]s
∣∣∣∣∂τf∂xτ (x)
∣∣∣∣2 dx <∞,
where for τ = (τ1, τ2, . . . , τs) ∈ {0, 1, 2}s, the expression ∂τ f∂xτ (x) denotes the
partial mixed derivatives of order τj in coordinate j. Then∣∣∣∣∣
∫
[0,1]s
f(x) dx− 1
2m
2m−1∑
n=0
f(xn)
∣∣∣∣∣≪f,s,t m2s22m .
See [13] for details.
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2 A bound on the Lq discrepancy of higher
order digital sequences
In this section we state a bound on the Lq discrepancy of the higher order
digital sequences introduced in Section 1.3. Construction 1 in Section 1.3 is
infinite dimensional, however in this section we only deal with the projection
of those infinite dimensional sequences onto the first s coordinates. To sim-
plify the notation we write xn instead of x
(s)
n in the remainder of the paper.
The next theorem implies the first part of Theorem 1.1.
Theorem 2.1 For all even integers q with 2 ≤ q < ∞, the Lq discrepancy
of the first N ≥ 2 points of an order 2 digital (t, s)-sequence Ss in [0, 1)s over
F2 is bounded by
Lq(PN,s)≪s,q r
3/2−1/q
N
√√√√ r∑
v=1
ms−1v ,
where N = 2m1 + 2m2 + · · ·+ 2mr with m1 > m2 > · · · > mr ≥ 0.
The proof of this result is shown in Section 3. Choosing r = 1 in Theo-
rem 2.1 yields the following corollary. This result implies the second part of
Theorem 1.1.
Corollary 2.2 Let P2m,s be an order 2 digital net. Then
Lq(P2m,s)≪s,q m
(s−1)/2
2m
for all 2 ≤ q <∞.
The next corollary shows that the optimal convergence rate can be ob-
tained for any N ∈ N using an idea from [8].
Corollary 2.3 For each s ≥ 1 and N ≥ 2 one can explicitly construct a
point set P̂N,s ⊂ [0, 1)s such that
Lq(P̂N,s)≪s,q (logN)
(s−1)/2
N
for all 2 ≤ q <∞.
Proof. It suffices to prove the result for all even integers q with 2 ≤ q <∞.
For given N ≥ 2 choose m ≥ 1 such that 2m−1 ≤ N < 2m. Then 2m
N
≤ 2.
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Let PN,s be the point set given by (7). It is elementary to check that the
projection of D(P2m,2s) onto the first coordinate yields a point set which has
exactly one point in each interval [a2−m, (a + 1)2−m) for 0 ≤ a < 2m. This
also follows from [14, Proposition 1]. Thus PN,s contains exactly N points.
Let A([0, θ), N, P̂N,s) =
∑N−1
n=0 1[0,θ)(xn) and let P˜N,s be the point set
given by (6). Then we have
(NLq(P̂N,s))q =
∫
[0,1]s
|δ(P̂N,s; θ)|q dθ
=
∫
[0,1]s
∣∣∣∣∣A([0, N2−mθ1)×
s∏
j=2
[0, θj), N, P˜N,s)− 2m N
2m
θ1θ2 · · · θs
∣∣∣∣∣
q
dθ
=
2m
N
∫ N2−m
0
∫
[0,1]s−1
∣∣∣A([0, θ), N, P˜N,s)− 2mθ1θ2 · · · θs∣∣∣q dθ
=
2m
N
∫ N2−m
0
∫
[0,1]s−1
|A([0, θ), N,D(PN,2s))− 2mθ1θ2 · · · θs|q dθ
≤2
m
N
(2mLq(D(P2m,2s)))q.
Thus we obtain
Lq(P̂N,s) ≤
(
2m
N
)1+1/q
Lq(D(P2m,2s) ≤ 3Lq(D(P2m,2s))
and therefore
Lq(P̂N,s)≪s,qm
(s−1)/2
N
≪s,q (logN)
(s−1)/2
N
.
✷
The proof of Theorem 2.1 is presented in the next section.
3 The proof of Theorem 2.1
The main analytical tool to prove the bound in Theorem 2.1 are Walsh func-
tions. These are introduced in next subsection. The Walsh series expansion
of the local discrepancy function is given in Subsection 3.2. Finally, the proof
of Theorem 2.1 is presented in Subsection 3.3.
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3.1 Walsh functions and some of their properties
In this section we introduce Walsh functions in base 2 (see [10, 54]).
Definition 4 For a non-negative integer k with dyadic expansion
k = κa−12
a−1 + · · ·+ κ12 + κ0,
with κi ∈ {0, 1} and x ∈ [0, 1) with dyadic expansion
x =
x1
2
+
x2
22
+ · · ·
(unique in the sense that infinitely many of the xi must be zero), we define
the Walsh function walk : [0, 1)→ {−1, 1} by
walk(x) := (−1)x1κ0+···+xaκa−1.
Definition 5 For dimension s ≥ 2, x = (x1, . . . , xs) ∈ [0, 1)s and k =
(k1, . . . , ks) ∈ Ns0 we define walk : [0, 1)s → {−1, 1} by
walk(x) :=
s∏
j=1
walkj(xj).
Walsh functions are orthogonal in L2, that is, for any k, ℓ ∈ Ns0 we have∫
[0,1]s
walk(x)walℓ(x) dx =
{
1 if k = ℓ,
0 otherwise.
(10)
Further, they are characters with respect to digital nets. That is, let P2m,s be
a digital net with generating matrices C1, . . . , Cs, then (cf. [16, Lemma 4.75])
1
2m
2m−1∑
n=0
walk(xn) =
{
1 if k ∈ D(C1, . . . , Cs),
0 otherwise.
(11)
The classical Walsh functions were first used in earlier investigations of
discrepancy in [7] and in the related contexts of numerical integration in [32]
and pseudo random numbers in [52]. For more properties of Walsh functions
see [10, 54], for Walsh functions in the context of discrepancy see for instance
[8, 15, 31, 50], or [16, Appendix A] in the context of numerical integration.
In the following we also introduce an inequality from [50], which is based
on the Littlewood-Paley inequality for theWalsh function system and Minkowski’s
inequality. This inequality plays a central role in the proof of Theorem 2.1.
The following proposition is [50, Lemma 4.2].
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Proposition 3.1 For b = (b1, . . . , bs) ∈ Ns0 we set
B(b) = {ℓ ∈ Ns0 : µ1(ℓj) = bj for 1 ≤ j ≤ s}.
Let 2 ≤ q <∞. For functions f ∈ Lq([0, 1]s) and b ∈ Ns0 let
σbf(θ) =
∑
ℓ∈B(b)
f̂(ℓ)walℓ(θ)
where f̂(ℓ) =
∫
[0,1]s
f(x)walℓ(x) dx is the ℓth Walsh coefficient of f . Then
for any f ∈ Lq([0, 1]s) we have(∫
[0,1]s
|f(θ)|q dθ
)1/q
≪q,s
∑
b∈Ns0
(∫
[0,1]s
|σbf(θ)|q dθ
)2/q1/2 .
3.2 The Walsh series expansion of the Lq discrepancy
function
We now obtain the Walsh series expansion for the local discrepancy function.
In the following the symbol ‘∼’ shall denote equality in the L2 norm sense. It
is only used to point out which function corresponds to a given Walsh series.
We need the following notation. For a ∈ R let
1a6=0 =
{
1 if a 6= 0,
0 if a = 0.
For a = (a1, . . . , as), let |a|1 = |a1| + · · · + |as|, 1a 6=0 = (1a1 6=0, . . . , 1as 6=0),
|1a6=0|1 =
∑s
j=1 1aj 6=0, and for a subset u ⊆ {1, . . . , s} let au = (aj)j∈u, and
(au, 0) denote the vector whose jth component is aj for j ∈ u and 0 otherwise.
Let k ∈ N have dyadic expansion k = κ0 + κ12 + · · ·+ κa−22a−2 + 2a−1 with
κi ∈ {0, 1}. Further let k = (k1, . . . , ks) ∈ Ns0, ν(k) = (µ1(k1), . . . , µ1(ks)),
where µ1 is given by (3), and
k ⊕ ⌊2a+ν(k)−1⌋ = (k1 ⊕ ⌊2a1+µ1(k1)−1⌋, . . . , ks ⊕ ⌊2as+µ1(ks)−1⌋).
Lemma 3.2 The local discrepancy function has Walsh series expansion
δ(PN,s; θ)
∼ 1
2sN
N−1∑
n=0
∑
k∈Ns0\{0}
2−µ1(k)walk(xn)
∑
a∈Ns0
(−1)|1a6=0|12−|a|1walk⊕⌊2a+ν(k)−1⌋(θ).
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Proof. It is well known that (cf. [24] or [16, Lemma A.22])
θ =
∞∑
a=0
(−1)1a 6=02−a−1wal⌊2a−1⌋(θ).
The Walsh series expansion of the indicator function 1[0,t)(x) can be obtained
from [24, Section 3] (or [31, Lemma 2] and [31, Lemma 3], or see also [16,
Lemma 14.8]) and is given by
1[0,θ)(x) ∼
∞∑
a=0
∞∑
k=0
(−1)1a 6=02−a−12−µ1(k)walk(x)walk⊕⌊2a+µ1(k)−1⌋(θ).
By substituting these formulae into
δ(P2m,s; θ) = 1
N
N−1∑
n=0
(
s∏
j=1
1[0,θj)(xn,j)−
s∏
j=1
θj
)
we obtain the result. ✷
In the following section we show how Definition 2 and Lemma 3.2 can be
combined to obtain Theorem 2.1.
3.3 The proof of Theorem 2.1
Throughout this subsection we assume that q is an even integer with 2 ≤ q <
∞. Let PN,s = {x0,x1, . . . ,xN−1} denote the first N points of an order 2
digital (t, s)-sequence. We split the proof of Theorem 2.1 into several lemmas.
Lemma 3.3 For N, s ∈ N, with N ≥ 2, we have
L2q(PN,s)≪q,s
∑
b∈Ns0
(∫
[0,1]s
|σb(θ)|q dθ
)2/q
,
where
σb(θ) =
∑
ℓ∈B(b)
c(ℓ)walℓ(θ),
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and where
c(ℓ) =
∑
u∈A(ℓ)
(−1)s−|u|
∑
zu∈N|u|
2−µ1(ℓ)−|zu|1−s
1
N
N−1∑
n=0
walℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋(xn),
where the set A(ℓ) is the power set P({1, . . . , s}) of {1, . . . , s}, unless ℓ =
(ℓ1, . . . , ℓs) is of the form ℓj = 0 or ℓj = 2
µ1(ℓj)−1 for all 1 ≤ j ≤ s, in which
case the term u = ∅ is omitted, i.e.
A(ℓ) =
{
P({1, . . . , s}) \ {∅} if ℓj = 0 or ℓj = 2µ1(ℓj)−1 for 1 ≤ j ≤ s,
P({1, . . . , s}) otherwise.
Proof. Using Lemma 3.2 we obtain the following expression for the Walsh
series of the local discrepancy function δ(PN,s; θ)
1
2sN
N−1∑
n=0
∑
k∈Ns0\{0}
2−µ1(k)walk(xn)
∑
v⊆{1,...,s}
(−1)|v|
∑
av∈N|v|
2−|av|1walk⊕⌊2(av,0)+ν(k)−1⌋(θ).
(12)
The sum (12) can be rearranged using the substitution ℓj = kj⊕2aj+µ1(kj)−1.
Thus we can write kj = ℓj ⊕ 2zj+µ1(ℓj)−1. In this case we have
µ1(ℓj) = µ1(kj) + aj if aj > 0,
µ1(kj) = µ1(ℓj) + zj if zj > 0.
The two cases are complementary, that is, if aj > 0, then µ1(ℓj) > µ1(kj)
and then zj = 0. By symmetry we also have that if zj > 0, then aj = 0.
In (12) we sum over all v ⊆ {1, . . . , s} and then sum over the vector av
which consists of positive integers. By the substitution above we replace kj
by ℓj and aj by zj , where zj = 0 for aj > 0 and zj > 0 for aj = 0. Thus we
need to replace the sum over v ⊆ {1, . . . , s} by a sum over u := {1, . . . , s}\v.
Hence we obtain
1
2sN
N−1∑
n=0
∑
k∈Ns0\{0}
2−µ1(k)walk(xn) (13)∑
v⊆{1,...,s}
(−1)|v|
∑
av∈N|v|
2−|av|1walk⊕⌊2(av,0)+ν(k)−1⌋(θ)
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=
1
2sN
N−1∑
n=0
∑
u⊆{1,...,s}
(−1)s−|u|
∑
zu∈N|u|
2−|zu|1
∑
ℓ∈Ns0
ℓ⊕⌊2zu+µ1(ℓ)−1⌋6=0
2−µ1(ℓ)wal
ℓ⊕⌊2zu+µ1(ℓ)−1⌋(xn)walℓ(θ). (14)
Note that for kj = 2
µ1(kj)−1 and aj = 0 we have ℓj = 0. Thus the
case ℓ = 0 needs to be included. On the other hand, we must have ℓ ⊕
⌊2(zu,0)+ν(ℓ)−1⌋ 6= 0. We have ℓj ⊕ ⌊2zj+µ1(ℓj)−1⌋ = 0 if either ℓj = 0 and
zj = 0 or ℓj = 2
µ1(ℓj)−1 and zj = 0. We can exclude this case by assuming
that if all ℓj are of the form ℓj = 0 or ℓj = 2
µ1(ℓj)−1 then u 6= ∅, since then at
least one zj 6= 0. This is ensured by the condition on the sum over u in the
statement of the lemma. Thus we obtain that (13) equals∑
ℓ∈Ns0
c(ℓ)walℓ(θ) =
∑
b∈Ns0
∑
ℓ∈B(b)
c(ℓ)walℓ(θ)
and we have
δ(PN,s; θ) ∼
∑
b∈Ns0
σb(θ). (15)
Using Proposition 3.1 applied to the local discrepancy function δ(PN,s; ·)
we obtain the result. ✷
Using the orthogonality of the Walsh functions (10) and the assumption
that q ≥ 2 is an even integer, the integral over |σb|q can be written in terms
of the coefficients c(ℓi) in the following way:∫
[0,1]s
|σb(θ)|q dθ =
∑
ℓ1,...,ℓq∈B(b)
q∏
i=1
c(ℓi)
∫
[0,1]s
q∏
i=1
walℓi(θ) dθ
=
∑
ℓ1,...,ℓq−1∈B(b)
c(ℓ1 ⊕ · · · ⊕ ℓq−1)
q−1∏
i=1
c(ℓi). (16)
We now obtain a bound on
∫
[0,1]s
|σb(θ)|q dθ by bounding the coefficients c(ℓi)
and c(ℓ1 ⊕ · · · ⊕ ℓq−1).
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Lemma 3.4 Let N ∈ N with N ≥ 2 and N = 2m1 + 2m2 + · · · + 2mr with
m1 > m2 > · · · > mr ≥ 0 and ℓ ∈ B(b). Then we have
|c(ℓ)| ≪s
r∑
h=1
2mh
N
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|b|1−|z|1 . (17)
Proof. In the following we rewrite the expression for c(ℓ) from Lemma 3.3
which will make it easier to obtain a suitable bound. To do so, we need the
following notation. Let C1, . . . , Cs ∈ FN×N2 denote the generating matrices of
Ss. Let C(2mh×mh)j denote the left upper submatrix of Cj of size 2mh ×mh.
We divide the point set {x0,x1, . . . ,xN−1} into blocks of size 2mh in the
following way: Let
Qh = {x2m1+···+2mh−1 ,x2m1+···+2mh−1+1, . . . ,x2m1+···+2mh−1},
for 1 ≤ h ≤ r, where for h = 1 we set 2m1 + · · ·+ 2mh−1 = 0.
The main reason for dividing the point set in this way is that Qh is a digi-
tally shifted digital net over F2 with generating matrices C
2mh×mh
1 , . . . , C
2mh×mh
s ,
where the digital shift is done by dyadic rationals, see Lemma 1.3. Assume
that the digital shift is given by σh. We have Qh ⊕ σh = {x⊕ σh : x ∈ Qh}
is a digital net with generating matrices C
(2mh×mh)
1 , . . . , C
(2mh×mh)
s (note that
for F2 the symbol ⊕ coincides with ⊖). Let Dmh,s denote the dual net corre-
sponding to Qh, that is, Dmh,s = D(C(2mh×mh)1 , . . . , C(2mh×mh)s ). Further
walℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋(xn) = walℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋(x
′
n)walℓ⊕⌊2(zu,0)+ν( bsell)−1⌋(σh),
where xn = x
′
n ⊕ σh (note that all components of xn,σ,x′n are dyadic
rationals). We can use the character property (11) for the digital net Qh⊕σh
to obtain
c(ℓ) =
r∑
h=1
2mh
N
∗∑
u⊆{1,...,s}
(−1)s−|u|
∑
zu∈N|u|
ℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋∈D∗mh,s
2−µ1(ℓ)−|zu|1−swalℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋(σh).
We now estimate |c(ℓ)| for ℓ ∈ B(b). Using the facts that |(−1)s−|u|| = 1,
|walℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋(σh)| = 1 and the triangle inequality we deduce
|c(ℓ)| ≪s
r∑
h=1
2mh
N
∑
u⊆{1,...,s}
∑
zu∈N|u|
ℓ⊕⌊2(zu,0)+ν(ℓ)−1⌋∈D∗mh,s
2−µ1(ℓ)−|zu|1
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=
r∑
h=1
2mh
N
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−µ1(ℓ)−|z|1.
Since µ1(ℓ) = |b|1 we obtain the result. ✷
The following lemma proves an effective bound on |c(ℓ)|. In the proof of
this result we make essential use of the order 2 digital net property of our
point set.
Lemma 3.5 Let ℓ ∈ B(b) and let N ∈ N have dyadic expansion N =
2m1 + 2m2 + · · ·+ 2mr with m1 > m2 > · · · > mr ≥ 0. Then we have
|c(ℓ)| ≪s 1
N
r∑
h=1
2mh−|b|1−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
)
,
where (v)+ = max{0, v}.
Proof. Let ℓ = (ℓ1, . . . , ℓs) and ℓj = 2
wj,1−1 + 2wj,2−1 + · · · + 2wj,rj−1, where
wj,1 > wj,2 > · · · > wj,rj > 0 for ℓj > 0 and for ℓj = 0 we set wj,1 =
wj,2 = 0 and rj = 0. Further we set wj,rj+1 = wj,rj+2 = wj,rj+3 = 0. For
z = (z1, . . . , zs) ∈ Ns0 let u be the set of components j for which zj > 0.
Using the definition of µ2 given by (4) and (5), we have
µ2(ℓ⊕ ⌊2z+ν(ℓ)−1⌋) =
∑
j∈u
(2µ1(ℓj) + zj) +
∑
j∈{1,...,s}\u
(wj,2 + wj,3).
By the order 2 digital net property, in particular (8), and ℓ ⊕ ⌊2z+ν(ℓ)−1⌋ ∈
D∗mh,s for z ∈ Ns0 we have
2mh − t+ 1 ≤µ2(ℓ⊕ ⌊2z+ν(ℓ)−1⌋)
=
∑
j∈u
(2µ1(ℓj) + zj) +
∑
j∈{1,...,s}\u
(wj,2 + wj,3)
≤2µ1(ℓ) + |z|1.
Since µ1(ℓ) = |b|1, we obtain
|z|1 ≥ 2mh − t + 1− 2|b|1. (18)
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Using (18), the right-most sum in (17) can be split into the cases where
2mh−t+1−2|b|1 ≤ 0 and where 2mh−t+1−2|b|1 > 0. If 2mh−t+1−2|b|1 ≤ 0
we sum over all z ∈ Ns, which is
∑
z∈Ns0
2−|z|1 =
(
∞∑
z=0
2−z
)s
= 2s.
In the following we make use of the well-known inequality
∞∑
a=a0
b−a
(
a+ s− 1
s− 1
)
≤ b−a0
(
a0 + s− 1
s− 1
)(
1− 1
b
)−s
. (19)
A proof can for instance be found in [33, Lemma 2.18].
In the second case we have 2mh − t + 1− 2|b|1 > 0. From (8) we obtain
that for z satisfying ℓ⊕⌊2z+ν(ℓ)−1⌋ ∈ D∗mh,s, we have |z|1 ≥ 2mh−t+1−2|b|1.
Thus ∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1 ≤
∑
z∈Ns0
|z|1≥2mh−t+1−2|b|1
2−|z|1
=
∞∑
a=2mh−t+1−2|b|1
2−a
(
a + s− 1
s− 1
)
≪s2−2mh+2|b|1
(
2mh − 2|b|1 + s− 1
s− 1
)
.
Thus we obtain
|c(ℓ)| ≪s 1
N
r∑
h=1
2mh−|b|12−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
)
,
where we used that t depends only on the dimension s. ✷
We can also estimate |c(ℓ1⊕· · ·⊕ℓq−1)|. Note that for ℓ1, . . . , ℓq−1 ∈ B(b)
and for q even we have ℓ1 ⊕ · · · ⊕ ℓq−1 ∈ B(b). Therefore, by Lemma 3.5 we
have
|c(ℓ1 ⊕ · · · ⊕ ℓq−1)| ≪s 1
N
r∑
h=1
2mh−|b|12−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
)
.
(20)
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We return to the initial aim of bounding (16). Since the right-hand side
of (20) depends only on b but is independent of ℓ1, . . . , ℓq−1, we obtain a
bound on (16)∣∣∣∣∣∣
∑
ℓ1,...,ℓq−1∈B(b)
c(ℓ1 ⊕ · · · ⊕ ℓq−1)
q−1∏
i=1
c(ℓi)
∣∣∣∣∣∣
≤
∑
ℓ1,...,ℓq−1∈B(b)
|c(ℓ1 ⊕ · · · ⊕ ℓq−1)|
q−1∏
i=1
|c(ℓi)|
≪s 1
N
r∑
h=1
2mh−|b|12−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
) ∑
ℓ∈B(b)
|c(ℓ)|
q−1
≪s 1
N q
r∑
h=1
2mh−|b|1−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
)

r∑
h=1
2mh−|b|1
∑
ℓ∈B(b)
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1

q−1
. (21)
The aim is now to obtain a bound on the expression in parenthesis in
(21). We prove an auxiliary result first.
Lemma 3.6 For |b|1 ≥ mh we have∑
ℓ∈B(b)
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1 ≪s 2|b|1−mh
and for |b|1 < mh we have∑
ℓ∈B(b)
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1 ≪s 2−2mh+2|b|1
(
2mh − 2|b|1 + s
s− 1
)
.
Proof. Let z ∈ Ns0 be fixed. We count the number of ℓ ∈ B(b) such that
⌊ℓ⊕2z+ν(ℓ)−1⌋ ∈ D∗mh,s. Let C
(2mh×mh)
1 , . . . , C
(2mh×mh)
s denote the generating
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matrices of the digital net and let ~c
(h)
j,k denote the kth row of C
(2mh×mh)
j for
1 ≤ k ≤ 2mh and let ~c(h)j,k = ~0 for k > 2mh. Let ℓ = (ℓ1, . . . , ℓs). Assume
that ℓj = 2
wj,1−1+2wj,2−1+ · · ·+2wj,rj−1, where wj,1 > wj,2 > · · · > wj,rj > 0
and also that ℓj = ℓj,0 + 2ℓj,1 + · · ·+ ℓj,wj,1−12wj,1−1, where ℓj,wj,1−1 = 1. The
condition ⌊ℓ⊕ 2z+ν(ℓ)−1⌋ ∈ D∗mh,s translates into the system of equations
~c
(h)
1,1ℓ1,0 + · · ·+ ~c(h)1,w1,1−1ℓ1,w1,1−2 + ~c(h)1,w1,1+
~c
(h)
2,1ℓ2,0 + · · ·+ ~c(h)2,w2,1−1ℓ2,w2,1−2 + ~c(h)2,w2,1+
...
~c
(h)
s,1ℓs,0 + · · ·+ ~c(h)s,ws,1−1ℓs,ws,1−2 + ~c(h)s,ws,1 = ~c(h), (22)
where the vector ~c(h) on the right hand side is fixed by z. Consider now the
set of vectors {~c(h)j,k : 1 ≤ k < wj,1, 1 ≤ j ≤ s} from (22). The minimum
weight bound (9) implies that at least mh− t+1 of those vectors are linearly
independent. Thus at most (µ1(ℓ) −mh + t − 1)+ of the ℓj,k can be chosen
freely, the remaining ones need to be fixed in order to obtain a solution of
(22). Hence it follows that the number of solutions of the linear system (22)
is at most
2(µ1(ℓ)−mh+t−1)+ = 2(|b|1−mh+t−1)+ ≤ 2t−12(|b|1−mh)+ ≪s 2(|b|1−mh)+ ,
where (x)+ = max{x, 0} and where we used that t depends only on s. Using
(18) and the bound above we obtain∑
ℓ∈B(b)
∑
z∈Ns0
(ℓ⊕2z+ν(ℓ)−1)∈D∗mh,s
2−|z|1 ≪s
∑
z∈Ns0
|z|1≥2mh−t+1−2|b|1
2−|z|12(|b|1−mh)+ .
If |b|1 ≥ mh, then the above sum is bounded by (using again that t depends
only on s)
2|b|1−mh+t−1
∑
z∈Ns0
2−|z|1 = 2|b|1−mh+t−1+s ≪s 2|b|1−mh. (23)
If |b|1 < mh, then the above sum is bounded by∑
z∈Ns0
|z|1≥2mh−t+1−2|b|1
2−|z|1 ≤
∞∑
a=2mh−t+1−2|b|1
2−a
(
a + s− 1
s− 1
)
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≪s2−2mh+2|b|1
(
2mh − 2|b|1 + s− t
s− 1
)
≪s2−2mh+2|b|1
(
2mh − 2|b|1 + s
s− 1
)
, (24)
where we set
(
n
k
)
= 0 for n < k and where we again used that t depends only
on s. ✷
In the following lemma we show a bound on the expression in parenthesis
in (21).
Lemma 3.7 Let N ∈ N with N ≥ 2 and N = 2m1 + 2m2 + · · ·+ 2mr , where
m1 > m2 > · · · > mr ≥ 0. Set m0 =∞ and mr+1 = 0. Then we have
r∑
h=1
2mh−|b|1
∑
ℓ∈B(b)
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1 ≪s r.
Proof. For b ∈ Ns0 let 1 ≤ h0 = h0(|b|1) ≤ r+1 be the integer which satisfies
mh0−1 > |b|1 ≥ mh0 . Using Lemma 3.6 we obtain
r∑
h=1
2mh−|b|1
∑
ℓ∈B(b)
∑
z∈Ns0
ℓ⊕⌊2z+ν(ℓ)−1⌋∈D∗mh,s
2−|z|1
≪s
h0−1∑
h=1
2|b|1−mh
(
2mh − 2|b|1 + s
s− 1
)
+
r∑
h=h0
1.
We now estimate the sum over 1 ≤ h < h0, which is essentially a sum over
{m1 − |b|1, m2 − |b|1, . . . , mh0(|b|1) − |b|1}. We replace this set by N, that is
h0(|b|1)∑
h=1
2|b|−mh
(
2mh − 2|b|1 + s
s− 1
)
≤
∞∑
a=1
2−a
(
2a+ s
s− 1
)
≪s 1.
Thus the result follows. ✷
We can now obtain a bound on
∫ |σb|q.
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Lemma 3.8 Let N ∈ N with N ≥ 2 have dyadic expansion N = 2m1+2m2+
· · ·+ 2mr , where m1 > m2 > · · · > mr ≥ 0. Then∫
[0,1]s
|σb(θ)|q dθ ≪s r
q−1
N q
r∑
h=1
2mh−|b|1−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
)
.
Proof. The result follows by combining (16), (21) and Lemma 3.7. ✷
The following lemma completes the proof of Theorem 2.1.
Lemma 3.9 For any N ∈ N with N ≥ 2 and N = 2m1 + 2m2 + · · · + 2mr ,
where m1 > m2 > · · · > mr ≥ 0, the first N points PN,s of the sequence Ss
satisfy
Lq(PN,s)≪s,q r
3/2−1/q
N
√√√√ r∑
v=1
ms−1v ,
for all even integers q with 2 ≤ q <∞.
Proof. Using Lemma 3.3 and Lemma 3.8 we obtain
L2q(PN,s)≪scq,s
r2(1−1/q)
N2
∑
b∈Ns0
(
r∑
h=1
2mh−|b|1−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
))2/q
.
(25)
It remains to estimate the sum over b. We have
∑
b∈Ns0
(
r∑
h=1
2mh−|b|1−2(mh−|b|1)+
(
2(mh − |b|1)+ + s− 1
s− 1
))2/q
=
∞∑
a=0
(
a + s− 1
s− 1
)( r∑
h=1
2mh−a−2(mh−a)+
(
2(mh − a)+ + s− 1
s− 1
))2/q
.
We split the above sum into the part where a ≥ m1 and where 0 ≤ a <
m1. For a ≥ m1 we have
(
2(mh−a)++s−1
s−1
)
= 1 and
r∑
h=1
2mh−a−2(mh−a)+ =
r∑
h=1
2mh−a = 2−a
r∑
h=1
2mh = 2−aN.
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Thus we can use (19) to obtain
∞∑
a=m1
(
a+ s− 1
s− 1
)( r∑
h=1
2mh−a−2(mh−a)+
(
2(mh − a)+ + s− 1
s− 1
))2/q
≤
∞∑
a=m1
N2/q2−2a/q
(
a+ s− 1
s− 1
)
≪sms−11 .
For 0 ≤ a < m1 we use Jensen’s inequality, which states that for a
sequence of nonnegative real numbers (aj) and any real number 0 < λ ≤ 1
we have (
∑
j aj)
λ ≤∑j aλj . Since 2/q ≤ 1 we have
m1−1∑
a=0
(
a + s− 1
s− 1
)( r∑
h=1
2mh−a−2(mh−a)+
(
2(mh − a)+ + s− 1
s− 1
))2/q
≤
r∑
h=1
m1−1∑
a=0
(
a+ s− 1
s− 1
)
2
2
q
[mh−a−2(mh−a)+]
(
2(mh − a)+ + s− 1
s− 1
)2/q
.
We split the sum over a into the parts mv+1 ≤ a < mv. Let mr+1 = 0. Thus
the above sum can be written as
r∑
h=1
r∑
v=1
mv−1∑
a=mv+1
(
a+ s− 1
s− 1
)
2
2
q
[mh−a−2(mh−a)+]
(
2(mh − a)+ + s− 1
s− 1
)2/q
.
For v ≥ h we have a ≤ mh. We can use (19) again to deduce
mv−1∑
a=mv+1
(
a + s− 1
s− 1
)
2
2
q
[mh−a−2(mh−a)+]
(
2(mh − a)+ + s− 1
s− 1
)2/q
≪sms−1v
mv−1∑
a=mv+1
2
2
q
[−(mh−a)]
(
2(mh − a) + s− 1
s− 1
)2/q
≤ms−1v
∞∑
c=0
2−2c/q
(
2c+ s− 1
s− 1
)2/q
≪s,qms−1v .
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For v < h we have a > mh. We can use (19) again to deduce
mv−1∑
a=mv+1
(
a + s− 1
s− 1
)
2
2
q
[mh−a−2(mh−a)+]
(
2(mh − a)+ + s− 1
s− 1
)2/q
≤
mv−1∑
a=mv+1
(
a + s− 1
s− 1
)
2
2
q
[mh−a]
≤
∞∑
a=mv+1
2
2
q
[mh−a]
(
a+ s− 1
s− 1
)
≪s2
2
q
[mh−mv+1]
(
mv+1 + s− 1
s− 1
)
.
Thus we have
m1−1∑
a=0
(
a+ s− 1
s− 1
)( r∑
h=1
2mh−a−2(mh−a)+
(
2(mh − a)+ + s− 1
s− 1
))2/q
≪s,q
r∑
h=1
(
r∑
v=h
ms−1v +
h−1∑
v=1
2
2
q
[mh−mv+1]
(
mv+1 + s− 1
s− 1
))
≤r
r∑
v=1
ms−1v +
r∑
h=1
∞∑
c=0
2−
2
q
c
(
c+mh + s− 1
s− 1
)
≪sr
r∑
v=1
ms−1v .
Substituting this result into (25) we obtain
L2q(PN,s)≪s,q
r3−2/q
N2
r∑
v=1
ms−1v ,
which implies the result. ✷
Remark 1 Assume that q is an even integer with 2 ≤ q < ∞. A slight
improvement of (2) can be obtained using the interpolation of norms
Lz(PN,s) ≤ (L2(PN,s))θ(Lq(PN,s))1−θ,
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where 0 ≤ θ ≤ 1 and
1
z
=
θ
2
+
1− θ
q
.
This elementary inequality can be shown by applying Ho¨lder’s inequality to∫ |δ(PN,s, ·)|zθ|δ(PN,s, ·)|z(1−θ). Since the results of this paper also apply to
the sequences constructed in [17], we obtain that one can explicitly construct
infinite-dimensional sequences for which the projection onto the first s coor-
dinates of the first N points satisfies
Lz(PN,s)≪z,s (logN)
s/2+3/2−1/z
N
for all N ≥ 2 and 2 ≤ z <∞. Note that 2 ≤ z <∞ can be any real number.
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