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FATOU AND KORA´NYI-VA´GI TYPE THEOREMS ON
THE MINIMAL BALL
Nguyeˆn Vieˆt Anh
Abstract
In this paper we develop the Hp (p ≥ 1) theory on the mini-
mal ball. After identifying the admissible approach regions, we
establish theorems of Fatou and Kora´nyi-Va´gi type on this ball.
1. Introduction and statement of our main results
It is well-known from the work of Stein [17] that holomorphic func-
tions of Hp class on a bounded domain in Cn with C2-boundary converge
almost everywhere to their boundary values, provided the limit is taken
inside certain natural approach regions. Boundary behavior of Hp func-
tions on smooth domains is rather well understood, see for example [6],
[9], [10], [11], etc.
In this paper we are interested in Fatou type theorems for Hp (p ≥ 1)
functions and Kora´nyi-Va´gi type theorems on a non piecewise smooth
domain: The minimal ball B∗. This is the convex circular domain deﬁned
for n ≥ 2 by
B∗ := {z ∈ Cn : |z|2 + |z • z| < 1},
where z •w := ∑nj=1 zjwj . This is the unit ball with respect to the norm
N∗(z) :=
√
|z|2 + |z • z|, z ∈ Cn.
The norm N := N∗√
2
was introduced by Hahn and Pﬂug [4], and was
shown to be the smallest complex norm in Cn with the following prop-
erties N(x) = |x| for x ∈ Rn and N(z) ≤ |z| for z ∈ Cn.
Set V := {z ∈ Cn \ {0} : z • z = 0}. The singular part of the bound-
ary of B∗ is obviously the set ∂B∗∩V . The regular part ∂B∗ \V consists
of all strictly pseudoconvex points. Moreover B∗ is neither homogeneous
nor Reinhardt (see [5], [13]). Function theory on the minimal ball was
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studied by several authors (see [12], [14], [15], [8], [7], [18]). In his recent
work [19], E. H. Youssﬁ developed a method for computing the Bergman
and Szego¨ kernel of a new class of pseudoconvex domains including the
minimal ball. His paper is the main motivation for the present work. As
in [8], [19], our method consists of two steps. At the ﬁrst step we study
the problem on an auxiliary complex manifold M. At the second step
we transplant the results obtained on the complex manifold M to B∗ by
means of a proper holomorphic mapping.
This paper is organised as follows: In the ﬁrst section we deﬁne the
admissible approach regions for the minimal ball B∗ and state our main
results.
In Section 2 we give some properties of the system of admissble ap-
proach regions.
In Section 3 we discuss theorems of Fatou type and Kora´nyi-Va´gi type
on the complex manifold M. We next transplant these results to B∗ in
Section 4 in order to prove our main Theorems A, B and C below.
We now identify the admissible approach regions.
Deﬁnition 1.1. For α > 1 and ζ ∈ ∂B∗, we let the “admissible ap-
proach region” D∗α(ζ) be the set of all z ∈ B∗ such that
min
∈{−1,1}
∣∣∣∣1− 〈z, ζ〉 − √(z • z)(ζ • ζ)∣∣∣∣ < α2 (1−N2∗ (z)),
where 〈., .〉 denotes the standard Hermitian inner product.
Deﬁnition 1.2. A function f deﬁned on B∗ is said to have admissible
limit λ at a point ζ ∈ ∂B∗ if f converges to λ along D∗α(ζ) for every
α > 1.
The question naturally arises how the system of admissible approach
regions is diﬀerent from the system of approach regions deﬁned by
E. Stein (see [17, p. 32]). Part (i) of Proposition 2.1 below asserts
that on any compact set in the regular part of ∂B∗, these two systems
are, in a sense, equivalent to each other. Furthermore, part (ii) of that
proposition says that the admissible approach regions are tangential to
the regular part ∂B∗ \V in the complex tangential directions. Note that
the Kora´nyi approach regions for the Euclidean balls of Cn also have
this geometric property.
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In order to state our main results we need some notations. Let
µ be a positive Borel measure on ∂B∗ and p > 0. Then the Hardy
space Hp(B∗, µ) is deﬁned by
Hp(B∗, µ) :=
f ∈ H(B∗), ‖f‖pHp(B∗,µ) := sup0<r<1
∫
∂B∗
|fr|p dµ <∞
 ,
where fr denotes the dilated function deﬁned for N∗(z) < 1r by fr(z) :=
f(rz).
Let θ be the Lebesgue surface measure of ∂B∗ \ V . Throughout the
paper, SB∗ and PB∗ denote the Szego¨ and Poisson-Szego¨ projection of B∗
(with respect to the measure θ) respectively. The letter C will denote a
ﬁnite constant that is not necessarily the same at each occurence.
Our ﬁrst main result is the following
Theorem A. If f ∈ Hp(B∗, |ζ • ζ|s dθ), p ≥ 1 and s ∈ R,
(i) then f has ﬁnite admissible limits f∗ a.e. [θ] on ∂B∗ and f∗ ∈
Lp(∂B∗, |ζ • ζ|s dθ);
(ii) if moreover p > 1 and −2 < s < 2p−2, then f = SB∗ [f∗] = PB∗ [f∗].
Theorem A (or Fatou type theorem for the minimal ball) is only
proved here for p ≥ 1. It seems to be of interest to know whether part (i)
of this theorem holds for all p > 0. The Hardy spacesHp(B∗, |ζ•ζ| p−22 dθ)
appear naturally in studying the Hp theory associated to the minimal
ball (see the works [8], [7], [19]).
Next, if u ∈ C(B∗) and α > 1, the maximal function Mαu : ∂B∗ →
[0,∞] is deﬁned by
(Mαu)(ζ) := sup {|u(z)| : z ∈ D∗α(ζ)} .
We now state the second main result.
Theorem B. If 1 < p < ∞ and −2 < s < ∞, then for every f ∈
Hp(B∗, |ζ • ζ|s dθ),∫
∂B∗
|(Mαf)(ζ)|p |ζ • ζ|s dθ(ζ) ≤ C(s, α, p)
∫
∂B∗
|f∗(ζ)|p|ζ • ζ|s dθ(ζ),(i)
(ii) lim
r→1−
‖f∗ − fr‖Lp(∂B∗,|ζ•ζ|s dθ) = 0
and ‖f‖Hp(B∗,|ζ•ζ|s dθ) = ‖f∗‖Lp(∂B∗,|ζ•ζ|s dθ).
Theorem B should be compared with the analogous results (Theo-
rems 5.6.5 and 5.6.6 of [16]) in the case of the Euclidean unit ball.
Finally our third main result is the following
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Theorem C. Let 1 < p < ∞ and α > 1. If p2 − 2 < s < 3p2 − 2, then
there exists C(s, α, p) <∞ such that∫
∂B∗
|MαSB∗ [f ](ζ)|p |ζ • ζ|s dθ(ζ) ≤ C(s, α, p)
∫
∂B∗
|f(ζ)|p|ζ • ζ|s dθ(ζ)
for all f ∈ Lp(∂B∗, |ζ • ζ|s dθ).
We note that an analogue of Theorem C in the case of the Euclidean
unit ball is the classical Kora´nyi-Va´gi theorem (Theorem 6.3.1 of [16]).
2. Some properties of the system of admissible approach
regions
We have the following
Proposition 2.1. (i) For α > 1 and ζ ∈ ∂B∗ \ V , let Aα(ζ) be the
classical approach region [17, p. 32] deﬁned by
Aα(ζ) :=
{
z ∈ B∗ : | 〈z − ζ, νζ〉 |<αδ(z), |z − ζ|2 < (α− 1)δ(z)
}
.(2.1)
Here νζ denotes the unit outward normal at ζ and δ(z) is the dis-
tance from z to ∂B∗. (Notice that since B∗ is convex, δ(z) is smaller
than the distance from z to the tangent space at ζ.) Let K be a
compact in ∂B∗ \ V . Then there exist β, γ > 1 such that
Aα(ζ) ⊂ D∗β(ζ) and D∗α(ζ) ⊂ Aγ(ζ), ∀ ζ ∈ K.(2.2)
(ii) For α > 1 and ζ ∈ ∂B∗ \ V , the admissible approach region D∗α(ζ)
is tangential to ∂B∗ \ V in the direction of TCζ (∂B∗ \ V ).
Proof: The proof of assertion (ii) is postponed until Section 4. Here we
only prove assertion (i).
A little calculation gives that
νζ =
1√
2
(
ζ1+ζ1
ζ • ζ
|ζ • ζ| , . . . , ζn + ζn
ζ • ζ
|ζ • ζ|
)
and 〈ζ, νζ〉= 1√
2
.(2.3)
For z ∈ B∗, let w ∈ ∂B∗ such that ‖z−w‖ = δ(z). A geometric argument
shows that w ∈ ∂B∗ \V and w− z = δ(z)νw. This, combined with (2.3),
implies
zk = wk − δ(z)√
2
(
wk + wk
w • w
|w • w|
)
, ∀ 1 ≤ k ≤ n.
Next, substituting the latter equation into the expression of N2∗ (z) and
using the equality N2∗ (w) = 1, we obtain, after some simpliﬁcations,
1−N2∗ (z) = min
{
2|w • w|,
√
2δ(z)(2−
√
2δ(z))
}
.(2.4)
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Now we prove the ﬁrst assertion in (2.2). Consider ζ ∈ K and z ∈ Aα(ζ).
By (2.1) and (2.3), we get∣∣∣∣∣1−
n∑
k=1
zk
(
ζk + ζk
ζ • ζ
|ζ • ζ|
)∣∣∣∣∣ < α√2δ(z).(2.5)
Thus for z close enough to ζ,
∣∣∣∣1−〈z, ζ〉−√(z • z)(ζ • ζ)∣∣∣∣ <
∣∣∣∣∣1−
n∑
k=1
zk
(
ζk + ζk
ζ • ζ
|ζ • ζ|
)∣∣∣∣∣
+
∣∣∣∣∣
√
(z • z)(ζ • ζ)−
n∑
k=1
zkζk
ζ • ζ
|ζ • ζ|
∣∣∣∣∣=I + II.
From (2.5), we have I < α
√
2δ(z).
We now estimate II:
II =
∣∣∣∣∣
√
ζ • ζ(√z • z −
√
ζ • ζ)−
√
ζ • ζ ·
n∑
k=1
(zk − ζk) ∂
√
z • z
∂zk
∣∣∣∣
z=ζ
∣∣∣∣∣
= O(|z − ζ|2) <
√
2M(α− 1)δ(z),
where the last inequality follows from (2.1) and the assumption that
z ∈ Aα(ζ), M is a constant that depends only on K.
Suppose z is close enough to the boundary of B∗ and β satisﬁes the
following condition
α+M(α− 1) < β
(
1−
√
2
2
δ(z)
)
.(2.6)
Then we obtain∣∣∣∣1− 〈z, ζ〉 −√(z • z)(ζ • ζ)∣∣∣∣ < α√2δ(z) +√2M(α− 1)δ(z)
=
√
2δ(z)(α+M(α− 1))
<
β
2
(1−N2∗ (z)),
where the last inequality follows from (2.4) and (2.6).
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We have shown that if z ∈ Aα(ζ) and z is close to ζ, then z ∈ D∗β(ζ).
This, combined with the identity
⋃
β>1
D∗β(ζ) = B∗, proves that there
exists β large enough which veriﬁes Aα(ζ) ⊂ D∗β(ζ), ∀ ζ ∈ K.
To prove the second assertion in (2.2) let ζ ∈ K and z ∈ D∗α(ζ), z is
close to ζ. Then
|z − ζ|2 ≤ |z − ζ|2 + |√z • z −
√
ζ • ζ|2
= 1 +N2∗ (z)− 2 Re
(
〈z, ζ〉+
√
(z • z)(ζ • ζ)
)
.
Since z ∈ D∗α(ζ), we get Re
(
〈z, ζ〉+
√
(z • z)(ζ • ζ)
)
> 1 − α2 (1 −
N2∗ (z)). Thus
|z − ζ|2 ≤ 1 +N2∗ (z)− 2
[
1− α
2
(1−N2∗ (z))
]
= (α− 1)(1−N2∗ (z)).
On account of (2.4) and the last inequality, it follows that |z − ζ|2 <
2
√
2(α−1)δ(z). Hence we can choose γ such that γ−1 > 2√2(α−1). It
now remains to show that | 〈z − ζ, νζ〉 | < γδ(z). The rest of our proof is
similar to the previous proof of the ﬁrst assertion in (2.2), this completes
the proposition.
Remark 2.2. Assertion (i) can not be sharpened. None of the two asser-
tions in (2.2) holds if K is replaced by the whole regular part of ∂B∗. In
other words, the two systems of approach regions are not globally equiv-
alent. This result can be shown by slightly modifying the arguments in
the proof of assertion (i).
3. Analysis on the complex manifold M
The complex manifold M is deﬁned by
M = Mn :=
{
z ∈ Cn+1 \ {0} : z • z = 0 and |z| < 1} .
The manifold ∂M :=
{
z ∈ Cn+1 : z • z = 0 and |z| = 1} is endowed with
the unique probability O(n + 1,R)-invariant measure σ. This measure
is induced by Haar measure of O(n+ 1,R) (see [8]). Set M := M ∪ ∂M.
From the work in [19], the Szego¨ kernel of M is given by
SM(z, w) =
1 + 〈z, w〉
(1− 〈z, w〉)n , for z ∈M and w ∈ ∂M.(3.1)
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By exploiting this explicit formula, we shall establish the theorems of
Fatou, Kora´nyi and Kora´nyi-Va´gi type on M using the standard tech-
niques for the unit ball in Rudin’s book [16]. The work of Stein [17]
would not give these results directly since an analogue of the potential
theory on Euclidean spaces has not been available yet in the context of
the manifold M.
Deﬁnition 3.1. For a ∈M, b ∈M,
d(a, b) := |1− 〈a, b〉 | 12 .
For w ∈ ∂M, δ > 0,
Q(w, δ) := {η ∈ ∂M : d(w, η) < δ}.
It is clear that for every U ∈ O(n+ 1,R),
d(Ua,Ub) := d(a, b), and U(Q(w, δ)) = Q(Uw, δ).
Observe that ∂M is a submanifold of the unit sphere of Cn+1. Then
by Proposition 5.1.2 of [16], d is a metric on ∂M. Now we deﬁne a
system of approach regions for M.
Deﬁnition 3.2. For α > 1 and w ∈ ∂M, we let the approach re-
gion Dα(w) be the set of all z ∈M such that
|1− 〈z, w〉 | < α
2
(1− |z|2).
The following proposition will be very useful.
Proposition 3.3. There exist two constants 0 < C1, C2 <∞ such that
∀ a ∈ ∂M and 0 < δ <
√
2 : C1 <
σ (Q(a, δ))
δ2n
< C2.
Proof: Since O(n + 1,R) acts transitively on ∂M and σ, d,Q(., δ) are
O(n + 1,R)-invariant, we may suppose without loss of generality that
a :=
(
1√
2
, i√
2
, 0, . . . , 0
)
∈ ∂M and δ is suﬃciently small.
Consider the function H = (H1, . . . , Hn) : ∂M −→ S2n−1 deﬁned by
H1(z) :=
z1√
2
− iz2√
2
h(z)
, H2(z) :=
z3
h(z)
, . . . , Hn(z) :=
zn+1
h(z)
,(3.2)
where S2n−1 is the unit sphere of Cn and
h(z) :=
√∣∣∣∣ z1√2 − iz2√2
∣∣∣∣2 + |z3|2 + · · ·+ |zn+1|2, z ∈ ∂M.
We now prove that H is locally diﬀeomorphic near the point a.
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Write w = H(z). Since z ∈ ∂M, we have
2H1(z) ·
(
z1√
2
+ iz2√
2
h(z)
)
+H22 (z) + · · ·+H2n(z) =
z21 + · · ·+ z2n+1
h2(z)
= 0.
Thus
z1√
2
+ iz2√
2
h(z)
=
−w22 − · · · − w2n
2w1
.
This, combined with equation (3.2), gives the following system
|z1|2 + · · ·+ |zn+1|2 = 1
z1
h(z) =
2w21−w22−···−w2n
2
√
2w1
z2
h(z) =
i(2w21+w22+···+w2n)
2
√
2w1
z3
h(z) = w2, . . . ,
zn+1
h(z) = wn.
It follows easily that the equation w = H(z) has a unique solution for
every w near (1, 0, . . . , 0). Therefore H is locally diﬀeomorphic near a.
Now, let Qδ denote the standard nonisotropic ball of radius δ in S2n−1
centered at (1, 0, . . . , 0) (See [16, p. 65].) We shall prove the following
fact
H(Q(a, δ)) ⊂ Q√3δ and Qδ ⊂ H(Q(a,
√
3δ)),(3.3)
provided δ is suﬃciently small.
If z ∈ Q(a, δ), then by Deﬁnition 3.1 we get
∣∣∣1− z1√
2
+ iz2√
2
∣∣∣ < δ2. This
implies
(3.4) |1− w1| ≤
∣∣∣∣1− z1√2 + iz2√2
∣∣∣∣
+
(
1
h(z)
− 1
)
·
∣∣∣∣ z1√2 − iz2√2
∣∣∣∣ < δ2 + ( 1h(z) − 1
)
.
On the other hand
(3.5) 0 ≤ 1
h(z)
− 1 = 1− h(z)
2
h(z)(h(z) + 1)
≤
∣∣∣1− z1√
2
+ iz2√
2
∣∣∣ (1 + ∣∣∣ z1√
2
− iz2√
2
∣∣∣)
h(z)(h(z) + 1)
< 2δ2,
for z ≈ a, because of h(a) = 1.
By virtue of (3.4) and (3.5), we conclude that |1 − w1| < 3δ2, which
proves the ﬁrst assertion in (3.3).
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To prove the second assertion in (3.3) let w ∈ Qδ. Since H is locally
diﬀeomorphic near a, we can write w = H(z). Then |H1(z)| > 1 − δ2.
By virtue of the deﬁnition of H1 in (3.2) the last inequality implies that∣∣∣∣ z1√2 − iz2√2
∣∣∣∣2 > (1− δ2)21− (1− δ2)2 · (|z3|2 + · · ·+ |zn+1|2) .
Using this estimate, we obtain
1 = |z1|2 + |z2|2 + · · ·+ |zn+1|2 ≥
∣∣∣∣ z1√2 − iz2√2
∣∣∣∣2 + |z3|2 + · · ·+ |zn+1|2
>
|z3|2 + · · ·+ |zn+1|2
1− (1− δ2)2 .
Thus
|z3|2 + · · ·+ |zn+1|2<1− (1− δ2)2 and |z1|2 + |z2|2 > (1− δ2)2.(3.6)
On the one hand, using the second estimate in (3.6) we get∣∣∣∣ z1√2 − iz2√2
∣∣∣∣2 = |z1|2+|z2|2−∣∣∣∣ z1√2 + iz2√2
∣∣∣∣2>(1− δ2)2− |z1 + iz2|22 .(3.7)
On the other hand, using the ﬁrst estimate in (3.6) we have for z ≈ a,
|z1 + iz2|2
2
=
∣∣z21 + z22∣∣2
2 |z1 − iz2|2
=
∣∣z23 + · · ·+ z2n+1∣∣2
2 |z1 − iz2|2
≤
(|z3|2 + · · ·+ |zn+1|2)2
2 |z1 − iz2|2
≤
(
1− (1− δ2)2)2
2
≤ 2δ4.
Putting this estimate into (3.7), we obtain∣∣∣∣ z1√2 − iz2√2
∣∣∣∣2 > (1− δ2)2 − 2δ4 > 1− 3δ2.
This implies
0 ≤ 1
h(z)
− 1 = 1− h(z)
2
h(z)(h(z) + 1)
≤
1−
∣∣∣ z1√
2
− iz2√
2
∣∣∣2
h(z)(h(z) + 1)
< 2δ2,
for z ≈ a.
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Finally, using the last inequality and the assumption that w ∈ Qδ we
obtain∣∣∣∣1− z1√2 + iz2√2
∣∣∣∣ ≤ |1−w1|+( 1h(z) − 1
)
·
∣∣∣∣ z1√2 − iz2√2
∣∣∣∣ < δ2 +2δ2 = 3δ2.
The proof of (3.3) is now complete.
Next, let τ denote the Lebesgue surface measure on S2n−1. Then it
is clear that there exists a smooth function g deﬁned in a small neigh-
borhood U(a) of a such that g(z) = 0 and dσ(z) = g(z).H∗ dτ(z) for
z ∈ U(a). We therefore obtain the estimate
σ (Q(a, δ)) =
∫
Q(a,δ)
g.H∗ dτ ≤ max
z∈U(a)
|g| ·
∫
Q√3δ
dτ < C2δ
2n,
where the ﬁrst inequality follows from the ﬁrst assertion in (3.3) and the
second one from Proposition 5.1.4 of [16].
A similar argument using the second assertion in (3.3) shows that
σ (Q(a, δ)) > C1δ2n.
The proof of Proposition 3.3 is complete.
Remark 3.4. An immediate consequence of the above proposition is that
the triple (∂M, σ, d) is a space of homogeneous type.
Proposition 3.5. If η ∈ ∂M, ζ ∈ ∂M, z ∈ Dα(ζ), |z| = r, then
|1− 〈η, ζ〉| < 4α |1− 〈z, η〉|
and
PM(z, η) < (4α)2n
(1 + r)2(1− r2)n
1 + r2
· 1
[d(ζ, η)]4n
.
Proof: Note that ∂M ⊂ S2n+1. Then the ﬁrst estimate follows from
Lemma 5.3.4 of [16].
From (3.1), the Poisson-Szego¨ kernel of M is given by
PM(z, w)=
|1 + 〈z, w〉 |2
|1− 〈z, w〉 |2n ·
(1− 〈z, z〉)n
(1 + 〈z, z〉) , for z∈M and w∈∂M.(3.8)
Applying the ﬁrst estimate to the above formula, our second estimate
follows.
Deﬁnition 3.6. If u ∈ C(M) and α > 1, the maximal function Mαu :
∂M→ [0,∞] is deﬁned by
(Mαu)(w) := sup {|u(z)| : z ∈ Dα(w)} .
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If µ is a complex measure on ∂M, Mµ denotes its radial Hardy-
Littlewood maximal function in the space (∂M, σ, d), SM[µ] is its Szego¨
integral and PM[µ] is its Poisson-Szego¨ integral.
The following theorem can be regarded as Kora´nyi type theorem onM.
Theorem 3.7. To every α > 1 corresponds a constant C(α) <∞ such
that the inequality
MαPM[µ] ≤ C(α)Mµ
holds for every complex measure µ on ∂M.
Proof: We apply Propositions 3.3 and 3.5. The proof given in Theo-
rem 5.4.5 of [16] is valid in the context of the space of homogeneous
type (∂M, σ, d) making the obviously necessary changes.
The arguments which have been used in Theorems 5.4.9 and 5.4.10 of [16]
give the following
Proposition 3.8. If µ is a complex measure on ∂M and Dµ denotes its
derivative in the space (∂M, σ, d), then PM[µ] has ﬁnite admissible limits
(PM[µ])∗ a.e. [σ] on ∂M and
(PM[µ])∗(w) = (Dµ)(w) a.e. [σ] on ∂M.(3.9)
If moreover 1 < p <∞ and f ∈ Lp(∂M, σ), then∫
∂M
|MαPM[f ]|p dσ ≤ C(α, p)
∫
∂M
|f |p dσ.(3.10)
Deﬁnition 3.9. For ζ, ω ∈ ∂M, α > 1, δ > 0, we deﬁne a maximal
diﬀerence
∆(ζ, ω, α, δ) := sup |SM(z, η)− SM(z, ω)| ,
the supremum being taken over all η ∈ Q(ω, δ) and over all z ∈ Dα(ζ).
Theorem 3.10. If ω ∈ ∂M, α > 1, δ > 0, then∫
R(ω,δ)
∆(ζ, ω, α, δ) dσ(ζ) < C(α),(3.11)
where R(ω, δ) := ∂M \Q(ω, 2δ).
Proof: First observe that in fact the method given in Lemma 6.1.1 of [16]
proves the following
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Fact. Suppose ζ, η, ω ∈ ∂M ⊂ S2n+1, d(ω, η) < δ, d(ω, ζ) > 2δ, and
z ∈ Dα(ζ). Then for every k ∈ N we have∣∣∣∣ 1(1− 〈z, η〉)k − 1(1− 〈z, ω〉)k
∣∣∣∣ ≤ (16α)k+1δ|1− 〈ζ, ω〉 |−k− 12 .
Combining this fact, formula (3.1) and Deﬁnition 3.9, we get
∆(ζ, ω, α, δ) ≤ 2 sup
∣∣∣∣ 1(1− 〈z, η〉)n − 1(1− 〈z, ω〉)n
∣∣∣∣
+ sup
∣∣∣∣ 1(1− 〈z, η〉)n−1 − 1(1− 〈z, ω〉)n−1
∣∣∣∣
≤ 2(16α)n+1δ|1− 〈ζ, ω〉 |−n− 12 + (16α)nδ|1− 〈ζ, ω〉 |−n+ 12 .
Therefore,
∆(ζ, ω, α, δ) ≤ 2(16α)n(1 + 16α)δ|1− 〈ζ, ω〉 |−n− 12 .(3.12)
On account of (3.12), estimate (3.11) is reduced to proving the fol-
lowing inequality ∫
R(ω,δ)
|1− 〈ζ, ω〉 |−n− 12 dσ(ζ) < C
δ
.(3.13)
We now apply the arguments of Proposition 3.3: Suppose without loss
of generality that ω :=
(
1√
2
, i√
2
, 0, . . . , 0
)
∈ ∂M and δ < δ0, δ0 is suﬃ-
ciently small. By virtue of (3.3), we get∫
Q(ω,2δ0)\Q(ω,2δ)
|1− 〈ζ, ω〉 |−n− 12 dσ(ζ)
≤
∫
Q(ω,2δ0)\H−1
(
Q 2√
3
δ
) 3n+ 12 |1− 〈H(ζ), H(ω)〉 |−n− 12 dσ(ζ)
≤ C
∫
S2n−1\Q 2√
3
δ
|1− η1|−n− 12 dτ(η) ≤ C
δ
,
where in the last inequality we apply Theorem 6.1.3 of [16].
Thus inequality (3.13) is proved, and the theorem is thereby con-
cluded.
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Proposition 3.11. If 1 ≤ p ≤ ∞, f ∈ Lp(∂M, σ), u = PM[f ], and
ur(w) := u(rw) (0 ≤ r < 1, w ∈ ∂M)
then ‖ur‖Lp(∂M,σ) ≤ ‖f‖Lp(∂M,σ).
If also p <∞ then
lim
r→1−
‖ur − f‖Lp(∂M,σ) = 0.
Proof: The proofs of Proposition 3.3.3 and Theorem 3.3.4 in [16] work
with trivial changes making use of formula (3.8).
Theorem 3.12. Suppose F ∈ Hp(M, σ).
(i) If p > 1 then there is a f ∈ Lp(∂M, σ) such that F = PM[f ].
(ii) If p = 1 then there is a measure µ on ∂M such that F = PM[µ].
Proof: We shall indicate brieﬂy that the proof of Theorem 4.3.3 in [16]
works. The fact that SO(n+1,R) acts transitively on ∂M plays a crucial
role here. Instead of the unitary group we now use the group SO(n+1,R)
endowed with its Haar measure dU . We deﬁne
G(z) :=
∫
SO(n+1,R)
F (Uz)h(U) dU , ∀ z ∈M,
where h : SO(n + 1,R) → [0,∞) is a continuous function that satisﬁes∫
SO(n+1,R)
h(U) dU = 1.
Similarly as in [16, p. 57], we establish that there is a sequence ri → 1
such that the dilated functions {Gri} of G converges uniformly to a
function g ∈ C(∂M) i.e. i = sup
w∈∂M
|G(riw)− g(w)| → 0.
Since Gri ∈ A(M) (:= C(M) ∩H(M)), we obtain, by the reproducing
property of the Poisson-Szego¨ kernel,
G(riz) =
∫
∂M
PM(z, w)G(riw) dσ(w), ∀ z ∈M.
Thus
|G(riz)− PM[g](z)| =
∣∣∣∣∣∣
∫
∂M
PM(z, w)(G(riw)− g(w)) dσ(w)
∣∣∣∣∣∣
≤ i.
∫
∂M
PM(z, w) dσ(w) = i → 0.
This implies that G(z) = PM[g](z) for all z ∈M.
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The rest of the proof follows the same lines as that given in [16,
pp. 57–58].
The following result can be regarded as Fatou type theorem on M.
Theorem 3.13. (i) To every p > 1, α > 1 corresponds a constant
C(α, p) <∞ such that∫
∂M
|Mαf |p dσ ≤ C(α, p)‖f‖pHp(M,σ)
for every f ∈ Hp(M, σ).
(ii) Suppose that 1 ≤ p < ∞, f ∈ Hp(M, σ) and let f∗ denote the
admissible limits of f . Then f∗(w) exists a.e. on ∂M and moreover
when p > 1 we have
lim
r→1−
∫
∂M
|f∗(w)− f(rw)|p dσ(w) = 0.
Proof: Consider f ∈ Hp(M, σ) (p ≥ 1). According to Theorem 3.12,
there exists a function µ ∈ Lp(∂M, σ) (or a complex measure if p = 1)
such that f = PM[µ]. By virtue of Proposition 3.11, ‖f‖Hp(M,σ) =
‖µ‖Lp(∂M,σ). Therefore part (i) follows from estimate (3.10) in Proposi-
tion 3.8.
Applying equation (3.9) of Proposition 3.8 to the equation f = PM[µ],
we obtain f∗ = Dµ. The proof of Theorem 5.6.6 in [16] also works using
part (i). This ﬁnishes part (ii).
Theorem 3.14. (i) If p > 1 and f ∈ Hp(M, σ) then f∗ ∈ Hp(∂M, σ)
and f = SM[f∗] = PM[f∗]. Here Hp(∂M, σ) denotes the closure of
the algebra A(M) in Lp(∂M, σ).
(ii) The map f −→ (SM[f ])∗ is the orthogonal projection of L2(∂M, σ)
onto H2(∂M, σ), and∫
∂M
|MαSM[f ]|2 dσ ≤ C(α)
∫
∂M
|f |2 dσ
for every f ∈ L2(∂M, σ).
Proof: The proofs of Theorems 5.6.8 and 5.6.9 in [16] are also valid in
this context making use of Theorem 3.13.
Finally, combining Theorem 3.10 and part (ii) of Theorem 3.14, the
arguments which have been used in Theorems 6.2.2 and 6.3.1 of [16]
prove the following Kora´nyi-Va´gi type theorem on M.
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Theorem 3.15. If 1 < p < ∞ and α > 1, there exists a constant
C(α, p) <∞ such that∫
∂M
|MαSM[f ]|p dσ ≤ C(α, p)
∫
∂M
|f |p dσ
for every f ∈ Lp(∂M, σ).
If p = 1 and α > 1, there exists a constant C(α, 1) <∞ such that for
every λ > 0 and for every complex measure µ on ∂M,
σ {w ∈ ∂M : |(MαSM[µ])(w)| > λ} ≤ C(α, 1)‖µ‖
λ
.
4. Proofs of the main theorems
In what follows we shall use the function F as well as its two local
inverses φ and ψ introduced in [12, p. 919]. In this section we transplant
the results established in Section 3 to the minimal ball by means of the
proper holomorphic mapping F .
If f : B∗\{0} −→ C is a measurable function and if z=(z1, . . . , zn+1) ∈
M, we set
(Tf)(z) := zn+1(f ◦ F )(z) = zn+1f(z1, . . . , zn).(4.1)
We recall the following identities from the work in [19]:
φ∗(dσ)(ζ) = ψ∗(dσ)(ζ) =
C3
2
· dθ(ζ)|ζ • ζ| , for ζ ∈ ∂B∗ \ V,(4.2)
where C3 is a constant that depends only on the dimension n, and
SM ◦ T [f ] = T ◦ SB∗ [f ], for f ∈ L2(∂B∗, θ).(4.3)
In view of Deﬁnitions 1.1 and 3.2, we deduce that
D∗α(ζ) = F (Dα(φ(ζ))) = F (Dα(ψ(ζ))), ∀ ζ ∈ ∂B∗ \ V.(4.4)
We now complete the proof of Proposition 2.1.
Proof of assertion (ii) of Proposition 2.1: Since the approach regions on
M are the Kora´nyi approach regions on the unit ball of Cn+1 restricted
onM, Dα(ζ) is tangential to ∂M in the direction of TCζ (∂M) for α > 1 and
ζ ∈ ∂M. In addition, F is locally biholomorphic. Therefore assertion (ii)
of Proposition 2.1 follows from identity (4.4).
The following lemma will be very useful.
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Lemma 4.1. For each p > −1, there exist two constants 0 < C4(p),
C5(p) <∞ such that
C4 <
∫
Q(a,δ)
|wn+1|2p dσ(w)
δ2n+2p
< C5,(4.5)
where a = (a1, . . . , an+1) ∈ ∂M with an+1 = 0 and 0 < δ <
√
2.
Proof: Observe that ∂Mn−1 = {a ∈ ∂Mn : an+1 = 0}. Since SO(n,R)
acts transitively on ∂Mn−1, we may suppose without loss of generality
that a :=
(
1√
2
, i√
2
, 0, . . . , 0
)
∈ ∂M as in the proof of Proposition 3.3.
Using the local diﬀeomorphism H constructed in (3.2) together with
its properties (3.3), inequality (4.5) is reduced to proving the following
estimate
C4 <
∫
Qδ
|ζn|2p dτ(ζ)
δ2n+2p
< C5.(4.6)
We now prove (4.6). Applying formula 1.4.4(1) in [16], we get
∫
Qδ
|ζn|2p dτ(ζ)
=
(
n− 1
2
) ∫
B2
(1− |(λ1, λ2)|2)n−3χ{|1−λ1|<δ2}|λ2|2p dν2(λ1, λ2),
where χ is the characteristic function, B2 is the unit ball of C2 and ν2
is the Lebesgue measure on C2 so normalized that ν2(B2) = 1.
Fubini’s theorem shows that the right side of the last equation equals
C ·
∫
C
χ{|λ1|<1, |1−λ1|<δ2} dm(λ1)
·
∫
|λ2|≤
√
1−|λ1|2
(1− |λ1|2 − |λ2|2)n−3|λ2|2p dm(λ2),
where m is the ordinary Lebesgue measure of C.
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Using the beta function, since p > −1, the inner integral of the ex-
pression above is equal to
C(1− |λ1|2)n+p−2B(n− 2, p+ 1).
Hence we get∫
Qδ
|ζn|2p dτ(ζ) = C ·
∫
E(δ)
(1− |λ1|2)n+p−2 dm(λ1),(4.7)
where E(δ) := {λ1 ∈ C : |λ1| < 1 and |1− λ1| < δ2}.
In view of (4.7), the arguments which have been used in Proposi-
tion 5.1.4 of [16] establish (4.6). Therefore, the proof of the lemma is
complete.
Proof of Theorem A: Take any k ∈ N such that kp > 2s + 2. Consider
the function g ∈ H(M) deﬁned by
g(z) := zkn+1f(F (z)), ∀ z ∈M.(4.8)
By virtue of formula (4.2) we have, for 0 < r < 1,
∫
∂M
|g(rw)|p dσ(w) ≤
∫
∂M
|wn+1|2s+2|f(rF (w))|p dσ(w)
= C3 ·
∫
∂B∗
|f(rζ)|p|ζ • ζ|s dθ(ζ) <∞,
since f ∈ Hp(B∗, |ζ • ζ|s dθ).
The latter estimate gives that g ∈ Hp(M, σ). By part (ii) of Theo-
rem 3.13 the boundary value g∗(w) exists almost everywhere with re-
spect to the measure σ on ∂M. This, combined with formula (4.2), iden-
tity (4.4) and equation (4.8) gives that f has admissible limits almost
everywhere with respect to the measure θ on ∂B∗.
Since rζ ∈ D∗α(ζ) for 0 ≤ r < 1 and α > 2, the admissible con-
vergence of f implies that the dilated functions fr converge to f∗ θ-al-
most everywhere on ∂B∗. Therefore it follows from Fatou’s lemma that
f∗ ∈ Lp(∂B∗, |ζ • ζ|s dθ). This completes the proof of part (i).
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Taking Theorem B for granted, we now prove part (ii). By part (ii)
of Theorem B, we have
lim
r→1−
∫
∂B∗
|f(rζ)− f∗(ζ)|p|ζ • ζ|s dθ(ζ) = 0.(4.9)
Using (4.9) and applying the Ho¨lder’s inequality, we see that for each
z ∈ B∗, there exists a constant C(z) <∞ such that
|SB∗ [f∗](z) − f(z)| = lim
r→1−
|SB∗ [f∗ − fr](z)|
≤
 ∫
∂B∗
|SB∗(z, ζ)|
p
p−1 |ζ • ζ| −sp−1 dθ(ζ)

p−1
p
· lim
r→1−
 ∫
∂B∗
|f(rζ)− f∗(ζ)|p|ζ • ζ|s dθ(ζ)

1
p
≤ C(z)
∫
∂M
|wn+1|2− 2sp−1 dσ(w)

p−1
p
· lim
r→1−
 ∫
∂B∗
|f(rζ)− f∗(ζ)|p|ζ • ζ|s dθ(ζ)

1
p
≤ C ·C(z) lim
r→1−
 ∫
∂B∗
|f(rζ)−f∗(ζ)|p|ζ • ζ|s dθ(ζ)

1
p
=0,
(4.10)
where the second inequality follows from formula (4.2) and the third one
comes from Lemma 4.1 and the hypothesis on s.
This yields f = SB∗ [f∗]. The identity f = PB∗ [f∗] can be proved in
the same way.
In order to prove Theorems B and C we need some lemmas.
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We recall from the work of Caldero´n [2] that the weight function µ(w),
µ(w) ≥ 0, is said to belong to the class Ap of Muckenhoupt (1 < p <∞)
if
sup
a∈∂M, 0<δ<√2
M(µ, a, δ) <∞,
where
(4.11) M(µ, a, δ) :=
 1σ(Q(a, δ))
∫
Q(a,δ)
µ(w) dσ(w)

·
 1σ(Q(a, δ))
∫
Q(a,δ)
µ(w)
−1
p−1 dσ(w)

p−1
.
Lemma 4.2. Consider the weight function µs(w) := |wn+1|2s, s ∈ R,
in the space of homogeneous type (∂M, σ, d). Then µs belongs to the
class Ap of Muckenhoupt if −1 < s < p− 1.
Proof: Take two sequences {ak} ⊂ ∂M and {δk} ⊂ R+ such that
• sup
a∈∂M, 0<δ<√2
M(µs, a, δ) = lim
k→∞
M(µs, ak, δk);
• lim
k→∞
ak = a0, lim
k→∞
δk = δ0.
There are three cases to consider.
Case (1): δ0 > 0. Then
sup
a∈∂M, 0<δ<√2
M(µs, a, δ) = M(µs, a0, δ0).
Since s > −1 and −sp−1 > −1, it follows from Lemma 4.1 that∫
Q(a0,δ0)
µ(w) dσ(w) < ∞ and ∫
Q(a0,δ0)
µ(w)
−1
p−1 dσ(w) < ∞. Hence
M(µs, a0, δ0) <∞.
Case (2): δ0 = 0 and a0 ∈ ∂Mn−1. Then
sup
a∈∂M, 0<δ<√2
M(µs, a, δ) ≤ lim sup
δ→0
M(µs, a0, δ).
Applying Lemma 4.1 to the equation (4.11), we obtain
lim sup
δ→0
M(µs, a0, δ) ≤ C5(s)
[
C5
( −s
p− 1
)]p−1
<∞.
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Case (3): δ0 = 0 and a0 ∈ ∂Mn−1. It is easy to see that
lim
δ→0
M(µs, a0, δ) = |a0n+1|2s
(
|a0n+1|
−2s
p−1
)p−1
= 1.
In any case we always have sup
a∈∂M, 0<δ<√2
M(µs, a, δ) < ∞, this estab-
lishes the lemma.
If u ∈ C(M), the radial maximal function Mradu : ∂M→ [0,∞] is deﬁned
by
(Mradu)(w) := sup
1
2<r<1
|u(rw)|, ∀w ∈ ∂M.(4.12)
Lemma 4.3. To every p>0 and α>1 corresponds a constant C(α, p) <
∞ such that
|(Mαu)(w)|p < C(α, p) ·M (|Mradu|p) (w),
for every u ∈ H(M) and w ∈ ∂M.
Proof: For z ∈M, let Tz be the complex tangent space to M at z and let
πz be the orthogonal projection of Cn+1 onto Tz. Write z = rζ, ζ ∈ ∂M.
Pick the vectors ζ2, . . . , ζn, ζn+1 so that {ζ, ζ2, . . . , ζn} is an orthonormal
basis for Tz and {ζ, ζ2, . . . , ζn, ζn+1} is an orthonormal basis for Cn+1.
For any δ > 0, consider
P (z, δ) :=
w=rζ+λζ +
n+1∑
j=2
λjζj : |λ|<δ, |λj | < δ 12 , j=2, . . . , n+ 1
 ,
P˜ (z, δ) :=
w=rζ+λζ +
n∑
j=2
λjζj : |λ|<δ, |λj | < δ 12 , j=2, . . . , n
⊂Tz.
The polydiscs P (z, δ) were considered in the work of Ahern-Bruna [1,
p. 132]. Since ∂M is a subset of the unit sphere of Cn+1, it follows from
Lemma 3.5 of [1] that for each α, β, 1 < α < β, there is an 0 > 0 such
that if η, ζ ∈ ∂M and z = rζ ∈ Dα(η) then
(4.13) P (z, 0(1− r2)) ∩M
⊂
{
z ∈ Dβ(η) : 12(1− r
2) < 1− |z|2 < 2(1− r2)
}
.
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Fix a point z0 ∈ ∂M. In a suﬃciently small compact neighborhood U
of z0 in M, we can choose the vectors ζ2, . . . , ζn, ζn+1 so that they all
depend smoothly on z ∈ U . By shrinking U we see that there exists an
δ0 > 0 such that
P˜ (z, δ) ⊂ πz (P (z, 2δ) ∩M) , ∀ z ∈ U , 0 < δ < δ0.(4.14)
By Lemma 2.5 of [1], we have
(4.15) |u(z)|p ≤ C
δn+1
∫
P˜ (z,δ)
|(u ◦ (πz)−1)(ζ)|p dVz(ζ),
for z ∈ U and 0 < δ < δ0.
Here dVz is the Lebesgue measure on the hyperplane Tz and the con-
stant C is independant of z ∈ U .
Choosing  := min{0, δ0}, it follows from (4.14) and (4.15) that
|u(z)|p ≤ C
(1− r)n+1
∫
P (z,(1−r2))∩M
|u(w)|p dV (w), for z ∈ U .(4.16)
Here dV is the surface measure on the complex manifold M and the
constant C is independant of z ∈ U .
Since the group O(n+ 1,R) acts transitively on ∂M and dV is O(n+
1,R)-invariant, we conclude that (4.16) also holds for all z ∈ M suﬃ-
ciently close to ∂M. On the other hand this estimate is semi-trivial if
z ∈ M satisﬁes |z| < r0, for some r0 < 1 ﬁxed. Hence (4.16) is valid for
all z ∈M.
On account of (4.13), (4.16) and by Proposition 3.3, the lemma is
proved exactly as in Lemma 4.4 of [1].
We now come to the the proof of Theorem B.
Proof of Theorem B: We begin the proof of part (i) by choosing m ∈ N
such that mp2 − 2 < s <
(
m
2 + 1
)
p− 2. Then by Lemma 4.2, the weight
function µ(w) := |wn+1|2s−mp+2 belongs to the class Ap. Fix some
f ∈ Hp(B∗, |ζ • ζ|s dθ) and set
g(z) := zmn+1f(F (z)), ∀ z ∈M.(4.17)
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Then we obtain g ∈ Hp(M, |wn+1|2+2s−mp dσ) by virtue of formula (4.2).
From the choice ofm, it follows that there is an d ∈ R such that 1 < d < p
and (2 + 2s − mp)d < 2(p − d). Therefore, by Ho¨lder’s inequality, we
obtain, for every 0 < r < 1,
∫
∂M
|g(rw)|d dσ(w) ≤
∫
∂M
|g(rw)|p |wn+1|2+2s−mp dσ(w)

d
p
·
∫
∂M
|wn+1|
−(2+2s−mp)d
p−d dσ(w)

p−d
p
≤ C‖g‖dHp(M,|wn+1|2+2s−mp dσ) <∞,
(4.18)
where the second estimate holds by using Lemma 4.1.
Thus g ∈ Hd(M, σ). Applying part (i) of Theorem 3.14, we obtain
g = PM[g∗].(4.19)
Next, we ﬁrst apply the Kora´nyi type inequality (Theorem 3.7), then
Theorem 3 of Caldero´n’s work [2] and formula (4.2), and obtain
∫
∂M
|MαPM[g∗](w)|p |wn+1|2+2s−mp dσ(w)
≤ C ·
∫
∂M
|M(g∗)(w)|p|wn+1|2+2s−mp dσ(w)
≤ C ·
∫
∂M
|g∗(w)|p |wn+1|2+2s−mp dσ(w) <∞.
(4.20)
On the other hand, in view of (4.17) and (4.19), we see that for every
w ∈ ∂M and α > 2,
|MαPM[g∗](w)| = |Mαg(w)| ≥ C|wn+1|m sup
1
2<r<1
|f(F (rw))|.(4.21)
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Combining the estimates (4.20), (4.21) and formulas (4.12) et (4.17), we
obtain
(4.22)
∫
∂M
|Mrad(f ◦ F )(w)|p|wn+1|2s+2 dσ(w)
≤ C ·
∫
∂M
|(f ◦ F )∗(w)|p|wn+1|2s+2 dσ(w).
Choose q ∈ R such that q > max{1, s+ 2}. By Lemma 4.3, we get
(Mα(f ◦ F )(w))
p
q ≤ CM
(
|Mrad(f ◦ F )|
p
q
)
(w), ∀w ∈ ∂M.
Since by Lemma 4.2 the weight function µ(w) := |wn+1|2s+2 belongs to
the class Aq, using the latter estimate and applying again Theorem 3
of [2], it follows that∫
∂M
(Mα(f ◦ F )(w))p |wn+1|2s+2 dσ(w)
≤ C·
∫
∂M
[
M
(
|Mrad(f ◦ F )|
p
q
)
(w)
]q
|wn+1|2s+2 dσ(w)
≤ C·
∫
∂M
|Mrad(f ◦ F )(w)|p |wn+1|2s+2 dσ(w).
(4.23)
We deduce from estimates (4.22) and (4.23) that∫
∂M
|Mα(f ◦ F )(w)|p|wn+1|2s+2 dσ(w)
≤ C ·
∫
∂M
|(f ◦ F )∗(w)|p|wn+1|2s+2 dσ(w).
Part (i) of the theorem now follows immediately from (4.2), (4.4) and
the latter estimate.
We now turn to prove part (ii). We have already observed in the proof
of part (i) of Theorem A that for every 0 ≤ r < 1 and α > 2, rζ ∈ D∗α(ζ)
and the dilated functions fr converge to f∗ θ-almost every where on ∂B∗
as r → 1−. Hence in view of part (i) of Theorem B and applying the
dominated convergence theorem, we see that
lim
r→1−
‖f∗ − fr‖Lp(∂B∗,|ζ•ζ|s dθ) = 0.(4.24)
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To prove the second equality of part (ii), we remark that
lim
r→1−
‖fr‖pLp(∂B∗,|ζ•ζ|s dθ)
= C lim
r→1−
∫
∂M
|(fr ◦ F )(w)|p|wn+1|2s+2 dσ(w)
= C lim
r→1−
∫
∂M
|wn+1|2s+2 dσ(w) 12π
π∫
−π
|(fr ◦ F )(eiηw)|p dη.
(4.25)
Since the function |fr ◦ F |p is subharmonic, we deduce from (4.24) and
(4.25) that
‖f∗‖Lp(∂B∗,|ζ•ζ|s dθ) = lim
r→1−
‖fr‖Lp(∂B∗,|ζ•ζ|s dθ) = ‖f‖Hp(B∗,|ζ•ζ|s dθ).
This completes the proof of part (ii).
We now arrive at the proof of Theorem C.
Proof of Theorem C: We remark that if −2 < s < 3p2 − 2 and f ∈
Lp(∂B∗, |ζ • ζ|s dθ), then by virtue of formula (4.2) and Lemma 4.1 we
have that, ∫
∂B∗
|ζ • ζ|s dθ(ζ) = 1
C3
∫
∂M
|wn+1|2s+2 dσ(w) <∞,
and
∫
∂M
|Tf | dσ ≤
∫
∂M
|wn+1|
p−(2s+2)
p−1 dσ(w)

p−1
p
·
∫
∂M
|(f ◦ F )(w)|p|wn+1|2s+2 dσ(w)

1
p
≤ C‖f‖Lp(∂B∗,|ζ•ζ|s dθ),
where the second estimate follows from applying Ho¨lder’s inequality.
Therefore, equation (4.3) holds for every f ∈ Lp(∂B∗, |ζ • ζ|s dθ) with
−2 < s < 3p2 − 2.
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For every 0 < r < 1, consider the integral operator f −→ Sr[f ] given
by
Sr[f ](ζ) :=
∫
∂M
SM(rζ, w)f(w) dσ(w), ∀ ζ ∈ ∂M, ∀ f ∈ L1(∂M, σ).
Observe that by virtue of estimate (3.12) and Theorem 3.15, the in-
tegral operator Sr is a singular integral in the space of homogeneous
type (∂M, d, σ). Consequently, we may apply the weighted theory of sin-
gular integral in [3] to Sr. From the hypothesis on s and by Lemma 4.2,
the weight function µ(w) := |wn+1|2s−p+2 belongs to the class Ap. Then
it follows from [3] that
(4.26) sup
0<r<1
∫
∂M
|SM[Tf ](rw)|p |wn+1|2s−p+2 dσ(w)
≤ C
∫
∂M
|Tf(w)|p |wn+1|2s−p+2 dσ(w),
for every f ∈ Lp(∂B∗, |ζ • ζ|s dθ).
Using (4.1)–(4.3) and the remark made at the beginning of our proof,
we obtain
(4.27)
∫
∂M
|SM[Tf ](rw)|p |wn+1|2s−p+2 dσ(w)
= Crp
∫
∂B∗
|SB∗ [f ](rζ)|p |ζ • ζ|s dθ(ζ),
and ∫
∂M
|Tf(w)|p |wn+1|2s−p+2 dσ(w) = C
∫
∂B∗
|f(ζ)|p |ζ • ζ|s dθ(ζ).(4.28)
Combining (4.26)–(4.28), we get
sup
1
2<r<1
∫
∂B∗
|SB∗ [f ](rζ)|p |ζ • ζ|s dθ(ζ)≤C
∫
∂B∗
|f(ζ)|p |ζ • ζ|s dθ(ζ).(4.29)
Consider the function g ∈ H(B∗) given by g := SB∗ [f ]. By virtue of
(4.29), g is in Hp(B∗, |ζ • ζ|s dθ). Therefore, Theorem B, applied to g,
gives that∫
∂B∗
|Mαg(ζ)|p |ζ • ζ|s dθ(ζ) ≤ C sup
1
2<r<1
∫
∂B∗
|g(rζ)|p |ζ • ζ|s dθ(ζ).(4.30)
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Combining (4.29) and (4.30), we obtain the desired conclusion of Theo-
rem C.
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