Abstract-Phase-change memories (PCMs) are an important emerging non-volatile memory technology that uses amorphous and crystalline cell states to store data. The cell states are switched using high temperatures. As the semi-stable states of PCM cells are sensitive to temperatures, scaling down cell sizes can bring significant challenges. We consider two potential thermal-based interference problems as the cell density approaches its limit, and study new constrained codes for them.
I. INTRODUCTION
Phase-change memories (PCMs) are an important emerging non-volatile memory (NVM) technology. Its basic storage unit, a PCM cell, has at least two states: the amorphous state and the crystalline state. To achieve higher storage capacity, multilevel cells (MLCs) are being developed, where additional partially crystalline states are used [1] . We model the q ≥ 2 states of a PCM cell by q levels -levels 0, 1, . . . , q − 1 -where level 0 is the amorphous state, level 1, . . . , q − 2 are the partially crystalline states, and level q − 1 is the crystalline state. As a cell becomes more crystallized, its level increases.
The level of a PCM cell is switched using high temperatures. A cell can be heated by a high cell-melting temperature (about 600 o C ∼ 700 o C) to change to level 0 (amorphous state), or be heated by a more moderate temperature to increase its level (i.e., to a more crystallized state). To model the direct switching of states, we use the diagram in Fig. 1 (for q = 4 as an example) [3] . We see that the cell can be changed from any level i ∈ {1, 2, . . . , q − 1} directly to level 0 (called a RESET operation), and from any level i directly to level j for 0 ≤ i < j ≤ q − 1 (called a SET operation). However, for 0 < j < i ≤ q − 1, to change it from level i to level j, both the RESET and SET operations are needed.
PCMs are under active study and development due to their very attractive potentials. Compared to the widely used flash memories, PCMs can potentially scale to much smaller cell sizes and achieve higher storage capacity. They can also have substantially better endurance, data retention and read/write speed [1] . However, scaling down cell sizes can also bring significant challenges, and solving them will be key to the PCM development [1] . A major and widely acknowledged challenge is the thermal issue, because the amorphous and partially-crystalline states are only semi-stable states, and high environmental temperatures can further crystalize the cell, i.e., unintentionally increase the cell level [1] , [5] .
We consider two potential challenges when the PCM's cell density scales toward its limit. The first one is the thermal crosstalk problem, namely, when a cell is RESET (to level 0) by the high melting temperature, the heat affects its adjacent cell and makes it further crystalized [1] , [5] . Note that this may happen both when the adjacent cell is not being programmed and when it is being SET, unless it is already in the fully crystalized state (level q − 1). It is because in both cases, the semi-stable cell state is sensitive to high temperatures. The second problem is the local thermal accumulation problem. When cells are repeatedly programmed, the heat can accumulate in the area [5] . This residual heat can be a major factor that limits the writing bandwidth of PCMs, because the writing accuracy is sensitive to temperature [1] , [5] . When the cell density scales toward its limit, relative to the high I/O speed, it can take nontrivial time for the locally generated heat to spread out uniformly in the memory chip. So if an application repeatedly writes a cluster of adjacent cells at very high speed, the accumulated heat may appear localized [5] . In that case, it is worth considering whether there exist schemes that can make the thermal accumulation more balanced.
The above problems have been considered in [1] , [5] from the device and system perspectives. In this paper, we consider coding techniques for these potential challenges. For the thermal crosstalk problem, we use a scheme that removes the crosstalk interference, and then study coding techniques that reduce the programming cost (measured by the number of RESET operations). For the local thermal accumulation problem, we study coding techniques that impose time and space constraints on writing, to help the heat generated by programming be more balanced spatially.
Constrained coding is an important area of coding techniques, and has been applied successfully to both magnetic recording and optical recording [4] . Compared to conventional constrained coding, the codes studied in this paper are for a different setting and sometimes require very different coding techniques. It is also notable that for PCMs, the constraints are not limited to just within a codeword. They are introduced by the difference between old codewords and the new codewords that overwrite them, because only cells that are programmed can generate heat, which may affect other cells.
The rest of the paper is organized as follows. In Section II, we present symbol-constrained codes for the thermal crosstalk problem. In Section III, we present space-time constrained codes for the local thermal accumulation problem. In Section IV, we present the concluding remarks. Due to space limitation, we leave some detailed analysis in the full paper [2] .
II. SYMBOL-CONSTRAINED CODES
In this section, we study coding techniques for the thermal crosstalk problem. Let c 1 , c 2 , . . . , c n be n cells. For i ∈ {1, 2, . . . , n}
[n], let ℓ i ∈ {0, 1, . . . , q − 1} denote the level of c i . In this paper, we consider the cells as a onedimensional array. (The concepts can be extended to higher dimensions, too.) Two cells c i and c j are neighbors if and only if |i − j| = 1. Let γ ∈ {1, 2, . . . , q − 1} be a parameter.
We consider the following simple model for thermal crosstalk: When a cell c i is RESET to level 0, the thermal crosstalk from c i (at that moment) will increase its neighboring cell' level ℓ j (for j = i ± 1) by at most γ, unless the neighboring cell c j is also being RESET at that moment. (However, a cell level cannot exceed q − 1, the stable fullycrystalline state. And a SET operation does not affect the neighboring cells due to its considerably lower temperature.)
Let C ⊆ {0, 1, . . . , q − 1} n be a code, whose rate R(C) is defined as log 2 |C| n . (Clearly, R(C) ≤ log 2 q.) A rewrite is to change the cell levels from the current codeword X = (x 1 , . . . , x n ) ∈ C to a new codeword Y = (y 1 , . . . , y n ) ∈ C. For i ∈ [n], if x i > y i , then the rewrite needs to RESET c i (and then SET c i if y i > 0). For j = i ± 1, if c i is RESET and y j < min{x j + γ, q − 1}, then the rewrite needs to RESET c j as well, because otherwise the thermal crosstalk from c i may make ℓ j greater than y j . Therefore, a RESET operation applied to a cell can trigger the RESET of its neighboring cell, and this effect can propagate to many cells. Let us define a RESET segment in codeword Y as a maximum run of symbols y i , y i+1 , . . . , y j (where
. . , j} such that x i ′′ > y i ′′ . By our above analysis, the rewrite must RESET all the cells in a RESET segment (before setting them).
To rewrite cells using parallel programming, it is natural to use the following two-step procedure: (After this step, the cell levels will be (0, 3, 0, 0, 0, 0, 0, 0, ℓ 9 , 1, 1), where ℓ 9 ∈ {1, 2, 3}. (Since cell c 8 is RESET, the thermal crosstalk from c 8 may make ℓ 9 be greater than its original value 1.) Then, we SET the cells {c 3 , c 4 , c 5 , c 6 , c 7 , c 8 , c 9 , c 11 }, to increase the cell levels to (0, 3, 2, 2, 1, 2, 2, 2, 3, 1, 2).
We define the cost of a rewrite operation as the number of cells that are RESET during rewriting. (In Example 1, the cost is 7.) The number of RESETs is a very important cost measurement because PCM cells have a limited longevity: PCM cells can endure about 10 6 ∼ 10 8 RESETs (or SET-RESET cycles) before becoming non-functional [1] , [3] . Note that for the rewrite, for every cell that needs to decrease its level, the whole RESET segment containing it is forced (triggered) to be RESET, too. This motivates us to study constrained codes where RESET segments have limited lengths. Given this constraint, we seek capacity-achieving codes.
In this paper, we focus on the case γ = q − 1 (the worstcase scenario for thermal crosstalk). We define an unstable segment in a codeword X = (x 1 , . . . , x n ) as a maximum run of symbols
The length of this unstable segment is j − i + 1. When the memory writes X, an unstable segment in it will become a RESET segment if any of the cells in that unstable segment needs to decrease its level (compared to the old codeword). For a code C, if in all its codewords the unstable segments' lengths are at most k, then during rewriting, the length of every RESET segment is at most k.
Definition 2. SYMBOL-CONSTRAINED CODES
Let k be a positive integer. A code C ⊆ {0, 1, . . . , q − 1} n is k-limited if in every codeword of C, every unstable-segment's length is at most k. (It is also called a symbol-constrained code.)
The k-limited codes are a constrained system S over alphabet Σ {0, 1, . . . , q − 1}. An example for q = 4, k = 3 is shown in Fig. 2 . We see that it generalizes the (d = 0, k)-run-length-limited (RLL) codes [4] from the binary alphabet to the q-ary alphabet. Its Shannon capacity is cap(S) = lim n→∞ sup 1 n log N (n; S), where N (n; S) is the number of words of length n in S. We have constructed a k-limited code for q = 4 and k = 1, which has a rate 6 : 5 finite-state encoder. Its rate is 1.2 bits/cell, close to the Shannon capacity (which can be shown to be 1.203). When the code is used for storing data, assuming that the input information bits have a uniform i.i.d. distribution, for every rewrite, the ratio of the average number of RESET operations to the number of information bits is 0.228. This compares favorably with the no-coding method (i.e., storing 2 bits per cell), which has a higher ratio of 0.345. So symbol-constrained codes can reduce RESETs. (For more details of the code, see [2] .)
We note that rewriting codes for reducing the RESET operations for PCMs have been studied in [3] , where interesting WOM-like codes have been used. However, the study in [3] did not consider any thermal interference problem. We also stress that the codes in [3] and the codes we study are two drastically different approaches. While the codes in [3] always RESET all cells at the same time (to get a fresh start for rewriting), we use constrained codes that are based on local constraints, and cells are most likely RESET in different rewrites. And with our constrained-coding approach, slide-block decoders can be built to locally decode information bits efficiently.
The following theorem presents the Shannon capacity of the symbol-constrained codes, for arbitrary q and k. Due to the space limitation, we present its full proof in [2] . Theorem 3. Let q ≥ 2 and k ≥ 1 be integers. Let
The equation f (λ) = 0 has at most three real-valued solutions, one of which is q − 1. Among those real-valued solutions, if q = k + 2, let λ * be the solution with the greatest absolute value; otherwise, among the (at most two) real-valued solutions unequal to q − 1, let λ * be the solution with the greater absolute value. Then the Shannon capacity of k-limited codes is log 2 |λ * | bits per cell.
Based on Theorem 3, the Shannon capacity of symbolconstrained codes for different q and k are shown in Table I .
III. SPACE-TIME CONSTRAINED CODES
In this section, we study coding techniques for a different interference problem: the local thermal accumulation problem. It is known that when cells are repeatedly programmed, adjacent cells can be crystallized/disturbed [5] . We seek codes for rewriting data that can balance heat better. This motivates us to study the space-time constrained codes defined below.
Let c 1 , . . . , c n be n PCM cells, whose levels are denoted by ℓ 1 , . . . , ℓ n ∈ {0, . . . , q − 1}. Let V = {0, 1, . . . , v − 1} be an alphabet of size v. The data stored in the n cells takes its value from the alphabet V . A code C is a mapping from the cell levels L (ℓ 1 , . . . , ℓ n ) ∈ {0, . . . , q − 1} n to the data values V . We allow it to be a many-to-one mapping (instead of a oneto-one mapping). The code C has two associated functions: a decoding function F d and an update function F u . The decoding function F d : {0, . . . , q − 1} n → V tells us that the cell levels L represent the data F d (L) ∈ V . The update function F u : {0, . . . , q − 1} n × V → {0, . . . , q − 1} n tells us that if the old cell levels are L and we want to write the new data s ∈ V into the cells, we will change the cell levels to F u (L, s). (Clearly, we should have F d (F u (L, s)) = s.) A rewrite can change the data to any value in V . Here we do not consider the thermal crosstalk problem. So when a rewrite changes an old codeword X = (x 1 , . . . , x n ) ∈ {0, . . . , q − 1} n to a new codeword Y = (y 1 , . . . , y n ), for i ∈ [n], a cell c i needs to be programmed only if x i = y i . We define the rewrite cost as the number of cells that are programmed, |{i ∈ [n] | x i = y i }|, which is the Hamming distance between X and Y . To balance programming-generated heat, we study the following code. We note that the space-time constrained codes are interesting because although the system can keep moving data that are frequently rewritten to balance heat, such an approach may cause substantial overhead for file-system/compiler design and their optimization. And for content-addressable systems, where the address of data is determined by the content of the data (e.g., by using a hash function) for fast data retrieval, relocating data can also be very challenging. In this paper, as the starting point of understanding space-time constrained codes, we study the time and space constraints separately.
A. Time-constrained Codes
We first study time-constrained codes with α ≥ 1, β = 1, p = 1. This is the simple case where every cell can be programmed at most once in every α consecutive rewrites. Note that the rate of the code C is defined as log 2 v n bits per cell. It is easy to see that a simple idea based on time division can give us a code of rate log 2 q α bits per cell, as follows: Let n = α⌈log q v⌉, and divide the n cells evenly into α groups (call them the 0th, 1st, 2nd, . . . , (α − 1)-th cell groups); for i = 1, 2, 3 · · · , for the i-th rewrite we write the data into the (i mod α)-th cell group. When n → ∞ (which also means v → ∞), the code rate approaches log 2 q α bits per cell. So the question is if there exist codes of higher rates.
Note that the challenge for designing time-constrained codes is that we cannot afford to remember for every cell how long ago the cell was programmed for the last time (up to α past rewrites), because that alone will cost log 2 α bits of storage space for every cell. (Consider the case q = 2.) So the programming of cells needs to be synchronized in some way so that this information cost can be reduced. We now present a general time-constrained code construction for q = 2 that uses the write-once memory (WOM) codes [6] as sub-codes.
Let D be a WOM code that stores data of alphabet size w in m cells of q = 2 levels. Denote the alphabet of the stored data by W = {0, 1, . . . , w − 1}. The code D also has a decoding function
m . WOM codes have a unique property: with every rewrite, the cell levels can only increase, not decrease [6] . Let t denote the number of rewrites the code D can guarantee to support. (Let the initial cell levels all be zero.) Clearly, due to the unique property of WOM codes, t is a finite number.
3 denote the three cell levels. The following WOM code D was presented by Rivest and Shamir [6] with t = 2:
L ′ 000 100 010 001 110 101 011 111
If the t = 2 rewrites first write the data as 2, the rewrite it as 1, the code will first let L ′ be (0, 1, 0), the change it to (0, 1, 1).
Let E be an "elevator code" that mimics D but allows the cell levels to increase and decrease in a synchronized way, described as follows. E also stores data of alphabet size w in m cells of q = 2 levels. Plainly speaking, for the first α rewrites, E rewrites data in the same way as D; then it pushes all the m cell levels to q − 1 = 1; for the next α rewrites, E rewrites data by decreasing cell levels, in exactly the opposite way of D; then it pushes all the m cell levels to 0; then the third batch of α rewrites are implemented in the same way as D again; and so on. We now formally define the decoding function F d(E) and the update function F u(E) of E. Let us call a sequence of rewrites the 0th, 1st, 2nd, 3rd · · · rewrites. For i = 0, 1, 2 . . . , let L ′ i denote the cell levels after the i-th rewrite, and let e i ∈ W denote the data that the i-th rewrite writes into the cells. (Clearly, we should have
Example 6. Let D be the WOM code in Example 5, and let E be the "elevator code" defined as above. Then when the rewrites change the data as 1 → 2 → 3 → 2 → 3 → 1 → · · · , the code E changes the cell levels as (0, 0, 0
We now construct the code C that stores data of alphabet size v in n cells of q = 2 levels. Let v = w t gcd(t,α) , where gcd (t, α) is the greatest common divisor of t and α. Let n = m(t+α) gcd(t,α) . We see the stored data as a vector X = x 1 , x 2 , . . . , x t gcd(t,α) ∈ {0, 1, . . . , w − 1} t gcd(t,α) . For i = 0, 1, 2 · · · , let X i denote the data (vector) that the i-th rewrite writes into the n cells. We divide the n cells evenly into (After the rewrite, the data can be decoded from those cell groups as well.) Every cell group uses the "elevator code" E to rewrite data. (For a cell group, after it is used for t consecutive rewrites, all its cell levels will be pushed to zero or q −1 when the next rewrite comes. The it will rest for α − 1 rewrites.)
We can see that every cell group will be programmed in t+1 consecutive rewrites, then not programmed for another α − 1 consecutive rewrites, and then repeat this process. In such a period of t+α rewrites, the cell levels are either all increasing or all decreasing; since q = 2, every cell can be programmed only once. So every cell is programmed at most once for every α consecutive rewrites. So C is a time-constrained code.
The only detail left to specify is how to know the value of i mod 2(t + α) when the i-th rewrite happens, which is needed in the above coding process. (It is used to compute g(i) and to implement the "elevator code.") This value can be obtained by using a simple "counter" of 2(t + α) cells of q = 2 levels. Let ℓ
t+α) denote their levels. We cyclically program the cells; for every rewrite, we change the level of one cell. We see
. So we can get the wanted value, and every cell in the counter is programmed exact once for every 2(t + α) > α rewrites.
Let w → ∞, fix t as a constant, and we choose the smallest m such the WOM code D exists. By the known results on WOM codes [6] , when t = 2, m ≈ 1.294 log 2 w; when t = 3, m ≈ 1.549 log 2 w; · · · ; for sufficiently large t, m ≈ t log 2 t · log 2 w. The rate of the time-constrained code C is lim w→∞ [6], we show the rate of C in the following table, and compare it with 1 α (the rate of the code using time sharing). We see that the code C can achieve a higher rate. The following theorem presents an upper bound to the rate of time-constrained codes. Due to the space limitation, we present its sketched proof. For its full proof, please refer to [2] .
Then the rate of (α, 1, 1)-constrained codes that use n cells of q levels is upper bounded by (log 2 v max ) /n bits per cell.
Proof: We present the sketch of the proof here. Given a time-constrained code C that stores data of alphabet size v in n cells of q levels, we greedily select a sequence of rewrites such that at each rewrite, the number of programmed cells is locally maximized. For i = 1, 2, 3 · · · , let δ i denote the number of cells programmed by the i-th rewrite. Construct a sequence of positive integers ∆ −α+2 , . . . ,
Based on the greedily chosen rewrite sequence, it can be proved by induction that for i = 1, 2, 3 . . . , δ i ≥ ∆ i . It can also be shown that for i > j ≥ 1, ∆ i ≥ ∆ j . Since the sequence ∆ 1 , ∆ 2 , ∆ 3 · · · cannot keep strictly monotonically increasing, there must exist positive integers i * and ∆ such that when i ≥ i * , ∆ i = ∆. Based on the way that ∆ 1 , ∆ 2 , ∆ 3 · · · are defined, we see that the theorem holds.
B. Space-constrained Codes
We now study space-constrained codes with α = 1, β ≥ 1 and p = 1. This is the simple case where for every segment of β cells -namely, c i , c i+1 , c i+β−1 for some i ∈ [n] -a rewrite will program at most one cell in the segment. Note that the code uses n cells of q levels to store data of alphabet size v.
We derive an upper bound for the rate of space-constrained codes. Let x = (x 1 , x 2 , . . . , x n ) ∈ {0, 1, . . . , q − 1} n be a vector that is not equal to (0, 0, . . . , 0). We call x a β-constrained vector if for any two non-zero entries x i and x j in x, we have |i − j| ≥ β. Let M n,β be the set of all β-constrained vectors. We see that with a space-constrained code, if the current cell levels are
, a rewrite can change it only to the cell-level states in the set {L ′ + x | x ∈ M n,β }. (For all the entries in the vector L ′ + x, take modulo q.) Since the stored data have v distinct values, and a rewrite can change the data from any value to any other value, we have v ≤ |M n,β |+1. So for space-constrained codes that use n cells of q levels, the code rate is upper bounded by log 2 (|M n,β |+1) n bits per cell. We now compute the value of |M n,β |. When n ≤ β, |M n,β | = n(q − 1) because only one entry in a vector x ∈ M n,β can be non-zero. Now consider the case n ≥ β + 1. Let x = (x 1 , . . . , x n ) be a generic vector in M n,β . If x n−1 = x n−2 = · · · = x n−β+1 = 0, then there are |M n−β,β |·q+(q−1) ways to choose the values of x 1 , . . . , x n−β and x n . If one of the elements in {x n−1 , x n−2 , . . . , x n−β+1 } is not zero, then x n must be zero; and it is not hard to see that in this case, the number of choices for x is |M n−1,β | − |M n−β,β |. So we have the recursion |M n,β | = |M n−β,β | · q + (q − 1) + (|M n−1,β | − |M n−β,β |) = |M n−1,β | + (q − 1) |M n−β,β | + q − 1 Along with the β initial values |M n,β | = n(q − 1) for n = 1, 2, . . . , β, we can use the above recursion to solve for |M n,β |.
Note that when q = 2, the vectors in M n,β correspond to the codewords of length n in the (d = β − 1, k = ∞)-RLL constrained system [4] , except that M n,β does not contain the all-zero codeword. Therefore, when q = 2 and n → ∞, the rate of the space-constrained code is upper bounded by the capacity of the (β − 1, ∞)-RLL constrained system.
IV. CONCLUSION
In this paper, we consider thermal interference problems for PCMs, which can be challenging when the cell density scales toward its limit [1] , [5] . We consider the thermal crosstalk problem and the local thermal accumulation problem, and propose new constrained codes for solving them. We have studied the capacity of the constrained codes and some code constructions. For the symbol-constrained codes, the capacity and code construction for small γ (corresponding to less serious crosstalk between cells) still need to be studied. For space-time constrained codes, the capacity and construction of codes with both space and time constraints still need to be understood. They remain as our future research topics.
