This paper proposes a shift in how technology is currently being developed by giving people, the users, control over their technology. We argue that users should have a say in the behaviour of the technologies that mediate their online interactions and control their private data. We propose 'partakable technologies', technologies where users can come together to discuss and agree on its features and functionalities. To achieve this, we base our proposal on a number of existing technologies in the fields of agreement technologies, natural language processing, normative systems, and formal verification. As an IJCAI early career spotlight paper, the paper provides an overview of the author's expertise in these different areas.
Motivation
There is a growing dissent against the power and control that technology is having over us. Recent concerns that have gained much attention lately are privacy and security concerns is social networks, especially with the Cambridge Analytica scandal which illustrated how our data is being used to manipulate elections worldwide. 123 This paper is concerned with the issue of giving us, the users, control over the technologies that mediate our interactions. Today, most of our interactions are moving online, yet the systems mediating these interactions are governed by centralised monopolies that control how we interact as well as how our private data is used. We argue that as users, we need to have a say in how these technologies work. We propose 'partakable technologies' as technologies where we, the users, take part in deciding the technology's features and functionality. 1 https://www.theguardian.com/technology/2017/oct/26/ cambridge-analytica-used-data-from-facebook-and-politicoto-help-trump 2 https://www.theguardian.com/uk-news/2018/mar/27/brexitgroups-had-common-plan-to-avoid-election-spending-laws-sayswylie 3 https://www.theguardian.com/uk-news/2018/apr/04/ cambridge-analytica-used-violent-video-to-try-to-influencenigerian-election To achieve our vision, we propose to build on top of a number of existing mechanisms from various lines of research in AI: from agreement technologies and natural language processing, to normative systems and formal verification. The following section (Section 2) presents our proposed roadmap for partakable technology and the different AI mechanisms that we can build upon. We then conclude with an overview of the main challenges of our proposal and some final words in Section 3.
We note that as this paper is an IJCAI early career spotlight paper, the roadmap is strongly influenced by the author's research experience and expertise. The closing section (Section 3), however, illustrates how additional lines of research may be integrated into our vision.
Roadmap
We base our proposal for partakable technology on norms and normative systems [Osman and Sierra, 2018] . Norms are the rules that govern behaviour in groups and societies. In multiagent systems, the study of norms gained tremendous attention due to the critical issue of coordinating agent behaviour and actions. We adopt the idea of using norms to control, or mediate, behaviour. This is motivated by the fact that: (1) software is usually engineered based on similar 'rules of behaviour' (like what action may be performed, by whom, under what conditions, etc.), and (2) the use of norms permits users to discuss their interactions without the need for any technical knowledge about the software mediating these interactions. For example, a user in an online community can state that he favours a rule that "prohibits users from sharing content with others unless they have been specifically granted the permission to do so", or suggest a new rule that "allows users to filter which posts they see, based on topic, author, etc.". However, the user may not be capable of writing the code that implements these desired rules.
As such, we argue that people should be able to discuss and agree on the norms governing their online communities in natural language; and the system should automatically adapt itself to implement the agreed upon norms. We suggest the discussion and agreement phase to build on the field of agreement technologies that supports reaching collaborative agreements, and the automatic adaptation of the system to be based on three main fields of research, namely: (1) normative systems that can enforce the agreed upon norms, (2) natural language processing that can help automatically translate the norms agreed upon from a natural language into the language of the normative system, and (3) formal verification mechanisms that can confirm that the final system does indeed implement the norms agreed upon. In what follows, we discuss these different fields of research, while giving special attention to the author's contribution to these fields.
Agreement Technologies
Our main objective is to give the novice person the means to be able to discuss and agree, along with others, on the rules (or norms) that should govern their online interactions. To achieve our goal, we suggest to make use of agreement technologies. Agreement technologies [Pacheco et al., 2017] have emerged as an imperative field in multiagent systems with the aim of helping individuals collaboratively reach a decision. The field is based on a number of models and mechanisms, such as argumentation and negotiation mechanisms, computational social choice, and trust and reputation models.
Argument schemes and critical questions (SchCQ) [Walton, 1996] can be used to enable the discussion about which norms should be adopted. Argumentation mechanisms [Bench-Capon and Dunne, 2007; Leite and Martins, 2011; Modgil and Prakken, 2013] can then be used to help assess the strength of arguments, whereas negotiation mechanisms can help people arrive to mutual agreements [Jonge and Sierra, 2017; Baarslag et al., 2016] .
However, in any setting where agreements need to be reached collaboratively, trust between users (or people's reputation) plays a crucial role in helping one assess the reliability of others' opinions and arguments. Trust and reputation has always been an important issue in open systems, and is crucial in online discussions where participants may not know each other personally or have interacted much in the past. In what follows, we briefly present some of the existing work on trust or reputation.
The trust model developed by Osman et al.
[2013] helps find suitable agents to collaborate with in a given interaction in distributed open systems. It calculates the expectation about an agent's future performance in a given context by assessing both the agent's willingness and capability through the semantic comparison of the current context in question with the agent's performance in past similar experiences.
In [Osman et al., 2014a], a trust algorithm has been developed that helps assess the reliability of advice and advisers. The trustworthiness of advice is calculated based on the expectation of an advice's outcome, again by learning from an analysis of similar past experiences using tools such as semantic matching and action empowerment. A trustworthy advisor is then an adviser who gives good advice.
In [Gutierrez et al., 2015] , a trust-based model is developed to support collaborative assessments in online classrooms. The model essentially aggregates peer assessments using a weighted average, where the weight of each assessment is the trustworthiness of the peer with respect to the teacher. This trustworthiness is based on the similarity of the peer and tutor's marking profiles. In other words, the more similar a peer's assessments are to the tutor's, the more trustworthy will his future assessments be. In [Gutierrez et al., 2016 ], a similar model is developed, however, instead of representing trust and assessments as ordinal numbers (as in the model in [Gutierrez et al., 2015] ), they are represented as probability distributions.
In ], a reputation model is developed to assess the reputation of researchers and their research work. The model relies on peer opinions (researchers reviewing each others work), and it introduces the idea of reviewers of the same paper assessing each others reviews (which is referred to as judgements). As such, the reputation of authors becomes dependent on the reputation of their papers. The reputation of papers depends on the reviews they receive, where the weight of each review depends on the reputation of the reviewer. The reputation of reviewers depends on the reputation of their reviews, which in turn depends on the judgements that the reviews receive.
In , a model is developed which allows one to infer her opinion about unfamiliar entities (or nodes) in a structural graph based on her view of related entities. The proposed mechanism focuses on the "part of" relation to illustrate how reputation may flow (or propagate) from one entity to another. For example, one's about a given brand can help her form an initial opinion about one of the brands latest products that she has never tried before.
In [Osman et al., 2014b] , opinions are extracted from behavioural information, such as the results of football games, and they are uses to assess reputation and predict behaviour accordingly (such as assessing the reputation of football teams and predicting the results of future matches).
Going back to our proposal of partakable technology, we suggest future work to focus on using a combination of agreement technologies to help support people reach an agreement on their technologies' norms. For example, social voting may be incorporated with argumentation [Leite and Martins, 2011] , trust may be combined with argumentation [Bonatti et al., 2014] , and voting algorithms may be adapted to incorporate trust measures (the weights of votes) [Endriss, 2014; Brandt et al., 2016] . Some existing applications that combine agreement technologies for reaching collaborative agreements are WeCurate [Confalonieri et al., 2015; Amgoud et al., 2012b] and WeShare [Amgoud et al., 2012a] . They both use a basic negotiation-based approach, enhanced with bilateral arguments and voting mechanisms, for collaborative decision making. They are socio-technical systems that support co-browsing across multiple devices and enable groups of users to collaboratively curate artistic work or buy a gift together.
Natural Language Processing
As the norms that people agree on are expected to be in natural language (or a controlled natural language), we must be able to translate these norms into an executable language, or the software that will mediate interactions and behaviour following these norms. As such, we must build an automatic translator for translating the norms (or rules of interaction) from natural language into an executable language. This is a rather challenging task, though important research has been carried out in that direction. illustrates and discusses the use of existing state-of-the-art techniques in the automatic translation of regulatory rules in natural language into a machine readable formal representation. [Shiffman et al., 2010] translates a complete set of paediatric guideline recommendations into a controlled language (Attempto Controlled English, ACE). [Wyner et al., 2010] adopts and applies a controlled natural language to constrain the domain of discourse in an on-line discussion forum for egovernment policy-making. The controlled natural language helps eliminate ambiguity, and allows a logical representation of statements. Each of the policy statements is then automatically translated into first-order logic. [Wyner and Peters, 2011] presents a linguistically-oriented, rule-based approach, for extracting conditional and deontic rules from regulations specified in natural language. Finally, [Athan et al., 2013] presents approaches for the logical representation of regulations.
One approach that the author is currently investigating is to base the translation on exploring the connection between natural language features and the formal ones. For example, we are trying to label a statement whether it is an obligation, a permission, or a prohibition based on analysing its verb (such as checking whether the verb contains 'must', 'shall', 'ought to', 'may', etc.). Or trying to figure out who a norm addresses by looking for the subject in the sentence. Or trying to figure out the conditions by searching for conditional conjunctions, such as 'if', 'when', etc.
Normative Systems
The literature provides a variety of solutions that deal with specifying and regulating interactions in multiagent systems based on the concept of following social norms [Shoham and Tennenholtz, 1995] , such as having contracts and commitments [Dignum et al., 2002] , organisational approaches [Horling and Lesser, 2004] , electronic institutions [d'Inverno et al., 2012] , distributed dialogues , and so on.
Two specifically interesting approaches are electronic institutions and the lightweight coordination calculus . In , it is argued that open multi-agent systems can be effectively designed and implemented as agent mediated electronic institutions where heterogeneous (human and software) agents can participate, playing different roles and interacting by means of speech acts. An institution is defined by a set of roles that agents participating in the institution will play, a common language to allow heterogenous agents to exchange knowledge, the valid interactions that agents may have structured in conversations, and the consequences of agents' actions within an institution, captured by obligations that agents acquire and fulfil. Electronic institutions have gained a lot of attention in the multiagent system field, and they have been applied to various domains, from online learning, to social networks .
The lightweight coordination calculus (LCC) is a process calculus, based on logic programming, that provides means of achieving coordination in distributed systems by enforcing social norms. The process calculus specifies what actions agents can perform, when they can perform such actions, under what conditions these actions may be carried out, and so on. However, unlike electronic institutions, there are no 'governors' that ensure that agents abide by norms. Of course, like all the approaches above, these rules are associated with roles rather than physical agents; and agents can play more than one role in more than one interaction. This provides an abstraction for the interaction model from the individual agents that might engage in such an interaction. But what is particularly interesting about LCC from our proposal's perspective is that LCC is an executable process calculus. In other words, the same executable code can be fed into a model checker for verification without the need to model the interaction, as is traditionally the case with model checking. The following section elaborates further on this topic and its practical implications.
Formal Verification
As we are automatically translating people's requirements from natural language into an executable language (or the software that mediates interactions), it is crucial to verify that the overall behaviour of the software satisfies the requirements put forward by the users. To develop the verification mechanism, we suggest to build on previous work in model checking multiagent systems [Wooldridge et al., 2002; Lomuscio et al., 2009; Bordini et al., 2003] .
A particularly interesting model checker, however, is that of [Osman et al., 2006a; 2006b ]. First, it verifies a combination of interaction models with specific agent requirements (those that the agent wishes to make public, such as the seller stating that it can only accept payments through PayPal). The argument for doing this is that it is usually much more interesting to verify dynamic properties of multiagent interactions that take into consideration both the interaction model and the agents involved in that interaction, as opposed to static temporal properties of the interaction only (such as deadlocks). However, agents do not usually make their specification public (to be accessed by a model checker in open systems), and as such, only information that the agents wish to be made public can be used (such as the requirement that only Pay-Pal payments can be accepted). In summary, this allows for the specification of a much more interesting set of properties that can be checked, which depends on the interaction/agents combination [Osman and Robertson, 2007] .
Second, and more important for our proposed roadmap, the model checker introduces interaction time verification for multiagent systems. This presents the agents with the opportunity of performing the verification themselves when the conditions for verification are met. This is highly useful for allowing agents to automatically decide which interaction model and which group of agents is suitable to join. This is also usually very difficult to obtain with other model checkers, especially when they follow a global model checking technique that requires the entire statespace to be generated before verification can happen. In fact, efficiency is a common problem of model checking, as it is common for model checkers to hit the state space explosion problem. However, as the model checker of [Osman et al., 2006a; 2006b ] follows a Prolog-based approach, the problem of searching the statespace is automatically solved with Prolog's backtracking mechanism. This essentially implements of a local model checking approach that checks for satisfaction without the need for a prebuilt statespace.
This lightweight model checker (that accepts as input an executable language, the LCC language of Section 2.3), implemented in less than 200 lines of Prolog code, is what makes interaction time verification possible. As our proposal expects people to agree on norms, and the system to automatically adapt to those norms, interaction time verification becomes crucial. One approach would be to adapt the input languages that the model checker of [Osman et al., 2006a; 2006b ] currently accepts into the language of the normative system that will be implemented (or chosen).
Challenges and Final Words
This paper presented a roadmap for partakable technology. The main objective is giving people control over the technologies that mediate their everyday interactions, such as social networks, collaboration tools, online learning systems, to name a few.
The proposal is built on top of a number of well established lines of research, mostly relying on agreement technologies, natural language processing, normative systems, and formal verification. This ensures the feasibility of our proposal. Nevertheless, we foresee the main challenge of our proposal to be having all the previous languages and mechanisms working together. As illustrated earlier, there already exist many languages and mechanisms for each of the research lines presented, though these mechanisms have been designed under strict assumptions that limit their impact on or usefulness in real life scenarios. The challenge will be to bring in all these languages and mechanisms to work together to realise our vision. We take inspiration here from the SIMPLE language [de Jonge and Sierra, 2015], a controlled natural language that is also an executable language, which illustrates that one simple language may be possible to cover the language used by the people (in this case a controlled natural language) as well as be used as the executable language of the software.
As illustrated in the introduction, the proposed roadmap is strongly influenced by the author's research history. Nevertheless, a number of additional research lines can help contribute to this proposal. In machine learning, pattern recognition techniques can help figure out when things are wrong and the norms need to be revised (for example, when collaboration decreases). Norm synthesis techniques can help learn and suggest to users the best norms for their community. Learning the consequences of norms can help contribute to the argumentation process of Section 2.1. Alternative techniques can also be useful here. For example, sentiment analysis can help pick up the dis/satisfaction of the community, and suggest whether the norms needs to be revisited accordingly. Simulations or analogical reasoning can help understand the consequences of a given norm. As such, we acknowledge that the lines of research presented in this paper form only part of the technologies that can help realise the proposed vision of partakable technology.
Last, but not least, we also acknowledge that the suggested work cannot succeed with a purely technological approach. As such, this work must be carried out in a close-knit col-laboration with a multidisciplinary team, including experts in philosophy and legal studies. For example, the input from both philosophy and law can help us better understand the ethical and legal implications of allowing people to decide their technologies' features and functionalities, and how to avoid potential abuse.
