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GAPS BETWEEN ZEROS OF GL(2) L-FUNCTIONS
OWEN BARRETT, BRIANMCDONALD, STEVEN J. MILLER, PATRICK RYAN, CAROLINE L. TURNAGE-BUTTERBAUGH,
AND KARLWINSOR
ABSTRACT. Let L(s, f ) be an L-function associated to a primitive (holomorphic or Maass) cusp form f on
GL(2) over Q. Combiningmean-value estimates of Montgomery and Vaughanwith amethod of Ramachan-
dra, we prove a formula for the mixed second moments of derivatives of L(1/2+ i t , f ) and, via a method of
Hall, use it to show that there are infinitelymany gaps between consecutive zeros of L(s, f ) along the critical
line that are at least
p
3 = 1.732. . . times the average spacing. Using general pair correlation results due to
Murty and Perelli in conjunctionwith a technique ofMontgomery, we also prove the existence of small gaps
between zeros of any primitive L-function of the Selberg class. In particular, when f is a primitive holomor-
phic cusp form on GL(2) over Q, we prove that there are infinitely many gaps between consecutive zeros of
L(s, f ) along the critical line that are at most 0.823 times the average spacing.
CONTENTS
1. Introduction 1
2. Proof of Theorem 1.1 4
3. Proof of Theorem 1.5 6
4. Properties of L-functions 7
4.1. The Selberg class S 7
4.2. Properties of GL(2) L-functions 8
5. Proof of Theorem 1.3 9
6. Lemmata 13
7. Proof of Theorem 1.6 17
7.1. Main Term Calculations 18
7.2. Error Term Estimates 19
Appendix A. Additional lemmata and calculations 20
A.1. An Effective Perron Formula 20
A.2. Controlling
∫( 1
4
)Φ
f
(1− s+β+w )Γ(w ) dw 21
References 22
1. INTRODUCTION
Let f be a primitive form on GL(2) over Q with level q , which we consider to be fixed. Then f corre-
sponds either to a primitive holomorphic cusp form or to a primitive Maass cusp form. For ℜ(s)≫ 1,
let
L(s, f ) :=
∞∑
n=1
a f (n)
ns
(1.1)
denote the L-function of degree 2 associated to f as defined byGodement and Jacquet [21]. Here, for any
choice of f , we are normalizing so that a f (1)= 1 and the critical line is ℜ(s)= 1/2. We study the vertical
distribution of the nontrivial zeros of L(s, f ), which we denote by ρf = βf + iγf , where βf ,γf ∈ R and
1
0<βf < 1. The analogousproblems for normalized gapsbetween consecutive zeros of theRiemann zeta-
function and for the Dedekind zeta-function of a quadratic number field have been studied extensively.
For example, see [4, 5, 6, 7, 8, 9, 14, 15, 16, 18, 20, 24, 25, 44, 46, 47, 50, 57, 60].
It is known (see Theorem 5.8 of [29]) that
N (T, f ) :=
∑
0<γf ÉT
1 = T
π
log
√|q |T
2πe
+O (logq(iT, f )) (1.2)
for T Ê 1 with an implied absolute constant. Here q(s, f ) denotes the analytic conductor of L(s, f ). Con-
sider the sequence 0É γf (1) É γf (2)É ·· · É γf (n)É ·· · of consecutive ordinates of the nontrivial zeros of
L(s, f ). By (1.2), it follows that the average size of γf (n+1)−γf (n) is
π
log
(√|q |γf (n)) . (1.3)
Let
Λ f := limsup
n→∞
γ˜f (n+1)− γ˜f (n)
π/log
(√|q |γ˜f (n)) and λ f := limsupn→∞
γf (n+1)−γf (n)
π/log
(√|q |γf (n)) , (1.4)
where γ˜f (n) corresponds to the nth nontrivial zero of L(s, f ) on the critical line ℜ(s) = 1/2. Note that
under the assumption of the Generalized Riemann Hypothesis for L(s, f ), we have Λ f = λ f . Uncondi-
tionally, it is certainly true thatΛ f Êλ f Ê 1, however we expect thatΛ f =λ f =∞. Towards a lower bound
on λ f , we prove the following unconditional result forΛ f .
Theorem 1.1. Let L(s, f ) be a primitive L-function on GL(2) over Q. ThenΛ f Ê
p
3= 1.732. . ..
Corollary 1.2. Let L(s, f ) be a primitive L-function on GL(2) over Q. Then, assuming the Generalized
RiemannHypothesis for L(s, f ), we have Λ f =λ f Ê
p
3= 1.732. . ..
We also consider the question of small gaps between nontrivial zeros of L(s, f ), however our argu-
ments may be applied to any primitive L-function, L(s), in the Selberg class,1 which we denote by S . It
is conjectured that all ‘standard’ automorphic L-functions as described by Langlands are members of
the Selberg class, but this is far from established. It is known, however, that the primitive automorphic
cuspidal GL(2) L-functions we consider are members of S , and moreover membership in S has been
established for primitive holomorphic cusp forms. This has not yet been established, however, in the
real-analytic case of Maass cusp forms.
Fix any L ∈ S . As above, consider the sequence 0 ≤ γL(1) É γL(2) É ·· · É γL(n) É ·· · of consecutive
ordinates of the nontrivial zeros of L(s), and define
N (T,L) :=
∑
0<γLÉT
1 (1.5)
and
µL := liminf
n→∞
γL(n+1)−γL (n)
π/logγL(n)
. (1.6)
By definition, we have µL ≤ 1, but we expect that µL = 0. It is conjectured that all the nontrivial zeros
of L(1/2+ i t ) ∈ S are simple, except for a possible multiple zero at the central point s = 1/2. In the case
that f is a primitive holomorphic cusp form, Milinovich and Ng [42] have shown, under the Generalized
Riemann Hypothesis for L(s, f ), that the number of simple zeros of L(s, f ) satisfying 0< γf É T is greater
than a positive constant times T (logT )−ε for any ε> 0 and T sufficiently large.
Every L ∈S satisfies
logL(s) =
∞∑
n=1
bL(n)
ns
, (1.7)
1We define the Selberg class in Section 4.
2
where bL(n) = 0 unless n = pℓ for some ℓ Ê 1, and bL(n)≪ nθ for some θ < 1/2. In addition to the
Generalized RiemannHypothesis, wemake the following assumption in the proof of small gaps between
nontrivial zeros of L ∈S .
Hypothesis A. Let υL(n) := bL(n) logn.We have∑
nÉx
υL(n)υL(n) = (1+o(1))x logx (1.8)
as x→∞.
Hypothesis A, proposed by Murty and Perelli in [49], is a mild assumption concerning the correlation
of the coefficients of L-functions at primes and prime powers. Hypothesis A is motivated in [49] by
the Selberg Orthogonality Conjectures, which are known to hold for L-functions attached to irreducible
cuspidal automorphic representations on GL(m) over Q ifm É 4. (Ifm ≤ 4, see [1, 36, 37, 38].)
In the case that mL = 1, it has recently been shown in [11] that µL É 0.606894. We generalize these
arguments for any L ∈S to prove the following upper bounds on µL .
Theorem 1.3. Let L ∈ S be primitive of degree mL . Assume the Generalized Riemann Hypothesis and
Hypothesis A. Then there is a computable nontrivial upper bound on µL depending on mL. In particular,
we record the following upper bounds for µL :
mL upper bound for µL
1 0.606894
2 0.822897
3 0.905604
4 0.942914
5 0.962190
...
...
(1.9)
where the nontrivial upper bounds for µL approach 1 as mL increases.
Corollary 1.4. Let f be a primitive holomorphic cusp form onGL(2) over Q with level q and L(s, f ) the as-
sociated L-function. Then L(s, f )∈ S , so assuming the Generalized RiemannHypothesis andHypothesis A,
we have
liminf
n→∞
γf (n+1)−γf (n)
π/log
(√
|q |γf (n)
) < 0.822897. (1.10)
The majority of this article is focused on deriving the lower bound given in Theorem 1.1, which is
accomplished using a method of Hall [24] and some ideas of Bredberg [4]. We closely follow the argu-
ments in [60], where the problem is considered for large gaps between consecutive zeros of a Dedekind
zeta-function of a quadratic number field. Note that the L-function considered in [60] is of degree 2,
however it is not primitive because it factors as the product of the Riemann zeta-function and aDirichlet
L-function. Due to the primitivity of the L-functions in the present work, we must consider a Rankin-
Selberg type convolution, which we define by
L(s, f × f ) :=
∞∑
n=1
|a f (n)|2
ns
, (1.11)
for ℜ(s) > 1. It can be shown that this function extends meromorphically to C and has a simple pole at
s = 1. For any choice of f , we let c f denote the residue of the simple pole of L(s, f × f ) at s = 1.
Following [60], we require asymptotic estimates of the mixed second moments of L(1/2+i t , f ) and
L′(1/2+i t , f ) with a uniform error. We obtain these by way of the following theorem.
3
Theorem 1.5. Let L(s, f ) be a primitive L-function on GL(2) over Q. Let s = 1/2+ i t , T large, and let µ,ν
denote non-negative integers. We have∫2T
T
L(µ)
( 1
2+i t , f
)
L(ν)
(
1
2−i t , f
)
dt = (−1)
µ+ν2µ+ν+1
µ+ν+1 c f T
(
logT
)µ+ν+1 + O (µ!ν!T (logT )µ+ν) (1.12)
as T →∞, where c f denotes the residue of the simple pole of L(s, f ,× f ) at s = 1, and the error term is
uniform in µ and ν.
If f is a cusp form of even weight (at least 12) with respect to the full modular group, the cases µ = ν
are known. The case µ = ν = 0 in this setting was proved by Good [22], and for any nonnegative integer
m, the general case µ = ν = m was recently given by Yashiro [61]. In addition to the cases µ = ν = 0
and µ = ν = 1, we require the mixed case µ = 1,ν = 0 in the proof of Theorem 1.1. In this article, we
first prove a shifted moment result and then obtain the more general formula given in Theorem 1.5 via
differentiation (with respect to the shifts) and Cauchy’s integral formula. We deduce the required shifted
moment result, given below and proved in Section 7 , using a method of Ramamchandra [51].
Theorem 1.6. Let L(s, f ) be a primitive L-function on GL(2) over Q. Let s = 1/2+ i t , T large, and α,β ∈C
such that |α|, |β| ≪ 1/logT . Then, we have∫2T
T
L
(
s+α, f
)
L
(
1−s+β, f
)
dt =
∫2T
T
{
L(1+α+β, f × f )+
(
t
2π
)−2(α+β)
L(1−α−β, f × f )
}
dt +O(T )
(1.13)
as T →∞.
The main term of Theorem 1.6 verifies a conjecture arising from the recipe of Conrey, Farmer, Keat-
ing, Rubinstein, and Snaith (see [12]), which also predicts the additional lower order terms. Using other
methods, the expected lower order terms in Theorem 1.6 can be deduced in the case that f is a holo-
morphic primitive cusp form of even weight for the full modular group. Farmer [17] has proved the
asymptotic behavior of themollified integral second shiftedmoment of such L(s, f ) when themollifier is
a Dirichlet polynomial of length less than T 1/6−ε, where ε> 0 is small. Recently, Bernard [2] has proved
the asymptotic behavior of the smoothmollified shifted secondmoment of such L(s, f ) where themolli-
fier is a Dirichlet polynomial of length less than T 5/27, with the additional requirement that the shifts are
o
(
1/log2(T )
)
. (See [2, Remark 2].)
To deduce the upper bound on µL appearing in Theorem 1.3, we study the pair correlation of nontriv-
ial zeros of L(s) ∈ S given by Murty and Perelli [49]. We employ an argument of [20] with a new idea of
Carniero, Chandee, Littmann, andMilinovich [11] to prove the list of upper bounds given in Theorem1.3.
The article is organized as follows. For primitive GL(2) L-functions, we prove Theorem 1.1 on large
gaps between zeros of L(1/2+ i t , f ) in Section 2. We prove Theorem 1.5 on the mixed second moments
of derivatives of L(1/2+ i t , f ) in Section 3 and the proof of Theorem 1.6 regarding shifted moments in
Section 7. For primitive L-functions in the Selberg class, we prove Theorem 1.3 on small gaps between
zeros of L(s) in Section 5.
2. PROOF OF THEOREM 1.1
We now show that Theorem 1.1 follows from Theorem 1.5. We closely follow the proof of [60, Theorem
1], which in turn is a variation of a method of Hall [24] using some ideas due to Bredberg [4].
Define the function
g (t ) := e iρt logT L
(1
2+i t , f
)
, (2.1)
where ρ is a real constant that will be chosen later to optimize our result. Fix a primitive form, f , on
GL(2), so that f corresponds either to a primitive holomorphic cusp form or to a primitive Maass cusp
form. Let γ˜f denote an ordinate of a zero of L(s, f ) on the (normalized) critical line ℜ(s)= 1/2. Note that
4
g (t ) has the same zeros as L
(
1/2+i t , f ), that is, g (t )=0 if and only if t = γ˜f . Let {γ˜f (1), γ˜f (2), . . . , γ˜f (N )}
denote the set of distinct zeros of g (t ) in the interval [T,2T ]. Let
κT := max
{
γ˜f (n+1)− γ˜f (n) :T +1É γ˜f (n)É 2T −1
}
, (2.2)
and note thatΛ f Ê limsupT→∞κT . Without loss of generality, we may assume that
γ˜f (1)−T ≪ 1 and 2T − γ˜f (N )≪ 1, (2.3)
as otherwise there exist zeros γ˜f (0) É γ˜f (1) and γ˜f (N +1) Ê γ˜f (N ) such that γ˜f (0)− γ˜f (1) and γ˜f (N +1)−
γ˜f (N ) are≫ 1, and the theorem holds for this reason.
The following lemma, due to Bredberg [4, Corollary 1], is a variation of Wirtinger’s inequality [27, The-
orem 258].
Lemma 2.1 (Wirtinger’s inequality). Let y : [a,b]→C be a continuously differentiable function, and sup-
pose that y(a)= y(b)= 0. Then ∫b
a
|y(x)|2 dx É
(
b−a
π
)2∫b
a
|y ′(x)|2 dx. (2.4)
Let ε> 0 be small. By the definition of κT and Lemma 2.1, for each pair of consecutive zeros of g (t ) in
the interval [T,2T ] we have ∫γ˜f (n+1)
γ˜f (n)
|g (t )|2 dt É
κ2T
π2
∫γ˜f (n+1)
γ˜f (n)
|g ′(t )|2 dt . (2.5)
Upon summing both sides of the equation in (2.5) for n = 1,2, . . . ,N −1, we have∫γ˜f (N)
γ˜f (1)
|g (t )|2 dt É
κ2T
π2
∫γ˜f (N)
γ˜f (1)
|g ′(t )|2 dt . (2.6)
Subconvexity bounds for primitive GL(2) L-functions along the critical line yield |g (t )| ≪ |t |1/2−δ, where
δ > 0 is a fixed constant. Good [23] established subconvexity in the t-aspect for holomorphic forms of
full level, achieving δ < 1/6. Meurman [39] achieved the same for Maass forms of full level. Jutila and
Motohashi [32] obtained a hybrid bound in the t- and eigenvalue aspects for full-level holomorphic and
Maass forms. Blomer and Harcos [3] obtained δ< 25/292 for holomorphic andMaass forms of arbitrary
level and nebentypus in the t-aspect. Michel and Venkatesh [40] proved general subconvexity for GL(2).
By (2.3), we have ∫2T
T
|g (t )|2 dt É
κ2T
π2
∫2T
T
|g ′(t )|2 dt +O
(
T 1−2δ
)
. (2.7)
Observing that |g (t )|2 = |L (1/2+i t )|2 and
|g ′(t )|2 =
∣∣L′ (12+i t , f )∣∣2+ρ2 log2T ∣∣L (12+i t , f )∣∣2+2ρ logT ·ℜ(L′ (12+i t , f )L ( 12+i t , f )) , (2.8)
Theorem 1.5 implies that ∫2T
T
∣∣L ( 12+i t , f )∣∣2 dt = 2c f T logT +O(T ),∫2T
T
L′
(1
2+i t , f
)
L
(1
2+i t , f
)
dt = −2c f T
(
logT
)2+O (T logT ) , (2.9)
and ∫2T
T
∣∣L′ ( 12+i t , f )∣∣2 dt = 83c f T (logT )3+O
(
T
(
logT
)2) , (2.10)
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where c f denotes the residue of the simple pole of L(s, f × f ) at s=1. Combining these estimates and
noting that
1
1+O
(
1
c f
(
logT
)−1) = 1+O
(
1
c f
(
logT
)−1) , (2.11)
we find that
κ2T
π2
Ê 3
3ρ2−6ρ+4
(
logT
)−2 (1+O ( 1
c f
(logT )−1
))
. (2.12)
The polynomial 3ρ2 − 6ρ + 4 is minimized by ρ = 1. Therefore, inserting this choice of ρ in (2.12), we
obtain
κT Ê
p
3π
logT
(
1+O
(
1
c f
(
logT
)−1)) . (2.13)
3. PROOF OF THEOREM 1.5
In this section we prove Theorem 1.5. As in the previous section, we closely follow an argument of [60,
Theorem 3], and we include the details here for completeness.
First, note that for t ∈ [T,2T ], we have(
t
2π
)−2(α+β)
= T−2(α+β)
(
1+O
(
1
logT
))
(3.1)
as T →∞. Also, we have
L(1±α±β, f × f ) =
±c f
α+β +O(1), (3.2)
and
T−2(α+β) =
∞∑
n=0
(−1)n2n (α+β)n (logT )n
n!
. (3.3)
Thus, by Theorem 1.6, we have∫2T
T
L
( 1
2+α+i t , f
)
L
(
1
2+β−i t , f
)
dt = F (α+β;T )+O(T ), (3.4)
and
F (α+β;T ) := c f T
∑
nÊ0
(−1)n2n+1(α+β)n (logT )n+1
(n+1)! . (3.5)
Let
R(α,β;T ) :=
∫T
0
L
(1
2+i t+α, f
)
L
(
1
2−i t+β, f
)
dt −F (α+β;T ). (3.6)
Then R(α,β;T ) is an analytic function of two complex variables α,β for ℜ(α),ℜ(β) < 1/2; moreover, if
|α|, |β| ≪ 1/logT , then Theorem 1.6 implies that
R(α,β;T ) = O(T ) (3.7)
as T →∞. Differentiating, we find∫2T
T
L(µ)
( 1
2+i t+α, f
)
L(ν)
(
1
2 − i t+β, f
)
dt = ∂
µ+νF (α+β;T )
∂αµ∂βν
+Rµ,ν(α,β;T ), (3.8)
where µ and ν are fixed nonnegative integers and
Rµ,ν(α,β;T ) :=
∂µ+νR(α,β;T )
∂αµ∂βν
. (3.9)
6
Let Ω = {ω ∈C : |ω−α| = 1/logT }. By contour integration and Cauchy’s integral formula, (3.7) implies
that
∂µ
∂αµ
R(α,β;T ) = µ!
2πi
∫
Ω
R(ω,β;T )
(ω−α)µ+1 dω = O
(
µ!T (logT )µ
)
. (3.10)
A second application of Cauchy’s integral formula yields
Rµ,ν(α,β;T ) :=
∂µ+ν
∂αµ∂βν
R(α,β;T ) = O
(
µ!ν!T (logT )µ+ν
)
. (3.11)
Setting α=β=0, we obtain∫2T
T
L(µ)
( 1
2+i t , f
)
L(ν)
(
1
2−i t , f
)
dt =
[
∂µ+νF (α+β;T )
∂αµ∂βν
]
α=β=0
+O
(
µ!ν!T (logT )µ+ν
)
. (3.12)
Differentiating F (α+β;T ) with respect to α and β, we find[
∂µ+νF (α+β;T )
∂αµ∂βν
]
α=β=0
= c f T
(−1)µ+ν2µ+ν+1(logT )µ+ν+1
µ+ν+1 . (3.13)
Inserting (3.13) in (3.12), the theoremnow followsby summingover the dyadic intervals [T /2,T ], [T /4,T /2],
[T /8,T /4], . . ..
4. PROPERTIES OF L-FUNCTIONS
In this sectionwe collect some basic facts about the L-functions under consideration. The L-functions
treated by Theorem 1.1 have an automorphic characterization; they are associated to primitive cusp
forms on GL(2) over Q. We summarize some of their properties below. On the other hand, we prove
Theorem 1.3 for the large set of L-functions in the analytic axiomatic classification of L-functions due to
Selberg [56], whichwe denoteS ; see Conrey andGhosh [13],Murty [48], andKaczorowski and Perelli [33]
for the basic properties of S .
Though it is certain that the primitive automorphic cuspidal GL(2) L-functions we consider aremem-
bers of the Selberg class, and the membership of primitive holomorphic cusp forms has been estab-
lished, it has not yet been established in the real-analytic case of Maass cusp forms. Most notably, the
Ramanujan hypothesis for Maass forms is not yet a theorem. Fortunately, we do not need to assume the
Ramanujan hypothesis (or the Generalized Riemann Hypothesis) for Theorem 1.1. Likewise, there are
some specific assumptions we do need for Theorem 1.1 that we do not need for Theorem 1.3.
Therefore, the two sets of assumptions we need for our two main theorems have nontrivial intersec-
tion but one set is not a proper subset of the other. The approach we take to presenting these two sets of
hypotheses is as follows. First, we will present the axioms of the Selberg class S needed for Theorem 1.3.
Then, we give information specific to the automorphic GL(2) L-functions to which Theorem 1.1 applies.
4.1. The Selberg class S . For our purposes, the following axiomatic definition is sufficient, and we fol-
low [49] in our presentation.
(i) (Dirichlet series) Every L ∈S is a Dirichlet series
L(s) =
∞∑
n=1
aL(n)
ns
(4.1)
absolutely convergent forℜ(s)> 1.
(ii) (Analytic continuation) There exists an integer a Ê 0 such that (s−1)aL(s) is an entire function
of finite order.
(iii) (Functional equation) Every L ∈S satisfies a functional equation of type
L∞(s)L(s) =: Λ(s) = ǫΛ(1− s), (4.2)
7
whereΛ(s) denotesΛ(s), and
L∞ = Q s
r∏
j=1
Γ(w j s+µ j ) (4.3)
withQ > 0,w j > 0,ℜ(µ j )Ê 0, and |ǫ| = 1. The degree of L is given by
mL := 2
r∑
j=1
w j . (4.4)
(iv) (Ramanujan hypothesis) For all positive integers n, we have aL(n)≪no(1).
(v) (Euler product) Every L ∈S satisfies
logL(s) =
∞∑
n=1
bL(n)
ns
, (4.5)
where bL(n)= 0 unless n = pℓ for some ℓÊ 1, and bL(n)≪nθ for some θ < 1/2.
4.2. Properties of GL(2) L-functions. In this section we collect some basic facts and hypotheses con-
cerning L-functions attached to primitive (holomorphic or Maass) cusp forms on GL(2). We begin by
combining some general remarks from [12, Section 1.1], [54, Section 2], and [53, Section 3.6]. For a more
in-depth study of these L-functions, we refer the reader to [29, Chapter 5].
Let f be a primitive (holomorphic or Maass) cusp form on GL(2) over Q with level q . For ℜ(s)> 1, let
L(s, f ) :=
∞∑
n=1
a f (n)
ns
=
∏
p
(
1−
α f (p)
p s
)−1 (
1−
β f (p)
p s
)−1
(4.6)
be the global L-function attached to f (as defined byGodement and Jacquet in [21] and Jacquet and Sha-
lika in [31]), where the Dirichlet coefficients a f (n) have been normalized so thatℜ(s)= 1/2 is the critical
line of L(s, f ). The numbersα f ,β f are called the non-archimedean Satake or Langlands parameters. We
assume L(s, f ) is primitive; that is, we assume L(s, f ) cannot be written as the product of two degree 1
L-functions. Then L(s, f ) admits an analytic continuation to an entire function of order 1. Additionally,
there is a root number ǫ f ∈C with |ǫ f | = 1 and a function L∞(s, f ) of the form
L∞(s, f ) = P(s)Q sΓ(w j s+µ1)Γ(w j s+µ2), (4.7)
where Q > 0, w j > 0, ℜ(µ j ) Ê 0, and P is a polynomial whose only zeros in σ > 0 are the poles of L(s),
such that the completed L-function
Λ(s, f ) := L∞(s, f )L(s, f ) (4.8)
is entire, and
Λ(s, f ) = ǫ f Λ(1− s, f ), (4.9)
where f (z) = f (z), Λ(s, f ) =Λ(s, f ) =Λ(s, f ), etc. It will be convenient to write this functional equation
in asymmetric form
L(s, f ) = ǫ fΦ f (s)L(1− s, f ), (4.10)
whereΦ f (s)= L∞(1− s, f )/L∞(s, f ).
In light of this, axioms (i), (ii), and (iii) of S for L(s, f ) are satisfied.2 We now isolate the four prop-
erties on L(s, f ) for f a primitive cusp form on GL(2) over Q that we will make use of in our proof of
Theorem 1.1. All of these properties are known for such f ; that is, none are conjectural.
P1 L(s, f ) is entire.
2The condition that ℜ(µ j )Ê 0 in axiom (iii) is not proven in the case of Maass cusp forms, though it is conjectured to hold,
and is immaterial to the proof of Theorem 1.1. See [10, p. 13] and [55, §1.5].
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P2 L(s, f ) satisfies a functional equation of the special form
Λ(s, f ) := L∞(s, f )L(s, f ) = ǫ fΛ(1− s, f ), (4.11)
where
L∞(s, f ) = Q sΓ
( 1
2 s+µ1
)
Γ
( 1
2 s+µ2
)
, (4.12)
with {µ j } stable under complex conjugation and the other notation the same as in (4.7). Note
that in the notation of (4.7), w j = 1/2, which is conjectured to hold for arithmetic L-functions.
The numbers µ1,µ2 are called the archimedean Langlands parameters.
P3 The convolution Dirichlet series given by
L(s, f × f ) :=
∞∑
n=1
∣∣a f (n)∣∣2
ns
, ℜ(s)> 1 (4.13)
is an L-function whose analytic continuation has a simple pole at s = 1. (This is conjectured to
be equivalent to L(s, f ) being a primitive L-function.) We denote the residue of this simple pole
by c f .
P4 For sufficiently large X ,
∑
nÉX
∣∣a f (n)∣∣2≪ X .
Note that P1 is true by general arguments for L-functions associated to primitive cupsidal automorphic
representations on GL(2). In the case that f is holomorphic of weight k and level q , the Dirichlet series
associated to L(s, f ) is formed from the (normalized) coefficients λ f (n) in the Fourier expansion
f (z) =
∞∑
n=1
λ f (n)n
(k−1)/2e(nz), (4.14)
which satisfy the Deligne divisor bound
∣∣λ f (n)∣∣ É d (n). Hence, axiom (iv) is satisfied for f , though this
is immaterial to our arguments towards Theorem 1.1. For L(s, f ) attached to such holomorphic f , P2
holds forQ = π−1, µ1 = (k −1)/2 and µ2 = (k +1)/2. In the case that f is instead a Maass cusp form, P2
is known to hold for Q = π−1 and complex µ j . We only require the known condition that the set {µ j } is
stable under complex conjugation.
We note that P3 was established by the work of Rankin and Selberg for Hecke (holomorphic) cusp
forms; it is established in generality far exceeding our needs by Mœglin and Waldspurger [43]; see [29,
§5.11–5.12] for details.
For holomorphic f , P4 holds. Actually, it is known that∑
nÉx
∣∣a f (n)∣∣2 = c f x+o(x); (4.15)
see [42, Proposition 5.1]. For real-analytic f , P4 holds; see [26, §3.2] and [28, Theorem 3.2, (8.7), and
(9.34)].
Last, we introduce thenotion of the analytic conductor q(s, f ) for an automorphic L-function attached
to a cusp form of level q on GL(2). In this case, specializing Harcos [26], who follows [30],
q(s, f ) := q
(2π)2
∣∣s+2µ1∣∣ ∣∣s+2µ2∣∣ . (4.16)
5. PROOF OF THEOREM 1.3
Let L(s) be a primitive L-function in the Selberg class S . Recall from (1.5) and (1.6) the definitions
N (T,L) :=
∑
0<γLÉT
1
and
µL := liminf
n→∞
γL(n+1)−γL (n)
N (T,L)
,
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where γL(n) denotes the nth nontrivial zero of L(s). In this section, assuming the Generalized Riemann
Hypothesis for L(s), we prove an upper bound for µL using ideas first introduced by Montgomery [45] to
study the pair correlation of zeros of ζ(s).
Assuming the Riemann Hypothesis and writing the nontrivial zeros of ζ(s) as 1/2+γ, if 0 ∉ [α,β] and
T →∞, the pair correlation conjecture is the statement that
#
{
0< γ,γ′ < T :αÉ (γ−γ
′) logT
2π
Éβ
}
∼
(
T
2π
logT
)∫β
α
(
1−
(
sinπu
πu
)2)
du, (5.1)
which is consistent with the pair correlation function of eigenvalues of random Hermitian matrices.
Montgomery originally formulated his pair correlation conjecture for ζ(s), but strong evidence has ac-
cumulated since he made his conjecture to suggest that the nontrivial zeros of any general primitive L-
function share the same statistics as eigenvalues of matrices chosen randomly from a matrix ensemble
appropriate to the L-function; this philosophy is articulated by Katz and Sarnak in [34] and [35]. In view
of this, Montgomery’s pair correlation conjecture has been generalized to all L-functions in the Selberg
class S .
Montgomery proved that ζ(s) satisfies his pair correlation hypothesis for restricted support, andMurty
and Perelli [49] proved a general version for all primitive L-functions in the Selberg class for restricted
support inversely proportional to the degree of the function. We use the pair-correlation for zeros of
primitive L ∈S to establish an upper bound on small gaps of primitive L-functions in the Selberg class.
Following [45] and [49], we let γL ,γ′L denote ordinates of nontrivial zeros of L(s) and put
FL(α) = FL(α,T ) :=
(
mLT
2π
logT
)−1 ∑
0<γL ,γ′LÉT
T imLα(γL−γ
′
L)w (γL−γ′L), (5.2)
where w (u) = 4/(4+u2) and mL is the degree of L as defined in (4.4). The pair correlation conjecture
then states that as T →∞, we have
F (α) =
{
|α|+mLT−2|α|mL logT (1+o(1))+o(1), if |α| É 1,
1+o(1), if |α| Ê 1, (5.3)
uniformly for α in any bounded interval. Define the functions
υL(n) := bL(n) logn (5.4)
and
υL(n,x) :=

υL(n)
(n
x
)1/2
, n É x,
υL(n)
( x
n
)3/2
, n > x.
(5.5)
Murty and Perelli [49] have proved the following result for FL(α).
Proposition 5.1. With L(s)∈ S as above and assuming the Generalized RiemannHypothesis, let ε> 0 and
x = T αm . Then, uniformly for 0ÉαÉ (1−ε)/mL as T →∞, we have
FL(α) =
1
mLx logT
∞∑
n=1
υ(n,x)υ(n,x)+mLT−2αmL logT (1+o(1))+o(1). (5.6)
Under the assumptions of Proposition 5.1 andHypothesis A, wemay rewrite FL(α) via partial summa-
tion (c.f. [49, §4] for details) as
FL(α) = α+mLT−2αmL logT (1+o(1))+o(1). (5.7)
For the application to small gaps, we generalize an argument of Goldston, Gonek, Özlük, and Snyder
in [20], with a newmodification of Carneiro, Chandee, Littmann, andMilinovich in [11].
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We use the function FL(α) to evaluate sums over differences of zeros. We first record a convolution
formula involving FL(α) that will prove to be useful. Let r (u)∈ L1, and define the Fourier transform by
rˆ (α) =
∫∞
−∞
r (u)e(αu) du. (5.8)
If rˆ (u)∈ L1, we have almost everywhere that
r (u) =
∫∞
∞
rˆ (α)e(−uα) dα. (5.9)
Multiplying (5.2) by rˆ (α) and integrating, we obtain∑
0<γL ,γ′LÉT
r
((
γL −γ′L
)mL logT
2π
)
w (γL−γ′L) =
(
mLT
2π
logT
)∫∞
−∞
rˆ (α)FL(α) dα. (5.10)
Wemake use of the following bound for FL(α).
Lemma 5.2. Assume the Generalized Riemann Hypothesis, and let A > 1 be fixed. Then, as T →∞, we
have ∫ξ
1/mL
(ξ−α)FL(α) dα Ê
ξ2
2
− ξ
2
(
1+ 1
m2L
)
+ 1
3m3
L
+o(1) (5.11)
uniformly for 1É ξÉ A.
Proof of Lemma 5.2. Following [11], we start with the Fourier pair
rξ(u) =
(
sinπξu
πξu
)2
and rˆξ(α) =
1
ξ2
max(ξ−|α|,0) . (5.12)
Letmρ denote the multiplicity of the zero with generic ordinate 1/2+γL . By trivially replacing the count
of zeros up to height T ( counted with multiplicity) with the diagonal of a weighted sum of rξ evaluated
at differences in zeros and using the convolution formula (5.10), we obtain
1+o(1) É
(
mLT
2π
logT
)−1 ∑
0<γLÉT
mρ
É
(
mLT
2π
logT
)−1 ∑
0<γL ,γ′LÉT
rξ
((
γ′L −γL
)mL logT
2π
)
w
(
γL −γ′L
)
=
∫ξ
−ξ
rˆ (α)F (α) dα.
(5.13)
Leveraging (5.7), the evenness of the integrand allows us to write∫ξ
−ξ
rˆ (α)FL(α) dα =
2
ξ2
∫1/mL
0
(ξ−α)FL(α) dα+
2
ξ2
∫ξ
1/mL
(ξ−α)FL(α) dα
= 1
ξ
(
1+ 1
m2
L
)
− 2
3
1
ξ2m3L
+ 2
ξ2
∫ξ
1/mL
(ξ−α)FL(α) dα+o(1)
(5.14)
uniformly for 1É ξÉ A. Inserting (5.14) into (5.13) establishes the lemma. ■
We now prove the following result.
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Theorem 5.3. Let L(s) ∈ S be primitive of degree mL . Assume the Generalized Riemann Hypothesis and
Hypothesis A. Then, with κmL as in (5.23) as T →∞, we have∑
0<γL−γ′LÉ 2πλmL logT
1Ê
(
1
2
−ε
)
mLT
2π
logT
(
λ−1+2λ
∫1/mL
0
(
1−|λα|+ sin2π|λα|
2π
)
α dα
−4πλ3
∫1/λ
κmL
sin(2πλα)
(
α2
2
− α
2
(
1+ 1
m2L
)
+ 1
3m3
L
+o(1)
)
dα
)
.
(5.15)
The upper bounds on µL given in Theorem 1.3 now follow upon straightforward numerical compu-
tation of the first positive value of λ for which the right side of the inequality in (5.15) in the theorem
becomes positive.
Proof of Theorem 5.3. Consider the Fourier pair
h(u) =
(
sinπu
πu
)2 ( 1
1−x2
)
and hˆ(α) = max
(
1−|α|+ sin2π|α|
2π
,0
)
. (5.16)
Here h(u) is the Selbergminorant of the charactaristic function of the interval [−1,1] in the class of func-
tions with Fourier transforms with support in [−1,1]. Take r (u)= h(u/λ). Then r (u) is a minorant of the
characteristic function on [−λ,λ], and rˆ (α)=λhˆ(λα). By (5.10), this allows us to write
∑
0<γLÉT
mρ +2
∑
0<γL−γ′LÉ 2πλmL logT
1 Ê
∑
0<γL ,γ′LÉT
r
((
γL −γ′L
)mL logT
2π
)
w (γL−γ′L)
=
(
mLT
2π
logT
)∫1/λ
−1/λ
rˆ (α)FL(α) dα.
(5.17)
Wemay take ∑
0<γLÉT
mρ ∼ N (T ) ∼
mLT
2π
logT, (5.18)
for else the theorem is trivially true. Upon inserting (5.7) in its domain of validity and estimating the
integral arising from themLT−2αmL logT portion trivially, we find∑
0<γL−γ′LÉ 2πλmL logT
1 =
(
1
2
−ε
)
mLT
2π
logT
(
λ−1+2λ
∫1/mL
0
hˆ(λα)α dα+2λ
∫1/λ
1/mL
hˆ(λα)FL(α) dα
)
. (5.19)
Next, still following [11] and [19], we define the function
I (ξ) =
∫ξ
1/mL
(ξ−α)FL(α) dα. (5.20)
Note that I (ξ) enjoys the properties
I ′(ξ) =
∫ξ
1/mL
FL(α) dα and I
′′(ξ) = FL(ξ). (5.21)
Integrating by parts twice and observing that hˆ(1)= hˆ′(1)= 0 allow us to write∫1/λ
1/mL
hˆ(λα)FL(α) dα =
∫1/λ
1/mL
hˆ(λα)I ′′(α) dα = λ2
∫1/λ
1/mL
hˆ′′(λα)I (α) dα. (5.22)
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Provided αÊ 0, hˆ′′(λα)=−2πsin(2πλα), which is non-negative for 1É αÉ 1/λ if 1/2É βÉ 1. Moreover,
as FL(α) is positive, Lemma 5.2 provides a nontrivial bound for
ξ Ê 1
2
1+ 1
m2
L
+
√
3−8mL +6m2L +3m4L
m2
L
p
3
 := κmL . (5.23)
Since mL is a positive integer, we always have κmL > 1. Hence, inserting the estimate from Lemma 5.2
into (5.22), we find that∫1/λ
1/mL
hˆ(λα)FL(α) dα Ê −2πλ2
∫1/λ
κmL
sin(2πλα)
(
α2
2
− α
2
(
1+ 1
m2
L
)
+ 1
3m3
L
+o(1)
)
dα (5.24)
for 1/2ÉβÉ 1. Inserting (5.24) into (5.19) establishes the theorem. ■
6. LEMMATA
In this section we collect lemmata that will be used in the proof of Theorem 1.6.
Lemma 6.1 (Convexity bound). For any 0<σ< 1 and ε> 0, there is a uniform bound
L(σ+i t , f ) ≪σ,ε q(12+i t , f )(1−σ)/2+ε, (6.1)
where q(s, f ) denotes the analytic conductor of L(s, f ), and the implied constant depends only on σ and ε.
Proof. See [26, Section 1.2]. The uniform bound is deduced by considering upper bounds on L(σ+i t , f )
in the half-plane σ > 1 and σ < 0 and then interpolating between the two via the Phragmén-Lindelöf
convexity principle. ■
We note that while the implied constant in (6.1) does not depend on the (fixed) form f , this indepen-
dence is not a necessity for the present work.
Lemma 6.2. Let α,β ∈C with |α|, |β| ≪ 1/logT. Then, as T →∞, we have∑
nÊ1
∣∣a f (n)∣∣2
n1+α+β
e−2n/T = L(1+α+β, f × f )+c f Γ(−α−β)
(
T
2
)−α−β
+O (T−1/2) , (6.2)
and, for |a|≪ 1/logT , we have ∑
nÊ1
|a f (n)|2
na
e−2n/T ≪ T (6.3)
as T →∞.
Proof. The bound in (6.3) follows by partial summation. For the first sum, we begin by writing the main
term of the asymptotic expansion using the definition of the convolution sum in property P3. We have
∞∑
n=1
∣∣a f (n)∣∣2
n1+α+β
e−2n/T = 1
2πi
∞∑
n=1
∣∣a f (n)∣∣2
n1+α+β
∫
(2)
Γ(w )
(
2n
T
)−w
dw (6.4)
= 1
2πi
∫
(2)
Γ(w )
(
T
2
)w ∞∑
n=1
∣∣a f (n)∣∣2
n1+w+α+β
dw (6.5)
= 1
2πi
∫
(2)
Γ(w )
(
T
2
)w
L(1+w+α+β, f × f ) dw. (6.6)
As described in property P3, we let c f denote the residue of L(s, f × f ) at s=1. Note that
resw=−α−β
[
Γ(w )
(
T
2
)w
L(1+w+α+β, f × f )
]
= c f Γ(−α−β)
(
T
2
)−α−β
, (6.7)
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and
resw=0
[
Γ(w )
(
T
2
)w
L(1+w+α+β, f × f )
]
= L(1+α+β, f × f ). (6.8)
Hence, moving the contour of integration to ℜ(w ) = −1/2 and noting that the contribution from the
horizontal sides of the contour is zero by the exponential decay of the gamma factor and the finite order
of L(s, f × f ) in vertical strips not containing s = 1, we have that
∞∑
n=1
∣∣a f (n)∣∣2
n1+α+β
e−2n/T = c f Γ(−α−β)
(
T
2
)−α−β
+L(1+α+β, f × f )
+O
(∫
(− 12 )Γ(w )
(
T
2
)w
L(1+w+α+β, f × f ) dw
)
.
(6.9)
We now estimate the error term. Lettingw = u+ i v as above, we have∫
(
− 12
)Γ(w )
(
T
2
)w
L(w +1+α+β, f × f ) dw≪O (T−1/2) . (6.10)
This completes the proof. ■
Lemma 6.3. Let α,β ∈C with |α|, |β| ≪ 1/logT . Then, as T →∞, we have∑
nÉT
∣∣a f (n)∣∣2n−1+α+β = L(1−α−β, f × f )+T α+β c f
α+β +O
(
T−1/4+o(1) logT
)
.
We also have, for |a|≪ 1/logT , that∑
nÉT
|a f (n)|2nσ+a ≪
{
T, σ= 0,
T 3/2, σ= 1/2,
as T →∞.
Proof. The second bound is immediate from routine summation by parts. We have∑
nÉT
|a f (n)|2nσ+a = T σ+a
∑
nÉT
|a f (n)|2− (σ+a)
∫T
1
uσ+a−1
(∑
nÉu
|a f (u)|2
)
du
≪T 1+σ+a − (σ+a)
∫T
1
uσ+a du≪ T 1+σ+a, (6.11)
where here we havemade use of P4.
As for the first sum, in view of P3, an application of Perron’s formula (see A.1) yields∑
nÉT
∣∣a f (n)∣∣2n−1+α+β = 12πi
∫κ+iγ
κ−iγ
L(1−α−β+w, f × f )Tw dw
w
+O
(
Tℜ(α+β)
log(T )
γ
+ τ(2T )
2
T 1−ℜ(α+β)
(
1+T logγ
γ
))
,
(6.12)
whereκ=ℜ(α+β)+1/log(T ). Moving the line of integration to−1/2, we pick up residues from the simple
poles at w = 0 and w =α+β. We have
resw=0L(1−α−β+w, f × f )
Tw
w
= L(1−α−β, f × f ), (6.13)
and
resw=α+βL(1−α−β+w, f × f )
Tw
w
= T α+β
c f
α+β . (6.14)
We now estimate the error from closing the contour of integration. This is done by applying Lemma 6.1
for L(s, f × f ) in the critical strip 0<σ< 1. From this we have, fixing ε> 0,
L(σ+ i t , f × f )≪ε,σ t2(1−σ)+ε (6.15)
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for 0 < σ < 1. Finally, we know that L(s + i t , f × f )≪ 1 for ℜ(s) > 1 since the L-function is given by an
absolutely convergent Dirichlet series. We proceed to estimate the error from the contour itself. We have
1
2πi
∫−1/2+iγ
−1/2−iγ
L(1−α−β+w, f × f )Tw dw
w
≪
∫γ
−γ
v1+2ℜ(α+β)+2εT−1/2
dv
−12 +|v |
≪ γ1+2ℜ(α+β)+2εT−1/2 logγ, (6.16)
and
1
2πi
∫κ±iγ
−1/2±iγ
L(1−α−β+w, f × f )Tw dw
w
≪
∫±iγ
−1/2±iγ
L(1−α−β+w, f × f )Tw dw
w
+
∫κ±iγ
±iγ
L(1−α−β+w, f × f )Tw dw
w
≪ γ−1+2ℜ(α+β)+2ε+κT κγ−1+2ℜ(α+β)+2ε
≪ γ−1+2ℜ(α+β)+2ε+
(
ℜ(α+β)+ 1
logT
)
γ−1+2ℜ(α+β)+2εTℜ(α+β)+1/logT . (6.17)
Put γ= T 1/4. Then we find that the right-hand side of (6.16) is
≪ T−1/4+ℜ(α+β)/2+ε/2 logT ≪ T−1/4+ε/2 logT (6.18)
and that the right-hand side of (6.17) is
≪T−1/4+ℜ(α+β)/2+ε/2+
(
ℜ(α+β)+ 1
logT
)
T−1/4+3ℜ(α+β)/2+1/logT+ε/2≪ T−1/4+ε/2. (6.19)
Finally, we estimate the error term in (6.12). We have
Tℜ(α+β)
log(T )
γ
+ τ(2T )
2
T 1−ℜ(α+β)
(
1+T logγ
γ
)
≪ T−1/4+ℜ(α+β) logT + (2T )
o(1)
T
(
1+T 1−1/4 logT )
≪ logT
(
T−1/4+ℜ(α+β)+T−1/4+o(1)
)
≪ T−1/4+o(1) logT. (6.20)
This completes the proof. ■
Lemma 6.4. Let a ∈C with |a|≪ 1/logT and X ∼ T . Then∑
nÉX
∣∣a f (n)∣∣2n−3/4+ae−n/X ≪ X 1/4. (6.21)
Proof. We use property P4 to write∑
nÉX
∣∣a f (n)∣∣2n−3/4+ae−n/X
≪
( ∑
nÉX
∣∣a f (n)∣∣2
)
X−3/4e−1+
∫X
1
( ∑
nÉu
∣∣a f (u)∣∣2)u−7/4e−u/X du+ 1
X
∫X
1
( ∑
nÉu
∣∣a f (u)∣∣2)u−3/4e−u/X du
≪ X 1/4+
∫X
1
u−3/4e−u/X du+ 1
X
∫X
1
u1/4e−u/X du.
(6.22)
Changing variables twice yields∫X
1
u−3/4e−u/X du = X 1/4
∫1
1/X
u−3/4e−u du = X 1/4
∫X
1
u−5/4e−1/u du≪ X 1/4, (6.23)
and, similarly,
∫X
1 u
1/4e−u/X du≪ X 5/4. ■
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Lemma 6.5 (Stirling estimate). Let L(s, f ) be of degreem, L1,L2 ∈ {L,L}, chooseα,β ∈C, and take notation
as in (4.10). As t→∞,
ΦL1(
1
2+α+i t )ΦL2 (12+β−i t ) = Q−2(α+β)
(
t
2
)−m(α+β) (
1+O
(
1
t
))
(6.24)
and, for some fixed complex number a, there exists a complex number A independent of t (though depen-
dent on a) such that, as t→∞,
ΦL(a− i t ) = AQ1−2(a−i t )e−im t
(
t
2
)m(1/2−a+i t ) (
1+O
(
t−1
))
≪ tm(1/2−a). (6.25)
Proof. We have
ΦL(s) =
L∞(1− s, f )
L∞(s, f )
= Q1−2s
d∏
j=1
Γ
( 1
2 (1− s)+µ j
)
Γ
(1
2 s+µ j
)
= Q1−2sπ−d
d∏
j=1
Γ
( 1
2 (1− s)+µ j
)
Γ
(
1− s
2
−µ j
)
sin
(
π
( s
2
+µ j
))
. (6.26)
Let a,b ∈C and L1,L2 = L (the other case is established in the same way). Then
ΦL(a+ i t )ΦL(b− i t ) =
ΦL(b− i t )
ΦL(1−a− i t )
= Q2(1−a−b)
m∏
j=1
Γ
(
1
2 − b2 + i t2 +µ j
)
Γ
(
1− b2 + i t2 −µ j
)
Γ
(
a
2 + i t2 +µ j
)
Γ
(1
2 + a2 + i t2 −µ j
) e iπ( b−i t2 +µ j )−e−iπ( b−i t2 +µ j )
e iπ
( 1−a−i t
2 +µ j
)
−e−iπ
( 1−a−i t
2 +µ j
)
= Q2(1−a−b)
m∏
j=1
(
t
2
)1−a−b+2(−µ j+µ j ) (
1+O
(
t−1
))
. (6.27)
Recalling that
∑
j ℑ(µ j )= 0 (by assumption) completes the first part of the proof.
The boundΦL(a− i t )≪ tm(1/2−a) follows in exactly the same way. We have
ΦL(a− i t ) = Q1−2(a−i t )π−m
m∏
j=1
Γ
(
1
2
(1−a+ i t )+µ j
)
Γ
(
1− a− i t
2
−µ j
)
sin
(
π
(
a− i t
2
+µ j
))
= Q1−2(a−i t )π−m
m∏
j=1
(
i t
2
)1/2−a+i t−2ℑ(µ j )
exp
(
−3
2
+a− i t +2ℑ(µ j )
)
A1e
πt/2 (1+O (t−1))
= AQ1−2(a−i t )e−im t
(
t
2
)m(1/2−a+i t ) (
1+O
(
t−1
))
,
(6.28)
as desired. ■
Lemma 6.6. Let {an} and {bn} be two sequences of complex numbers. For any real numbers T and H, we
have ∫T+H
T
∣∣∣∣∑
nÊ1
ann
i t
∣∣∣∣2 dt = H ∑
nÊ1
|an|2+O
(∑
nÊ1
n |an|2
)
(6.29)
and ∫T+H
T
(∑
nÊ1
ann
−i t
)(∑
nÊ1
bnn−i t
)
dt = H
∑
nÊ1
anbn +O
((∑
nÊ1
n |an|2
) 1
2
(∑
nÊ1
n |bn|2
) 1
2
)
. (6.30)
Proof. This is a generalized form of Montgomery and Vaughan’s large sieve proved in [59, Lemma 1]. ■
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Lemma 6.7. Let {an} and {bn} be sequences of complex numbers. Let T1 and T2 be positive real numbers
and g (t ) be a real-valued function that is continuously differentiable on the interval [T1,T2]. Then∫T2
T1
g (t )
(∑
nÊ1
ann
−i t
)(∑
nÊ1
bnn
i t
)
dt =
=
(∫T2
T1
g (t ) dt
) ∑
nÊ1
anbn+O
([∣∣g (T2)∣∣+∫T2
T1
∣∣g ′(t )∣∣ dt][∑
nÊ1
n |an|2
] 1
2
[∑
nÊ1
n |bn|2
] 1
2
)
. (6.31)
Proof. This is proved in [41, Lemma 4.1]. ■
7. PROOF OF THEOREM 1.6
In this section we prove Theorem 1.6. We first construct an approximate functional equation for L(s+
α, f )L(1−s+β, f ) using a method of Ramachandra [51, Theorem 2].
Lemma 7.1. Let α ∈C, s=1/2+ i t , and T Ê 2. Then, for X = T /(2π) and T É t É 2T , we have
L(s+α, f ) =
∞∑
n=1
a f (n)
ns+α
e−n/X +ǫ fΦ f (s+α)
∑
nÉX
a f¯ (n)
n1−s−α
− 1
2πi
∫−3/4+i∞
−3/4−i∞
ǫ fΦ f (s+α+w )
( ∑
n>X
a f¯ (n)
n1−w−s−α
)
Γ(w )Xw dw
− 1
2πi
∫1/2+i∞
1/2−i∞
ǫ fΦ f (s+α+w )
( ∑
nÉX
a f¯ (n)
n1−w−s−α
)
Γ(w )Xw dw. (7.1)
Proof. We first use theMellin identity
e−t = − 1
2π
∫2+i∞
2−i∞
Γ(w )t−w dw, (7.2)
which holds for t Ê 0, to write
∞∑
n=1
a f (n)
ns+α
e−n/X = 1
2πi
∫2+i∞
2−i∞
L(s+α+w, f )Γ(w )Xw dw. (7.3)
Here the interchanging of the summation and integral is justified by the absolute convergence of the
Dirichlet series. On the other hand, by shifting the line of integration from ℜ(w )= 2 to ℜ(w )=−3/4, we
find ∞∑
n=1
a f (n)
ns+α
e−n/X = L (s+α, f )+ 1
2πi
∫−3/4+i∞
−3/4−i∞
L(s+α+w, f )Γ(w )Tw dw , (7.4)
where L
(
s+α, f
)
is the residue of the simple pole of the integrand of the right-hand side of (7.3) at w=0.
By the functional equation for L(s, f ) and the absolute convergence of the Dirichlet series of L(1−s, f¯ ),
we have
L(s+α+w, f ) = ǫ fΦ f (s+α+w )L(1−s−α−w, f¯ )
= ǫ fΦ f (s+α+w )
∑
nÉX
a f¯ (n)
n1−w−s−α
+ǫ f Φ f (s+α+w )
∑
n>X
a f¯ (n)
n1−w−s−α
. (7.5)
Replacing L(s+α+w, f ) in (7.4) with the right-hand side of (7.5), we have
∞∑
n=1
a f (n)
ns+α
e−n/X = L (s+α, f )+ 1
2πi
∫−3/4+i∞
−3/4−i∞
ǫ fΦ f (s+α+w )
∑
nÉX
a f¯ (n)
n1−w−s−α
Γ(w )Tw dw
+ 1
2πi
∫−3/4+i∞
−3/4−i∞
ǫ fΦ f (s+α+w )
∑
n>X
a f¯ (n)
n1−w−s−α
Γ(w )Tw dw . (7.6)
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Finally, we shift the line of integration of the integral involving theDirichlet series overn É X fromℜ(w )=
−3/4 toℜ(w )= 1/2. We once again pass over the pole at w = 0 and recover the residue
ǫ fΦ f (s+α)
∑
nÉX
a f¯ (n)
n1−s−α
. (7.7)
Upon rearranging terms, we deduce the claimed approximate functional equation for L(s+α, f ). ■
Applying Lemma 7.1 to L(1−s+β, f ), where β ∈C, we find
L(s+α, f )L(1−s+β, f ) :=
∞∑
n=1
a f (n)
ns+α
e−n/X
∞∑
n=1
a f¯ (n)
n1−s+β
e−n/X
+Φ f (s+α)Φ f¯ (1−s+β)
∑
nÉX
a f (n)
ns−β
∑
nÉX
a f¯ (n)
n1−s−α
+
14∑
i=1
Ji
:= S1+S2+
14∑
i=1
Ji , (7.8)
say, where the Ji for 1 É i É 14 denote the terms that arise as products of the integral components of
our mixed functional equation. In the next section, we show that S1 and S2 contribute to the main term
in Theorem 1.6. The remaining Ji terms are absorbed into the error term. In Section 7.2, we give full
details for the estimation of one of the Ji ; the other estimations follow similarly or by an application of
Cauchy-Schwartz.
7.1. Main Term Calculations.
Recalling s = 1/2+ i t , let
S1 :=
(∑
nÊ1
a f (n)n
−s−αe−n/X
)(∑
nÊ1
a
f
(n)n−1+s−βe−n/X
)
. (7.9)
Directly applying Lemma 6.6 yields
∫2T
T
S1 dt = T
∑
n
∣∣a f (n)∣∣2n−1−α−βe−2n/X+O
((∑
n
∣∣a f (n)∣∣2 e−2n/Xn−2ℜ(α)) 12 (∑
n
∣∣a f (n)∣∣2 e−2n/Xn−2ℜ(β)) 12
)
.
(7.10)
With X ∼T , Lemma 6.2 allows us to conclude that∫2T
T
S1 dt = T
(
c f Γ(−α−β)
(
X
2
)−α−β
+L(1+α+β, f × f )
)
+O(T ). (7.11)
Supposing |α|, |β| ≪ 1/logT , ∫2T
T
S1 dt ≪ T logT. (7.12)
We now turn to the second product contributing to the main term in our shiftedmoment result. Let
S2 :=
(
ǫ fΦ f (s+α)
∑
nÉX
a
f
(n)ns+α−1
)(
ǫ
f
Φ
f
(1− s+β)
∑
nÉX
a f (n)n
−s+β
)
. (7.13)
18
Recalling that
∣∣ǫ f ∣∣= 1, we use Lemma 6.5 to break up the integral and write∫2T
T
S2 dt =
∫2T
T
Φ f
(
1
2
+α+ i t
)
Φ
f
(
1
2
+β− i t
)( ∑
nÉX
a
f
(n)ns+α−1
)( ∑
nÉX
a f (n)n
−s+β
)
dt
=
∫2T
T
(
t
2π
)−2(α+β) ( ∑
nÉX
a
f
(n)ns+α−1
)( ∑
nÉX
a f (n)n
−s+β
)
dt
+O
(∫2T
T
(
t
2π
)−2(α+β)−1 ( ∑
nÉX
a
f
(n)ns+α−1
)( ∑
nÉX
a f (n)n
−s+β
))
dt .
(7.14)
We evaluate the main term using [41, Lemma 4.1]. We have∫2T
T
(
t
2π
)−2(α+β)( ∑
nÉX
a
f
(n)ns+α−1
)( ∑
nÉX
a f (n)n
−s+β
)
dt
=
(∫2T
T
(
t
2π
)−2(α+β)
dt
) ∑
nÉX
∣∣a f (n)∣∣2n−1+α+β+
+O
((T
π
)−2(α+β)
+
∫2T
T
2|α+β|
(
t
2π
)−2ℜ(α+β)−1
dt
)( ∑
nÉX
∣∣a f (n)∣∣2n2ℜ(α)
) 1
2
( ∑
nÉX
∣∣a f (n)∣∣2n2ℜ(β)
) 1
2
 .
(7.15)
Since |α|, |β| ≪ 1/logT , we have (
T
π
)−2(α+β)
≪ 1 (7.16)
and ∫2T
T
2|α+β|
(
t
2π
)−2(α+β)−1
dt ≪ 1. (7.17)
Lemma 6.3 contains the estimates that allow us to write (7.15) as∫2T
T
(
t
2π
)−2(α+β)( ∑
nÉX
a
f
(n)ns+α−1
)( ∑
nÉX
a f (n)n
−s+β
)
dt
=
(∫2T
T
(
t
2π
)−2(α+β)
dt
)(
L(1−α−β, f × f )+Xα+β
c f
α+β
)
+O(T )≪ T logT. (7.18)
7.2. Error Term Estimates. In this section we estimate a representative error term. The remaining Ji
follow from a direct application of Cauchy-Schwartz or from a similar argument. Observe that none of
the Ji error terms contribute to themain term, and none dominate the term
J :=
(∑
nÊ1
a
f
(n)n−s−αe−n/X
)(
1
2πi
∫
( 1
4
) ǫ fΦ f (1− s+β+w )
( ∑
nÉX
a f (n)n
w−s+β
)
Γ(w )Xw dw
)
. (7.19)
This term does not occur in (7.1), but it is clear that any Ji is of the same order or dominated by J . The
real difficulty in estimating
∫2T
T J dt follows from∫2T
T
∫
( 1
4
)Φ f (1− s+β+w )Γ(w )Xw dw dt≪ X 1/4T 1/2, (7.20)
which is immediate from the estimate in Section A.2. Refer to Section A.2 for full details.
Returning to
∫2T
T J dt , we interchange the sum and the integral. Lemma 6.7 applies only to real-
valued functions g (t ), so we apply an absolute value, apply Lemma 6.7, and then use Lemma 6.4 and the
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estimate (7.20) to write∫2T
T
J dt
=
∫2T
T
(∑
nÊ1
∣∣∣a
f
(n)
∣∣∣n−1/2−αe−n/X )( ∑
nÉX
∣∣a f (n)∣∣n−1/4+β
)(
1
2πi
∫
(
1
4
) ǫ fΦ f (1− s+β+w )Γ(w )Xw dw
)
dt
≪ X 1/4
∫2T
T
1
2πi
∫
( 1
4
)
∣∣∣ǫ
f
Φ
f
(1− s+β+w )Γ(w )Xw
∣∣∣ dw dt +O(h)=O (X 1/2T 1/2+h) ,
(7.21)
where, if we put
g (t ) :=
∫
( 1
4
)
∣∣∣ǫ
f
Φ
f
(1− s+β+w )Γ(w )Xw
∣∣∣ dw (7.22)
then
h =
(
|g (2T )|+
∫2T
T
∣∣g ′(t )∣∣ dt)(∑
nÊ1
∣∣∣a
f
(n)
∣∣∣2n−2ℜ(α)e−2n/X )( ∑
nÉX
∣∣a f (n)∣∣2n 12+2ℜ(β)
)
. (7.23)
The estimates for the sums are contained in Lemmas 6.2 and 6.3. Utilizing the estimate in Lemma 6.5 to
differentiate the computations in Section A.2 under the integral, we obtain∫2T
T
∣∣g ′(t )∣∣ dt ≪ X 14T− 12 . (7.24)
Thus, letting X ∼ T ,
h = X 3/2T−1/2 ∼ T (7.25)
and we have proved that ∫2T
T
J dt ≪ T. (7.26)
APPENDIX A. ADDITIONAL LEMMATA AND CALCULATIONS
In this appendix we state an effective version of Perron’s Formula used in the proof of Lemma 6.3. We
also provide the details for bounding
∫( 1
4
)Φ
f
(1− s+β+w )Γ(w ) dw , which is used in Section 7.2.
A.1. An Effective Perron Formula.
Lemma A.1 (Effective Perron). Let F (s) := ∑∞n=1 ann−s be aDirichlet serieswith finite abscissa of absolute
convergenceσa . Suppose that there exists some real number αÊ 0 s.t.
(i )
∞∑
n=1
|an|n−σ≪ (σ−σa )−α (σ>σa),
and that B is a non-decreasing function satisfying
(i i ) |an | ÉB (n) (n Ê 1).
Then for X Ê 2,γÊ 2,σÉσa ,κ := σa −σ+1/logX , we have∑
nÉX
an
ns
= 1
2πi
∫κ+iγ
κ−iγ
F (s+w )Xw dw
w
+O
(
Xσa−σ
(logX )α
γ
+ B (2X )
Xσ
(
1+X logγ
γ
))
. (A.1)
Proof. [58, §II.2.1, Corollary 2.1]. ■
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A.2. Controlling
∫( 1
4
)Φ
f
(1− s+β+w )Γ(w ) dw . Recall that |β|≪ 1/logT and s = 1/2+ i t . In this section
we provide the details for the bound∫
( 1
4
)Φ f (1− s+β+w )Γ(w ) dw ≪ t− 12 . (A.2)
Since
Φ f (s) =
L∞(1− s, f )
L∞(s, f )
, (A.3)
we have the relation
Φ f (s) =
1
Φ
f
(1− s) . (A.4)
To ease our application of Stirling’s formula by ensuring that we are always applying it as t →+∞, we
begin by breaking up the integrals as∫
(
1
4
)Φ f (1− s+β+w )Γ(w ) dw
=
∫t
−∞
Φ
f
(
3
4
+β+ i (v − t )
)
Γ
(
1
4
+ i v
)
dv +
∫∞
t
Φ
f
(
3
4
+β+ i (v − t )
)
Γ
(
1
4
+ i v
)
dv. (A.5)
We consider the first integral, which, changing variables, equals∫∞
−t
Φ
f
(
3
4
+β− i (v + t )
)
Γ
(
1
4
− i v
)
dv
=
∫∞
0
Φ
f
(
3
4
+β− i v)
)
Γ
(
1
4
− i (v − t )
)
dv
=
∫t
0
Φ
f
(
3
4
+β− i v)
)
Γ
(
1
4
− i (v − t )
)
dv +
∫∞
t
Φ
f
(
3
4
+β− i v)
)
Γ
(
1
4
− i (v − t )
)
dv. (A.6)
We first consider∫t
0
Φ
f
(
3
4
+β− i v)
)
Γ
(
1
4
− i (v − t )
)
dv
≪
∫t
0
v−1/2−2βΓ (1/4+ i (t −v)) dv
≪
∫t
0
v−1/2−2βexp
((
−1
4
+ i (t −v)
)
log
(
1
4
+ i (t −v)
)
−
(
1
4
+ i (t −v)
))
dv (A.7)
:=A1,
say. For the principal branch, we have
exp
((
−1
4
+ i (t −v)
)
log
(
1
4
+ i (t −v)
)
−
(
1
4
+ i (t −v)
))
≪ (i t )−1/4+i (t−v)exp
((
−1
4
+ i (t −v)
)
log
(
1− i
4t
− v
t
)
− 1
4
)
≪ (i t )−1/4+i (t−v)exp
[(
−1
4
+ i (t −v)
)(
−1
t
(
i
4
+v
))
− 1
4
]
≪ (i t )−1/4+i (t−v)
≪ t−1/4e−π(t−v)/2. (A.8)
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Since |β|≪ 1/logT , we find
A1 ≪ t−1/4
∫t
0
v−1/2−2βe−π(t−v)/2 dv ≪ t−1/4
∫t
0
v−1/2e−π(t−v)/2 dv
= 2t−1/4
√
2
π
F
(√
πt
2
)
≪ t−3/4, (A.9)
where F is Dawson’s integral, which satisfies F
(p
πt/2
)≪ t−1/2. Next, we have∫∞
t
Φ
f
(
3
4
+β− i v)
)
Γ
(
1
4
− i (v − t )
)
dv
≪
∫∞
t
v−1/2−2β dv
Γ
( 3
4 + i (v − t )
)
eπ(v−t )
≪
∫∞
t
v−1/2−2β(v − t )−1/4e−π(v−t )/2 dv
=
∫∞
0
(v + t )−1/2−2βv−1/4e−πv/2 dv
≪ t−1/2
∫∞
0
v−1/4e−πv/2 dv
≪ t−1/2. (A.10)
Finally, we have ∫∞
t
Φ
f
(
3
4
+β+ i (v − t )
)
Γ
(
1
4
+ i v
)
dv
=
∫∞
1
Γ (1/4+ i (v + t −1)) dv
Φ f
(1
4 −β− i (v −1)
)
≪
∫∞
1
(i (v + t −1))−1/4+i (v+t−1) dv
v1−2(1/4−β+i )
≪
∫∞
1
(v + t −1)−1/4v−1/2−2βe−π(v+t−1)/2 dv
≪ t−1/4
∫∞
1
v−1/2e−π(v+t )/2 dv
= t−1/4e−π(1+t )/2
[p
2eπ/2 erfc
(√
π
2
)]
≪ t−1/4e−πt/2, (A.11)
where erfc(z) is the complementary error function.
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