I. Introduction
Time series analysis is one of statistical procedures in time series data which is applied to predict the conditions that will come in the context of decision making. Some methods of time series data analysis are ARIMA, VAR, ARCH, GARCH. Generally, the huge size of data not linear and also not stationary and it is difficult to be interpreted in concrete. This problem can be solved by performing the decomposition process, the process of changing into a simpler form. Decomposition method that is currently growing rapidly in time series data is Empirical Mode Decomposition (EMD) by Huang et al in 1998 [1] . EMD is empirical and analytical techniques are adaptive to the processing of data, particularly data not linear and also not stationary [2] . However, EMD is not able to settle the emergence of mixing mode, so the presence of Ensemble Empirical Mode Decomposition method (EEMD) is proposed to address this weakness [3] . Ensemble is a method in improving the ability of a method. The accuracy of prediction is an important part in the analysis of time series data. A predictive model which has a high predictive power can be obtained with ensemble technique [4] .
Decomposed time series data can also be used for prediction of the initial data. Prediction is carried out in every IMF and residual component, then all the results of predictions are summed to obtain the initial prediction of time series data. In an effort to get the accurate components' prediction, hybrid ensemble technique can be used where it is using a variety of modeling methods and then combine the predictions generated by each method into a final prediction. Several methods can be used such as Fourier analysis and ARIMA. The selections of these models are based on either Fourier analysis used because IMF patterned sinusoid and ARIMA is used because this method is very popular in time series data.
This study applies ensemble decomposition technique to the data of daily rice prices in Jakarta province from January 2002 to August 2013 which is converted into weekly data. This study uses EEMD method to decompose the data, then used a hybrid ensemble technique to predict the price of rice. Fourier analysis and ARIMA is the ensemble method here.
II. Methodology

Data
The data used in this study were collected from Perum Bulog and the Ministry of Trade Directorate Staples and Strategic Goods. 
a.
Methods EMD algorithm 1. Identifying all local extreme value, the maximum and minimum of the input data time series, x(t) with2. Making the top edge, e max (t) and the bottom edge, e min (t) through the local extreme points of maximum and minimum cubic spline interpolation associated with. 3. Calculating the average m 1 t =( e min t + e max t )/2. 4. Extracting detail as will the IMF, d 1 t =x t -m 1 (t). 5. Analyzing the fulfillment of a condition of the IMF detail as follows:
i. The function has a number of zero-crossings and extreme same lot or just a different one. A zero-crossing can be identified if the d 1 t <0<d 1 (t-1) or d 1 t >0>d 1 (t-1). ii.
The function is symmetric with respect to the local zero mean (local zero mean). 6. If the detail is not an IMF then repeat steps a-e, subsequent sifting, by setting d(t) as x(t) new in the next iteration, d 1 t -m 11 t =d 11 (t). This process continues until the formation of an IMF meeting the criteria. If the detail is an IMF after k iterations, d 1(k-1) t -m 1k t =d 1 (t),, then the IMF1 obtained through the formulac 1 t =d ik (t). 7. Extract residue, r 1 t =x t -c 1 (t).
Checking residue as a monotonic function (do not have extreme values). If the residue is not a monotonic
function then repeat steps 1-7 (sifting) as much as i iterations. If residues including monotonic function of the sifting process is stopped r t =r i-1 t -c i (t) with r 0 t =x t and 1<i<M [1] .
EEMD algorithm 1. The addition of a series of white noise in the data. 2. Decompose the data that had been given white noise with EMD algorithm. Decomposition of rice price data by using EEMD decomposed a signal into 6 IMF and residue, IMF was extracted from high frequency to low frequency as shown in Figure 2 . Table 1 presents the number of peaks, the number of valleys, averaging period, correlation and variance of each IMF. The number of valleys and peaks which was sequentially smaller made the average period sequentially getting bigger. Correlations tend to be greater. The correlation reflected the relevance of IMF and residual component of the weekly price data of rice in Jakarta. Residual component had a very large correlation, 0.99. This suggests that the movement direction of the residual component mostly in accordance with the direction of rice price. Based on the ratio of variance in Table 1 , IMF1 and IMF2 gave the smallest contribution, IMF4 contributed 0.80% which was the largest contribution of IMF components, while the residual component gave the largest contribution (97.70%) of all components. Table 2 The best models of each component
The best models in Table 2 were used to predict the IMF component 12 weeks ahead. The prediction results could be seen in Table 3 . The Prediction in Table 3 ensemble in order to get a prediction of Jakarta weekly rice prices for 12 weeks ahead. The ensemble concept used was adding it up because it had been known that the sum of IMF components and the residue will reproduce the original data without any distortion or missing information. This was also applied in the prediction results where the total amount prediction of IMF components and the residue will generate predictions of rice price data. Prediction of rice price could be seen in Table 4 . Table 4 Prediction of Jakarta weekly rice prices with ARIMA Based on Table 4 , the evaluation of prediction results by using MAPE showed that the result prediction using ARIMA had been very good because MAPE obtained at 0.005%.
Prediction with Fourier Analysis
The second method used a modification of Fourier analysis. IMF component was predicted by using the average at each period. IMF1 to IM6 had periods (p) 4, 8, 19, 43, 76, 202 . Then, each component of IMF will apply Z t =Z t+p obtained from the average in each period. On average in each IMF period was used to predict the IMF component in 12 weeks ahead. The prediction results could be seen in Table 5 . Next, the ensemble performed in order to get a prediction of weekly rice prices in Jakarta 12 weeks ahead as the ARIMA. Final prediction by this method could be seen in Table 6. Times  IMF1  IMF2  IMF3  IMF4  IMF5  IMF6 Table 6 Prediction of Jakarta weekly rice prices with Fourier Analysis Based on Table 6 , the evaluation of prediction results by using MAPE for this method showed that the results had been very good prediction when MAPE obtained at 0.0050.
Ensemble Prediction
Final Prediction of weekly rice price in Jakarta on observations 595-606 (12 Weeks) was obtained by ensemble final prediction of ARIMA and Fourier analysis as shown in Table 7 . Based on Table 7 , the evaluation of the prediction results by using MAPE showed very good prediction because MAPE result was 0.0049. Table 7 Final Prediction of Jakarta weekly rice prices Based on Figure 3 , it can be seen that the plots of rice price data and the results of the forecast 12 weeks ahead of ARIMA method, Fourier analysis and ensemble. Figure 10 provides information that the overall ensemble decomposition method will give a very good prediction.
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IV.
Conclusion
Data of rice prices that has been decomposed tend to be easier to interpret and produce excellent predictions. The goodness of prediction can be seen from MAPE which is relatively small on a weekly rice price data in Jakarta. In the rice price data in Jakarta from January 2002 to August 2013, the prediction by using ARIMA and Fourier analysis produces good predictions those are 0.005 and 0.005. Ensemble hybrid in this prediction produces MAPE 0.0049. In general, the price of rice weekly prediction methods in Jakarta by using hybrid ensemble techniques through EEMD process produces predictions with a very good accuracy.
