In this paper we propose a new matrix pencil based method for estimating parameters (frequencies and damping factors) of exponentially damped sinusoids in noise. The proposed algorithm estimates the signal parameters using a matrix pencil constructed from measured data. We show that the performance of the estimation can be signi cantly improved by the combination of our proposed matrix pencil algorithm and the structured low rank approximation of the data matrix. Comparison of our matrix pencil method to existing matrix pencil methods as well as to polynomial methods show that our matrix pencil method is more accurate in estimating the signal parameters. It is found through computer simulations that, for exponentially damped sinusoids, our matrix pencil method is less sensitive to noise and has a lower signal-to-noise ratio (SNR) threshold.
Introduction
High resolution parameter estimation for exponentially damped sinusoids in the presence of additive white noise is a problem of signi cant interest in many signal processing applications, such as analysis of NMR 1 data, system identi cation, and spectral estimation. Many approaches to high resolution spectral estimation have been proposed for stationary signals, including linear prediction (LP) techniques 1], and signal subspace methods like the MUSIC (multiple signal classi cation) algorithm 2]. The di culty of parameter estimation for exponentially damped sinusoids stems from the fact that these signals are nonstationary. Therefore, most of the well-known algorithms for stationary signals cannot be applied to this kind of data directly.
Polynomial methods such as KT 3] and modi ed KT (MKT) algorithms 3, 4] are e ective for estimating the frequencies and damping factors of exponentially damped sinusoids in noise.
However, at low signal to noise (SNR) ratios, they do not provide good estimates of signal parameters. Another class of e ective methods for this problem is based on the matrix pencil.
The matrix pencil method to be presented here, like the matrix pencil method proposed in 5, 6, 7] , represents an alternative approach which exploits the structure of the matrix pencil of the underlying true signal (noiseless), instead of the structure of the prediction equation satis ed by the measured data as in 3, 4] . In 5, 6] , in order to extract the true signal from the noisy sequence, singular value decomposition (SVD) is applied to the full rank data matrix. This would result in a rank de cient matrix which does not have the Hankel structure of the original data matrix.
In this paper, we develop a new matrix pencil method based on the algebraic structure of the prediction matrix. In contrast to 5, 6] , in our algorithm we combine the matrix pencil method and the rank-de cient Hankel approximation of the data matrix, which preserves the Hankel structure of the data matrix 8]. We show that the combination of our new matrix pencil 1 NMR stands for nuclear magnetic resonance a well-known method for structural determination in molecules. method and the structured low rank approximation of the data matrix 4, 9] outperforms the existing matrix pencil algorithms in terms of estimation accuracy and noise threshold. Computer simulations indicate that this new matrix pencil algorithm has lower noise threshold than that of the KT algorithm 3], MKT 4] , and Hua-Sarkar's matrix pencil algorithms 6].
The rest of the paper is organized as follows. In section 2, we rst describe the data model and then present the new matrix pencil algorithm. Extracting the true signal from noisy data using low rank Hankel approximation of the data matrix will be discussed in section 3, also a summary of our matrix pencil algorithm will be presented in this section. In section 4, some simulation results compare the performance of our algorithm with three other algorithms KT 3], MKT 4] , and Hua-Sarkar's matrix pencil method 6]. Finally in section 5 we make some concluding remarks.
Development of the New Matrix Pencil Algorithm
In this section, we present a new matrix pencil algorithm for estimating the signal parameters from a noisy exponential data sequence. Consider noisy data y k ; k = 0; 1; ; N ? 1; consisting of M exponentially damped sinusoids with additive white Gaussian noise n k ; k = 0; 1; ; N ?1; (5) Now let A l and A l+1 , l = 0; 1; ; N ?2M, be two consecutive matrices constructed as given in (2) . It is clear that all M M matrices A l 's are full rank with rank M, i.e. fA l g = M l = 0; 1; ; N ? 2M + 1 (6) where f:g is the matrix rank operator. Now let us consider the matrix pencil fA l ? A l+1 g.
As will be shown in the next theorem, such a matrix pencil can be used to estimate the signal parameters (e.g. frequencies and damping factors) directly. (1 ? e s M ?sm )e s M l 1 C C A : (11) Now from the right hand side of (11) 
The rest of the results follows directly and this completes the proof of the theorem.2
From another point of view we can also state that, if in equation ( 
From (13), we can see that the eigenvalues of P are the diagonal elements of due to the property of similarity transformation. Therefore, from (5), the eigenvalues of A ?1 l A l+1 are equal to e s 1 , e s 2 , , e s M for all l = 0; ; N ? 2M + 1. But in the presence of noise, the W l 's in (3) will not be zero anymore and A ?1 l A l+1 is not simply equal to P = S ?1 S. Therefore in the presence of measurement noise, rst we have to clean the data sequence y k ; k = 0; 1; ; N ? 1;
from noise so that the noise e ect can be minimized.
Low Rank Hankel Approximation
As it was pointed out before, in the presence of measurement noise, we have to reduce
the noise e ect before we apply the matrix pencil algorithm to the exponential data. It should be pointed out that the data matrix R is constructed exactly in the same manner as the matrices A l in (2) , except that R is now instead L L. It is clear that the data matrix R has a Hankel structure. If there is no noise, R is a rank-de cient matrix with rank M (i.e. fRg = M). But in the presence of measurement noise it is full rank with rank L (L > M).
Using SVD to approximate R with a low rank matrix of rank M like in 6] (where M is the number of exponential signals) will result in a matrix which is not Hankel anymore. It was shown in 4, 9] that in the process of approximating R with a low rank matrix if we preserve the Hankel structure of the matrix it will result in a better approximation of the true exponential data. In the following we present the algorithm for rank de cient Hankel approximation of R. 
for l = 0; 1; ; N ? 2M + 1, with S, C, and are de ned as in (5) and D l = S T C l S. To estimate the signal parameters we have to construct the following matrices:
The After normalizing the weighting factors, in our simulations we have chosen l 's as
From (26) and (22) we can compute e P and the signal parameters (frequencies and damping factors) can be estimated from the eigenvalues of e P. It should be pointed out that in our algorithm the order of the model has to be determined in advance. There are various e ective methods for this purpose suggested in 1, 10, 11, 12] . A summary of our new matrix pencil algorithm for estimating the parameters of exponentially damped sinusoids is given in Table 1 .
Remarks:
The convergence of the above iteration for Hankel approximation can be proved using the theory of composite mapping 9]. In 9], it has been shown that the exponential data satisfy the hypotheses of composite mapping theorem and therefore the composite mapping algorithm can be used to reduce the noise e ect from the measured exponential data. The same results hold for damped sinusoids because they form a subset of exponential signals. Step 1 From the given data sequence y k construct the data matrix R given by (14).
Step 2 Apply the rank-de cient Hankel approximation algorithm described in section 3 to R.
Step 3 Use the sequence b y k given by (16) to construct M M matrices b A l given by (17). Step 4 From matrices b A l (Step 3) construct matrices b P l given by (19). Step 5 From (22) and (26), construct e P. Step 6 Estimate signal parameters from the eigenvalues of the matrix e P constructed in Step 5. The error generated in the low rank Hankel approximation process is a decreasing and bounded function. Our observations con rm that for most of the cases it practically reaches to its nal value in 3-5 iterations.
It is worth mentioning that our matrix pencil algorithm has the same order of complexity as the KT algorithm 3] and Hua-Sarkar's matrix pencil algorithm 6]. As a matter of fact extra computations in our matrix pencil algorithm come from the Hankel approximation part (Step 2 in Table 1 
Computer Simulation Results
In this section, we will demonstrate the performance of the new matrix pencil algorithm using two examples drawn from 3].
Example 1:
The purpose of the rst example is to demonstrate the performance of the new matrix pencil algorithm for spectral estimation. The simulated data is generated as follows:
y k = e s 1 k + e s 2 k + n k ; for k = 0; 1; ; 24 Figure 1 . Figure 1 (a) shows that the noise threshold associated with a smaller damping factor is lower than that associated with a larger damping factor as given in Figure 1 (c). It was mentioned before that to reduce the noise e ect, in our algorithm we have preprocessed the noisy data to minimize the noise e ect (Step 2 in Table 1 ) by performing rank de cient Hankel approximation. In order to see the e ect of this preprocessing on the performance of the original Hua-Sarkar matrix pencil algorithm, we also employed the preprocessed data in the Hua-Sarkar matrix pencil method. Figure 2 shows that this preprocessing indeed improves the performance of the H-S matrix pencil algorithm also. Nevertheless, even in this case our new matrix pencil algorithm outperforms it with 2 ? 5 dB lower noise threshold.
Example 2:
We want to estimate the poles and zeros of a linear system from noisy samples of the impulse 
The magnitude of the transfer function was estimated in 10 independent trials using KT, MKT and the new matrix pencil algorithms respectively. Figures 3 (b) , (c) and (d) show the results. Table 2 shows the mean and variance of the estimated poles of the transfer function using KT,
MKT and the new matrix pencil algorithms. From Figure 3 and Table 2 , it is clear that the new matrix pencil algorithm outperforms the KT and MKT algorithms.
Conclusion
In this paper a new matrix pencil algorithm for estimating the parameters (frequencies and damping factors) of exponentially damped sinusoids in noise is proposed. The proposed algorithm estimates the signal parameters by constructing a matrix pencil from the measured exponential data. We have shown that a better estimate can be obtained by combining the proposed matrix pencil and the structured low rank Hankel approximation of the data matrix.
Comparisons of our matrix pencil method with the polynomial methods and other matrix pencil methods show that our proposed matrix pencil method is more accurate in estimating the signal parameters.
Computer simulations indicate that, for exponentially damped sinusoids, our matrix pencil method is less sensitive to noise than the polynomial methods and existing matrix pencil methods. Simulations also con rmed that our new matrix pencil algorithm has a lower signal-to-noise ratio (SNR) threshold than those algorithms. 
