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images	 daily,	 and	 Facebook	 users	 share	 684,478	 pieces	 of	 content	
every	minute.2	Yet,	with	this	flux	of	activity,	not	all	activity	is	in	line	
with	social	media	platforms’	content	moderation	policies.	
For	 example,	 Megan	 Meier	 is	 one	 of	 many	 who	 fell	 victim	 to	
cyberbullying.3	 After	Meier	had	 a	 falling	out	with	 another	 thirteen-
year-old,	Sarah	Drew,	Sarah’s	mother,	Lori	Drew,	created	a	fictitious	
Myspace	 profile	 of	 a	 sixteen-year-old	 boy	 named	 Josh	 Evans.4	 Lori	
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girlfriend’s	 name	before	 shooting	 the	man	 in	 the	 head.	 Kathleen	 Chaykowski,	Mur-
derer’s	Facebook	Video	Sparks	Manhunt,	Highlights	Moderation	Challenges,	FORBES	(Apr.	



































takes	 Every	 Day,	 FORBES	 (June	 9,	 2020,	 8:08	 PM),	 https://www.forbes.com/sites/	
johnkoetsier/2020/06/09/300000-facebook-content-moderation-mistakes-daily	






























































and	 implement	 their	 own	 policies	 for	moderating	 content	 on	 their	






ues.23	 For	 example,	 in	 an	 address	 at	 Georgetown	 University,	 Mark	
Zuckerberg,	CEO	of	Facebook,	said	that	Facebook	has	two	responsibil-
ities	 related	 to	 content	 moderation:	 to	 remove	 content	 that	 could	
cause	real	danger	 to	 the	best	of	Facebook’s	ability,	and	 to	uphold	a	
wide	definition	of	freedom	of	expression.24	Yet,	Zuckerberg	also	said	
that	Facebook	wants	to	allow	the	definition	of	“dangerous”	to	be	lim-
ited	 to	 what	 is	 absolutely	 necessary,	 such	 as	 dehumanizing	 others	
through	hate	speech,	which	in	turn	can	lead	to	violence.25	Facebook’s	
























violence	 to	 a	 particular	 individual	 or	 group	 of	 individuals.”	 Id.	 (quoting	 Virginia	 v.	
Black,	538	U.S.	343,	359	(2003)).	








Facebook	 limits	 expression	 to	honor	values	 such	as	 safety	 and	dig-
nity.27	 In	 short,	 these	 freedom	 of	 speech	 initiatives	 are	 balanced	








or	 silencing	 speech.”29	 Following	 this	 statement,	 on	 December	 20,	

























	 31.	 See	 The	 Twitter	 Rules,	 TWITTER,	 https://help.twitter.com/en/rules-and	
-policies/twitter-rules	[https://perma.cc/J3Z5-TK3Y].	
	 32.	 Id.	
	 33.	 Sara	 Harrison,	 Twitter	 and	 Instagram	 Unveil	 New	Ways	 to	 Combat	 Hate—















content	 is	 automatically	 forwarded	 to	 content	moderation	 teams.38	
Yet,	despite	its	commitment	to	maintaining	an	open	platform,	Twitter	





























































































another	 information	 content	 provider.”52	 This	 means	 that	 Section	
230(c)(1)	prevents	social	media	companies	from	liability	for	hosting	
content	where	 the	plaintiff	wants	 to	hold	 the	provider	 liable	as	 the	
publisher	of	the	content.53		









jectionable.”56	 Thus,	 Section	 230(c)(2)	 only	 immunizes	 interactive	
computer	service	providers’	actions	taken	in	good	faith.57	As	U.S.	Dis-
trict	Judge	Paul	A.	Magnuson	said,	“If	the	publisher’s	motives	are	irrel-
evant	 and	 always	 immunized	 by	 (c)(1),	 then	 (c)(2)	 is	 unnecessary.	
The	Court	 is	unwilling	to	read	the	statute	in	a	way	that	renders	the	




































































Likewise,	 the	 Fifth	 Circuit	 held	 in	 a	 negligence	 case,	 Doe	 v.	
Myspace,	 that	websites	are	not	required	to	use	age	verification	soft-
ware	 in	 order	 to	 determine	 if	 the	 information	 on	 users’	 profiles	 is	
truthful	and	thus	if	any	of	their	users	are	Internet	predators.68	In	this	
case,	a	 thirteen-year-old	girl	 created	a	Myspace	account	stating	she	























































themselves	 due	 to	 being	 victims	 of	 offensive	 and	 obscene	 content	
moderation	violations,	and	harmful	sub-cultures	involving	rape,	vio-
lence,	 and	discrimination	developing	 and	 expanding.	 The	 results	 of	









tan	clause	 is	 that	Zeran	provides	 incentive	 for	 interactive	computer	
service	providers,	such	as	social	media	companies,	not	to	review	their	
postings.80	This	means	that	social	media	companies	will	not	be	held	























violations	 may	 not	 have	 recourse	 against	 users	 who	 target	 them	












Despite	 social	 media	 companies	 acting	 as	 Good	 Samaritans	
through	enforcing	content	moderation	policies	and	procedures,	users	
are	 still	 suffering	physical,	psychological,	 and	emotional	harm	 from	


















intimidate	 the	 targeted	 people	 from	 participating	 in	 certain	 activi-
ties.92	Victims	of	online	hate	speech	suffer	harmful	physical	and	psy-
chological	effects93	such	as	undergoing	signs	of	mental	distress,	feel-











	 90.	 See	Madhumita	Murgia,	Facebook	Leads	 the	Way	Against	Cyberbullying,	 but	
Others	Need	 to	Follow,	TELEGRAPH	(June	19,	2016,	4:23	PM),	https://www.telegraph	
.co.uk/technology/2016/06/19/facebook-leads-the-way-in-online-compassion-but	
-others-need-to-f	 [https://perma.cc/4T8H-KPGD]	 (discussing	 how	 Facebook	 and	
Twitter	are	taking	action	to	combat	cyberbullying	on	their	respective	platforms).	
	 91.	 See	Johnny	Holschuh,	#CIVILRIGHTSCYBERTORTS:	Utilizing	Torts	to	Combat	
Hate	Speech	 in	Online	Social	Media,	 82	U.	CIN.	L.	REV.	953,	958	(2014);	 see	also	Hate	















of	 bullying,	 34.7%	of	 cyberbullying	 victims	 reported	 experiencing	 depression	 com-
pared	to	14.5%	of	non-victims).	
	 97.	 See	supra	Introduction;	Dee,	supra	note	3,	at	74–79	(discussing	cases	of	cyber-









University,	 was	 cyberbullied.98	 Tyler’s	 roommate	 set	 up	 a	 hidden	
webcam	 in	 their	 room	 to	 catch	Tyler	having	an	 intimate	encounter	
with	another	man.99	Then,	Tyler’s	roommate	streamed	the	video	live	
on	Twitter	and	alerted	his	friends	to	watch	it	by	sending	them	Twitter	
messages.100	 After	 discovering	what	 his	 roommate	 had	 done,	 Tyler	
died	by	suicide.101	Thus,	the	harmful	effects	of	offensive	content	mod-








other	 person	 online	 without	 the	 person’s	 consent.102	 Victims	 of	
revenge	pornography	have	been	rejected	by	employers,	educational	
institutions,	 and	potential	 future	partners.103	 In	addition,	 victims	of	
revenge	pornography	have	been	stalked,	harassed,	and	bullied.104	Fi-
nally,	victims	of	revenge	pornography	have	died	by	suicide.105	Thus,	
social	media	 companies	 can	 improve	 their	Good	 Samaritan	 content	
moderation	practices	to	help	ensure	that	victims	of	offensive	and	ob-
scene	 content	 moderation	 violations	 do	 not	 harm	 themselves	 or	
 












































their	 sexual	 exploitations	 on	 social	 media.108	 Depending	 on	 the	
 
	 106.	 See	Jason	Koebler	&	Joseph	Cox,	The	Impossible	Job:	Inside	Facebook’s	Struggle	
to	 Moderate	 Two	 Billion	 People,	 VICE	 (Aug.	 23,	 2015,	 12:15	 PM),	 https://www.vice	
.com/en_us/article/xwk9zd/how-facebook-content-moderation-works	[https://	





































enemies.111	 Terrorists	 also	 use	 social	 media	 websites	 to	 distribute	
graphic	and	violent	images,	videos,	and	messages,	such	as	executions,	


















lations,	 including,	 but	 not	 limited	 to,	 journalists,	 government	 officials,	 and	 alleged	
spies,	as	examples	of	terrorists’	activities	on	social	media).	
	 113.	 See	Holschuh,	supra	note	91,	at	953	(exemplifying	hate	speech	through	the	







































and	 Twitter	 doubled	 its	 content	moderation	workforce	 to	 1,500	 in	





































































read	 these	 criteria	 into	 Section	 230	 and	 therefore	 overrule	 Zeran.	
Next,	Section	C	analyzes	how	social	media	content	moderation	prac-
tices	will	benefit	through	social	media	companies	adopting	and	imple-




























ambiguous	 category	 of	 prohibited	 content	 in	 social	media	 content	moderation);	 cf.	
Hate	 Speech,	 FACEBOOK	 CMTY.	 STANDARDS,	 https://www.facebook.com/	











































content);	Nudity	 and	 Sexual	 Content	 Policies,	 YOUTUBE,	https://support.google.com/	






	 137.	 Hate	 Speech,	 supra	note	134;	Hateful	 Conduct	 Policy,	 TWITTER,	https://help	
.twitter.com/en/rules-and-policies/hateful-conduct-policy	[https://perma.cc/TQ6D	
-TYMB].	





diseases	 can	manifest	 into	 disabilities.139	 For	 instance,	 people	who	
have	HIV/AIDS,140	multiple	 sclerosis,141	 or	 PTSD142	 often	 qualify	 as	
disabled	 under	 the	 Americans	 with	 Disabilities	 Act.	 Therefore,	 the	







able	 to	 better	 prevent	 harm	 to	 users	 by	 accurately	 and	 objectively	
countering	hate	speech	due	to	the	new	hate	speech	definition	in	the	
new	prohibited	speech	definitions.	







Snapchat	 prohibits	 all	 accounts	 that	 “promote	 or	 distribute	 porno-
graphic	content”	while	simultaneously	allowing	“[b]reastfeeding	and	













	 143.	 Adult	 Nudity	 and	 Sexual	 Activity,	 FACEBOOK	CMTY.	STANDARDS,	 https://www	
.facebook.com/communitystandards/adult_nudity_sexual_activity	[https://perma	
.cc/CT4P-3U8M].	























































1996	 was	 passed	 including	 the	 Communications	 Decency	 Act.151	
Therefore,	by	serving	as	Good	Samaritans	through	regulating	objec-
tionable	content	including	pornography,	social	media	companies	are	
helping	 further	 Congress’s	 intent	 of	 restricting	 children’s	 access	 to	
pornography	because	pornography	is	objectionable	material.152	The	
proposed	criteria	for	receiving	immunity	by	serving	as	a	Good	Samar-












ing	 immunity	 for	 serving	 as	 a	 Good	 Samaritan	 into	 Section	 230.153	
Likewise,	it	is	unlikely	that	Congress	will	be	able	to	anticipate	all	of	the	
situations	 and	 problems	 that	may	 arise	 in	 the	 proposed	 criteria.154	
Thus,	 courts	will	 be	 able	 to	 anticipate	 the	 situations	 and	 problems	
arising	with	these	new	criteria	for	receiving	immunity	for	serving	as	a	
Good	Samaritan	more	efficiently,	meaning	the	legal	change	will	not	be	
unduly	prolonged.155	 In	 addition,	 since	 the	 courts	 are	more	 flexible	
than	Congress,	the	courts	can	continue	to	adapt	to	the	rapidly	chang-

































ating	 social	 media	 content	 should	 place	 greater	 emphasis	 on	 user	
safety	similar	to	the	emphasis	placed	on	freedom	of	speech	concerns.	
The	new	criteria	for	receiving	immunity	for	serving	as	a	Good	Samar-
itan	 thus	 enable	 social	 media	 companies	 to	 implement	 heightened	
content	moderation	 standards	 aimed	 at	 reducing	harm	 to	 users.	 In	
sum,	the	courts	should	read	these	new	criteria	for	receiving	immunity	
for	serving	as	a	Good	Samaritan	into	Section	230	and	therefore	over-







230.	 First,	 the	 new	 criteria	 for	 receiving	 immunity	 for	 serving	 as	 a	
Good	Samaritan	are	consistent	with	Congress’s	objective	of	encourag-
ing	 interactive	 computer	 service	 providers	 to	 moderate	 content	
posted	by	users	on	their	platforms	and	remove	offensive	and	obscene	














































eration	violations.	Chief	 Judge	Alex	Kozinski	 said,	 “‘One	solution’	 to	
this	situation	.	.	.	is	that	a	computer	service	loses	its	Section	230	im-
munity	‘if	[it]	willingly	want[s]	to	set	up	not	knowing	who	are	the	orig-



















against	 content	 moderation	 violations	 through	 implementing	








ing	 user	 harm	 while	 preserving	 freedom	 of	 speech.	 Additionally,	
former	President	Trump’s	Executive	Order	on	Preventing	Online	Cen-
sorship	also	demonstrates	the	importance	of	raising	the	bar	for	social	


















	 171.	 The	Editorial	Board,	Opinion:	 Joe	Biden:	Former	Vice	President	of	 the	United	






















harm.175	 In	 short,	 social	media	 content	moderation	needs	 improve-
ment,	 and	 the	 new	 criteria	 for	 receiving	 immunity	 for	 serving	 as	 a	









































more	enabling	 for	 this	purpose.	A	heightened	notice	and	 takedown	
procedure	for	social	media	companies	would	allow	victims	to	report	
violations	 to	 social	media	 companies	 to	have	 the	material	 removed	
which	would	flag	potentially	violative	content	for	social	media	com-
panies	to	review.179	However,	the	problem	with	a	heightened	notice	
and	 takedown	 procedure	 is	 that	 social	 media	 companies	 can	 take	
down	every	reported	post	purely	to	align	with	being	a	Good	Samaritan	

























A	second	possible	counterargument	 is	 that	 the	new	criteria	 for	
receiving	immunity	by	serving	as	a	Good	Samaritan	will	be	ineffective.	
This	is	because	while	social	media	companies	may	adopt	the	content	
category	 definitions	 into	 their	 content	 moderation	 policies	 and	 AI	
screening	mechanisms,	they	may	be	sloppy	in	enforcing	the	new	con-















panies	 to	 fully	 enforce	 the	 new	 content	 category	 definitions	 in	 the	
proposed	criteria.	In	short,	there	is	no	binding	force	compelling	social	
media	companies	to	simultaneously	adopt	and	enforce	the	new	con-



































tan	 content	moderation	practices	 are	 failing.	Despite	 current	 social	
media	Good	Samaritan	content	moderation	practices,	users	are	expe-
riencing	 harm,	 harmful	 sub-cultures	 are	 proliferating,	 and	 content	
moderators	are	making	significant	errors	when	moderating	content.	
This	 Note	 argues	 that	 in	 order	 for	 social	 media	 companies	 to	
serve	as	better	Good	Samaritans	and	thus	meet	Congress’s	expecta-
tions,	the	courts	should	read	into	Section	230	new	criteria	for	receiv-









to	 the	 vast	 amount	 of	 user	 harm	occurring,	 user	 harm	needs	 to	 be	
treated	as	a	more	significant	priority	on	a	similar	level	as	freedom	of	
speech.	 These	 new	 criteria	 for	 receiving	 immunity	 by	 serving	 as	 a	
Good	Samaritan	will	allow	social	media	companies	to	effectively	bal-
ance	preserving	freedom	of	speech	and	curtailing	user	harm,	meeting	
their	needs	and	their	users’	needs.		
	
 
	 186.	 See	supra	note	16.	
