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ABSOLUTELY CONTINUOUS SPECTRUM FOR MULTI-TYPE GALTON
WATSON TREES
MATTHIAS KELLER
Abstract. We consider multi-type Galton Watson trees that are close to a tree of finite cone type
in distribution. Moreover, we impose that each vertex has at least one forward neighbor. Then,
we show that the spectrum of the Laplace operator exhibits almost surely a purely absolutely
continuous component which is included in the absolutely continuous spectrum of the tree of
finite cone type.
1. Introduction and main result
After the seminal work of Klein [Kl1, Kl2] there has been a lot of effort in the recent years to develop
various techniques to show preservation of absolutely continuous spectrum for random operators on
tree like graphs, see [ASW, AW, FHH, FHS2, FHS3, Hal, Ke, KLW2, KS1, KS2]. While most of the
work is concerned with diagonal perturbations by a random potential, we consider a randomization
of the geometry.
In particular, we study the absolutely continuous spectrum of the discrete Laplace operator on
a multi-type Galton Watson tree. We show that parts of the spectrum are almost surely purely
absolutely continuous, whenever the distribution is close to a deterministic one. Trees associated
to deterministic distributions are called trees of finite cone type or periodic trees. The spectrum
of the Laplacian on such deterministic trees consists of finitely many bands of purely absolutely
continuous spectrum, see [Ke, KLW1]. An important assumption on the distribution of the random
trees is that each vertex has at least one forward neighbor. Without this assumption it can be
easily seen that the operator exhibits eigenvalues with finitely supported eigenfunctions that are
spread all over the spectrum, compare [V] for a related result on Zd.
The result of this paper stands in clear contrast to results for trees with radial symmetric branching.
In [BF] it is shown among other things, that such a tree has absolutely continuous spectrum if
and only if the branching function is eventually constant. Hence, if the branching function is
random, then the spectrum is almost surely singular. In [HP], Anderson localization was shown
for a corresponding model on quantum graphs. These results rely on the fact that the models are
in some sense one dimensional by the radial symmetry.
A similar contrast already occurs for random Schro¨dinger operators on regular trees. While for
small disorder induced by a random potential large parts of the absolutely continuous spectrum are
preserved, [ASW, AW, FHS2, KLW2, Kl1, Kl2], the spectrum is almost surely pure point whenever
the disorder is induced by an arbitrary small radial symmetric random potential, [ASW].
Our model is closely related to what is studied in the physics literature under the name quantum
percolation. There the randomness of the geometry comes from deleting edges of a given graph
independently with some fixed probability. For trees this can be also modeled by a branching
process. In particular, the distribution of those branching processes is such that the vertex degree
is bounded and vertices have zero forward neighbors with positive probability. While in classical
percolation one asks for existence of an infinite cluster, see e.g. [L], in quantum percolation one is
concerned with the transition from localized states to extended states, see e.g. [Har2, Har3]. In
[Har2] an asymptotic formula for a critical probability is derived at which the transition is supposed
to happen.
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The question of quantum percolation has also attracted some attention in the mathematics com-
munity over the past years. For bond percolation on Zd, spectral properties of the Laplacian and
spectral asymptotics in the sub- and supercritical regime can be found in [KM, MS1]. In [V], the
set of eigenvalues with compactly supported eigenfunctions and the integrated density of states
of Anderson Hamiltonians for site percolation graphs of Z
d
are studied. Related questions for
amenable Cayley graphs are considered in [AV]. A nice introductory survey and a discussion of
recent developments can be found [MS2] (for further references see also therein). It is also interest-
ing to note the connection of the spectrum in the subcritical percolation regime and the spectrum
of certain lamplighter groups, see [LNW].
1.1. The model. Let T be a locally finite rooted tree with root o. We do not distinguish in
notation between the tree and its vertex set. Likewise we do not distinguish between subgraphs
and subsets of vertices. Let ℓ2(T ) be the Hilbert space of square summable complex valued functions
on the vertices. We study the Laplace operator ∆ = ∆(T ) on
D(∆) = {ϕ ∈ ℓ2(T ) | (x 7→
∑
y∼x
(ϕ(x) − ϕ(y))) ∈ ℓ2(T )}
acting as
∆ϕ(x) =
∑
y∼x
(ϕ(x) − ϕ(y)).
The operator ∆ is selfadjoint and its restriction to the functions of finite support is essentially
selfadjoint, see [W, KL]. Note that the operator is bounded if and only if the vertex degree is
bounded.
Let A be a finite set. We refer to its elements as labels or vertex types. Let b be a multi-type
Galton Watson branching process with types in A. For background on branching processes see the
monographs [AN, Har1]. For the sake of brevity, we will speak in the following only of branching
processes meaning multi-type Galton Watson branching processes. For a vertex type j ∈ A let
Θj = Θ
(b)
j be the subset of rooted trees that are realizations of the process b with root of vertex
type j. Each tree θj ∈ Θj is equipped with a labeling function aj : θj → A, assigning to a vertex in
θj its vertex type. We let Pj = P
(b)
j be the probability measure on Θj induced by b. Furthermore,
let (Θ,P) = (Θ(b),P(b)) = (
∏
j∈AΘj ,
⊗
j∈A Pj). A labeling function a on θ = (θj) ∈ Θ is defined
via its restrictions as
a : θ → A, a|θj = aj .
We impose the following assumption on the realizations of the branching processes:
(F) Each vertex has at least one forward neighbor.
If the realizations of a branching process b satisfy (F) almost surely, then we say b satisfies (F). In
particular, this assumption guarantees non extinction of the tree.
For θ = (θj) ∈ Θ, we let ∆(θ) on ℓ2(θ) be the direct sum of the operators ∆(θj) on ℓ2(θj), j ∈ A.
Let us introduce a distance for multi-type Galton Watson branching processes. We call a function
s : A → N0 a configuration of forward neighbors of a vertex, i.e., s(k) is the number of forward
neighbors with label k. Moreover, we denote ‖s‖ = ∑k∈A s(k), s ∈ NA0 , which is the total
number of forward neighbors. For a branching process b, denote by P
(b)
j (s) the probability that the
configuration of the forward neighbors of a vertex of type j is given by s ∈ NA0 . For p ≥ 1, let
Wp := {b branching process that satisfies (F) and max
j∈A
∑
s∈NA0
P
(b)
j (s)‖s‖p <∞}.
We let dp :Wp ×Wp → [0,∞) be the metric given by
dp(b1, b2) = max
j∈A
∑
s∈NA0
∣∣P(b1)j (s)− P(b2)j (s)∣∣‖s‖p.
If inf{n ∈ N | P(b)j (s) = 0 for all s ∈ NA0 with ‖s‖ > n and all j ∈ A} <∞, then we say that b has
bounded branching.
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Next, we introduce the deterministic trees to which we compare the random trees. Let a matrix
M : A×A → N, (j, k) 7→Mj,k
be given. We assume that if A consists of only one element, thenM satisfiesM ≥ 2. This condition
is necessary in order to exclude the one dimensional situation. This gives rise to a deterministic
branching process b = bM by letting the probability that a vertex of type j has Mj,k neighbors of
type k be exactly one for all j, k ∈ A. Then, Θ(bM ) consists of only one element T = (Tj)j∈A. We
say the trees Tj are generated by the substitution matrix M over A. These trees are often referred
to as trees of finite cone type or periodic trees, see [L, NW]. As above, ∆(T) denotes the direct
sum of operators
⊕
j∈A∆(Tj) on ℓ
2(T) =
⊕
j∈A ℓ
2(Tj).
The operators ∆(Tj) + βo(j), where βo(j) = 〈·, δo(j)〉δo(j) and δo(j) is the delta function of the
root o(j), have purely absolutely continuous spectrum which consists of finitely many intervals.
For a proof for the case of the adjacency matrix see [KLW1] and for the general case of label
invariant operators see [Ke]. In particular, positivity of the entries of M ensures that the spectrum
is independent of the label of the root. Moreover, in [KLW1] it is also proven that the densities of
the spectral measure are continuous outside of a finite set Σ0. The operator βo(j) can be considered
as a boundary condition at the root. By the general theory of rank one perturbations, see [S1], the
absolutely continuous spectrum of the operators ∆(Tj) and ∆(Tj) + βo(j) coincides.
1.2. Main result. The absolutely continuous spectrum of an operator H is denoted by σac(H).
We will prove the following theorem.
Theorem. There exists a finite set Σ0 ⊂ R such that for all compact I ⊆ σac(∆(T)) \ Σ0 and
p > 1 there is δ = δ(I, p) > 0 such that for all b ∈ Wp with dp(b, bM ) < δ the spectrum of ∆(θ) is
purely absolutely continuous in I for almost all θ ∈ Θ(b).
Indeed, Σ0 is the finite set mentioned above. If we restrict ourselves to the case of bounded
branching, then we obtain the following immediate corollary.
Corollary. There exists a finite set Σ0 such that for all compact I ⊆ σac(∆(T)) \ Σ0 there is
q ∈ (0, 1) such that for all b ∈ Wp with bounded branching where the probability for a vertex of
type j to have Mj,k forward neighbors of type k is larger than q for all j, k ∈ A, it follows that the
spectrum of ∆(θ) is almost surely purely absolutely continuous in I.
Remark. (a) A special case of our model is the binary tree, where one deletes for each vertex one
of the forward neighbors with small probability. In [FHS3], a proof for preservation of absolutely
continuous spectrum is sketched for this case. However, our model does not only allow for a finite
number of vertex types, but it is also not restricted to the removal of edges. In particular, the
distributions considered in the main theorem do not even assume a bound on the number of forward
neighbors of a vertex.
(b) The validity of the theorem does not depend on the choice of the operator ∆. Indeed, the result
holds for any selfadjoint label invariant operator in the sense of [Ke]. In particular, it is also true
for the normalized Laplacian or the adjacency matrix. However, selfadjointness of the adjacency
matrix is an issue if the vertex degree is unbounded. Nevertheless, in the setting of the corollary
the adjacency matrix is a bounded operator and therefore selfadjoint.
(c) All our estimates are explicit. So, one can get upper bounds for the critical probability closely
related to quantum percolation on a K-regular tree. Let us be more specific: Consider a K-
regular tree and let p ∈ (0, 1). For each vertex delete every forward neighbor except for one
with probability (1 − p) each. We consider the adjacency matrix at zero energy. We can give
upper bounds on the critical probability pK such that for p > pK some absolutely continuous
spectrum is preserved almost surely. Since the focus of this paper is primarily on a qualitative
result, the estimates are certainly not optimal. In particular, the estimates as given in the proofs
yield an upper bound K−1
√
1− 2−32K−22/(2K − 1)! (nevertheless, with some minor adaptions, see
the remark after Proposition 1, one can get an upper bound pK ≤ K−1
√
1− 2−33K−22). Since
our upper bound tends to 1 as K → ∞ it does not give information about the behavior expected
by physicists. In particular, [Har2] derives an asymptotic formula for the critical probability
4 MATTHIAS KELLER
pK ∼ a/K, a ≈ 1.42153, for the quantum percolation model, where the transition from localized
to extended states is supposed to take place.
(d) The theorem deals only with a purely absolutely continuous component of the spectrum. It
would be very interesting to know more about the spectrum as a set and the nature of the whole
spectrum. Since we deal with rooted trees, the model is not ergodic, so, already non-randomness
of the spectrum as a set is an issue. For the spectrum as a set it is very likely that it stands in
a close relationship to the union of the spectra of trees of finite cone type that are realizations
of the distribution. For the nature of the spectrum, one might expect from the perspective of
random Schro¨dinger operators on trees, see [AW], far more absolutely continuous spectrum than
the one of the deterministic tree. Indeed, considering the results of [AW], one might ask whether
singular spectrum can be excluded almost surely whenever the distributions is close enough to a
deterministic one.
1.3. Outline of the proof. The proof of the theorem is based on techniques developed in [Ke,
KLW2] to treat random operators on trees of finite cone type. These techniques itself are inspired
by ideas of [FHS1, FHS2] using hyperbolic geometry and a fix point analysis in order to get bounds
on moments of the Green functions. The fundamental difference to the situation in this work is
that [Ke, KLW2] deal with small random perturbations appearing everywhere while here we deal
with very large perturbations (removal and addition of edges) that occur with small probability.
The Green functions satisfy a recursion relation which we use this to compare the Green functions
of the random tree to the ones of the deterministic tree. Our aim is to bound the difference in the
expected value in terms of a function γ which is related to the standard hyperbolic metric of the
upper half plane H and is given by
γ(ξ, ζ) =
|ξ − ζ|2
Im ξ Im ζ
, ξ, ζ ∈ H.
We obtain this bound of the distance of the Green functions by proving a vector inequality: Denote
by Eγ the vector in [0,∞)A where the j-th component is the expected value of the γ-distances for
the root with label j. We prove the vector inequality
Eγ ≤ (1 − δ)PEγ + C,
with a stochastic irreducible matrix P , δ > 0 and a vector C with positive entries. For the precise
statement see Lemma 5 in Section 3.5. The idea is to condition first on the event that (a subset
of) the first two spheres of the random tree agrees with the deterministic tree. By assumption,
this event occurs with large probability. For this case, we apply a two step expansion estimate
and a uniform contraction estimate from [KLW2]. For the other cases, we prove a different two
step expansion estimate, where we use an estimate for additive perturbations in one argument of
γ. This estimate takes the role of the triangle inequality which does not hold for γ. At the end
it turns out that the error term from this estimate is compensated by the low probability of these
events.
Having the vector inequality above, we conclude by the Perron Frobenius theorem that each compo-
nent of Eγ is bounded. We finish the proof by arguments similar to the ones found in [FHS2, KLW2]
and a variant of the limit absorbtion principle.
The paper is structured as follows. In the next section, we start with some preliminaries. In
Section 3 we provide the crucial estimates such as the two step expansion estimate, the uniform
contraction estimate and the vector inequality. These inequalities are used in Section 4 to prove
the main theorem.
2. Preliminaries
In this section we recall some basic facts about the Green function on trees. Moreover, we introduce
an equivalence relation for the random trees that is determined by the branching in the first two
spheres. Finally, we consider conditioned expectations with respect to the equivalence classes and
related invariance properties of the Green function.
AC SPECTRUM FOR MULTI-TYPE GALTON WATSON TREES 5
Let us start with some remarks about notation. The roots of the components θj of θ ∈ Θ are
denoted by o(j). By o′(j), we denote a fixed forward neighbor of o(j) of label j whenever such a
vertex exists. We denote general rooted trees by T and their roots by o. Moreover, we assume that
T is always equipped with a labeling function a. We let H = {z ∈ C | Im z > 0} be the complex
upper half plane and always let z be an element of H which decomposes as z = E + iη with E ∈ R
and η > 0. Moreover, |λ|, for a complex number λ, denotes the modulus of λ, while |A|, for a finite
set A, denotes the cardinality of A.
2.1. Basic facts about the Green function. Let δx be the function on a rooted tree T that
gives value one to the vertex x and zero to all other vertices and let µx be the spectral measure of
∆(T ) with respect to δx. Then, the Green function z 7→ Gx(z,∆(T )) on H is given by the Borel
transform of µx, i.e.,
Gx(z,∆(T )) :=
∫
σ(∆(T ))
1
t− z dµx = 〈δx, (∆(T )− z)
−1δx〉, z ∈ H.
It is well known that the Green function is analytic and maps H to H (for background see e.g.
[DK]).
As there is a natural ordering of the vertices in a rooted tree given by their distance to the root,
there is a natural notion of forward neighbors of vertices. In particular, we denote by Tx the
forward tree of x and we denote the Green function of the operator ∆(Tx) + βx on ℓ
2(Tx) by
Γx(z,∆(T )) := Gx(z,∆(Tx) + βx), z ∈ H,
where βx = 〈·, δx〉δx can be considered as boundary term since by considering the forward tree the
backward edge is ’missing’. (In the case of the adjacency matrix which considered in [KLW1] this
is not necessary due to the zero diagonal of the operator.)
It is well known, see for instance [ASW, Ke, KLW1, Kl1], that the Green function satisfies the
following recursion equation
− 1
Γx(z,∆(T ))
= z − degT (x) +
∑
y∈STx
Γy(z,∆(T )), z ∈ H,(♣)
where degT (x) is the vertex degree of x in T if x 6= o and degT (o) is the vertex degree of o plus
one which is due to adding βo to ∆(T ). Moreover, S
T
x denotes the set of forward neighbors of x.
For a branching process b and Θ = Θ(b), we denote the Green functions z 7→ Γx(z,∆(θ)), θ ∈ Θ,
x ∈ θ, for short by
Γθx := Γx(z,∆(θ)), z ∈ H,
and we write Γ
(·)
x for the function θ 7→ Γθx. In the case of trees T generated by a substitution matrix,
we have Γx(z,∆(T)) = Γy(z,∆(T)) for vertices x, y that carry the same label, i.e. a(x) = a(y).
We define the vector Γ = (Γj)j∈A ∈ HA by letting
Γj = Γo(j)(z,∆(T)), z ∈ H, j ∈ A.
Similarly, deg
T
depends only on the label of a vertex and it is given by 1+
∑
k∈AMj,k for a vertex
of label j ∈ A. So, we write deg(a(x)) = deg
T
(x) = 1 +
∑
k∈AMa(x),k, for x ∈ T. With this
notation, the recursion relation for the Green functions ∆(T) can be reduced to the finite system
of equations given by
− 1
Γj
= z − deg(j) +
∑
k∈A
Mj,kΓk, j ∈ A.
In [Ke, Theorem 3.1] (compare also [KLW1, Theorem 6]) it is shown that there is a finite set Σ0
such that the truncated Green functions Γ = (Γj) can be extended continuously to a function
Σ ∪H→ H, where
Σ = σac(∆(T) + β) \ Σ0,
and β =
∑
j∈A〈·, δo(j)〉δo(j) with o(j) being the root of Tj , j ∈ A. In particular, for all E ∈ Σ and
j ∈ A the limits Γj(E,∆(T)) = limη↓0 Γj(E + iη,∆(T)) exist, are continuous functions in E and
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ImΓx(E,∆(T)) > 0. Since the measures ImGx(E + iη,∆(T))dE converge weakly to the spectral
measure µx, we have Σ ⊂ σac(∆(Tx) + β) for all x ∈ T and, therefore, Σ ⊂ σac(∆(T) + β) (as
Tj = To(j)).
2.2. Equivalence classes of random trees. For θ ∈ Θ and x ∈ θ, we write Sθx for the set of
forward neighbors of x without specifying in which component θj , j ∈ A, of θ the vertex x is
actually contained in.
Let θ, θ′ ∈ Θ. We say that two subsetsA ⊆ θ, A′ ⊆ θ′ are isomorphic if there is a graph isomorphism
between A and A′ that leaves the labeling invariant. Whenever two sets are isomorphic, we identify
the corresponding vertices in notation. For example, for fixed j ∈ A all elements of Θj have a root
of label j.
For all θj , we fix a vertex o
′(j) in Sθo(j) of label j whenever such a vertex exists. In this case, we say
that o′(j) exists. Otherwise, when there is no such vertex, we say that o′(j) does not exist and we
let Sθ
o′(j) = ∅. In Tj , the vertex o′(j) always exists by positivity of the entries of the substitution
matrix.
We define
S(θj) := S
θ
o′(j) ∪ Sθo(j) \ {o′(j)}.
Hence, in the case where o′(j) does not exists, we get S(θj) = S
θ
o(j).
For each j ∈ A, we define an equivalence relation on Θj by
θj ∼= θ′j
whenever S(θj) and S(θ
′
j) are isomorphic. In particular, if o
′(j) exists, then the subsets Sθ
o′(j) ∪
Sθ
o(j) \ {o′(j)} and Sθ
′
o′(j) ∪ Sθ
′
o(j) \ {o′(j)} have to be isomorphic and otherwise only Sθo(j) and Sθ
′
o(j)
have to be isomorphic.
We denote the equivalence classes by [θj ], j ∈ A. Moreover, we write θ ∼= θ′ if θj ∼= θ′j for all j ∈ A
and denote the equivalence classes by [θ] correspondingly.
There is a one to one map from the equivalence classes {[θj] | θj ∈ Θj} to NA0 × NA0 , where
[θj ] 7→ (n,m) is such that there are nk vertices of label k in Sθo(j) and mk vertices of label k in
Sθo′(j), k ∈ A. (In the case, where no vertex of label j exists in Sθo(j), we have mk = 0 for all k ∈ A
since Sθ
o′(j) = ∅.) Hence, the set of equivalence classes is countable.
Whenever the dependance of a set or a quantity on θ is indeed only a dependance on [θ], we indicate
this by replacing θ by [θ] in notation. For example, by the identification of the vertices via labeling
invariant graph isomorphisms, the set Sθv does not depend on the choice of θ ∈ [θ′] for θ′ ∈ Θ for
v ∈ {o(j), o′(j) | j ∈ A}. Therefore, we will write S[θ]v = Sθv and S([θj ]) = S(θj). Indeed, S[θ]v
depends only on the component of θ where the vertex v lies in.
Let us stress the importance of this equivalence relation: Let two functions f : θ → C, f ′ : θ′ → C
for θ, θ′ ∈ Θ be given. Since the vertex sets of θ and θ′ can be totally different except for their
roots, it is not clear how to compare these functions. However, if θ ∼= θ′, then we can compare
these functions on Sj(θ) and Sj(θ
′), j ∈ A by identification of the vertices on these sets.
2.3. Conditioned expectations. For a measurable set A ⊆ Θ and an integrable function f , we
write
Ej(f | A) = 1
Pj(A)
∫
A
f(θj)dPj(θj), j ∈ A,
if Pj(A) > 0 and Ej(f | A) = 0 otherwise. For A = Θj , we write Ej(f) = E(f | Θj).
Lemma 1. Let θ ∈ Θ, j ∈ A and x ∈ S(θj). Then, for every function g such that θ 7→ g(Γθx) is
integrable
Ej(g(Γ
(·)
x ) | [θj ]) = Eo(a(x))
(
g(Γ
(·)
o(a(x)))
)
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and for y ∈ S(θj) with a(x) = a(y) and every function f such that θ 7→ f(Γθx,Γθy) is integrable
Ej
(
f(Γ(·)x ,Γ
(·)
y ) | [θj ]
)
= Ej
(
f(Γ(·)y ,Γ
(·)
x ) | [θj ]
)
.
Proof. By (♣) the value of the truncated Green function of a vertex depends only on the branching
of the forward tree. Since the distribution of the branching in a forward tree of a vertex x depends
only on a(x), we conclude the first statement. Moreover, the random variables Γθx and Γ
θ
y are
identically distributed for a(x) = a(y). Furthermore, since the forward trees of x, y ∈ S(θj), x 6= y,
do not coincide, the distribution of their branching is independent. We conclude that the random
variables Γθx and Γ
θ
y are independent. Thus, the second statement follows. 
3. The fundamental inequalities
In this section we prove the crucial inequalities which are the ingredients for the proof of the
theorem.
3.1. The substitute for the triangle inequality. The distance function γ on H defined in the
introduction as γ(ξ, ζ) = |ξ − ζ|2/(Im ξ Im ζ), ξ, ζ ∈ H, does not satisfy the triangle inequality.
Nevertheless, we can give an estimate for additive perturbations in one argument, where the error
term does not depend on the other argument. A similar estimate is found in [KLW2, Lemma 1].
Lemma 2. Let ζ ∈ H, λ ∈ C such that ζ + λ ∈ H. Then, for all ξ ∈ H,
γ(ξ, ζ) ≤ c0(ζ, λ)(γ(ξ, ζ + λ) + 1),
where
c0(ζ, λ) =
(
1 +
Imλ
Im ζ
)(
1 +
2|λ|
Im(ζ + λ)
)2
.
Proof. Let r = Im ζ/ Im(ζ + λ). We distinguish two cases: If |ξ − (ζ + λ)| ≥ Im(ζ + λ)/2, then
rγ(ξ, ζ) ≤
(
1 +
|λ|
|ξ − (ζ + λ)|
)2
γ(ξ, ζ + λ) ≤
(
1 +
2|λ|
Im(ζ + λ)
)2
γ(ξ, ζ + λ).
If, on the other hand, |ξ − (ζ + λ)| ≤ Im(ζ + λ)/2, then Im ξ ≥ Im(ζ + λ)/2. So, we obtain
rγ(ξ, ζ) ≤ γ(ξ, ζ + λ) + 2|λ||ξ − (ζ + λ)|+ |λ|
2
Im ξ Im(ζ + λ)
≤ γ(ξ, ζ + λ) + 2 |λ| Im(ζ + λ) + |λ|
2
(Im(ζ + λ))2
.
The statement now follows from the definition of c0. 
3.2. The one step expansion estimate. In this subsection we prove an inequality that allows
to estimate the γ-distance of two Green functions at a vertex by their distances attained at the
forward neighbors.
In the following, gx always denotes an arbitrary element of H, but it can be thought as Γx(z,∆(T )),
x ∈ T . Recall that Γj = Γo(j)(z,∆(T)) are the truncated Green functions of ∆(T) indexed by the
labels j ∈ A, where T = (Tj) are the trees generated by a substitution matrix.
For v ∈ T , x ∈ Sv, let the weights qx : HSv → (0, 1) be given by
qx(g) :=
Im gx∑
u∈Sv
Im gu
, g ∈ HSv ,
and note that
∑
x∈Sv
qx ≡ 1. Moreover, let Qx,y : H{x,y} → [0, 1] and cosαx,y : H{x,y} → R,
x, y ∈ T , be given by
Qx,y(g) :=
√
Im gx Im gy ImΓa(x) ImΓa(y)γ(gx,Γa(x))γ(gy,Γa(y))
1
2 (Im gx ImΓa(y)γ(gy,Γa(y)) + Im gy ImΓa(x)γ(gx,Γa(x)))
,
cosαx,y(g) := cos
(
arg(gx − Γa(x))(gy − Γa(y))
)
,
for g ∈ H{x,y} such that gx 6= Γa(x), gy 6= Γa(y). Then, Qx,y is the quotient of a geometric and
an arithmetic mean which implies that it takes values between 0 and 1. If gx = Γx or gy = Γy,
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we put Qx,y(g) = cosαx,y(g) = 0. Sometimes it will be convenient to put a higher dimensional
vector such as g ∈ HSv into the functions qy, Qx,y and cosαx,y without indicating explicitly that
we actually consider the appropriate restriction of g. Hence, by what we discussed so far, we have∣∣∣ ∑
y∈Sv
qy(g)Qx,y(g) cosαx,y(g)
∣∣∣ ≤ 1, g ∈ HSv .(♠)
The functions Qx,y, αx,y depend on the unperturbed Green functions Γj , j ∈ A, and thus on z,
but we suppress this dependance on z to ease notation. In any case, by continuity of Γj all the
estimates that follow will be uniform in z for z ∈ I + i(0, 1] and I ⊂ Σ compact.
For x ∈ T , let NTx,j be the number of forward neighbors of x in T of type j ∈ A, i.e.,
NTx,j = |{y ∈ STx | a(y) = j}|.
Next, we prove the one step expansion formula. A similar statement can be found in [KLW1,
Lemma 5] and [KLW2, Lemma 2].
Lemma 3. (One step expansion estimate) Let I ⊂ Σ be compact, T be a rooted tree that satisfies
(F) and v ∈ T . If NTv,j = Ma(v),j for all j ∈ A, then, for all z ∈ I + i(0, 1]
γ
(
ΓTv ,Γa(v)
) ≤ ∑
x∈STv
ImΓa(x)∑
j∈AMa(v),j ImΓj
∑
y∈STv
qy(Γ
T )Qx,y(Γ
T ) cosαx,y(Γ
T )
 γ(ΓTx ,Γa(x)),
where ΓTx = Γx(z,∆(T )), x ∈ T . Otherwise, there exists c1 > 0 such that for all z ∈ I + i(0, 1]
γ
(
ΓTv ,Γa(v)
) ≤ c1( ∑
x∈STv
ImΓa(x)∑
j∈AMa(v),j ImΓj
γ(ΓTx ,Γa(x)) + |STv |
)
.
Proof. We start the proof with two observations: Firstly, by a direct calculation one checks that
for ξ, ζ, z ∈ H, c, d ∈ R
γ
(
− 1
z − c+ ξ ,−
1
z − d+ ζ
)
≤ γ(ξ − c, ζ − d) = γ(ξ, ζ + c− d).
Secondly, for g ∈ HSTv , we calculate directly∣∣∣ ∑
x∈STv
gx −
∑
x∈STv
Γa(x)
∣∣∣2 = ∑
x∈STv
ImΓa(x)
( ∑
x∈STv
Im gy cosαx,y(g)Qx,y(g)
)
γ(gx,Γa(x)).
Combined with (♣), these observations yield the first statement.
For the other statement, let k = a(v). We use (♣) and apply the first observation to get
γ
(
ΓTv ,Γa(v)
) ≤ γ( ∑
x∈STv
ΓTx ,
∑
j∈A
(Mk,jΓj +N
T
v,j −Mk,j)
)
,
where we additionally used that degT (v) = 1 +
∑
j Nv,j and deg(k) = 1 +
∑
j Mk,j . We apply
Lemma 2 with ξ =
∑
x∈STv
ΓTx , ζ =
∑
j∈A(N
T
v,j−Mk,j+Mk,jΓj) and λ =
∑
j∈A(N
T
v,j−Mk,j)(Γj−1),
(clearly ζ + λ ∈ H), to obtain
γ(ΓTv ,Γv) ≤ c0
(
γ
( ∑
x∈STv
ΓTx ,
∑
j∈A
NTv,jΓj
)
+ 1
)
≤ c0
( ∑
x∈STv
ImΓa(x)∑
u∈STv
ImΓa(u)
γ(ΓTx ,Γa(x)) + 1
)
,
where we used the second observation and inequality (♠) in the second step. The constant c0 from
Lemma 2 is a product c0 = c
′
0c
′′
0 with c
′
0 = (1 + Imλ/ Im ζ) and c
′′
0 = (1 + 2|λ|/ Im(ζ + λ))2. With
our choice of ζ and λ the constant c0 is given by
c0 = c
′
0c
′′
0 =
( ∑
j N
T
v,j ImΓj∑
jMa(v),j ImΓj
)(
1 +
2|∑j(NTv,j −Ma(v),j)(Γj − 1)|∑
j N
T
v,j ImΓj
)2
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and, therefore, since
∑
u∈STv
ImΓa(u) =
∑
j∈AN
T
v,jΓj ,
γ(ΓTv ,Γv) ≤ c′′0
∑
x∈STv
ImΓa(x)∑
j∈AMa(v),j ImΓj
γ(ΓTx ,Γa(x)) + c0.
Let us estimate c′0 and c
′′
0 to finish the proof. By definition of Σ and compactness of I there is
r ≥ 1 such that (|Γk|+ 1)/ ImΓl ≤ r for all k, l ∈ A and all z ∈ I + i(0, 1]. The first term, c′0, can
be estimated by
c′0 =
∑
j N
T
v,j ImΓj∑
jMa(v),j ImΓj
≤ r|STv |.
For the second term, c′′0 , we first note that
∑
k |NTv,k −Mj,k| ≤ |STv |+
∑
kMj,k − 2 since T and T
have at least one forward neighbor in common by (F). We estimate√
c′′0 = 1 +
2|∑j(NTv,j −Ma(v),j)(Γj − 1)|∑
j N
T
v,j ImΓj
≤ 1 + 2r
(
1 +
∑
j Ma(v),j − 2
|STv |
)
≤ 2r
∑
j∈A
Ma(v),j,
where we used the inequality 1 + (m − 2)/n ≤ m − 1 for n ≥ 1, m ≥ 2 with n = |STv | ≥ 1
(by (F)) and m =
∑
j Ma(v),j ≥ 2 (by non one-dimensionality) in the last step. Letting c1 :=
4r3maxk∈A(
∑
j Mk,j)
2, we get the statement. 
3.3. The two step expansion estimate. Next, we adapt the one step expansion to our model
to get the two step expansion by iteration.
We first introduce some notation. Let the root o of the tree T have label j ∈ A and recall that
S(T ) = So′ ∪So \ {o′} if there is a vertex o′ of label j in So and S(T ) = So otherwise. For x ∈ STo ,
let
pj,x :=
ImΓa(x)∑
k∈AMj,k ImΓk
and for x ∈ STo′ , let
pj,x :=
ImΓa(o′) ImΓa(x)
(
∑
k∈AMj,k ImΓk)
2
,
where Γj, j ∈ A, are the Green functions of ∆(T) as above. For T = Tj , we have
∑
x∈S(Tj)
pj,x = 1.
Thus, for z ∈ H ∪ Σ, the matrix P = P (z) : A×A → [0,∞) given by
Pj,k :=
∑
x∈S(Tj), a(x)=k
pj,x, j, k ∈ A,
defines a stochastic matrix.
We define the contraction quantities cx : H
S[T] → [−1, 1] for x ∈ S[T]
o(j) by
cx(g) :=
∑
y∈S
[T]
o(j)
qy(g)Qx,y(g) cosαx,y(g)
and for x ∈ S[T]
o′(j) by
cx(g) :=
( ∑
y∈S
[T]
o(j)
qy(g)Qx,y(g) cosαx,y(g)
)( ∑
y∈S
[T]
o′(j)
qy(g)Qo′(j),y(g) cosαo′(j),y(g)
)
,
where go′ is defined in the spirit of (♣) as
go′(j) := − 1
z − deg(j) +∑x∈ST
o′(j)
gx
and qy, Qx,y and αx,y are taken from the previous subsection. By inequality (♠), we see that cx
takes indeed values in [−1, 1].
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We now come to the two step expansion estimate. For the case θj ∈ [Tj ] the following estimate
is similar to Proposition 1 of [KLW2]. In the other cases, we get a similar expression with a
multiplicative and additive error term.
Lemma 4. (Two step expansion estimate) Let I ⊂ Σ be compact and j ∈ A. For all z ∈ I + i(0, 1]
and θ ∈ [Tj ],
γ(Γθo(j),Γo(j)) ≤
∑
x∈S(Tj)
pj,xcx(Γ
θ)γ(Γθx,Γa(x)).
Moreover, for all p > 1 there is c2 > 0 such that for all z ∈ I + i(0, 1] and all θ ∈ Θ
Ej
(
γ(Γ
(·)
o(j),Γo(j))
p | [θj ]
)
≤ c2
(|S[θ]
o(j)|
p
+ |S[θ]
o′(j)|
p)(∑
k∈A
Pj,kEk
(
γ(Γ
(·)
o(k),Γk)
p
)
+ 1
)
.
Proof. The first statement follows directly by combining the first statement of the one step expan-
sion estimate, Lemma 3, for v = o(j) and v = o′(j).
For the second statement let θ ∈ Θ. By the second statement of Lemma 3 applied for v = o(j) in
the first estimate and for v = o′(j) in the second estimate, we get
Ej
(
γ
(
Γ
(·)
o(j),Γo(j)
)p∣∣∣[θj ]) ≤ cp1Ej(( ∑
x∈S
[θ]
o(j)
ImΓa(x)∑
k∈A
Mj,k ImΓk
γ(Γ(·)x ,Γa(x)) +
∣∣S[θ]
o(j)
∣∣)p∣∣∣[θj ])
≤ c2p1 Ej
(( ∑
x∈S([θj])
pj,xγ(Γ
(·)
x ,Γa(x)) +
∣∣S[θ]
o(j)
∣∣+ ∣∣S[θ]
o′(j)
∣∣)p∣∣∣[θj ]).
Note that in the case, where o′(j) does not exist the second estimate is trivially true. For x ∈ S([θj ]),
let v(x) = o(j) if x ∈ S[θ]
o(j) and v(x) = o
′(j) if x ∈ S[θ]
o′(j). Since
∑
x∈S([θj])
pj,x
Mj,a(x)
N
[θ]
v(x),a(x)
≤ 1, we get
by Jensen’s inequality and the inequality (m+ n)p ≤ 2p(mp + np) for m,n ≥ 0,
. . . ≤ 2pc2p1
( ∑
x∈S([θj])
pj,x
(N [θ]
v(x),a(x)
Mj,a(x)
)p−1
Ej
(
γ(Γ(·)x ,Γa(x))
p
∣∣[θj ])+ ∣∣S[θ]o(j)∣∣p + ∣∣S[θ]o′(j)∣∣p).
By Lemma 1 and with c2 := 2
pc2p1
. . . = c2
(∑
k∈A
P˜j,kEk
(
γ(Γ
(·)
o(k),Γk)
p
)
+
(∣∣S[θ]
o(j)
∣∣+ ∣∣S[θ]
o′(j)
∣∣)p),
where P˜j,k :=
∑
x∈S([θj]), a(x)=k
pj,x(
N
[θ]
v(x),k
Mj,k
)p−1, j, k ∈ A. Since pj,x depends only on a(x) and v(x)
P˜j,k =
∑
x∈S([θj]), a(x)=k
pj,x
(N [θ]
v(x),k
Mj,k
)p−1
=
∑
x∈S([Tj]), a(x)=k
pj,x
(N [θ]
v(x),k
Mj,k
)p
.
We finish the proof by estimating P˜j,k/Pj,k ≤
∑
x∈S([Tj]),a(x)=k
(N
[θ]
v(x),k)
p ≤ ∣∣S[θ]
o(j)
∣∣p + ∣∣S[θ]
o′(j)
∣∣p
since
∑
x∈S
[θ]
v
N
[θ]
v,a(x) =
∣∣S[θ]v ∣∣ and ∑kMj,k ≥ 1. 
3.4. The averaged contraction coefficient and the uniform contraction estimate. In
[KLW2, Proposition 2] a uniform contraction estimate is proven, which also plays an important
role in the proof our main theorem. We recall the corresponding definitions and the statement
from [KLW2].
Definition. (Label invariant permutations) For o ∈ Tj , we define the set of label invariant per-
mutations Π := Πj of S(Tj) by
Π := {π : S(Tj)→ S(Tj) | bijective and a(π(x)) = a(x) for all x ∈ S(Tj) }.
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For g ∈ HS(Tj) the composition g ◦π is of course given as g ◦π = (gpi(x))x∈S(Tj). Let the restriction
of the Green function of θj to S([θj ]) be given by Γ
θ
S([θj])
= (Γx(z,∆(θ)))x∈S([θj ]).
By Lemma 1, we have
E(f(Γ
(·)
S(Tj)
) | [Tj ]) = E(f(Γ(·)S(Tj) ◦ π) | [Tj ])
for π ∈ Π and any function f such that θ 7→ f(Γθ
S(Tj)
) is integrable. The following definition of the
averaged contraction coefficient is also taken from [KLW2].
Definition. (Averaged contraction coefficient) For p > 1 and z ∈ H, let the averaged contraction
coefficient κ
(p)
j : H
S(Tj) → R be defined as
κ
(p)
j (g) :=
∑
pi∈Π
(∑
x∈S(Tj)
pj,xcx(g ◦ π)γ(gpi(x),Γa(x))
)p
∑
pi∈Π
∑
x∈S(Tj)
pj,xγ(gpi(x),Γa(x))
p .
Note that z enters the definition of κ
(p)
j via the unperturbed Green functions in the quantities px,
cx and γ(gx,Γa(x)).
The following proposition is a special case of Proposition 2 of [KLW2].
Proposition 1. (Uniform contraction estimate, [KLW2, Proposition 2]) Let I ⊂ Σ be compact
and p > 1. There exist δ0 = δ0(I, p) > 0 such that for all z ∈ I + i(0, 1]
max
j∈A
sup
g∈HS(Tj )
κ
(p)
j (g) ≤ 1− δ0.
A consequence of the proposition above is that κ
(p)
j (Γ
θ
S([θj ])
) ≤ 1− δ0 for all θj ∈ [Tj ].
Remark. In the case, where T is a regular tree, it suffices to consider a subset of Π containing the
identity and a permutation that only interchanges two vertices in different spheres. In this way,
we can improve the estimate of the constant pK mentioned in Remark (c) below the main theorem
by replacing |Π| = (2K − 1)! by 2.
3.5. The vector inequality. The goal of this section is to use the two step expansion estimate,
Lemma 4, and the uniform contraction estimate, Proposition 1, from the previous sections to prove
the following vector inequality.
For p > 1 and z ∈ H denote
Eγ :=
(
E
(
γ(Γ
(·)
o(j),Γ
T
o(j))
p
))
j∈A
=
(
E
(
γ(Γo(j)(z,∆(θ)),Γo(j)(z,∆(T)))
p
))
j∈A
and recall the definition of the stochastic matrix P given by Pj,k =
∑
x∈S(Tj), a(x)=k
pj,x, j, k ∈ A
in Section 3.3.
Lemma 5. (Vector inequality) Let I ⊂ Σ be compact and p > 1. Then there are constants ε, δ > 0
and a vector C ∈ [0,∞)A, such that
Eγ ≤ (1− ε)PEγ + C
for all z ∈ I + i(0, 1] and all b ∈ Wp with dp(b, bM ) < δ.
Proof. Let I ⊂ Σ be compact and p > 1. Moreover, let b be a branching process and Θ = Θ(b).
We let z ∈ I + i(0, 1] and g = (Γx(z,∆(θ)))x∈S(θj) for θ ∈ [Tj ]. By (♣) and the definition of go′ ,
we have go′ = Γo′(z,∆(θ)). Moreover, gx and gy are independent for all x, y ∈ S(θj) and they
are additionally identically distributed if x and y carry the same label. This gives, in particular,
E((
∑
x∈S([Tj])
pj,xcx(g)γ(gx,Γa(x)))
p|[Tj ]) = E((
∑
x∈S([Tj])
pj,xcx(g ◦π)γ(gpi(x),Γa(x)))p|[Tj ]) for all
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π ∈ Π. We use this together with the first part of the two step expansion estimate, Lemma 4, the
uniform contraction estimate, Proposition 1, and Lemma 1 to compute
Ej
(
γ(Γ
(·)
o(j),Γj)
p | [Tj ]
) ≤ Ej(( ∑
x∈S([Tj])
pj,xcx(g)γ(gx,Γa(x))
)p∣∣∣[Tj ])
=
1
|Π|Ej
(∑
pi∈Π
( ∑
x∈S([Tj])
pj,xcx(g ◦ π)γ(gpi(x),Γa(x))
)p∣∣∣[Tj ])
=
1
|Π|Ej
(
κ
(p)
j (g)
∑
pi∈Π
∑
x∈S([Tj])
pj,xγ(gpi(x),Γa(x))
p
∣∣∣[Tj ])
≤ (1− δ0) 1|Π|
∑
pi∈Π
∑
x∈S([Tj])
pj,xEj
(
γ(gpi(x),Γa(x))
p|[Tj ]
)
= (1− δ0)
∑
x∈S([Tj])
pj,xEj
(
γ(gx,Γa(x))
p|[Tj ]
)
= (1− δ0)
∑
k∈A
Pj,kEk
(
γ(Γ
(·)
o(k),Γk)
p
)
.
Let n
[θ]
j := (|S[θ]o(j)|
p
+ |S[θ]
o′(j)|
p
). Since the set {[θj ] | θj ∈ Θj} is countable, we can sum over it. By
the estimate above and the second part of the two step expansion estimate, Lemma 4, we get
Ej
(
γ(Γ
(·)
o(j),Γj)
p
)
= Pj([Tj ])Ej
(
γ(Γ
(·)
o(j),Γj)
p | [Tj ]
)
+
∑
[θj ] 6=[Tj]
Pj([θj ])Ej
(
γ(Γ
(·)
o(j),Γj)
p | [θj ]
)
≤
(
(1− δ0)Pj([Tj ]) + c2
∑
[θj ] 6=[Tj]
Pj([θj ])n
[θ]
j
)∑
k∈A
Pj,kEk
(
γ(Γ
(·)
o(k),Γk)
p
)
+ c2
∑
[θj] 6=[Tj]
Pj([θj ])n
[θ]
j .
For θj let s
[θ]
v ∈ NA0 be the configuration of S[θ]v for v ∈ {o(j), o′(j)}, (that is the map A → N0
encoding the number of forward neighbors of each type). Recall also that Pj(s) denotes the
probability that a vertex with label j ∈ A has the forward neighbor configuration s ∈ NA0 .
As the distribution of the branching of the vertices in So′(j) and So(j) \ {o(j)} is independent, we
observe that if o′(j) exists in θj , then
Pj([θj ]) = P
(
s
[θ]
o(j)
)
P
(
s
[θ]
o′(j)
)
and Pj([θj ]) = Pj(s
[θ]
o(j)) otherwise. Using the inequality m + n ≤ 2mn for m,n ≥ 1 and the
definition of n
[θ]
j above, we compute∑
[θj ] 6=[Tj]
Pj([θj ])n
[θ]
j =
∑
[θj] 6=[Tj]
Pj([θj ])
(∣∣S[θ]
o(j)
∣∣p + ∣∣S[θ]
o′(j)
∣∣p)
≤ 2
∑
[θj] 6=[Tj],S
[θ]
o′(j)
6=∅
P
(
s
[θ]
o(j)
)
P
(
s
[θ]
o′(j)
)∣∣S[θ]
o(j)
∣∣p∣∣S[θ]
o′(j)
∣∣p + ∑
[θj] 6=[Tj ],S
[θ]
o′(j)
=∅
P
(
s
[θ]
o(j)
)∣∣S[θ]
o(j)
∣∣p
= 2
∑
s,s′∈NA0 ,s
′ 6=s
[T]
o(j)
Pj(s)Pj(s
′)‖s‖p‖s′‖p +
∑
s∈NA0 ,s6=s
[T]
o(j)
Pj(s)‖s‖p
= 2
( ∑
s6=s
[T]
o(j)
∣∣Pj(s)∣∣‖s‖p)2 + (1 + P(s[T]o(j))‖s[T]o(j)‖p) ∑
s6=s
[T]
o(j)
∣∣Pj(s)∣∣‖s‖p
≤ 2dp(b, bM )2 + C0dp(b, bM )
with C0 = 1 + (
∑
kMj,k)
p. We conclude
Ej(γ(Γ
(·)
o(j),Γj)
p) ≤ (1− δ0 + c2(2dp(b, bM )2 + C0dp(b, bM )))∑
k∈A
Pj,kEk
(
γ(Γ
(·)
o(k),Γk)
p
)
+ C.
and the statement follows with the choice of δ > 0 such that ε := δ0 − c2(2δ2 + C0δ) > 0 and
C := c2(2δ
2 + C0δ). 
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4. Proof of the main theorem
Denote by Sθj (n) the set of vertices of θj ∈ Θj that have distance n ≥ 0 to the root o(j) and let
Bθj (n) =
⋃n
k=0 S
θ
j (n).
Lemma 6. Let I ⊂ Σ be compact and p > 1. Then, there is δ > 0, such that for all b ∈ Wp with
dp(b, bM ) < δ and all n ≥ 0
sup
z∈I+i(0,1]
E
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
γ(Gx(z,∆(·)),Γa(x)(z,∆(T)))p
)
<∞, j ∈ A.
Proof. Let P = P (z) be the stochastic matrix defined in Section 3.3 for z ∈ H ∪ Σ. Since the
entries of M are positive, so are the entries of P . Hence, P is an irreducible stochastic matrix and
by the Perron Frobenius theorem there is a positive left eigenvector u = u(z) ∈ RA, z ∈ I + i[0, 1],
such that P⊤u = u. We obtain using the vector inequality, Lemma 5,
〈u,Eγ〉 ≤ (1− ε)〈u, PEγ〉+ C = (1− ε)〈u,Eγ〉+ C
for all z ∈ I+i(0, 1] and all b ∈ Wp with dp(b, bM ) < δ, where ε, δ > 0 and C are given by Lemma 5.
This implies, in particular, that the j-th component of Eγ can be estimated by C/(ujε) for all
j ∈ A. Since P is continuous on H∪Σ in z, so is u. As u is positive on the compact set I + i[0, 1],
we have
sup
z∈I+i(0,1]
E(γ(Γ
(·)
o(k),Γk)
p) <∞, k ∈ A.(♥)
We now want to use (♥) to estimate γ(G(·)x ,Γa(x))p for x ∈ Sθj (n), n ≥ 0. We will look for a
moment at x as the new root of the tree θj . By (♣), we can expand Gθy = Gy(z,∆(θ)) in terms of
its forward neighbors in the tree θj with respect to the root x. For those neighbors of x that are
not in Sθj (n + 1) we apply again (♣). We can do this successively to see that Gθx is a function of
the truncated Green functions Γθy, y ∈ Sθj (n + 1). In this sense, applying the one step expansion
estimate, Lemma 3, sufficiently often, we obtain by estimating all terms ImΓk/
∑
Mk,l ImΓl ≤ 1
γ(Gθx,Γa(x)) ≤ c2n+11
( ∑
y∈Sθ
j
(n+1)
γ(Γθy,Γa(y)) + |Bθj (n+ 1)|
)
.
We say θj and θ
′
j are isomorphic up to sphere n if there is a label preserving graph isomorphism
between Sθj (n) and S
θ′
j (n). This defines an equivalence relation on Θj. We denote the equivalence
classes by [θj ]n.
Now, using the estimate above, we get
Ej
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
γ(G(·)x ,Γa(x))
p
)
=
∑
[θ]
n+1
Pj([θ]n+1)
|S
[θ]n+1
j
(n)|
Ej
( ∑
x∈S
(·)
j
(n)
γ(G(·)x ,Γa(x))
p
∣∣∣[θ]n+1)
≤ c(2n+1)p1
∑
[θj ]n+1
Pj([θ]n+1)
|S
[θ]n+1
j
(n)|
Ej
( ∑
x∈S
(·)
j
(n)
( ∑
y∈S
(·)
j
(n+1)
γ(Γ(·)y ,Γa(y)) + |B(·)j (n+ 1)|
)p∣∣∣[θ]n+1)
= c
(2n+1)p
1
∑
[θj ]n+1
Pj([θ]n+1)Ej
(( ∑
y∈S
(·)
j
(n+1)
γ(Γ(·)y ,Γa(y)) + |B(·)j (n+ 1)|
)p∣∣∣[θ]n+1).
By the inequality (n+m)p ≤ 2p−1(np +mp) and Jensen’s inequality, we proceed
. . . ≤ C
∑
[θj]n+1
Pj([θ]n+1)|S[θ]n+1j (n+ 1)|p−1Ej
( ∑
y∈S
(·)
j
(n+1)
γ(Γ(·)y ,Γa(y))
p + |B(·)j (n+ 1)|p
∣∣∣[θ]n+1),
where C := 2pc
(2n+1)p
1 . Since the distribution of Γ
θ
y for y ∈ Sθj (n+1) is independent of the number
of vertices in Sθj (n+ 1) and depends only on a(y), we get
. . . ≤ CEj
(|S(·)j (n+ 1)|p)∑
k∈A
Ek
(
γ(Γ
(·)
o(k),Γk)
p
)
+ CEj
(|B(·)j (n+ 1)|p).
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Since Ej(|B(·)j (n+ 1)|p) <∞ by b ∈ Wp, we conclude the statement of the lemma from (♥). 
With Lemma 6 at hand, the proof of the main theorem can be obtained using the techniques of
[FHS2, KLW2].
Proof of the main theorem. Let Σ0 be the finite set introduced in Section 2.1, i.e., Γj , j ∈ A, are
continuous functions H ∪Σ→ H with Σ = σac(∆(T) + β) \Σ0. By the general theory of rank one
perturbations, see [S1, Theorem II.1], the absolutely continuous spectra of ∆(θj)+βo(j) and ∆(θj)
coincide. Hence, Σ = σac(∆(T)) \ Σ0.
Let now I ⊂ Σ, p > 1, b ∈ Wp such that dp(b, bM ) < δ where δ > 0 is taken from Lemma 6. Let
j ∈ A and Θ = Θ(b). We employ the inequality |ξ| ≤ 4γ(ξ, ζ) Im ζ + 2|ζ|, ξ, ζ ∈ H, from [FHS2]
(see inequality (9) in the proof of Theorem 2). This inequality applied with ξ = Gx(z,∆(θ)) and
ζ = Γa(x)(z,∆(T)) combined with Lemma 6 gives for all n ∈ N
sup
z∈I+i(0,1]
E
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
|Gx(z,∆(·))|p
)
<∞,
since Γa(x)(z,∆(T)) is bounded on any compact subset of Σ as it is continuous on Σ.
By Fatou’s lemma and Fubini’s theorem, we obtain
Ej
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
lim inf
η↓0
∫
I
|Gx(E + iη,∆(·))|pdE
)
≤ lim inf
η↓0
∫
I
Ej
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
|Gx(E + iη,∆(·))|p
)
dE
≤ sup
z∈I+i[0,1)
Ej
(
1
|S
(·)
j
(n)|
∑
x∈S
(·)
j
(n)
|Gx(z,∆(·))|p
)
Leb(I) <∞.
Hence, we have almost surely
1
|Sθ
j
(n)|
∑
x∈Sθ
j
(n)
lim inf
η↓0
∫
I
|Gx(E + iη,∆(θ))|pdE <∞.
Therefore, we have for almost all θj ∈ Θj and for all x ∈ θj
lim inf
η↓0
∫
I
|Gx(E + iη,∆(θj))|pdE <∞.
By a variant of the limiting absorption principle found in [Kl2, Theorem 4.1], (see also [S2, Theo-
rem 2.1] and [DK, Theorem 1.4.17]) the operators ∆(θj) have purely absolutely continuous spec-
trum in I. 
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