Louisiana State University

LSU Digital Commons
LSU Doctoral Dissertations

Graduate School

12-19-2019

Concentrations, Sources, and Health Risks of Particulate Matter in
Southeast US.: Current Status and Future Changes
Fenglin Han
Louisiana State University and Agricultural and Mechanical College

Follow this and additional works at: https://digitalcommons.lsu.edu/gradschool_dissertations
Part of the Environmental Engineering Commons

Recommended Citation
Han, Fenglin, "Concentrations, Sources, and Health Risks of Particulate Matter in Southeast US.: Current
Status and Future Changes" (2019). LSU Doctoral Dissertations. 5125.
https://digitalcommons.lsu.edu/gradschool_dissertations/5125

This Dissertation is brought to you for free and open access by the Graduate School at LSU Digital Commons. It
has been accepted for inclusion in LSU Doctoral Dissertations by an authorized graduate school editor of LSU
Digital Commons. For more information, please contactgradetd@lsu.edu.

CONCENTRATIONS, SOURCES AND HEALTH RISKS OF PARTICULATE
MATTER IN SOUTHEAST US: CURRENT STATUS AND FUTURE
CHANGES

A Dissertation
Submitted to the Graduate Faculty of the
Louisiana State University and
Agricultural and Mechanical College
in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
in
The Department of Civil and Environmental Engineering

by
Fenglin Han
B.S., Xiamen University, Xiamen, 2013
M.S., Miami University, Oxford, 2015
May 2020

ACKNOWLEDGEMENTS
I would like to thank my advisor, Dr. Hongliang Zhang, thankful for his efforts in helping
me on the project and guiding me on my academic career. Without his help this dissertation is
unable to accomplish.
Then, I want to show appreciation to my committee members (in the alphabetic order),
Dr. Xiuping Zhu, Dr. Nina Lam, Dr. John Pardue, and Dr. Ingmar Schoegl for providing
valuable suggestions on this dissertation. I also gratefully thank Dr. Robert Rohli for his
effortless help with my writing of dissertation.
I also want to express my gratitude to all the instructors I have had courses with. Thanks
to my friends, our department and LSU for giving me an unforgettable experience in Baton
Rouge for 4 years.
Finally, I would thank my parent both for letting me make my own decisions about life
and never pressuring me to be something I wasn’t. Choices are hard to made, but they allowed
me to believe I could be anything I wanted to be, and always supported my choices. Thanks to
my wife, Wenjia Cao, for her kindness and love, which supports me moving forward in the life.

ii

TABLE OF CONTENTS
ACKNOWLEDGEMENTS................................................................................................. ii
LIST OF TABLES .............................................................................................................. v
LIST OF FIGURES ........................................................................................................... vi
LIST OF ABBREVIATIONS............................................................................................. ix
ABSTRACT

................................................................................................................. xii

CHAPTER 1. INTRODUCTION ........................................................................................ 1
CHAPTER 2. AIR QUALITY TREND IN SOUTHEAST US. ........................................... 7
2.1. Introduction .......................................................................................................... 7
2.2. Methods ................................................................................................................ 9
2.3. Results and Discussions ...................................................................................... 12
2.3. Conclusions ........................................................................................................ 24
CHAPTER 3. SOURCE APPORTIONMENT OF PARTICULATE MATTER IN BATON
ROUGE
................................................................................................................. 26
3.1. Introduction ........................................................................................................ 26
3.2. Methods .............................................................................................................. 29
3.3. Results and Discussions ...................................................................................... 33
3.4. Conclusions ........................................................................................................ 58
CHAPTER 4. SOURCE APPORTIONMENT AND HEALTH RISKS OF POLYCYCLIC
AROMATIC HYDROCARBONS (PAHS) ....................................................................... 60
4.1. Introduction ........................................................................................................ 60
4.2. Method ............................................................................................................... 62
4.3. Results and discussions ....................................................................................... 68
4.4. Conclusions ........................................................................................................ 97
CHAPTER 5. CLIMATE CHANGE AND FUTURE AIR QUALITY PREDICTIONS IN
SOUTHEAST US. ............................................................................................................ 99
5.1. Introduction ........................................................................................................ 99
5.2. Methods ............................................................................................................ 102
5.3. Results and Discussions .................................................................................... 106
5.4. Conclusions ...................................................................................................... 119
CHAPTER 6. CONCLUSIONS ...................................................................................... 121
REFERENCES ............................................................................................................... 125
iii

APPENDIX. LETTER OF PERMISSION....................................................................... 143
VITA

............................................................................................................... 145

iv

LIST OF TABLES
Table 2.1. Statistics of annual averaged PM2.5 in southeast US. ................................................. 13
Table 2.2. Model performance on meteorological parameters predicted by WRF against
observations and suggested criteria by Emery, Tai and Yarwood 57. OBS: observation mean,
PRE: prediction mean, MB: mean bias, MFB: mean fractional bias, MNGE: mean normalized
gross error, and RMSE: root mean square root. ......................................................................... 15
Table 2.3. Model performance on PM2.5 and its major components (OBS: observation mean,
PRE: prediction mean, MB: mean bias, NMB: normalized mean bias, MNB: mean normalized
bias, and MFB: mean fractional bias). ....................................................................................... 16
Table 3.1. Summary statistics for the PM2.5 composition species concentrations (μg/m3) at the
capitol site during January 2009 to December 2014. .................................................................. 34
Table 3.2. Pearson Correlation Coefficients of PM2.5 and its components. ................................. 36
Table 4.1. Monthly average emissions of PAHs (Mg) in the continental US estimated in this
study. ........................................................................................................................................ 70
Table 4.2. Statistics of excess cancer cases and population in each state in this work. ................ 83
Table 4.3. Adjusting factors for PAH emission from 2007 to 2013 in China. ............................. 94
Table 4.4. Adjusting factors for PAH emission from 2007 to 2015 in India. .............................. 95
Table 4.5. Comparison of winter and summer concentrations of 16-PAHs and 7-PAHs in three
countries. Note that only maximum value in each country is shown in this table........................ 95
Table 4.6. Comparison of ILCR (max value) and excess cancer cases due to NAPH and cPAHs
in three countries. ...................................................................................................................... 96
Table 5.1. Emissions and scaling factors for future Controlled-Case in Louisiana in 2050. ...... 105
Table 5.2. GDP and scaling factors for future Business-As-Usual-Case in selected states in
2050. ....................................................................................................................................... 106

v

LIST OF FIGURES
Figure 2.1. Current active PM2.5 monitoring station within the United States. ..............................9
Figure 2.2. Annual averaged PM2.5 trend in a ten-year period in southeast US. .......................... 13
Figure 2.3. Seasonal variations of temperature and relative humidity at selected sites on a sixyear trend from 2009 to 2014. ................................................................................................... 17
Figure 2.4. Annual averaged PM2.5 concentration at monitoring sites in southeast US in 2011. .. 18
Figure 2.5. Comparison of observation and predicted PM2.5 concentrations in selected cities
(Atlanta, Baton Rouge, Charlotte, Houston, Miami, Nashville, New Orleans and Orlando) in
Southeast US in January 2011. .................................................................................................. 19
Figure 2.6. Concentrations of PM2.5 and its components in southeast US in January from 2009
to 2014. ..................................................................................................................................... 20
Figure 2.7. Annual averaged PM2.5 concentrations in selected cities in 4km domain-Louisiana
from 2006 to 2014..................................................................................................................... 22
Figure 2.8. Concentrations of PM2.5 and its components in Louisiana in January from 2009 to
2014. ......................................................................................................................................... 23
Figure 3.1. Map showing the location of the STN site Capitol in Baton Rouge, Louisiana in 5
km scale. ................................................................................................................................... 30
Figure 3.2. Scaled residuals of calculated sum of all species. ..................................................... 37
Figure 3.3. Comparison of observation and prediction (EC, OC, NH4+, NO3- and SO42- and
PM2.5) ....................................................................................................................................... 39
Figure 3.4. Source profiles (bars represent the mass contribution, y-axis on the left, while dots
represent percentage of species to the sum, y-axis on the right). ................................................ 40
Figure 3.5. Bootstrap source profiles (boxes represent the contributions, y-axis on the left,
while dots represent percentages of species to the sum, y-axis on the right). .............................. 42
Figure 3.6. Temporal variation of mass concentrations of sources (μg/m3). ............................... 48
Figure 3.7. Annual variation of source contributions to total PM2.5 in mass (top) and percentage
(bottom). ................................................................................................................................... 50
Figure 3.8. Seasonal variation of factors’ contributions to PM2.5................................................ 52
Figure 3.9. Seasonal wind direction and wind speed (m/s) distribution. ..................................... 53

vi

Figure 3.10. Probability distribution of sources in different wind directions at summer. ............ 55
Figure 3.11. Probability distribution of sources in different wind directions at winter. ............... 57
Figure 4.1. Population density (persons per grid cell) based on Landsat 2008 data 133. ............... 67
Figure 4.2. Gridded monthly emissions of 16-PAH (left column), 7-PAH (right column) for
January (row 1), April (row 2), July (row 3), and October (row 4). Units are Mg/month
(106g/month). ............................................................................................................................ 68
Figure 4.3. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) for January (row 1), April (row 2), July (row 3), and October (row 4). Units are μg/m3
for 16-PAH and 7-PAH. ............................................................................................................ 73
Figure 4.4. Monthly variations of 16 PAHs mass concentrations in selected cities in the US in
2011. ......................................................................................................................................... 74
Figure 4.5. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) based on 12km domain for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3 for 16-PAH and 7-PAH. ..................................................................... 75
Figure 4.6. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) based on 4km domain for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3 for 16-PAH and 7-PAH. ..................................................................... 77
Figure 4.7. Source apportionment of PAHs based on 36km domain in January. ......................... 80
Figure 4.8. Source apportionment of PAHs based on 4km domain in January. ........................... 81
Figure 4.9. Monthly averaged surface concentrations in China of 16-PAHs (column A),
7-PAHs (column B), and BaP (column C) for January (row 1), April (row 2), July (row 3), and
October (row 4). Units are μg/m3............................................................................................... 85
Figure 4.10. Monthly averaged surface concentrations in India of 16-PAHs (column A),
7-PAHs (column B), and BaP (column C) for January (row 1), April (row 2), July (row 3), and
October (row 4). Units are μg/m3............................................................................................... 88
Figure 4.11. Monthly concentrations of 16-PAHs in selected China cities in 2013. .................... 89
Figure 4.12. Monthly concentrations of 16-PAHs in selected India cities in 2015. ..................... 90
Figure 4.13. Incremental lifetime cancer risk (ILCR) due to NAPH, toxic equivalent
concentration (TEQ) of seven cPAHs (TEQcPAH) and the total of NAPH and 7PAHs (left
column), and their corresponding excess cancer cases (right column) in China. Note that the
upper limits in the color bar were chosen to better illustrate spatial distributions. ...................... 91
Figure 4.14. Incremental lifetime cancer risk (ILCR) due to NAPH, toxic equivalent
concentration (TEQ) of seven cPAHs (TEQcPAH) and the total of NAPH and 7PAHs (left
vii

column), and their corresponding excess cancer cases (right column) in India. Note that the
upper limits in the color bar were chosen to better illustrate spatial distributions. ...................... 92
Figure 5.1. Model predictions of temperature and relative humidity in 2011 and 2050 in
different climate change scenarios (RCP 4.5, RCP 6.0 and RCP 8.5). ...................................... 108
Figure 5.2. Difference in temperature and relative humidity (RH) between years 2006-2015
and years 2046-2055. .............................................................................................................. 110
Figure 5.3. Predictions of PM2.5 and Ozone in No-Change-Case in Louisiana. ......................... 111
Figure 5.4. Predictions of sulfate and nitrate depositions in No-Change-Case in Louisiana. ..... 112
Figure 5.5. Predictions of PM2.5 and Ozone in Controlled-Case in Louisiana. .......................... 114
Figure 5.6. Predictions of sulfate and nitrate depositions in Controlled-Case in Louisiana. ...... 116
Figure 5.7. Predictions of PM2.5 and Ozone in Business-As-Usual-Case in Louisiana. ............. 117
Figure 5.8. Predictions of sulfate and nitrate depositions in Business-As-Usual-Case in
Louisiana. ............................................................................................................................... 118

viii

LIST OF ABBREVIATIONS
AERO6

Aerosol module version 6

AQI

Air Quality Index

AQM

Air Quality Models

CAMS

Community of Atmospheric Modeling System

CMAQ

Community Multi-scale Air Quality

COPD

Chronic Obstructive Pulmonary Disease

CPCB

Central Pollution Control Board, India

CTMs

Chemical Transport Models

EC

Element Carbon

EDGAR

Emissions Database for Global Atmospheric Research

ECC

Excess Cancer Cases

FINN

Fire Inventory from NCAR

GE

Gross Error

IARC

International Agency for Research on Cancer

IHD

Ischemic Heart Disease

ILCR

Incremental Lifetime Cancer Risks

LC

Lung Cancer

LRI

Low Respiratory Infections

MB

Mean bias

MEGAN

Model for Emissions of Gases and Aerosols from Nature

MFB

Mean Fractional Bias

MFE

Mean Fractional Error

ix

MOZART

Model for Ozone and Related Chemical Tracers

NAAQS

National Ambient Air Quality Standards, India

NAMP

National Air Quality Monitoring Program, India

NCAR

National Center for Atmospheric Research

NCP

North China Plain

NCT

National Capital Territory

NMB

Normalized Mean Bias

NME

Normalized Mean Error

NMVOC

Non-methane Volatile Organic Compounds

OC

Organic Carbon

PAHs

Polycyclic Aromatic Hydrocarbons

PM

Particulate Matter

PM2.5

Fine Particulate Matter

PM10

Coarse Particulate Matter

PMF

Positive Matrix Factorization

POA

Primary Organic Aerosol

POC

Primary Organic Carbon

PPM

Primary PM

RH

Relative Humidity

SMOKE

Sparse Matrix Operator Kernel Emissions

SIA

Secondary Inorganic Aerosol

TOR

Thermal Optical Reflectance

BSOA

Biogenic Secondary Inorganic Aerosol

x

ASOA

Anthropogenic Secondary Inorganic Aerosol

SOA

Secondary Organic Aerosol

VOC

Volatile Organic Compounds

WD

Wind Direction

WPS

WRF Pre-processing System

WRF

Weather Research and Forecasting model

WS

Wind speed

xi

ABSTRACT
Evaluation of long-term air quality trends and prediction of future air quality may help to design
and demonstrate effectiveness of control strategies and guide future air quality management. As
one of the six criteria air pollutants (CAPs) regulated by the US Environmental Protection
Agency (EPA), particulate matter with aerodynamic diameter of 2.5 µm or less (PM2.5) is of
great interests since it has adverse effects on human health, visibility and climate. This study
aims to understand the current status and future changes in concentrations, sources, and health
risks of PM2.5 in Southeast US. Firstly, observations were analyzed and simulation was
conducted using the Community Multi-Scale Air Quality (CMAQ) model to show the historical
trend from 2006 to 2015. Secondly, a statistical model was used to investigate the sources of
PM2.5 in Baton Rouge based on observations as a case study. Thirdly, 16 PAHs in southeast US
were simulated in four months in 2011 using modified CMAQ and compared with the levels in
China and India. Lastly, the impacts of climate and emission changes on PM concentrations were
examined. PM2.5 concentrations in the southeast US have been decreasing over the last decade to
below 15 ug/m3 in most areas. Annual averaged PM2.5 was less than 10 ug/m3 by year 2014.
Seven sources were identified, among which transportation and industrial activities were
dominating in Baton Rouge, Louisiana. Atmospheric concentrations of PAHs were averaged at
0.2 ug/m3 with higher concentrations in urban and industrialized areas, eight sectors of PAHs
were quantified and the incremental lifetime cancer risks (ILCR) and excess cancer cases were
assessed based on national population data. The number of total excess cancer cases in the US is
5793 with a maximum of 492 in California. Analysis of air quality in future scenarios in 2050 of
RCP 4.5/6.0/8.5 were grouped into three cases: No-Change-Case, Controlled-Case and BusinessAs-Usual-Case. Ambient PM2.5 and ozone concentrations are highly likely to increase in year
2050, as well as sulfur and nitrogen deposition. The effects from climate change and emission
modifications revealed that both factors were contributing to the change of air quality in the
future and emission change is more significant. Political control strategies on both climate
change and emission control technologies will help to reduce air pollutant concentrations.
xii

CHAPTER 1. INTRODUCTION
Particulate matter in ambient environment with aerodynamic diameter no larger than 2.5
µm (PM2.5) are usually microscopic liquid droplets or solid particles suspended in the ambient air,
they are also called fine particulate matter. PM2.5 emissions include primary sources that are
directly emitted from emitters and secondarily formed by precursors through both chemical and
physical processes 1. In addition to its adverse effects on visibility 2, radiation, climate and
ecosystems 3, PM2.5 also affects human health since the particles are so small and light weight
that they tend to penetrate into the respiratory system and gas exchange regions of lung, among
which the ultra-fine PM particles that are so small (<100 nanometers) that may even pass
through the lungs and get into the vessels to affect other organs 4. The American Heart
Association has also warned about the impacts of PM2.5, hours of exposure may prompt
cardiovascular disease, heart attacks and nonfatal events while longer exposure of years may
highly increase the risk for cardiovascular mortality and reduce life expectancy 5. Thus, longterm exposure to pronounced PM2.5 would increase morbidity and mortality 6, 7. It is reported by
the Global Burden of Disease Study that ambient PM pollution accounted for over 3.1 million
deaths around the world in 2010 8.
Under Clean Air Act (CAA), to protect public health, the US Environmental Protection
Agency (EPA) launched the ambient monitoring program and established the chemical
Speciation Trend Network (STN) for PM2.5 to provide consistent nationwide systematic and
continuous data for assessing the trends 9. PM2.5 is also one of the criteria pollutants (six
principal pollutants of ozone, lead, nitrogen dioxide, carbon monoxide, sulfur dioxide and PM)
and the pollution level is shown as part of the Air Quality Index (AQI). Two types of national
ambient air quality standards (NAAQS) are usually contained as set by CAA, the primary

1

standards are most often used to provide health protection to the public, especially children and
elderly since 1979 10. One of landmark achievements for US EPA over the past decades has been
the outstanding reduction in daily and annual fine particulate matter concentrations across the
country due to sustained reductions of PM2.5 precursor emissions

11

. It was reported that PM2.5

concentrations decreased by 27% from 2001 to 2010 in the US 12 due to the notable reductions of
sulfur and nitrogen oxides in the gas phase from both coal-fired power plants and vehicular
sources

13

. Unfortunately, this trend is unlikely to change and will keep up in the upcoming

future due to progressively rigid emission control policies. In 2006, the 24-hour PM2.5 standard
was reduced by US EPA to a level of 35 μg/m3 14. The annual primary standard for protecting the
health of sensitive populations for PM2.5 is 12 μg/m3 15. It is also projected for 99% of the US
counties to fulfill the revised health standard by 2020, which is challenging for states currently
having levels higher than the standard.
Globally speaking, particle pollutants especially PM2.5 is considered to be a chief factor
16

of environmental health risk

. Long term exposure to PM2.5 are reported to be extensively

associated with many serious adverse human health effects, such as lung cancer
cardiovascular disease (CVD)
attacks and premature deaths

19, 20

24

, respiratory disease

21, 22

, cerebrovascular disease

23

17, 18

,

, heart

. Lung cancer, as one of the most common and fetal cancers, is

also associated with particulate matter, especially when absorbed with PAHs. It is reported that
every increase of 5 ug/m3 in PM2.5 would increase lung cancer rate for 18% based on an over
three years assessment from 2008 to 2011 in 12 regions in the Europe

25

. In 2016, it was

estimated that approximately 4.1 million deaths globally associated with ambient PM2.5, among
which 39%, 20%, 19%, 16% and 7% were due to lower respiratory infections (LRI), chronic
obstructive pulmonary disease (COPD), lung cancer (LC), ischemic heart disease (IHD) and

2

stroke, respectively 26. This most-recent study quantified the PM2.5-attributable mortality rates on
a city-level from 13 to 125 deaths per 100,000 people by examining PM2.5 mortality in 250 mostpopulated cities around the world 26.
PM2.5 atmospheric level is high and raising concerns in the southeastern US 27. Zheng et
al.

28

identified the major contributors to the atmospheric level of PM2.5 organic carbon (OC) in

southeast US and daily PM2.5 concentrations in Atlanta, wood burning, transportation, cooking
and secondary sources were concluded to be main sources

29

. These studies confirmed that

chemical interactions of these pollutants lead to more PM2.5 in the Southeast United States, a
region which is remarked by heavy forestation and hilly vegetation and contains large urban
areas such as Houston, Atlanta 30, many areas of southeast have regulated wood combustion but
still experience uncontrolled combustion in colder months

31

. A nationwide study

32

in the US

inferred that future year seasonal conditions will become less stable in many regions including
southeast US, volatile organic compounds (VOCs) emissions will increase and so as secondary
organic aerosols (SOA), the concentrations of PM2.5 and O3 vary much in summer and winter,
mainly rely on the projected anthropogenic emission change rather than climate change.
Eulerian air quality modeling was first implemented in the early 1970s

33

and chemical

transport models (CTMs) serve as core of AQMs. Typical Eulerian CTMs include Weather
Research and Forecasting Model Coupled to Chemistry (WRF-Chem), Community Multiscale
Air Quality Modeling (CMAQ) and Model for Ozone and Related Chemical Tracers (MOZART).
The CMAQ model was initially released in 1998 and was widely used for its remarkable
multiscale and multi-pollutant processing ability34. CMAQ models have been applied to simulate
criteria air pollutants in the United States, for example, a seven-year air quality simulation from
2000 to 2006 was carried out in eastern US using the CMAQ model 35. Exposure estimation and

3

PM2.5, PM10 and PM2.5 components were examined and model performance in predicting
pollutant concentrations were quantified. Mean fractional bias (MFB) for PM10 usually fall
within ± 0.6 satisfactory range. PM2.5 and most of its measured components fall within the range
suggested by performance goals. Another study used the coupled WRF-CMAQ model for ozone
simulations in warm seasons covering episodes from 1990 to 2010 in the US

36

. No significant

correlation trends were observed in the first decade, while the model captured the downward
trend in the second decade. Strong positive relationship was also observed between long-term
forcing and 8hr-Ozone concentrations, the reproduction ability of long-term components by the
model was testified.
As one of the most important criteria air pollutant, analysis of PM 2.5 concentrations is
vital to evaluate the long-term trend of PM2.5 variation, its contributing sources and resulted
health risks, however, lack of related researched conducted in southeast US and Louisiana
resulted in failure to provide detailed information of PM2.5 variations in this area. Observation
analysis of monitoring data and simulations using AQMs will provide crucial information to this
topic. The first objective of this study is to analyze characterization of PM in current southeast
US and Louisiana state. The pollutants level of current days will be discovered. In addition, the
correlations between PM2.5 and meteorological conditions will be examined. This objective can
greatly support the research on chemical reactions, formation and transport of air pollutants, and
associated human health effects with detailed observation data.
PM2.5 is consisted of more than 25 species and elements. The assessment of ambient
PM2.5 level will help to understand the pattern of its variation but not the contributing sources
and dominant species. The second objective of this study is to conduct a case study using PMF
to investigate the source apportionment of PM2.5 in Baton Rouge Metropolitan area, Louisiana in

4

2011, where the model performance, the results provided by PMF model were evaluated and
different sources were identified and quantified. The sources will be identified based on the
chemical composition of 25 different PM2.5 species from monitoring data. The dominant
contributing sources to PM2.5 will be examined spatially and temporally. The variation of
dominant sources could become important in deliberations concerning transportation, industries,
politics and education, policy-makers would rely on the socioeconomics effects to minimize air
pollution effects.
US has been one of the nations with most-developed monitoring systems and large
amount of air toxics monitoring data has been collected, but the temporal and spatial coverage of
PAHs are still too scarce and limited in the US, especially in southeast US. There are no
available monitoring stations in Louisiana since 1990s. In developing countries like China and
India, the situation is much worse. The lack of data could provide no comprehensive
understanding for PAHs source apportionment and health assessment. The study of ambient
levels of 16 PAHs and its exposure health risks provides important supplement to the study of
ambient fine particulate matter, which will conclude the third objective of this study. Emission
inventories of 16 PAHs 37 in the US were modified with gas/particle phase partitioning, gaseous
and particle phase reactions to simulate ambient PAH concentrations in both continental and
southeast US. Additional PAHs inventory38 was applied and combined with anthropogenic
emissions in China and India.
Climate change as well as change of anthropogenic emissions will lead to uncertainties in
estimating future air quality. Although air quality has been improving in past decades, global
warming and political influenced economic and environmental policies may cause future air
quality worse. The fourth objective of this study is to use the chemical transport models

5

(CMAQ) to prediction air pollutants concentrations in Southeast US. by 2050. Spatial and
temporal variation of pollutants concentration will be examined to show the current situation of
air pollution problems. Climate scenario RCP4.5/6.0/8.5 will be used to predict changes of
meteorology conditions in future. New inventories will be built based on increased industry and
population assumptions. Environmental policies are directed by predictions of air pollutants
impacts in different scenarios. These results will help to balance between economic development
and environmental protection.
With all four objectives, this study builds a comprehensive understanding of formation,
sources and health effects of high pollution and the information for develop optimal emission
control strategies including policy intervenes and new techniques that are not only
environmentally protective but also cost effective for widely application, achieve environmental
goals and to advance the understanding of air pollution control and atmospheric science.

6

CHAPTER 2. AIR QUALITY TREND IN SOUTHEAST US.
2.1. Introduction
PM concentrations can be high at different times of year, depending on the locations. In
some areas, for example, colder winters can lead to increased particle pollution emissions from
wood stove use, and stagnant weather conditions with calm and light winds can trap PM 2.5
pollution near emission sources. Evaluating long-term air quality trends can demonstrate
effectiveness of control strategies such as low emission zones

39

and guide future air quality

management planning. Common work usually focusses on either analysis of observational data
from ground monitoring sites or satellite remote sensing, or modeling work to analyze the air
quality trends at current stage or a future point.
The national ambient air monitoring program is consisted of several monitoring programs,
including National Air Monitoring Stations (NAMS), State and Local Air Monitoring Stations
(SLAMS), Interagency Monitoring of Protected Visual Environments (IMPROVE), and
Photochemical Assessment Monitoring Stations (PAMS). Monitoring data have also been
extensively used to in terms of exposure risk analysis that investigate and predict the subsequent
potential health-related issues from exposure to air pollutants

40

. Observation analysis will help

to assess the extent of pollution, understand the spatial and temporal variation of pollutants,
provide cornerstone for implementing of air quality instruments or standards, assess the
emissions control strategy management and effectiveness, and provide data for the validity
evaluation of air quality models.
While an increasing number of studies have looked at the characteristics of PM2.5 in some
US metropolitan cities as the air pollution problem escalated in recent years. Designing control
strategies to ameliorate the PM2.5 level to satisfy the NAAQS regulations and compliance will

7

require knowledge of the gas-phase chemistry, aerosol chemical composition and source
contribution.

Confidence is usually obtained by comparisons of prediction with observed

concentrations and cross-model comparison

41

. The lack of reported observational studies that

examine the effects of meteorological variables on PM2.5 42, 43 also limited further investigation of
PM2.5 footprints.
Air quality models (AQMs) have been increasingly used to simulate ambient levels of air
pollutants, validate the effectiveness of environmental policies and to understand long-range
transport of the air pollutants, its behavior and effects. Zhang et al.

44

simulated trends of PM2.5

and O3 in the US over a 20-year period using WRF-CMAQ model. Predicted annual average
PM2.5 in the eastern US decreased significantly. The striking and exciting decreasing trends in
the eastern US have also been reported in other studies 45, 46 on account of reductions of emission.
Although mortality burden has been significantly mitigated by air quality improvements, PM2.5
still puts on a great threat to the public health especially children and elderly in the US44. The
reported mortality burdens was estimated to be nearly sixty thousand deaths per year in 2010 44.
There were still some counties experiencing increased or unchanged PM2.5-attributable mortality
when compared with 1980s 47. This work is limited as the uncertainties in mortality burden were
based on uncertainties in risks for specific causes of death only without considering population
and baseline mortality rates. The long-term trends of PM2.5 concentrations have not been fully
investigated in southeast US, to be specific, the trends involving the changes from year to year
and their seasonal variations.
The objective of this study is to examine the temporal variations of PM 2.5 concentrations
based on observation data at monitoring sites in southeast US and Louisiana. The atmospheric
PM2.5 levels are examined by air quality model over a long-term nine-year period by comparing

8

with observational data. This study provides valuable information for validating air quality
model performance and structuring strategies in reducing air pollution in southeast US and
Louisiana.
2.2. Methods
2.2.1. Observational data and Monitoring sites
Observed hourly and daily concentrations of PM2.5 are retrieved from the Air Quality
Monitoring Program (AQM, https://www.epa.gov/outdoor-air-quality-data/download-daily-data)
maintained by the US EPA. Active PM2.5 monitoring sites can be found in Figure 2.1 within the
United States. This map is generated using the EPA’s Interactive Map of Air Quality Monitors
(https://www.epa.gov/outdoor-air-quality-data/interactive-map-air-quality-monitors).

Figure 2.1. Current active PM2.5 monitoring station within the United States.

States included in the domain of southeast US in this study are southeast part of Kansas
(KS), east part Oklahoma (OK), east part of Texas (TX), south part of Missouri (MO), Arkansas
(AR), Louisiana (LA), south part of Illinois (IL), south part of Indiana (IN), Tennessee (TN),
9

Kentucky (KY), Alabama (AL), Mississippi (MS), Georgia (GA), South Carolina (SC), North
Carolina (NC) and south part of Virginia (VA) and south part of West Virginia (WV). A total of
18 states were partially or fully covered in this region and a total of 134 trend sites were
available within this domain. Daily PM2.5 monitoring data from 2005 to 2014 were collected
from these trend sites and were summarized to obtain annual average for the southeast US.
2.2.2. Model Application
A Community Modeling and Analysis System (CMAS) for air quality modeling was
established by the Institute of Environment with funding and support from the US EPA. The
models used in this study can be found on CMAS (https://www.cmascenter.org/). The
Community Multiscale Air Quality (CMAQ) v5.0.2 developed by the U.S EPA Atmospheric
Science Modeling Division was available to public and used with source-oriented techniques to
simulated air quality in the U.S and its sub-domains. The photochemical mechanism used in this
study was the State-wide Air Pollution Research Center version 11 (SAPRC-11) 48. The SAPRC11 had a large update from previous version which improved data of aromatic chemistry 48. The
National Emissions Inventory (NEI) 2011 was used to as the inventory for generating
anthropogenic emissions for the long-term episode from 2009 to 2014. Emission inventory is
processed by the US EPA developed Sparse Matrix Operator Kernel Emissions (SMOKE) model
(version 3.7). In addition to anthropogenic emissions, biogenic emissions are provided by the
Biogenic Emissions Inventory System version 3.14 (BEISv3.14) incorporated in the SMOKE.
The Fire Inventory from National Center for Atmospheric Research (NCAR)

49

(FINN) was

applied in an in-house program for generating open biomass burning emissions. The CMAQ
simulations will also provide sea salt emissions and dust emissions, as described in previous
study by Hu, et al.

50

. Initial conditions (IC) and boundary conditions (BC) setting for the
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simulation environment were derived from the CMAQ default settings to create a clean
continental conditions for the 36km domain, for sub-domains within the US, ICON and BCON
processors will be used to generate ICs and BCs for individual model species from the CCTM
output files. This feature is applicable in CMAQ for cases to extrapolate ICs and BCs from a
coarse grid to fine grid simulation

51

. If a species is not found on the file, the values will be

automatically set to the minimum threshold limit by CCTM

52

. The model height is

approximately 10km extending from ground surface and is divided into 18 vertical layers, the
height of first layer is about 35m, similar approach can be found in previous study 53. The results
of first three days served as spin-up days which were not taken in to consideration in the analysis
process to minimize the initial conditions impacts 53.
Meteorological inputs were acquired from WRF Preprocessing System (WPS) and WRF
version 3.7 (WRFv3.7) with ICs and BCs provided by FNL (Final) Operational Global Analysis
data on a resolution of 1.0 × 1.0° from National Center for Atmospheric Research (NCAR)
(http://dss.ucar.edu/datasets/ds083.2/ ). The vertical structure used in WRF will be inherited
by CMAQ, with identical lowest eight layers from surface were applied in both WRF and
CMAQ 53. As the WRF-ARW is a nonhydrostatic model, the vertical coordinate is time varying,
the sigma coordinate adopted by WRF is based on surface pressure instead of sea level pressure
51

, so as CMAQ.
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2.3. Results and Discussions
2.3.1. Long-term Trend Analysis
Figure 2.2 shows the annual averaged PM2.5 concentrations from 2005 to 2014 in the
southeast US. National air quality standards for PM are set and reviewed by EPA under the
Clean Air Act. Nationwide air quality monitors measure concentrations of PM in different states.
The monitoring data are used by EPA, state, tribal and local agencies to ensure ambient PM level
under health criteria to both human beings and environment. Nationally, average
PM2.5 concentrations have been witnessed to decrease over the past few years from 13.5 µg/m3 to
8.7 µg/m3. The 10th percentile and 90th percentile lines described the range where most of the
observational data fall within. It is observed that in the southeast US, rarely days have seen PM2.5
concentration went higher than 16 µg/m3, which indicated an outstanding environmental
situation of air quality in the southeast US. In the meantime, PM2.5 concentration in the west US
were approximately 2 µg/m3 higher than the southeast. Detailed statistics can be found in Table
2.1. Annual mean PM2.5 was lowest in 2013 but slightly increased in 2014 by 4.9%, a local
minimum was also observed in year 2009 but rise again in 2010, this may be due to climate
change in those years such as temperature drop or frequent occurrences of storms while local
emission changes may not be significant enough to exert influences on a much larger domain.
Another local lowest value was observed in 2013, which may be related to various emission
control and clean energy economy policies directed by former President Obama, such as the
Clean Power Plan and Toxic Substances Control Act.
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Figure 2.2. Annual averaged PM2.5 trend in a ten-year period in southeast US.

Table 2.1. Statistics of annual averaged PM2.5 in southeast US.
Year Mean Standard Dev. 10th Percentile 90th Percentile Number of Trend Sites
2005 13.5
134
4.5
9.3
16.1
2006 13.0
134
4.3
9.2
16.0
2007 12.8
134
4.3
9.0
15.4
2008 11.1
134
3.7
7.6
13.4
2009 9.6
134
3.3
7.0
11.5
2010 10.4
134
3.6
7.6
12.4
2011 10.0
134
3.4
7.2
12.1
2012 8.9
134
3.1
6.8
10.5
2013 8.3
134
2.9
6.2
9.7
2014 8.7
134
3.0
6.4
10.3
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2.3.2. Model Validation
Model performance was validated by comparing with observation data from the National
Climate Data Center (NCDC), meteorological variables used for comparison include temperature
(T), relative humidity (RH), rain, wind speed (WS) and wind direction (WD). Latitudes and
longitudes of observational stations were converted to coordinates of the grids cells consistent
with the WRF model results, predictions and observations were then compared on the 4km
domain. The 4km domain-wide performance of meteorological variables were quantified by
calculating mean bias (MB), mean fractional bias (MFB), root mean square error (RMSE) and
mean normalized gross error (MNGE) in addition the mean values of observations and
predictions (OBS and PRE). Similar work of validation in Louisiana can be found in previous
work and is reproduced but for a larger sample space here

54

. The model performance was

quantified and validated with the criteria suggested by Emery, et al.

55

as shown in Table 2.2,

averaged meteorological variables in January from 2009 to 2014.
Table 2.2 shows the model performance for meteorological variables in this study.
Among all variables, temperature is most well predicted, with MFB and MNGE values equal to 0.01 and 0.07, respectively. Relative humidity has a MB value of 2.34% and MFB of 0.06, a
trivial overestimation from observational data. Rainfall is moderately under-estimated with MFB
value of -0.67 and RMSE value of 5.1. Less predicted rainfall may have impacts on the
evaluation of deposition flux and resulted water body qualities. Predicted wind speed is higher
than the observational data, which may affect the transport of chemical species. Calculated MB
value for wind speed is 0.61 m/s, the MFB is 0.24 and the RMSE is 2.28. The MB and RMSE
values slightly exceed the criteria but acceptable. Wind direction is considered to be prevailing
west winds, both in observations and simulations. The MB value is 1.12 for WD within the
14

benchmark while hourly values may differ with relatively large RMSE. Together with WS, WD
can provide information of the trajectories of the pollutants, the variation of their intensities and
fates, the distribution of gaseous nitrate and sulfates and its deposition 54. The results in this work
are good fits for further studies and are comparable with other peer-reviewed studies. For
example, Tiriolo, et al.

56

had the estimated RMSE values ranging 12-16% for relative humidity,

2-3 K for temperature, 55-75°for wind direction 2.0-2.8 m/s for wind speed.

Table 2.2. Model performance on meteorological parameters predicted by WRF against
observations and suggested criteria by Emery, Tai and Yarwood 57. OBS: observation mean, PRE:
prediction mean, MB: mean bias, MFB: mean fractional bias, MNGE: mean normalized gross
error, and RMSE: root mean square root.
MB
OBS

PRE

MFB

MB*

RMSE
MNGE RMSE$

criteria*

Temperature (˚C)

9.76

9.73

-0.03

Relative humidity (%)

72.85

75.19

Rain (mm)

3.07

Wind speed (m/s)

1.98

Wind direction (˚)

-0.01

0.07

1.26

2.34

0.06

0.19

11.4

2.09

-0.84

-0.67

2.43

5.1

2.59

0.61

(±0.5)

0.24

1.03

2.28

(±2.0)

1.12

(±10)

-0.06

1.04

77.56

(≤ 30)

180.24 181.36

(±0.5)

*

suggested MB criteria by Emery, Tai and Yarwood 55.

#

criteria#

suggested RMSE criteria by Emery, Tai and Yarwood 55.
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Table 2.3. Model performance on PM2.5 and some of its major components (OBS: observation
mean, PRE: prediction mean, MB: mean bias, NMB: normalized mean bias, MNB: mean
normalized bias, and MFB: mean fractional bias).
EC

OC

NO3-

SO42-

NH4+

PM2.5

OBS (μg/m3)

0.33

2.34

0.32

4.36

0.83

13.76

PRE (μg/m3)

0.39

1.64

0.19

2.97

0.66

13.81

MB (μg/m3)

0.06

-0.60

-0.13

-1.39

-0.17

0.05

MNB

34.66% -27.45% -29.50%

-8.27%

-49.78%

8.59%

NMB

16.54% -36.27% -47.58% -39.04%

-59.82%

-0.43%

(±30%)

(±30%)

NMB criteria* (±40%)
MFB

(±50%)

(±65%)

(±30%)

19.01% -39.34% -99.87% -37.54% -106.07%

MFB criteria#

-6.78%
(±60%)

*

suggested NMB criteria by Emery, Liu, Russell, Odman, Yarwood and Kumar 57.

#

suggested MFB criteria by Boylan and Russell 58.

Aside from meteorological condition, the model performance of PM2.5 and its major
components including organic carbon (OC), elemental carbon (EC), NO3-, SO42- and NH4+ in
from year 2009 to 2014 are also examined, as shown in Table 2.3. Except for PM2.5, only EC was
over-estimated, representing a MB value of 0.06 μg/m3. Under-estimation were observed for all
other components including NH4+, NO3- and SO42- and OC. Current CMAQ model (v5.0.2)
under-predicted the secondary organic aerosol (SOA) with old SOA partitioning pathways and
reaction mechanism 51. It is likely that OC concentration was thus under-estimated. On the other
hand, under-estimation of sulfate, nitrate and ammonia are attributable to direction emissions and
indirect atmospheric reactions. Total concentration of PM2.5 was excellently predicted using the
16

CMAQ model, the MB is 0.05 μg/m3 and MFB value is -6.78%, slightly over-estimated but much
less than the benchmark, this may be resulted from other components aside from those
mentioned above as OC, NH4+, NO3- and SO42- were less than observed values. It should be
noted that nitrate, sulfate and ammonia are representing NMB values beyond the criteria
suggested by Emery, Liu, Russell, Odman, Yarwood and Kumar

57

. As only weekly collected

data for nitrate, sulfate and ammonia were available in the one month simulation period each
year, the very limited number of samples may have arisen uncertainties in quantifying
corresponding concentrations.

Figure 2.3. Seasonal variations of temperature and relative humidity at selected sites on a sixyear trend from 2009 to 2014.
Figure 2.3 shows the seasonal variations of two most important variables: temperature
and RH at Baton Rouge, Pride and Bayou Plaquemine. The temperature varies with a clear
pattern in different season that summer is highest, spring and fall are about the same and winter
is the lowest. However, the varations of RH in different seasons is not that dramatic to conclude
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a pattern. In Baton Rouge, summer and fall present higher RH than spring and winter, RH in
Pride is showing the highest in fall while in Bayou Plaquemine is showing the highest in summer.
2.3.3. Particulate Matter Concentration

Figure 2.4. Annual averaged PM2.5 concentration at monitoring sites in southeast US in 2011.
Figure 2.4 shows the concentration of PM2.5 in the monitoring sites that are included in
the EPA Air Quality Monitoring Program in 2011. Most of the sites were showing PM2.5
concentrations less than 12 μg/m3, with a few large metropolitan areas exceeded 13 μg/m3 such
as Houston in Texas, Birmingham in Alabama, Charlotte in North Carolina and Atlanta in
Georgia. Florida was showing the best air quality among the 18 states in southeast US with most
of monitoring sites representing PM2.5 less than 8 μg/m3 except Tampa along the west coast of
Florida and Pensacola in northwest Florida, adjacent to Mobile, AL. PM2.5 concentrations were
lowers in west and east North Carolina but higher in the central NC. Oklahoma, Missouri and
Arkansas were showing proximity levels of PM2.5 except in the central of AR near Little Rock.
PM2.5 concentrations were higher than surrounding states in Texas, typically in large cities such
as Houston, Dallas, Corpus Christi and Galveston. In Louisiana, PM2.5 concentrations in northern
18

part is typically higher than the southern cities such as Lafayette, Houma and Lake Charles.
However, PM2.5 concentration was also high in Baton Rouge, LA in 2011. This will be explained
momentarily in next chapter with insight into source apportionment and meteorological analysis.

Figure 2.5. Comparison of observation and predicted PM2.5 concentrations in selected cities
(Atlanta, Baton Rouge, Charlotte, Houston, Miami, Nashville, New Orleans and Orlando) in
Southeast US in January 2011.
Figure 2.5 shows the comparison between observations and simulated PM2.5
concentrations in Atlanta, Baton Rouge, Charlotte, Houston, Miami, Nashville, New Orleans and
Orlando in southeast US in January 2011. The model over-predicted PM2.5 concentration in
almost all cities except Miami. This may be due to there is no mechanism in place to allow
coarse particles to settle from upper layers to lower ones which resulted in trapped particles in
the layers in which they were emitted or formed in the model

59

. Miami is also showing the

lowest PM2.5 concentration among all, approximately 8.5 μg/m3. Baton Rouge and Nashville was
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much over-predicted than other cities. Model performance was better in Charlotte, Houston and
New Orleans.

Figure 2.6. Concentrations of PM2.5 and its components in southeast US in January from 2009 to
2014.
Figure 2.6 shows the averaged predicted concentrations of PM2.5 and its components in
southeast US in January from 2009 to 2014. States of Mississippi, Georgia and Arkansas were
displaying relatively higher PM2.5 concentrations than other states, close to 20 μg/m3. Primary

20

PM component EC were mainly from point sources such as plants and industries or urban areas.
Nitrate was higher in north and northwest areas of Southeastern US, nitrate was also showing
very high concentration in Baton Rouge area in winter, this is in agreement with the source
apportionment results that will be explained momentarily. Ammonia was higher in southern
states such as Texas, Louisiana, Alabama and Georgia than northwestern states, which may be
due to higher volume of agricultural activities. Sulfate concentration was at the same level for
generally all the states but also revealed higher concentrations in metropolitan or highly
industrialized areas such as Birmingham, Atlanta, Baton Rouge and Louisville. Secondary
Organic Aerosols (SOAs) are higher in the north of Louisiana, south of Arkansas, Mississippi
and Alabama. This may be due to higher level of biogenic burning activities in these areas, as
reported earlier by Zhang and Ying 60, over 80% SOA were from biogenic source (BOSA) while
SOA associated with anthropogenic sources (ASOA) contributed to approximately ten to twenty
percent of the total, the relative importance of BSOA and ASOA depend on wind directions.
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Figure 2.7. Annual averaged PM2.5 concentrations in selected cities in 4km domain-Louisiana
from 2006 to 2014
Being similar to Figure 2.2, Figure 2.7 shows the predicted annual averaged PM2.5
concentrations from 2006 to 2014 in different cities (Hammond, Shreveport, Lake Charles,
Baton Rouge, Kenner and Port Allen) in Louisiana. The general trend over these years was
decreasing, in agreement with the trend in southeast US. It can be seen that PM2.5 level in
Shreveport was higher than other cities in most of these years except for 2007 and 2009. Port
Allen was showing second higher concentrations in this period while Baton Rouge ranked the
third. Baton Rouge and Port Allen are located geographically next to each other, local emissions
in this area were about the same level and this may partially explain their close ambient PM2.5
levels.
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Figure 2.8. Concentrations of PM2.5 and its components in Louisiana in January from 2009 to
2014.
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Figure 2.8 shows the concentrations of PM2.5 and its components in the same episode as
in Figure 2.6, this is the 4km domain with the same CMAQ model setting. The averaged PM2.5
concentration during the six years period was found to be less than 15 μg/m3 in most areas in
Louisiana, with some areas showing higher concentrations reaching 20μg/m3. EC was less than 2
μg/m3 in most areas with peak values around Lake Charles and Baton Rouge. Sulfate, nitrate and
ammonia concentrations were higher in southern Louisiana than the northern part, which may be
resulted from larger population and higher volume of human activities. Higher values for both
sulfate and nitrate were observed also at Lake Charles and Baton Rouge area, this may be due to
the concentrated and high volume of industrial activities in these regions.

2.3. Conclusions
In this study, fine particulate matter data collected 134 trend stations in 18 states in
southeast US were analyzed through year 2005 to 2014. Simulations using CMAQ model in six
cities in Louisiana were analyzed from 2009 to 2014. A decreasing trend was observed for both
southeast US and Louisiana. A better air quality environment is in progress as witnessed over the
long-term episode. The annual averaged PM2.5 concentration has decreased noteworthily from
13.5 μg/m3 to a quite low level of 8.7 μg/m3 in southeast US. Meanwhile, PM2.5 decreased from
14.2 μg/m3 to an even lower level of 7.3 μg/m3 in Louisiana. Model performance of
meteorological variables using WRF, PM2.5 and its components using CMAQ were examined.
The models applied in this study did well in predicting meteorology conditions and particulate
matter. The concentrations of PM2.5 in January over a six-year period from 2009 to 2014 were
estimated to be less than 20 μg/m3 in most areas with higher values in states of Mississippi,
Georgia and Arkansas, higher SOA concentration was shown in MS and AR as well which may
24

be resulted from enhanced activities of biogenic burning in these areas. PM2.5 components
concentrations were also measured. Although long-term trend of PM2.5 can be determined,
detailed information regarding the chemical composition and sources contributing to ambient
PM2.5 still need to be investigated as the climate change is impending, relevant details will be
introduced momentarily in next chapter.
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CHAPTER 3. SOURCE APPORTIONMENT OF PARTICULATE MATTER
IN BATON ROUGE
3.1. Introduction
Now that the long-term trend PM2.5 of has been evaluated, the occurrence, variability,
intensity and spatial distribution of the sources contributing to ambient PM2.5 mass
concentrations may play an important role in the assessment, protecting human health and
making environmental policies

61, 62

. Natural sources and anthropogenic sources emitted into the

air may undergo both internal and external reactions continuously in the atmosphere, thus
leading to a constantly changing complex including properties of the chemical profile,
circulation and deposition scheme and long-range transport

63

. The concentrations of PM2.5 and

its components are much variable in space and time. Therefore, it is necessary and important to
understand the temporal evolution and spatial distribution of the PM constituents and
subsequently identifying the emission sources responsible for local and regional atmospheric
warming and cooling effects and to support epidemiological studies in different spatial scales to
find out the most harmful PM2.5 constituents to public health.
Statistic modeling has been extensively used in air quality analysis. A work

64

using a

statistical model to investigate the effect of climate change on PM 2.5 in the continental US. As
stated above, PM2.5 is composed of various components and different components of PM 2.5 may
respond variously to meteorological variables

65

. The response of PM2.5 and its components to

local meteorological variables may differ by component, region, season and episode. Chemical
transport models (CTM) are also widely used tools for studying the complex interactions
between climate and PM pollution under future emissions and associated climate change.
¯¯¯¯¯¯¯¯¯¯¯
This chapter was previously published as: Fenglin Han, Sri Harsha Kota, Yungang Wang,
Hongliang Zhang., 2017. Source apportionment of PM2.5 in Baton Rouge, Louisiana during
2009–2014, Science of The Total Environment, 586, 115-126 © 2017 Elsevier Ltd. and is
reproduced here by permission of my co-authors.

Many source apportionment studies have been conducted within the US since 1960s

66

,

aiming to understand how the natural and anthropogenic sources exert influences on specific
sites, evaluate how specific pollutant emissions may affect the total. Receptor models has been
very widely used in related ambient researches. The most commonly used statistical modeling
methods are Chemical Mass Balance (CMB) and Positive Matrix Factorization (PMF) 66. Design
of effective air pollution control strategies of PM2.5 requires a clear and complete understanding
of its sources, composition, size distribution, deposition, and spatial and temporal variations. The
Positive Matrix Factorization (PMF) model developed by the US EPA has been widely used
around the world to understand the sources of PM2.5

66-70

. For example, Lee et al.

71

studied the

local emission sources at a supersite using wind direction and chemical components of PM2.5 and
Pekney et al.

68

studied the coupling of PMF results with surface wind direction data to identify

local emission sources affecting a receptor site. Wang and Hopke

70

studied the source

apportionment of PM2.5 in San Jose on a ten-year basis and temporal variations of different
sources were explored. Zhang et al.

72

systematically studied the source apportionment and

chemical characterization of PM2.5 in Beijing, China in a perspective of seasonal variation, and
showed the constituents and sources can largely vary with seasons. Chalbot et al.

13

explored the

coastal sources and transport of the sources, demonstrating significance of emission controls on
SO2 and NOx. Bressi et al.

73

also suggested that more coordinated strategies amongst

communities and neighboring areas may be required to effectively control PM2.5 emissions.
Hadley

74

conducted a background PM2.5 source apportionment in northwest US, where PM2.5

was highest in summer due to residual fuel oil while biomass combustion was more significant in
winter. Dust source and sea salt were also important contributing sources to PM2.5 in northwest
US. A study focused on comparison between urban and rural PM source apportionment

27

75

reported that major sources at all sites can be identified by CMB and PMF, while the results from
CMB and PFM may vary on the degree of agreements and correlations between source impacts
depending on the origin of the sources and receptor monitoring sites. Estimates of contributions
from sulfate and nitrate were very close from CMB and PMF models in this work, yet some also
reported that sulfate may be mixed with OC in PMF model while nitrate factors were found to be
match in CMB and PMF

75

. However, even for other sources that are highly correlated,

differences may exist in estimated source contributions and may lead to inconsistent source
identification. For example, in Lee et al.’s work 75, CMB model was found to emphasis on dust
related elements in the coal combustion source while PMF have high concentrations in EC, OC,
sulfate and Se. The source profiles resolved in PMF model are known to represent more
processed (or aged) features than the CMB model, which may be partially explained due to
condensation of oxidized compounds and atmospheric mixing.
The number of studies focusing on region of southeastern US is limited and many of
them were at state levels such as in Texas and Georgia 60, 76-78, no source apportionment study in
Louisiana has been conducted. The Baton Rouge region in Louisiana is a major industrial and
petrochemical center of the southern US, the inland port that is farthest to ocean on the
Mississippi River with the ability for holding and porting cargo carriers and ocean-going tankers,
accommodating inland harbor activities. A main transportation corridor located between
Interstates 10 and 12 is also a typical geographic characteristic in this area. All these sources
contribute to PM2.5 concentrations that threaten a population of 802 thousand. However, there are
no previous studies focusing on both the concentrations and sources of PM2.5 in this region. In
this study, the PMF model is used to identify the major sources of PM 2.5 and their
temporal/spatial variations in Baton Rouge.
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3.2. Methods
3.2.1. Study Area and the Sampling Site
Baton Rouge is where the state capital is, and the second-largest city of Louisiana in
Southeast US with a humid subtropical climate from Köppen’s climate classification, where
winters are warm and summers are hot and humid

79

. Spring is from March to May, summer is

from June to August, fall is from September to November, and winter is from December to
February in Baton Rouge. There are moderate to heavy rainfalls, strong winds throughout all
year, and chances of hurricanes. The annual average temperature is 68.4˚F, and seasonal average
temperatures are 53.4˚F in winter and 82.3˚F in summer. Baton Rouge is one of the top
precipitation cities in the US. with an annual average precipitation (rainfall) of 60.6 inches.
Interstate 10, Interstate 12, Interstate 110, US. 61, and US. 190 are the primary freeways that run
through Baton Rouge.
PM2.5 samples and meteorological data were collected at the Leesville Avenue STN site,
also known as the Capitol site (site ID: 220330009, 30.46˚N, 91.18˚W). It is one of the four
stations in the Baton Rouge area, but the only one with PM2.5 speciation data. Twenty-five PM2.5
components, including ions, trace elements and carbonaceous compounds, such as Al, As, Br, Ca,
Cl, Cr, Cu, Fe, K, Mg, Mn, Na, Ni, Pb, S, Si, Sr, Ti, V, Zn, SO 42-, NH4+, NO3-, element carbon
(EC) and organic carbon (OC) are measured.
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Figure 3.1. Map showing the location of the STN site Capitol in Baton Rouge, Louisiana in 5
km scale.
The monitoring site, as shown in Figure 3.1, is located in the urban area, surrounded by a
business district and is adjacent to highways and the Mississippi River. There are several
industries located in the Baton Rouge region. This region is predominantly filled with multiple
manufacturing industries and large amount of petrochemical production. ExxonMobil’s Baton
Rouge Refinery complex in this region is the nation ranked fourth largest oil refinery. The
Albemarle Corporation is also headquartered in Baton Rouge. They are both located to the north
of the monitoring site. Additionally, the Entergy Louisiana station power plant is also located in
the north.
3.2.2. Sample Collection and Analysis
The PM2.5 data were obtained from ambient air monitoring program of Louisiana
Department of Environmental Quality (LDEQ). Membrane based air pollution filters including
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Teflon, nylon and quartz filters were used on site for PM2.5 samples collection, these filters were
equipped with a spiral aerosol speciation sampler 80. Specifically, the data of mass concentrations
of 14 metal elements were collected from Teflon filters and analyzed by the energy-dispersive Xray fluorescence spectroscopy (XRF). The other type of filters is nylon filters which were
utilized with the purpose of analyzing ions, specifically three cations and two anions including
NH4+, K+, Na+, NO3- and SO42-

81, 82

by ion chromatography (IC). The last type of quartz filters

functioned as the media for the analysis of organic carbon (OC) and element carbon (EC) by
programmed heating to make separate carbon fractions using the thermal optical reflectance
(TOR) method. The daily 24-hour samples were collected every third or sixth day. Samples with
15 out of 25 species non-missing were only included in the analysis. Thus, 656 samples were
analyzed at last from 2009 to 2014.
3.2.3. Positive Matrix Factorization
Various statistical and mechanistic methods have been developed for factor analysis and
source apportionment studies in the past years. Receptor models have been developed and
designated to analyze the pollutants, identify the sources as well as determine their contributions.
Generally, these models are conducted on a site-by-site basis.
The Positive Matrix Factorization (PMF) is a multivariate factor analysis which use a
matrix of speciated sample data as input, then decompose the input into two matrices as outputs:
factor contribution (G) and factor profiles (F)

83

. The PMF model reduces the number of

variables in a data set, most effectively resolve factors without prior knowledge of sources

66

.

The concentrations of species are described by the sum of the product of G and F as shown in
equation (1):
𝑝

𝑥𝑖𝑗 = ∑𝑘=1(𝑔𝑖𝑘 × 𝑓𝑘𝑗 ) + 𝑒𝑖𝑗
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(1)

where p is the number of sources, 𝑥𝑖𝑗 is the ambient concentration of species j in sample i,
𝑔𝑖𝑘 is the source contribution of source k in sample i and 𝑓𝑘𝑗 is the mass fraction of species j in
source k, 𝑒𝑖𝑗 is the residual for species j in a sample i, residual is the difference between observed
and predicted results. The input data to PMF modeling is a multivariate data set containing the
observed data and the corresponding uncertainties matrix. Factor contributions and profiles are
derived by the PMF model to a solution that minimizes the objective function Q as shown in
equation (2) 84:
Q = ∑𝑛𝑖=1 ∑𝑚
𝑗=1

𝑝

𝑥𝑖𝑗 −∑𝑘=1 𝑔𝑖𝑘 𝑓𝑘𝑗
𝜎𝑖𝑗

(2)

where 𝜎𝑖𝑗 is the uncertainty of ambient concentration of species j in sample i. Surface
wind direction data have been coupled with PMF results to identify the locations of local
emission sources 68, 71, 85.
The input data matrix includes 656 rows and 25 columns. The measured concentrations
below method detection limit (MDL) were replaced by half of the MDL, and their associated
uncertainties were set at five sixths of the MDL values of each sample for receptor-oriented
source apportionment analyses. Missing concentrations were replaced by the geometric mean of
the concentrations, and 𝜎𝑖𝑗 was estimated using equation (3),
𝜎𝑖𝑗 = √(𝑒𝑟𝑟𝑜𝑟 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 ∗ 𝑥𝑖𝑗 )2 + (0.5 ∗ 𝑀𝐷𝐿𝑗 )2

(3)

where MDLj denotes the method detection limit of species j. The error fraction in the
above equation is a user-provided estimation of the analytical uncertainty of the measured
concentration or flux. For example, Xie et al.

86

used error fraction of 0.2-0.3 for organics and

0.1 for other components of PM2.5. In this work, the error fraction was set to be 0.2 for all the
species.
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The objective function Q (robust) is the parameter to examine the goodness-of-fit, the
definition of which implied that the samples should represent the uncertainty-scaled residual to
be larger than 4, excluding unfit points of the model, while another function Q (true) is the
parameter measuring the goodness-of-fit for all points 83. In this study, the runs with the lowest Q
was chosen to be the base solution, and later checked for some rotational ambiguity of the
solution

87

. Additionally, disproportionate effects of a small set of observations on the solution

can be detected and estimated by the bootstrap (BS) method functions as an additive to the base
run, moreover, to a lesser extent, to examine the effects of rational ambiguity that is ignored by
the base run. A total of 100 BS data sets were processed with PMF to ensure the robustness of
the statistics 83.
3.3. Results and Discussions
3.3.1. Chemical Composition
Table 3.1 provides the arithmetic mean, variance, standard deviation (St.D), geometric
mean (Geo.M), MDL, and commonness of missing values and below detection limits (BDL)
observations for the 25 compostiting species at the sampling site as shown in Fig.3.1. The
concentrations of OC and SO42- are significantly greater than others, followed by S, NH4+, NO3-,
and EC. EC and OC are prophetic in the source apportionment. Low OC/EC ratios are indicative
of primary traffic emissions while higher ratios are correlated with secondary organic aerosol
and coal combustion 88-90. Herich et al.

91

reported that there was a high OC/EC ratio of 8 and 6

in summer and winter, respectively. Cesari et al.

92

also reported a OC/EC ratio of 6.1 at urban

background site in their study. For example, some works

93, 94

reported the OC/EC ratio of

gasoline vehicles greater than 4 and the ratio of diesel vehicles smaller than 1. On the other hand,
there will be a higher value of OC/EC ratio for coal combustion at 8.5 – 12 95. The total OC/EC
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ratio of 6.5 in this work may suggest, in addition to vehicular emissions, the effects of coal fired
power plants, Big Cajun II power plant, one of the largest coal-fired power plant in Louisiana,
was located in the northwest to the Baton Rouge region.
Table 3.1. Summary statistics for the PM2.5 composition species concentrations (μg/m3) at the
capitol site during January 2009 to December 2014.
Baton Rouge Capital Station (Site ID: 220330009) (μg/m3)
Species

Arithmetic mean

Standard deviation

Geometric mean

Percent BDL

MDL

Percent missing

PM2.5

9.34

4.08

8.52

-

-

5.65%

Al

0.082

0.15

0.039

27.13%

0.016

0

As

0.082

0.15

0.039

0

0.002

0

Br

0.0039

0.0032

0.0031

20.88%

0.002

0

Ca

0.079

0.074

0.053

3.20%

0.005

0

Cl

0.045

0.103

0.013

41.46%

0.008

0

Cr

0.0066

0.032

0.0025

19.97%

0.002

39.94%

Cu

0.0023

0.0033

0.0016

61.89%

0.002

0

EC

0.38

0.22

0.33

24.09%

0.24

7.93%

Fe

0.088

0.11

0.062

0.61%

0.002

0

K

0.074

0.085

0.056

1.83%

0.007

0

Mg

0.020

0.037

0.011

78.81%

0.023

0

Mn

0.0027

0.0028

0.0021

24.39%

0.002

28.51%

Na

0.12

0.14

0.065

50.00%

0.059

0

NH4+

0.70

0.53

0.49

1.68%

0.019

1.22%

Ni

0.0023

0.0044

0.0017

0

0.001

30.03%

NO3+

0.69

0.60

0.52

0.76%

0.012

0.61%

OC

2.48

1.33

2.17

0.30%

0.24

7.93%

Pb

0.0030

0.0035

0.0022

37.35%

0.005

55.64%

S

0.86

0.47

0.72

1.07%

0.01

0

(Table cont’d)
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Baton Rouge Capital Station (Site ID: 220330009) (μg/m3)
Species

Arithmetic mean

Standard deviation

Geometric mean

Percent BDL

MDL

Percent missing

Si

0.18

0.30

0.093

0

0.002

0

SO42-

2.44

1.33

2.03

0

0.01

0.46%

Sr

0.0015

0.0016

0.0013

69.51%

0.002

0

Ti

0.0056

0.0095

0.0036

75.76%

0.004

0

V

0.0035

0.0051

0.0027

4.27%

0.002

0

Zn

0.0076

0.0061

0.0055

10.06%

0.002

0

Table 3.2 displays the Pearson correlation coefficients between PM2.5 and its components.
High correlations are observed between NH4+ and S (78.8%) and SO42- (84.4%), suggesting the
formation of ammonium sulfate. A correlation coefficient of 82.7% between Na and Cl suggests
the contribution of sea salt. Similarly, higher correlation (0.6) was observed between EC and OC.
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Table 3.2. Pearson Correlation Coefficients of PM2.5 and its components.
PM2.5

Al

As

Br

Ca

Cl

Cr

PM2.5

1.00

Al

0.18

1.00

As

0.18

1.00

1.00

Br

0.33

-0.11

-0.11

1.00

Ca

0.31

0.46

0.46

-0.020

1.00

Cl

-0.10

0.18

0.18

0.16

0.02

1.00

Cr

0.11

0.03

0.03

0.05

-0.03

-0.01

1.00

Cu

EC

Fe

K

Mg

Mn

Na

NH4

Cu

0.21

0.03

0.03

0.10

0.11

-0.02

0.38

1.00

EC

0.39

0.02

0.02

0.22

0.30

-0.07

0.02

0.35

1.00

Fe

0.29

0.79

0.79

-0.02

0.45

0.11

0.56

0.31

0.25

1.00

K

0.33

0.28

0.28

0.24

0.22

0.19

0.00

0.42

0.27

0.27

1.00

Mg

0.07

0.17

0.17

0.20

0.19

0.31

-0.03

0.05

-0.03

0.11

0.22

1.00

Mn

0.20

0.47

0.47

0.05

0.28

0.11

0.73

0.38

0.15

0.81

0.15

0.15

1.00

Na

-0.06

0.15

0.15

0.21

-0.01

0.83

-0.04

-0.07

-0.06

0.09

0.21

0.26

0.08

1.00

NH4

0.64

-0.11

-0.11

0.32

0.07

-0.13

0.23

0.15

0.18

0.06

0.07

-0.05

0.10

-0.03

1.00

Ni

NO3

OC

Pb

S

Si

SO4

Sr

Ti

V

Ni

0.16

0.04

0.04

0.06

0.02

-0.01

0.91

0.42

0.05

0.55

0.02

0.05

0.70

-0.04

0.26

1.00

NO3

0.29

-0.05

-0.05

0.37

-0.04

-0.01

0.26

0.23

0.40

0.17

0.22

-0.07

0.20

0.05

0.55

0.24

1.00

OC

0.72

-0.15

-0.15

0.37

0.20

-0.19

0.12

0.34

0.61

0.06

0.23

-0.10

0.05

-0.23

0.46

0.12

0.376

1.00

Pb

0.01

-0.01

-0.01

0.03

-0.01

-0.02

-0.08

0.26

0.10

0.01

-0.01

-0.05

-0.05

-0.06

0.02

0.01

0.064

0.12

1.00

S

0.72

0.06

0.06

0.30

0.17

-0.05

0.08

0.09

0.07

0.13

0.15

0.08

0.07

0.10

0.79

0.13

0.182

0.34

-0.06

1.00

Si

0.20

0.97

0.97

-0.12

0.51

0.17

-0.02

0.02

0.05

0.80

0.30

0.18

0.45

0.15

-0.10

-0.01

-0.039

-0.13

-0.01

0.08

1.00

SO4

0.67

0.06

0.06

0.26

0.15

-0.02

0.10

0.09

0.06

0.13

0.15

0.07

0.09

0.15

0.84

0.15

0.246

0.29

-0.04

0.96

0.08

1.00

Sr

0.04

0.05

0.05

0.02

0.05

0.04

-0.01

0.37

0.03

0.04

0.60

0.22

0.02

0.03

-0.07

-0.03

0.016

0.01

0.01

0.01

0.05

-0.01

1.00

Ti

0.16

0.95

0.95

-0.12

0.41

0.19

-0.02

0.01

0.03

0.76

0.28

0.13

0.43

0.17

-0.12

-0.03

-0.022

-0.16

0.01

0.04

0.96

0.04

0.04

V

0.15

0.05

0.05

-0.02

0.12

-0.02

-0.03

0.01

0.05

0.05

0.03

0.27

0.02

-0.03

0.12

0.26

-0.027

0.05

0.01

0.19

0.06

0.19

-0.01

0.05

1.00

Zn

0.33

-0.03

-0.03

0.20

0.26

-0.15

0.03

0.24

0.48

0.14

0.15

0.09

0.16

-0.17

0.21

0.12

0.232

0.41

0.10

0.17

-0.01

0.14

0.13

-0.05

0.17

Zn

1.00

1.00

3.3.2. Source Apportionment
3.3.2.2. Solution Analysis and Model Performance
In this work, solutions of 6, 7, 8 and 9 factors were examined. With the 6 factor solution,
the scaled residuals were too large such that the results were not converged. Moreover, one of the
sources in the 6 factor solution was a mixture of industry and traffic sources. In the 8 factor
solution, two profiles were very similar, representing road dust. In the 9 factor solution, there
were two profiles representing mixed species that cannot be identified. The seven factors
solution was most appropriate and each factor is associated with a distinctive group of species
that can be used to identify a specific source. The scaled residuals, as shown in Figure 3.2, are
distributed between a range of 1 and 4, indicating a good fit. The solution from the Fpeak rotation
with strength equivalent to -0.5 was determined to be the most interpretable. The ratio of Q
(robust) to Q (true) equals 1.005 in this scenario, indicating that no peak events have substantial
influence on this model.

Figure 3.2. Scaled residuals of calculated sum of all species.

Table 3.3 and Figure 3.3 show the comparison of observation and prediction of five
major components (EC, OC, NH4+, NO3- and SO42-) and total PM2.5. The model performed well
for species such as SO42-, NH4+ and total PM2.5, while a bit weak for some other species. Among
all species, 15 out of 25 species have R2 values greater than 0.5.

Table 3.3. Summary statistics for five components (EC, OC, NH4+, NO3- and SO42-) and total
PM2.5.
Intercept
Species

R2

Intercept

Slope

Slope SE

SE

SE
EC

0.62

0.08

0.01

1.15

0.02

0.10

OC

0.55

2.08

0.05

1.01

0.02

0.58

NH4+

0.85

0.20

0.01

1.55

0.01

0.17

NO3-

0.60

0.45

0.01

1.04

0.02

0.25

SO42-

0.91

0.02

0.03

1.06

0.01

0.37

PM2.5

0.91

0.62

0.10

0.91

0.01

0.97
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Figure 3.3. Comparison of observation and prediction (EC, OC, NH4+, NO3- and SO42- and PM2.5)
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Figure 3.4. Source profiles (bars represent the mass contribution, y-axis on the left, while dots
represent percentage of species to the sum, y-axis on the right).
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Figure 3.4 shows the obtained source profiles. The percentages of the species are median
values from the BS runs. Figure 3.5 shows the quartile source profiles of the BS runs. This figure
is used to examine if the base run values are within the interquartile ranges, species with values
falling out of the interquartile range in the base run should be treated with care since the desired
results may be impacted by a small set of observations, and even worse, the subsequently factor
related species concentrations could be non-meaningful

83

. In this work, most species in the

seven source profiles have their base run values fall within the interquartile ranges, indicating the
data points are meaningful and small set of observations are not dramatically impacting the
factor profiles. There are some variations in the percentages of different species, for instance, the
percentage of NH4 in the base run is 77.0% while it is 81.7% in the BS run. The differences are
acceptable since most of the base run results are within the interquartile ranges as represented by
the profiles.
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Figure 3.5. Bootstrap source profiles (boxes represent the contributions, y-axis on the left, while
dots represent percentages of species to the sum, y-axis on the right).
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3.3.2.2. Identified Sources of PM2.5
The species associated with the first source include S, SO 42- and NH4+ and this profile is
classified as secondary sulfate. The molar ratio of NH4+ to SO42- is around 3 for this factor,
suggesting that (NH4)2SO4 is the dominant sulfate form in PM2.5. SO2 emissions from large point
sources contribute much to the secondary sulfate

67

. 15.48% of OC is from this source. This

could be due to the condensation of organic matter on the sulfate particles in highly polluted
urban environment or the catalysis of the particle acidity in the formation of low volatility
organic matter 96. The second source profile includes 37.0%, 43.3%, 39.0%, 49.2%, 52.8%, 56.7%
and 48.1% of Cr, Cu, Ni, Mg, Pb, Sr and V, respectively, representing the source of industry.
This is one of the primary source types that contribute to the total PM 2.5. Chow et al. 97 suggested
that a relatively high level of Ni may be associated with oil-refinery catalytic cracker. Since
unleaded gasoline are being more and more widely used in the US, this source profile is not
likely related to traffic emissions although Pb is high. Pb is used in paints, varnishes, pipes,
storage batteries and is emitted from various related industrial activities. There are also works 72,
98

reported the major emissions of lead in airborne PM2.5 were associated with coal combustions

in some power plants.
The third source profile contains 63.6%, 63.5%, 25.2%, 44.9% and 71.8% of Al, As, Ca,
Fe, and Si, respectively. These elements are often found in geological materials, representing the
source of crustal dust. Geological materials consist mainly of oxides of Al, Si, Ca, Fe, and other
metal oxides 99. Airborne soil particles may be attributable for suspension in the near surface air
from sources including construction sites, road traffic and wind-blown crustal dust. However,
being differed from road dust, crustal dust are representing higher proportions of species such as
Ca and Si 100.
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The fourth source is interpreted as traffic emissions from both gasoline vehicles and
diesel engines. About 42.9%, 29.2%, 31.9%, 56.2%, 9.1%, 68.4% of EC, OC, Fe, Ca, Br and Zn
are from this source, respectively. Ca is contained in the combustion products of lubricating oil
additives. Zn may be used in motor oil as an additive, also being used in and brake linings and
tire manufacturing

71

, together with Fe, which could also be emitted from muffler and brake

ablation. In addition, gasoline emission has a low level of nitrate and a higher OC/EC ratio. But
diesel emission has a high level of nitrate, a higher EC/OC ratio and Zinc is presented in most
exhaust profiles. On the other hand, traffic congestion occurred often in this area. Shah et al.

101

reported that very slow speeds and stop-and-start traffic may cause diesel vehicles to produce
emissions similar to gasoline vehicles, which indicates a higher OC/EC ratio. Diesel vehicles
tend to have higher NO2 emissions, which may be partially contributing to the secondary
emission sources.
In terms of the fifth source profile, Al, As, Cr and Ni are 34.6%, 35.0%, 41.7% and
28.2%, respectively. This factor is assigned to be road dust. Gunawardana et al.

102

reported that

heavy metals such as Zn, Cu, Ni, Cr and Cd primarily originated from vehicular traffic while Fe,
Al and Mn primarily originated from surrounding soils, which confirmed a high amount of heavy
metals of traffic origin contained in road dust. Cr and Ni are generated from tire wear and brake
pad wear 103. Wei and Yang 104 also showed the widespread of heavy metals of Cr, Ni, Cu, Pb an
Cd in urban road dusts in cities, which were mainly derived from traffic sources and industrial
sources. There were many vehicles and the traffic has always been intensive on the highways,
thus road dust has been making an ineligible contribution to the total PM2.5.
The sixth source is interpreted as sea salt. Characteristic species in this source are Na, Cl
and SO42-. Commonly, sea salt may contain fresh sea salt and aged sea salt, Cl is associated with
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fresh seal salt and SO42- is referred to aged sea salt because NaCl can be converted into Na2SO4
by reaction of NaCl with gaseous H2SO4 105. However, only 3.7% of SO42- is from this source,
which is relatively negligible. This source profile in our work is indicating fresh sea salt. The
major marker species contribute to the final source include NO3- and NH4+, and this source
profile is classified as secondary nitrate. Usually the formation of secondary nitrate depends on
several factors including NO X, NH3, temperature, relative humidity, radiation and nighttime
chemistry via gaseous nitrate 67. Identified major nitrate sources include diesel engines, on-road
gasoline-powered vehicles, coal combustion and natural gas

53, 106

, given the sources of traffic

and industry identified in this work, secondary nitrate can be NOx originated from vehicles and
power plants. Dust suspended from roadways, bare land, construction sites and agricultural fields
is also playing a role in secondary particle formation besides to a primary pollutant itself 107. For
example, certain components such as ammonium nitrate fertilizer in the dust may be very
volatile and can be transformed to nitric acid and ammonia gases and consequently contribute to
secondary nitrate. In summary, the seven sources are secondary sulfate, industry, crustal dust,
traffic, road dust, sea salt and secondary nitrate and their average contributions to PM2.5 in Baton
Rouge are 38.4%, 18.7%, 6.1%, 11.5%, 4.2%, 3.6% and 17.6%, respectively.
3.3.3. Comparison of Clean and Polluted Days
As suggested by the results, average PM2.5 concentration measured at this site during the
six years was 9.3 μg/m3, and this value was lower than the WHO guideline for annual average
PM2.5 concentration (10 μg/m3). The US. standard for daily average PM2.5 concentration is
35μg/m3

14

and WHO guideline for daily average PM2.5 concentration is 25μg/m3. In this study,

there were 238 days (36.3%) with PM2.5 concentrations above and beyond 10 μg/m3, but only 1
day with PM2.5 concentration greater than 25 μg/m3 and no day with PM2.5 concentration greater
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than 35 μg/m3. Though it may be better to investigate the causes of days with daily
concentrations higher than the daily standards, there is no enough data during the six years in
Baton Rouge. Thus, a comparison of the source apportionment results between clean days (daily
PM2.5 concentrations lower than 10 μg/m3) and polluted days (daily PM2.5 concentration higher
than 10 μg/m3) has also been carried out, and the resulted are listed in Table 3.4. It is observed
that although the PM2.5 concentrations changed in clean days and polluted days (12.9 μg/m3 in
polluted days and 6.5 μg/m3 in clean days), the contributions of the sources are not changing
much, the trivial variations suggested that no specific emission source is causing dramatic
change in PM2.5 concentrations. Thus same emission control strategies may be applied in both
polluted days and unpolluted days,

Table 3.4. Comparison of mass concentration of different sources (Units are μg/m3. Total using
all data points, Above 10 using data points with PM2.5 greater than 10 μg/m3 and Under 10 using
data points with PM2.5 less than 10 μg/m3).
Concentration

Total Above 10 Under 10

Secondary Sulfate

3.78

5.21

2.63

Industry

1.74

2.41

1.21

Crustal Dust

0.57

0.78

0.39

Traffic

0.98

1.35

0.68

Road Dust

0.34

0.47

0.24

Sea Salt

0.29

0.40

0.20

Secondary Nitrate

1.64

2.26

1.14

PM2.5

9.34

12.89

6.50

(Table cont’d)
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Percentage

Total

Secondary Sulfate 40.44%

Above 10 Under 10
40.46%

40.45%

Industry

18.68%

18.66%

18.65%

Crustal Dust

6.06%

6.07%

6.07%

Traffic

10.49%

10.49%

10.50%

Road Dust

3.65%

3.65%

3.65%

Sea Salt

3.11%

3.12%

3.11%

Secondary Nitrate 17.57%

17.55%

17.57%
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3.3.4. Temporal Variation

Figure 3.6. Temporal variation of mass concentrations of sources (μg/m3).
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Figure 3.6 shows the temporal variation of PM2.5 concentrations (μg/m3) contributed by
each source over the 6 years and Figure 3.7 shows the annual variations of contributions of
different sources in mass and percentage. The contribution of each source changes over time.
The ratio of secondary sulfate slightly decreased over the years while the industrial emissions
increased with its peak value in 2013. Secondary nitrate is gradually increasing over the years,
reaching approximately 20% in 2014. Higher proportions of traffic emissions are observed in
2010 and 2012, then decreased to a lower level in 2014. This may suggest effective vehicle
emission control policies taken in Baton Rouge. The decrease of secondary sulfate may be
partially due to control of SO2 emissions, while the increase of secondary nitrate may be partially
originated from increase of industrial emissions. Crustal dust also increased in recent three years,
indicating an increased trend of construction work or agricultural activities.
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Figure 3.7. Annual variation of source contributions to total PM2.5 in mass (top) and percentage
(bottom).
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Table 3.5. Average seasonal source contributions (μg/m3).
Winter

Spring

Summer

Fall

Source type
Mean±SE

%

Mean±SE

%

Mean±SE

%

Mean±SE

%

Secondary Sulfate

3.20±0.40

34.84%

4.34±0.41

45.61%

4.03±0.51

41.54%

3.48±0.36

38.87%

Industry

1.76±0.11

19.12%

1.68±0.10

17.64%

1.68±0.13

17.33%

1.86±0.11

20.78%

Crustal Dust

0.06±0.047

0.70%

0.28±0.091

2.96%

1.69±0.31

17.44%

0.20±0.052

2.25%

Traffic

0.91±0.15

9.90%

0.83±0.10

8.75%

0.90±0.10

9.27%

1.27±0.15

14.13%

Road Dust

0.36±0.051

3.97%

0.28±0.047

2.94%

0.42±0.065

4.35%

0.30±0.048

3.38%

Sea Salt

0.32±0.11

3.45%

0.45±0.12

4.74%

0.20±0.048

2.10%

0.19±0.070

2.15%

Secondary Nitrate

2.57±0.36

28.03%

1.65±0.18

17.36%

0.77±0.11

7.96%

1.65±0.22

18.44%

Sum

9.16±1.23

100%

9.51±1.05

100%

9.70±1.27

100%

8.96±1.01

100%

Table 3.5 provides summary of the seasonal contributions of each source and shows the
average source contribution for the whole sampling period. Together with Figure 3.8 presenting
the seasonal distribution in mass, it is observed that the average seasonal PM mass
concentrations are at the same level from 9 to 10 μg/m3. Though there is no dramatic seasonal
variation of the total mass concentration, contributions of certain sources are representing
temporal variations. For example, crustal is highly increased in summer. This is as expected
since most construction work was done in summer, during which the schools and universities are
having vacations. The seasonal trend also shows that traffic emission was dominant in fall, with
a least 42.4% increase than other seasons. Secondary nitrate is decreasing in summer. Sea salt
shows a relatively higher contribution during spring compared to other seasons. There is no
obvious seasonal change for secondary sulfate, but representing a relatively larger proportion of
it in spring. There is also no obvious seasonal difference observed for industrial and road dust
emissions.
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Figure 3.8. Seasonal variation of factors’ contributions to PM2.5.
From the mass concentration perspective, secondary sulfate was dominant all year.
Besides, secondary nitrate (2.6 μg/m3) was higher in winter than other seasons, and the highest
sea salt (0.4 μg/m3) was in spring. Crustal dust (1.7 μg/m3) was noteworthy in summer and traffic
(1.3 μg/m3) was significant in fall. In summer, the mass concentrations attributed to road dust
were also higher than any other seasons. Secondary sources were the most dominant in either
cold or warm weather, suggesting that the chemical reactions generating secondary sulfate and
nitrate compounds are related to temperature. Secondary sulfate showed higher mass
concentrations in warm months (spring and summer) than in cold months (fall and winter). This
might be due to the enhanced photochemical reactivity during the summer, as higher
temperatures in summer favor stronger photochemical transformation of SO2 to sulfate. This may
be also reflecting in part the thermal stability of aerosol NH4NO3 in the cooler months

108

, the

more readily accessed formation of (NH4)2SO4 leaves small amount of NH3 and HNO3 to
produce NH4NO3, thus resulted in higher concentrations of secondary sulfate in warm months.
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Seasonal variation of secondary nitrate is typically noticed with high concentrations in cold
months by reason that lower temperatures and higher humidity that contribute to the promoted
formation 106, 109.
4.1.4 Spatial Variation

Figure 3.9 Seasonal wind direction and wind speed (m/s) distribution.
Due to the close relationship of PM2.5 concentration with wind, spatial variation of the
sources can be analyzed

110

. Figure 15 shows the wind speed and wind direction distribution in

four seasons from 2009 to 2014. The prevailing wind directions in all seasons except summer
were north and northwest winds, but northeast-north in summer. Stronger winds (>2.7 m/s) were
observed mostly in spring, winter and fall, which may lead to fast dispersion of some sources.
The wind speeds were ranging from 0 to 6.7 m/s, but mostly around 2.2 m/s. These winds may
bring the particles such as industrial emissions, sea salt particles, soil dust and road dust in. A
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spatial diffusion of these sources on a west – east trend may be predicted. On the other hand,
transportation emission and construction dust are major distributed on the east side which have a
relatively weak impact on spatial interaction in these seasons. However, in summer, the strengths
of the winds are weaker than other seasons and wind directions are a bit different as well. The
spatial transport of industrial emissions, traffic and crustal or road dust from the northeast may
have an increased impact on total PM2.5 in summer.
Figure 3.10 and figure 3.11 show the probability distribution calculated using the
normalized contributions of each source from PMF modeling in summer and winter, respectively.
As mentioned above, normalized contribution means the average of all contributions for each
factor is 1, and the probability is the ratio of the contribution of each source to the sum of
contributions. There are strong southwest lobes in one of the prevailing wind directions for
traffic and crustal dust. There are also lobes to the northwest suggesting influences of winds in
that direction. Secondary formations resulted from chemical reactions in the atmosphere usually
take place somewhere downwind from the original emission sources. The distribution of
secondary sulfate and secondary nitrate suggests the spatial diffusion of not only the on-road
emissions but also emissions from the northwest, that could be ship emissions
emissions.
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13

or industrial

Figure 3.10. Probability distribution of sources in different wind directions at summer.
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The probability distribution of sources in different directions at winter are similar to
Figure 3.10, as shown in Figure 3.11. Strong lobes in northwest and north of secondary nitrate
suggest the massive formation of secondary nitrate in winter, which is also corresponding to the
locations of industries in Baton Rouge. This distribution is also consistent with the industrial
emissions, which is also representing lobes in the northwest to northeast directions. There was no
massive construction or agriculture activities in winter, and a weakened crustal dust distribution
in winter is observed.
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Figure 3.11. Probability distribution of sources in different wind directions at winter.
57

Given the location of the monitoring site, the PM2.5 level at this site is a result of local
urban activities and long-range transport. It can be conjectured that the distant sources under the
impact of northwest-west-southwest winds were transported over long distance while the local
urban sources were not representing such behavior. Though it is seen that on the southeast
direction, the wind speed is stronger than inner-land winds, Baton Rouge is actually far away
from the coast, suggesting a very weak impact of south winds. The winds blowing from the
Mississippi River are strong enough such that they were indeed the dominant winds that
transport airborne dust from out of Baton Rouge.
3.4. Conclusions
Seven sources contributing to ambient PM2.5 in the Baton Rouge region, Louisiana were
identified based on the data during 2009-2014, which include secondary sulfate, industry, crustal
dust, traffic, road dust, sea salt and secondary nitrate. The average contributions to PM2.5 of these
seven sources were 38.4%, 18.7%, 6.1%, 11.4%, 4.1%, 3.6% and 17.6%, respectively. The
contribution of industry, secondary sulfate and secondary nitrate were the top three sources.
Secondary nitrate was the highest in winter, and sea salt was the highest in spring. Crustal dust
was dominant over other factors in summer and traffic was significant in fall. Industrial
contribution has been rising in recent years while the seal salt contribution dropped quite a bit. A
gently declining trend was observed for traffic in most recent years. Road dust and crustal dust
showed similar temporal trends with peaks at summer. During summer time, traffic emissions
and crustal dust were primarily driven by northeast-north winds, while industry emissions and
sea salt were driven by prevailing west and northwest winds during other seasons. A comparison
of PMF analysis for clean days and polluted days suggests that the contributions of different
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sources to PM2.5 are similar, this may be due to the weather patterns in this region. The PM2.5
mass clearly showed the synergetic effects of local sources and distant sources. Thus,
measurements and strategies should focus on not only local sources, but also regional transport.
Attention should also be paid to industrial and traffic sources since they also account for
secondary sources in addition to the primary contributions.
Air toxics are also important especially PM bound air toxics. There are thousands of air
toxics and polycyclic aromatic hydrocarbons (PAHs) are among one of the most important group
of toxic pollutants. Source apportionment and health risks of PAHs will be introduced in next
chapter.
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CHAPTER 4. SOURCE APPORTIONMENT AND HEALTH RISKS OF
POLYCYCLIC AROMATIC HYDROCARBONS (PAHS)
4.1. Introduction
Polycyclic aromatic hydrocarbons (PAHs) are a group of organic compounds containing
multiple aromatic rings composed of carbons and hydrogens only. Exposure to PAHs and their
photochemical oxidation products in ambient air may result in cancers. Higher risk levels of lung
cancer due to exposure to PAHs have been reported especially in developing countries

111

Exposure to PAHs may also cause cardiovascular disease and poor fetal development

112

.
.

Particulate matter (PM) bounded PAHs accounted for the largest portion of lung cancer risk. In
1976, the US. 16 PAHs were classified by EPA as priority pollutants based on their toxicity,
existence in the environment and potential risk of human exposure. The US EPA also designated
7 PAHs as possible human carcinogens

113

. Among them, the five- or six-ring PAHs that are

predominantly particle bound have much higher carcinogenicity than gas-phase PAHs

114

.

Especially, among the 7 PAHs, benzo[a]pyrene (BaP) was the first chemical carcinogen
discovered and the International Agency for Research on Cancer (IARC) listed it as Group 1
carcinogen. BaP is often applied as an indicator of PAHs exposure risk assessment

115

. The

World Health Organization (WHO) set the annual criteria of BaP concentration to 1 ng/m3

116

,

this criteria was also applied in the US.
Occurrences of PAH compounds in the atmosphere are partially from natural sources
including forest and grassland fires, volcano eruptions, and some nonrenewable fossil fuel
resources of coal and crude oil. However, the majority of PAHs are formed throughout
incomplete combustion process of fossil fuels in various human activities, such as power
¯¯¯¯¯¯¯¯¯¯¯
Contents regarding China PAHs were previously published as: Fenglin Han, Hao Guo, Jianlin
Hu, Jie Zhang, Qi Ying, Hongliang Zhang., 2020. Sources and health risks of ambient polycyclic
aromatic hydrocarbons in China, Science of The Total Environment, 698, 134229. © 2020
Elsevier Ltd. and is reproduced here by permission of my co-authors.

generation using coal fires, petroleum production processes, vegetation burning and motor
vehicle exhaust

117, 118

. In addition to atmospheric PAHs, PAHs have also been found in some

drinking water supply, moreover, cooking meat or other foods at high temperatures will increase
the amount of PAHs in food 119. Ambient concentrations of PAHs are synthesized under oxygeninsufficient conditions where hydrocarbons are saturated 120. Such formation may be impacted by
the physical and chemical properties such as gas-to-particle partitioning, first and second order
reactions of radicals with other species. For instance, at high temperatures over 773.15K,
acetylene (ACE) can be formed from the radicals generated from breaks of carbon-carbon bonds,
then gradually condensed to a stable aromatic-ring structure

120

. Partitioning between gas and

particle phases is another important formation process for PAHs. The partitioning of PAHs
depends not only on molecular weight but also determined by subcooled liquid vapor pressure
and reactant concentration. Pankow

121

and Harner and Bidleman

122

developed the theory

regarding PAH partitioning by connecting the PAH organic-air partitioning coefficient (Kp) with
octanol-water (Kow) and air-water (Kaw) partitioning coefficients, which enabled the calculation
of octanol-air partitioning coefficient (Koa) and PAH partitioning coefficients. The equations for
calculating PAHs were based on the assumption that PAHs exist solely in the fine mode in
CMAQ

37

. However, in many urban areas in China, PAHs often do not reach equilibrium

between gas and particle phases and the degree of equilibrium is differentiated by the sources of
the particles and resulting physiochemical compositions

123, 124

. Thus, the partitioning

coefficients in this study were modified referring to previous studies in China, as introduced by
Han et al

125

. It was also reported that there are similarities between China and India’s energy

consumption, which has steadily increased energy use during past two decades and rely much on
coal and oil

126, 127

. Thus, the fuel combustion characteristics are assumed similar in China and
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India, same set of partitioning coefficients was used in India. The comparison of results
concerning concentration and health risks between the US, China and India will be introduced in
section 4.3.3.
Many PAHs studies have been conducted in Europe and Asian countries, limited number
of studies were found in Oceania, America and Africa. In China, lung cancer related population
fraction due to inhalation exposure to PAHs was estimated to be 1.6% by Zhang et al.128, if the
exceedance of BaP over the national standard was reduced from 30% to 22%, the fraction could
be decreased by 25%. Developed regions such as the North China Plain (NCP), the Yangtze
River Delta (YRD) and the Pearl River Delta (PRD) have intensified emissions and exposures,
resulting in higher levels of health risk and mortality 129. Regional studies were reported in India
traced back to 1908s

130-132

. The only study found regarding nationwide PAH levels in the US.

was conducted by Zhang et al.

37, 133

, who simulated concentrations of 16 PAHs and

corresponding health risks in continental US using the CMAQ model. However, in southeast US
and Louisiana, no previous studies have been conducted using regional transport models for
either the ambient level evaluation or health risk analysis on the population.
In this study, a regional chemical transport CMAQ model was applied to measure the
concentrations and contributions from sources in different socio-economics sectors to PAHs and
its associated health risks. The seasonal variations and spatial distribution of concentrations will
be discovered. The contributions of different source sectors to total PAHs were also analyzed.
4.2. Method
4.2.1. Model description
The Community Multiscale Air Quality (CMAQ) model (v5.0.1) was modified to include
emissions, gas phase reactions, partitioning and particle reactions of PAHs. Due to the
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complexity of PAHs oxidation reactions and lack of comprehensive understanding at current
stage, no advanced mechanism has been developed to include the reactions and products of all
PAHs. The modification of the mechanism and model has been reported in a previous study

37

,

thus a brief introduction is shown below.
The SAPRC-99 photochemical mechanism was modified to include reactions of 16PAHs with hydroxyl radical (OH) and ozone (O3) given the fact that PAHs have significant loss
in the troposphere reacting with oxidants

134

. However, only products of naphthalene (NAPH)

and OH reactions were included, while reactions of other PAHs were treated as decay reactions
without products. It is believed that this will not significantly change concentrations of OH and
O3 since PAHs concentrations are relatively low 37.
PAHs are existing in both gas and particle phases and its distribution mainly depends on
vapor pressure, adsorption available area and particle properties

135

was based on the equation derived from Lohmann and Lammel

. Gas–particle partitioning

136

. Particles may undergo

physical and chemical changes by interacting with gas phase species such as O3, NO2 and NO3
137, 138

and composition of particles may be altered

137, 139

. It may be more accurate to include all

the reactions between these species in the mechanism. However, heterogeneous oxidation
reactions involving O3, NO2 and NO3 were among least understood processes and oxidation with
O3 only was considered in this study. As the heterogeneous oxidation of PAHs on particle
surface by O3 is an important pathway

140-142

, Langmuir-Hinshelwood mechanism that assumes

PAHs and O3 were absorbed independently before reacting was also included. The oxidation rate
was expressed as a second order reaction using the particle phase PAHs concentrations and gas
phase O3 concentration. The determination of partitioning coefficients in the US and China and
India has been introduced in prior section.
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4.2.2. Model application
The modified CMAQ model was used to simulate PAHs in the US in January, April, July
and October 2011. These four months were chosen to represent typical emission and
meteorological conditions in winter, spring, summer and fall, respectively. The model domain
with horizontal resolution of 36×36 km2 covers the continental US. The meteorological inputs
were provided by WPS and WRF model version 3.7.1 with initial and boundary conditions from
FNL (Final) Operational Global Analysis data on a resolution of 1.0 × 1.0 degree grids from
National

Center

for

Atmospheric

Research

for

every

six

hours

(http://dss.ucar.edu/datasets/ds083.2/). The outputs of WRF were processed by MeteorologyChemistry Interface Processor (MCIP) version 4.2 to generate CMAQ ready inputs.
The simulation of typical air pollutants is similar to previous studies

143-145

and

summarized here. The Sparse Matrix Operator Kernel Emissions (SMOKE) emission processing
model (version 3.7) developed by US EPA is used to prepare speciated and gridded
anthropogenic emission inventory to create inputs of CMAQ-ready emissions on the domain.
Biogenic emissions are generated using the SMOKE incorporated Biogenic Emissions Inventory
System, version 3.14 (BEISv3.14). Open biomass burning emissions were generated from the
Fire Inventory from NCAR (FINN)

146

. Initial and boundary conditions for the 36km domain

were derived from the default settings of vertical distributions of the concentrations where clean
continental conditions are signified as immanently set by CMAQ.
The emission inventory used for China and India were based on PKU-FUEL-2007, a topdown global inventory for the year 2007
in previous work

125

147

at the resolution of 0.1˚× 0.1˚. Details can be found

and will be briefly introduced here. Being different from the

socioeconomics sectors used in other inventories, this inventory includes emissions of PAHs
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from 69 fuel sub-types grouped to seven categories of biomass, coal, gas, oil, industrial process,
open fire and waste. The inventory considers factors varying with country, facility, operating
method, emission control device, environmental setting, measuring time, procedure and other
factors

147

. The annual gridded emissions were spatially remapped to CMAQ domain and

temporally allocated into hourly files using an in-house emission preprocessor by applying
monthly, weekly and diurnal allocation profiles

148-150

. The emissions of PAHs were scaled from

the emission year of 2007 to modeling year of 2013 using species specific factors based on an
updated emission inventory of PKU-FUEL-2013 and other China PAH inventories 114, 151-153. The
factors are listed in Table S3. The generated PAHs emissions were then added together with
emissions of other pollutants for CMAQ simulations.

4.2.3. Source Apportionment and Health Risk Analysis
The brute force method (BFM) was used to conduct source apportionment, in which an
array of sensitivity simulations were performed, each with one source eliminated. The difference
between the results of each sensitivity simulation and base case simulation is considered be to
originated from the eliminated source. The contributions of seven sources to PAHs were thus
quantified 154, 155.
The incremental lifetime cancer risk (ILCR) was used to evaluate adverse health effect of
PAHs exposure. ILCR represents the probability to develop cancer during a 70-year lifetime
continuous exposure for individuals. Attentions should be paid to cancer risk when the estimated
ILCR is greater than 1✕10-5

156

. The ILCR due to inhalation of a mixture of NAPH and 7

carcinogenic PAHs (cPAHs) is calculated using Eq. (4):
𝐼𝐿𝐶𝑅 = 𝐶𝑁𝐴𝑃𝐻 × 𝑈𝑅𝑁𝐴𝑃𝐻 + ∑𝑛𝑖=1(𝐶𝑐𝑃𝐴𝐻,𝑖 × 𝑇𝐸𝐹𝑖 ) × 𝑈𝑅𝐵𝑎𝑃
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(4)

where n is the number of cPAHs in the mixture, 𝑇𝐸𝐹𝑖 is the toxic equivalence factor
(TEF) of the ith cPAH in the mixture relative to that of BaP. The product of the concentration of
a cPAH species and its corresponding TEF value is toxic equivalent concentration (TEQ), which
represented the relative carcinogenic potency of the corresponding PAHs 𝐶𝑁𝐴𝑃𝐻 and 𝐶𝑐𝑃𝐴𝐻,𝑖 are
the concentrations of NAPH and each of the 7 cPAHs. TEF of BaP is defined as 1. The averaged
values of two sets TEF values for the cPAHs except BaP proposed by US EPA in 1993
2010

158

157

and

were used in this study. The TEF values for BaA, BbF, BkF, CHRY, DahA and IcdP

were 0.15, 0.3, 0.02, 0.055, 3.5 and 0.085, respectively. 𝑈𝑅𝑁𝐴𝑃𝐻 and 𝑈𝑅𝐵𝑎𝑃 are the unit risk (UR)
(the ILCR due to lifetime exposure to one unit mass concentration) of cancer from lifetime
inhalation exposure to NAPH and BaP, respectively. In this study, 𝑈𝑅𝐵𝑎𝑃 was using 8.7×10-5
per ng m-3 as the upper bound estimation of the ILCR based on the WHO recommendations

159

.

The lower bound was the average (8.0×10-7 per ng m-3) of the lower value of 1.1×10-6 per ng m-3
used by California EPA 160 and the one of 0.5×10-6 per ng m-3 recommended by US EPA 161. The
lower bound of NAPH was 3.4×10-5 per ng m-3 as recommended by California EPA

160

, while

the upper bound was 1.0×10-4 per ng m-3 as recommended by EPA 162.
Excess lifetime cancer cases is another method to evaluate the exposure risks to the
public. ILCR values multiplying the gridded population data at each grid cell are equaling to
excess lifetime cancer cases. It is an additive number to existing mortality of cases potentially
per 100,000 people during the 70-years lifetime. Gridded population data were originally
downloaded from Oak Ridge Nation Laboratory’s LandScan database at processed by Zhang et
al. 133, 163. The re-projected resolution data is shown in Figure 4.1, which was produced by Zhang
et al.133 in his work estimating health risks in the US. Population data for China was obtained
from census data downloaded from National Bureau of Statistics of China (NBSC) using the
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2010 population census data. For India, Population data for fiscal year 2015 was used in this
studied, which was obtained from Population Division of 2015 in Department of Economic and
Social Affairs (DESA) in the United Nations 164.

Figure 4.1. Population density (persons per grid cell) based on Landsat 2008 data 133.
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4.3. Results and discussions
4.3.1. Emissions and Concentrations of PAHs

Figure 4.2. Gridded monthly emissions of 16-PAH (left column), 7-PAH (right column) for
January (row 1), April (row 2), July (row 3), and October (row 4). Units are Mg/month
(106g/month).
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Figure 4.2 shows the regional distribution in the 36km domain concerning monthly emission
for 16-PAH and 7-PAH (the sum of the emissions of the 7 c-PAH species). In terms of multi-layer

sources, most of which are point sources and the designated output is the surface layer
concentration taking settlements from upper layers in to consideration. Area sources in major
urban areas in the US contributed a large amount of PAHs, with residential wood combustion
(RWC) being the predominant emission source among all. This is as expected since heating
demands are high in winter, especially in northern US. On the contrary, residential combustion
decreased to a low level in July while points sources such as power plants and large refinery
industries were making the greatest contribution. Coastal areas were characterized by marine
vessel emissions that may even include oil spill incidents, higher emissions were observed in
January and July. It also has to be noted that in April, Kansas and northern Alabama was marked
with higher emission than usual, which may be due to open forest burning activities in the area of
Flint Hill. Projected burning activities were implemented during spring and fall at Flint Hill . 165.
Table 4.1 shows the mass of emissions of 16 PAH species in each month, and the sum of 7PAH and 16-PAH. The total emissions of 16-PAH and 7-PAH in each month were at least 7 Gg
(109 g) and ~60 Mg (106 g), respectively, with highest in January and lowest in July

37

.

Emissions of large molecular weight (LMW) species were typically higher in winter,
unfortunately, LMW species are often characterized by higher carcinogenicity that are often
found in combustion products of fossil fuels, which may result in severe health impacts.
Although the sum in July was the lowest, flourene (FLU), pyrene (PYR) and phenanthrene (PHE)
that are often found in coal tar and cigarette smoke as well, represented the highest emissions in
July, even higher than winter. Peak values for acenaphthene (ACE), acenaphthylene (ACY), and
anthracene (ANT) emissions occurred in April. Naphthalene (NAPH) accounted for
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approximately 69% of the total PAH emissions throughout the four months, especially high in
January, followed by PHE (12-17%), FLU (5-9%) and ACY (5-6%). Emissions of 7-PAH
species were relatively low compared with the 16 PAHs, less than 0.4 Mg/moth, weighing
approximately only 2% of the total emissions. Although the amount is small, they are mostly
LMW species that need extra attention to be paid accounting for health impacts. Other light
molecular weight species are often related with biofuels or diesel veihicles

120

. Among the 7-

PAH species, benzo[a]anthracene (BaA), accounted for approximately one-third of the total,
followed closely by BaP (24-27%), known as the very first carcinogen discovered

120

, both are

LMW species that often found genotoxic in animal and human studies, that are usually
associated with high temperature industrial processes 166.

Table 4.1. Monthly average emissions of PAHs (Mg) in the continental US estimated in this
study.

PAHs
January April
July
October
NAPH
7031.9 5011.8 4086.0 4762.1
ACY
64.6 412.6 290.1
370.8
ACE
107.8 161.3 126.1
147.8
FLU
380.0 426.2 622.6
376.4
PHE
666.4 679.3 946.2
615.5
ANT
75.5
97.5
75.0
91.4
FTH
163.5 131.4 136.2
132.3
PYR
114.3 121.9 173.3
124.8
BaA
37.8
42.2
43.6
42.8
CHRY
30.0
31.2
23.9
31.8
BbF
19.3
17.3
13.0
16.6
BkF
12.5
9.5
11.6
9.4
BaP
33.7
33.3
32.1
33.7
BghiP
38.0
42.5
43.2
43.6
IcdP
9.7
7.6
7.2
7.8
DahA
2.4
3.5
1.5
3.9
7-PAH
145.4
65.3
58.1
99.3
16-PAH 8784.4 7195.9 6979.6 7003.9
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Figure 4.3 shows predicted monthly average concentrations of 16-PAH and 7-PAH in 36km
domain in continental US. In January, eastern US were showing much higher concentration than
the west, approximately 0.2 μg/m3 in most areas in the east, with higher concentrations exceeding
0.5 μg/m3 at some large urban metropolitans, such as New York City, Chicago and Washington
D.C. Within the eastern US, the 7-PAH concentrations also vary spatially, in the southeastern US
7-PAH concentrations were over 0.02 μg/m3 along the coastal areas of Louisiana, generally
higher than the northeastern part representing concentrations of 7-PAH approximately 0.015
μg/m3 in the meantime. Concentrations of 16 PAHs in northwestern US were around 0.005
μg/m3 with some large cities such as Seattle and Portland approaching 0.01 μg/m3. Higher 7PAH concentrations were also observed along the west coastal areas such as Los Angeles and
Bay Area near San Francisco at which are marked by intense-population.
Temporally speaking, PAH concentrations were typically lower in spring (April) and summer
(July) than winter (January) and fall (October). In eastern US, observed values of 16-PAHs
concentrations were less than 0.1 μg/m3 and close to 0.005 μg/m3 for 7-PAH. As mentioned above,
open burning at Flint Hills area resulted in a lifted ambient level of PAHs concentration, where 16PAH approaching 0.2 μg/m3 and 7-PAH close to 0.02 μg/m3. In October, northern areas that have
already entered winter season were showing much higher concentration of 16-PAHs than the rest of
the US, except for the coastal line along Gulf of Mexico. Meanwhile, 7-PAH concentrations were
more evenly distributed within eastern US, approximately 0.0015 to 0.002 μg/m3 in most areas.16PAH concentrations may be as high as 0.2 μg/m3 in big metropolitans in the northeastern US such as
New York City and Washington D.C. Higher concentrations were seen in fall around Albuquerque in
New Mexico for both 16-PAH and 7-PAH, exceeded 0.6 μg/m3 and 0.006 μg/m3 for 16-PAH and 7PAH, respectively.
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Figure 4.4 shows monthly averaged concentration in Houston (HOU), Miami (MIA), Atlanta
(ATL), New York City (NYC), Washington D.C (WAS) and Chicago (CHI) in 2011. NYC in
January showed the highest PAHs concentration among all cities, over 0.13 μg/m3, followed by
October. April and July PAHs concentration in NYC were less than 0.055 μg/m3. Other cities were
displaying similar ambient levels of PAHs, usually less than 0.075 μg/m3. Chicago showed the

second highest PAHs concentration, as it is characterized by extreme low winter temperature,
high population density and regional industrial center. April PAHs concentration were generally
low and less than 0.025 μg/m3 in MIA, ATL and WAS.
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Figure 4.3. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) for January (row 1), April (row 2), July (row 3), and October (row 4). Units are μg/m3
for 16-PAH and 7-PAH.
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Figure 4.4. Monthly variations of 16 PAHs mass concentrations in selected cities in the US in
2011.
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Figure 4.5. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) based on 12km domain for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3 for 16-PAH and 7-PAH.
Figure 4.5 shows the regional distribution of the 12km domain of predicted monthly
average concentrations of 16-PAH and 7-PAH in southeast US, and Figure 4.6 shows the same
but in Louisiana. In July, higher 7-PAH concentration was observed along the inter-borders of
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Kentucky and Indianapolis, exceeded 0.004 μg/m3. In Florida, higher 16-PAH and 7-PAH
concentrations were shown in Orlando and Miami as these two cities were famous tourism cities
for Disney, Universal Studio and Beach activities, 7-PAH concentrations were approximately
0.004 μg/m3 and 0.003 μg/m3 in Orlando and Miami, respectively. There were higher 7-PAH
concentrations near Tallahassee, adjacent to Apalachicola National Forest in January and April,
close to 0.005 μg/m3. Lower concentrations of 7-PAHs along the southwestern-northeastern
direction of Chattahoochee National Forest, Cherokee National Forest, George Washington and
Jefferson National Forest and Monongahela National Forest were observed in four months. The
nested domain results were in agreement with the coarse domain results. Coastal areas in
Louisiana and southeast part of Texas showed very high concentrations of PAHs where
concentrations of 16-PAH and 7-PAH in this area have exceeded 0.6 μg/m3 and 0.005 μg/m3,
respectively. More attention should be paid to these areas, as they have been remarked by
extensive oil-gas related activities and concentrated refinery industries. In northern Louisiana,
PAHs concentrations were generally less than those in the southern part, however, some areas
were observed with higher concentrations, especially in Monroe area, 7-PAH concentration
reached 0.006 μg/m3 in winter and 0.003 μg/m3 in July, respectively. This may be due to the
rapid urban development, builds-up of industries and increased vehicular traffic in Monroe.
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Figure 4.6. Monthly average surface concentrations of 16-PAH (left column), 7-PAH (right
column) based on 4km domain for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3 for 16-PAH and 7-PAH.
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4.3.2. Source Apportionment
Contributions from nine major sectors were determined: type1(residential wood
combustion), type2 (motor vehicles), type3 (oil and gas process), type4 (railway and marine
vessels), type5 (non-road engines), type6 (electrical generation units), type7 (wildfire), type8
(industrial point & commercial nonpoint). The brute force method (BFM) was used to conduct
source apportionment based on the assumption that the contributions from these sources are
additive, in which a number of sensitivity simulations were performed, each with one source
eliminated and the difference between the results of sensitivity simulation and base case
simulations is attributed to the eliminated source. The contributions of the eight sources to PAHs
were thus quantified 154, 155.
As January is the most-polluted month by PAHs in the US and higher PAH
concentrations made it easier to identify and quantify the source contributions and subsequently,
health risks, also to reduce the number of simulations, only source apportionment results in
January is shown in this study. Figure 4.7 shows the Source apportionment of PAHs based on
36km domain in January. Residential wood combustion (RWC) was much more significant in
northeastern US than any other areas in the US, particularly in the surrounding areas of the Great
Lakes and along the northeastern coast of New York, Massachusetts, New Hampshire and Maine
as heating necessities were much more urgent in these areas. Higher contributions from RWC
were also observed in the northwestern areas such as Seattle and Portland. Contributions from
motor vehicles, non-road engines, electrical generation units (EGU) and industrial point &
commercial nonpoint sources typically represented the same geographically pattern as population
density distribution, as these sources were highly related with human activities. Oil and gas
activities were concentrated in the southern part of the US, particularly, Louisiana, Texas and
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Oklahoma, Virginia, West Virginia and Pennsylvania also represented higher PAH
concentrations. This very source sector is closely associated with oil and gas industries. As the
railway transportation system was much more developed in eastern US than the west, the
contributions from railway and marine vessels was higher in the eastern US and was clearly
marked by major railway lines. Wildfire contributed PAHs were primarily observed in the
southeast US in Louisiana, Arkansas, Texas, Oklahoma and some areas in Florida, this may be
due to the occurrences of wildfire in these areas. Although California was known for frequently
occurred forest fires, it wasn’t a major concern in January 2011.
Figure 4.8 shows the source contributions to total PAHs in Louisiana. Contributions from
motor vehicles and non-road engines were higher in large metropolitan areas such as New
Orleans (0.025 μg/m3), Baton Rouge (0.025 μg/m3), Lake Charles (0.02 μg/m3) and Monroe
(0.018 μg/m3). Motor vehicles’ contribution was also higher along the major interstate highways
such as I-10 and I-20. Railway and marine activities were higher along the important railway
lines and along coastal areas in Louisiana. EGU contributions were about the same as railway
and marine activities especially in southern Louisiana, near Baton Rouge and Lake Charles.
Particular high concentrations of wildfire were predicted along southern coastal area of
Louisiana, representing similar level and industrial point sources. Since no major wildfires were
reported in January 2011 in Louisiana, this may be due to projected burning activities of waste or
other materials by state agencies or organizations. Industrial point&commercial nonpoint
activities were also marked by concentrated industrial areas near Baton Rouge and Lake Charles,
it also implied the spatial distribution of industries and plants in Louisiana, more concentrated in
southern Louisiana
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Figure 4.7. Source apportionment of PAHs based on 36km domain in January.
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Figure 4.8. Source apportionment of PAHs based on 4km domain in January.
The ILCR and excess cancer cases are quantified for the US. NAPH have ILCR values
generally less than 5×10-6 while cPAHs present a much higher values of ILCR. Spatially, eastern
US were showing higher ILCR values than the west while majority of west coast were covered
with ILCR values greater than 1×10-5, with many urban, sub-urban and industrial areas exceeded
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1×10-5. Typical higher cancer cases in major metropolitan areas in the US can be identified in 1):
west coast area of Los Angeles and San Francisco Bay Area; 2) southeastern US of Dallas,
Houston, Baton Rouge and Atlanta; 3) east coast of New York, Philadelphia Washington D.C; 4)
mid-west northern US of Chicago and Minneapolis. While regional ILCR values showed a much
incompact spatial distribution, the distribution was much centralized when it came to population
health risks taking population density into account. In central mountain areas and mid-west areas,
the lower population density leads to lessen excess cancer cases compared to urban areas with
similar ILCR values even ILCR values were high. There are approximately 1042 and 4761 cases
of excess cancer in the continental US due to exposure to NAPH and cPAHs, respectively, and
the overall number of excess cancer cases is 5793. ILCR values and excess cancer cases were
average using the lower and upper bound values of URlow and URhigh.
Table 4.2 shows the state population and excess cancer cases in the US in 2011 in this
study. California was impacted most severely to PAHs inhalation exposure with excess cancer
cases of 576, followed by Florida, New York and Texas, these states were most-populated in the
US. Excess cancer cases in some southeast states were also significant such as Georgia, Virginia,
Tennessee, Alabama, Kentucky and Louisiana, all above 94 cases. An overall positive
correlation between excess cases and population was observed but not always strictly corrected
in all states. For example, New York State has a population approximately 2/3 of that in Texas,
but a larger number of excess cancer cases in New York.
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Table 4.2. Statistics of excess cancer cases and population in each state in this work.

State
Excess cancer cases Population
California
506
37854540
Florida
415
20615386
New York
408
18563180
Texas
394
27701971
Pennsylvania
282
12203780
Illinois
251
12095601
Ohio
229
11160541
North Carolina
193
9997849
Michigan
189
9543307
Georgia
189
10121683
New Jersey
180
8497664
Virginia
166
8163758
Washington
147
7301279
Tennessee
129
6508374
Indiana
122
6398682
Massachusetts
117
6608927
Missouri
116
5855106
Wisconsin
114
5554915
Arizona
110
6928638
Maryland
108
5774207
Minnesota
103
5386595
South Carolina
99
4902010
Alabama
98
4664996
Kentucky
97
4270521
Louisiana
94
4431030
Colorado
81
5495757
Connecticut
74
3397972
Oregon
72
4043715
Oklahoma
70
3760905
Iowa
63
3017140
Arkansas
60
2882297
Mississippi
57
2845614
Kansas
53
2772315
Nevada
46
2940024
West Virginia
41
1706620
Utah
37
3068200
Nebraska
34
1848494
(Table cont’d)
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State
Excess cancer cases Population
New Mexico
32
1996223
Maine
31
1278188
New Hampshire
29
1298907
Idaho
29
1704935
Hawaii
26
1349132
Montana
22
1023364
Delaware
21
928603
Rhode Island
21
1006417
South Dakota
16
850125
North Dakota
13
724667
Vermont
13
597314
Alaska
10
700686
Wyoming
10
545125
District of Columbia
9
677687

4.3.3. Comparison with China and India
Although global PAHs emissions peaked at 1995 and gradually decreased

147

. However,

emissions from developing countries especially in Asia and South America have been mounting
up over past years due to urbanization, rapid population growth and subsequent higher energy
demand and increased burning activities
emissions of PAHs in the world

38

38, 167

. As developing countries, China had the largest

, and contributed 21% of PAHs to global emissions in 2007,

while India is the second largest emitter who contributed 13.29% of PAHs. To evaluate the level
of population exposure and cancer risk due to PAHs in China and India truly and well, the
temporal and spatial distributions of ambient PAHs need to be determined.

However, no

previous work has reported nationwide PAHs study in neither China nor India. In this study, the
ambient concentrations, sources, and health risks of PAHs in China and India will be examined
and compared with the US PAHs level.
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Figure 4.9. Monthly averaged surface concentrations in China of 16-PAHs (column A), 7-PAHs
(column B), and BaP (column C) for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3.
Figure 4.9 shows the regional distributions of predicted monthly average concentrations of
16-PAHs, 7-PAHs, and BaP in China. In January, averaged 16-PAHs concentrations in north
China were approximately 1.2 μg/m3, with higher concentrations exceeded 2 μg/m3 at some
mega-cities, such as Beijing, Shenyang, and Ha’erbin. The 7-PAHs concentrations had similar
spatial distributions as 16-PAHs with values of ~0.1 μg/m3 in most areas and peaks of 0.2 μg/m3
in regions such as the NCP, indicating a high potential risk of exposure to carcinogenic PAHs.
The 16-PAHs concentrations were lower in April and July, less than 0.5 μg/m3 in most areas in
eastern and central China and around 0.05 μg/m3 for 7-PAHs. BaP concentrations were lower
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than 3.0 ng/m3 in eastern and central China, except for some large cities or wildfire locations.
Concentrations in October were higher than spring and summer months. The 16-PAHs
concentrations reached 2 μg/m3 and BaP concentrations exceeded 6 ng/m3 in NCP and Haerbin
in northeast China. These PAHs concentrations met the SEPA criteria but were much higher than
the WHO standard. These areas were characterized by extensive industrial or oil-gas related
activities, therefore it was expected that contributions from industrial process and oil sectors
were significant. Provinces in southern China, particularly those along southeast coastal such as
Zhejiang, Fujian and Guangdong had low 16-PAH and 7-PAH concentrations. This was partially
due to better ventilation conditions in the coastal region which ameliorate ground-level
pollutions, and less PAHs emissions are from light-industrial manufactures in this region than
more heavy-industrial manufactures in those regions mentioned above. BaP concentration had
more clear spatial distribution than 16-PAHs and 7-PAHs, as the main BaP sources were
reported to be residential wood combustion and coal combustion

168, 169

. In July, BaP was

typically higher in the northeast. The SCB also had high concentrations as biomass burning was
significant 170-172.
Figure 4.10 shows the same contents as in Figure 4.9 but in India. In January, averaged 16PAHs concentrations in north India were approximately 0.5 to 1 μg/m3, with higher
concentrations exceeded 3 μg/m3 at some mega-cities, such as the National Capital Territory
(NCT) of Delhi. The 7-PAHs concentrations had similar spatial distributions as 16-PAHs with
values of less than 0.04 μg/m3 in most areas and peaks of 0.2 μg/m3 in regions such as the NCT
of Delhi, Patna and Kolkata, indicating a high potential risk of exposure to carcinogenic PAHs.
The 16-PAHs concentrations were lower in April and July, less than 0.4 μg/m3 in most areas in
southern and central India, but close to 1.0μg/m3 in NCT of Delhi. 7-PAHs was around 0.02
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μg/m3 in less polluted areas. BaP concentrations were lower than 2.0 ng/m3 in southern and
central India, except for some large cities or wildfire locations. Concentrations in October were
higher than spring and summer months. The 16-PAHs concentrations reached 1 μg/m3 and BaP
concentrations exceeded 7 ng/m3 in NCT of Delhi and Kolkata in northern India. These PAHs
concentration met the SEPA criteria but were also much higher than the WHO standard as in
China. These areas were characterized by high-density population, extensive industrial or oil-gas
related activities, therefore it was expected that contributions from residential combustion,
industrial process and oil sectors were significant. PAHs concentration in central and southern
India was typically low, except for some coastal cities such as Mumbai, Mangalore, Kochi and
Chennai. This was partially due to better ventilation conditions in the southern and coastal region
and less PAHs emissions from light-industrial manufactures in this region than more heavyindustrial manufactures in those northern regions. In July, BaP was typically higher in the
northeast India, typically in West Bengal. The NCT of Delhi also had higher concentration of
BaP in July. It is revealed that the concentrations of 16-PAHs and BaP are less significant in the
monsoon and summer months than those in winter months.
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Figure 4.10. Monthly averaged surface concentrations in India of 16-PAHs (column A), 7-PAHs
(column B), and BaP (column C) for January (row 1), April (row 2), July (row 3), and October
(row 4). Units are μg/m3.
Figure 4.11 shows the seasonal variations of PAHs in six major cities in China. January had
the highest concentrations, followed by October, in all cities except Shanghai. Guangzhou in the
south coast with higher temperature and less-intensive industrial activities had the lowest
concentrations of ~0.1 μg/m3 in January and less than 0.05 μg/m3 in other months. Beijing had
the highest PAHs of smaller than 0.3 μg/m3 in January and less than 0.1 μg/m3 in April and July.
Xi’an had the third lowest PAHs concentrations, with > 0.3 μg/m3 in January, higher than
Guangzhou and Beijing. Shenyang had the highest concentration of approaching 0.8 μg/m3 in
winter among all cities, as it is, one of the largest industrial bases in China. PAHs concentrations
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in July were generally low (<0.1 μg/m3) except in Shanghai, approaching 0.4 μg/m3. In Shanghai,
16-PAH concentration in summer (0.38 μg/m3) was slightly higher than winter (0.35 μg/m3).
One explanation is that Shanghai has built several waste-burning facilities and Jiangqiao Waste
Burning Facility was the largest operating waste burning unit in China, massive waste burning
activities in summer raised the atmospheric PAHs level higher than winter

173, 174

. PAHs

concentration was also high in Chongqing, with > 0.7μg/m3 in January, the second highest
among all cities.

Figure 4.11. Monthly concentrations of 16-PAHs in selected China cities in 2013.
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Figure 4.12. Monthly concentrations of 16-PAHs in selected India cities in 2015.
Figure 4.12 shows the seasonal variations of PAHs in six major cities in India. January
had the highest concentrations, followed by October, in all cities. Chennai located in the
southeast coast with higher temperature and less-intensive industrial activities had the lowest
concentrations of ~0.05 μg/m3 in all months and seasonal variation was not significant.
Bengaluru had the highest PAHs in January and all months displayed concentration less than 0.1
μg/m3. Lucknow had the third lowest PAHs concentrations, with approximately 0.35 μg/m3 in
January, and less than 0.15 μg/m3 for other months. Delhi had the highest concentration of
approximately 1.5 μg/m3 in winter among all cities, as it is, the center of national economy and
industry. PAHs concentrations in July were generally low (<0.1 μg/m3) except in Patna, over
0.12 μg/m3. In Patna, 16-PAH concentration in April (0.18 μg/m3) was even slightly higher than
in Delhi (0.16 μg/m3). This may be due to that Patna has been a major agricultural hub and trade
center, high volume of export activities were centered in Patna during Spring season

175

. In

addition, Patna is also the 21st fastest growing city in the world and In India, it ranked the fifth
fastest growing city

176

. PAHs concentration was also high in Mumbai, with > 1.2 μg/m3 in
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January, the second highest among all cities. PAHs concentration in Mumbai and Patna in
October were highest among all, even higher than Delhi, close to 0.4 μg/m3.

Figure 4.13. Incremental lifetime cancer risk (ILCR) due to NAPH, toxic equivalent
concentration (TEQ) of seven cPAHs (TEQcPAH) and the total of NAPH and 7PAHs (left
column), and their corresponding excess cancer cases (right column) in China. Note that the
upper limits in the color bar were chosen to better illustrate spatial distributions.
Figure 4.13 shows the gridded ILCR due to NAPH and cPAHs, and the predicted excess
number of lifetime cancer cases in China. ILCR values for NAPH were generally less than 5×105

but the ILCR values for cPAHs were higher. In east China, ILCR values were greater than

1×10-4, with many urban and industrialized areas exceeding 5×10-4. The excess cancer cases
were highest in some major metropolitan areas such as Beijing and Tianjin in NCP, Chongqing
in the Sichuan Basin, Shanghai in YRD, as well as Shenzhen and Guangzhou in PRD. Intensive
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industrialized areas such as Shenyang and Haerbin in northeast China also had higher excess
cancer cases. While regional ILCR values showed a more extended spatial distribution, excess
cancer cases were more concentrated. Population density played an extremely important role in
determining the overall population health impacts from PAHs. While the overall distributions of
excess cancer cases agreed with ILCR, there were some regions with a lower population density
that led to a lower number of excess cancer cases compared to urban areas with similar ILCR
values. There were approximately 1726 and 13472 cases of excess cancer in China due to
exposure to NAPH and cPAHs, respectively, and the total number of excess cancer cases was
15198.

Figure 4.14. Incremental lifetime cancer risk (ILCR) due to NAPH, toxic equivalent
concentration (TEQ) of seven cPAHs (TEQcPAH) and the total of NAPH and 7PAHs (left
column), and their corresponding excess cancer cases (right column) in India. Note that the upper
limits in the color bar were chosen to better illustrate spatial distributions.
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Figure 4.14 shows the gridded ILCR due to NAPH and cPAHs, and the predicted excess
number of lifetime cancer cases in India. ILCR values for NAPH were generally less than 3×10-5
but the ILCR values for cPAHs were higher. In north India, ILCR values were greater than
1×10-4, with many urban and industrialized areas exceeding 7×10-4. The excess cancer cases
were highest in some major metropolitan areas such as NCT of Delh, Patna, Kolkata in the Bay
of Bengal and Mumbai on the west coast. Some other intensive industrialized areas such as
Amhedabad in west India also had higher excess cancer cases. While regional ILCR values
showed a more concentrated spatial distribution, excess cancer cases were much extended in
space. Population density played an extremely important role in determining the overall
population health impacts from PAHs. While the overall distributions of excess cancer cases
agreed with ILCR, there were some regions with a higher population density that led to a
increased number of excess cancer cases compared to urban areas with similar ILCR values.
There were approximately 2129 and 5302 cases of excess cancer in India due to exposure to
NAPH and cPAHs, respectively, and the total number of excess cancer cases was 7431.
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Table 4.3. Adjusting factors for PAH emission from 2007 to 2013 in China.
PAH Species

Biomass

Coal Gas

Oil

Process

Openfire Waste

NAPH

1.20

1.30 1.27 1.30

1.36

1.17

1.13

ACY

1.19

1.28 1.25 1.28

1.35

1.16

1.12

ACE

1.20

1.30 1.27 1.30

1.36

1.17

1.13

FLU

1.16

1.26 1.23 1.26

1.32

1.13

1.10

PHE

1.16

1.26 1.23 1.26

1.32

1.13

1.10

ANT

1.15

1.24 1.21 1.24

1.31

1.12

1.09

FTH

1.18

1.27 1.24 1.27

1.33

1.15

1.11

PYR

1.18

1.27 1.24 1.27

1.33

1.15

1.11

BaA

1.19

1.28 1.25 1.28

1.35

1.16

1.12

CHRY

1.19

1.28 1.25 1.28

1.35

1.16

1.12

BbF

1.19

1.28 1.25 1.28

1.35

1.16

1.12

BkF

1.16

1.26 1.23 1.26

1.32

1.13

1.10

BaP

1.16

1.26 1.23 1.26

1.32

1.13

1.10

BghiP

1.16

1.26 1.23 1.26

1.32

1.13

1.10

IcdP

1.20

1.30 1.27 1.30

1.36

1.17

1.13

DahA

1.19

1.28 1.25 1.28

1.35

1.16

1.12

94

Table 4.4. Adjusting factors for PAH emission from 2007 to 2015 in India.
PAH Species

Biomass

Coal

Gas

Oil

Process

Openfire Waste

NAPH

1.29

1.4

1.37

1.4

1.47

1.25

1.21

ACY

1.28

1.38

1.35 1.38

1.46

1.24

1.2

ACE

1.29

1.4

1.37

1.4

1.47

1.25

1.21

FLU

1.24

1.36

1.32 1.36

1.42

1.21

1.17

PHE

1.24

1.36

1.32 1.36

1.42

1.21

1.17

ANT

1.23

1.33

1.30 1.33

1.41

1.2

1.16

FTH

1.27

1.37

1.33 1.37

1.44

1.23

1.19

PYR

1.27

1.37

1.33 1.37

1.44

1.23

1.19

BaA

1.28

1.38

1.35 1.38

1.46

1.24

1.2

CHRY

1.28

1.38

1.35 1.38

1.46

1.24

1.2

BbF

1.28

1.38

1.35 1.38

1.46

1.24

1.21

BkF

1.24

1.36

1.32 1.36

1.42

1.21

1.17

BaP

1.24

1.36

1.32 1.36

1.42

1.21

1.17

BghiP

1.24

1.36

1.32 1.36

1.42

1.21

1.17

IcdP

1.29

1.4

1.37

1.4

1.47

1.25

1.21

DahA

1.28

1.38

1.35 1.38

1.46

1.24

1.2

Table 4.5. Comparison of winter and summer concentrations of 16-PAHs and 7-PAHs in three
countries. Note that only maximum value in each country is shown in this table.
16-PAHs 7-PAHs
US
0.51
0.016
Winter concentration
China
2.6
0.23
Max (μg/m3)
India
3.2
0.26
US
0.35
0.010
Summer concentration
China
0.46
0.062
Max (μg/m3)
India
0.44
0.043
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Table 4.6 Comparison of ILCR (max value) and excess cancer cases due to NAPH and cPAHs in
three countries.
NAPH
cPAHs
Total
-5
-4
ILCR (max)
US 3.0×10 1.1×10 1.4×10-4
China 1.3×10-4 2.4×10-3 2.5×10-3
India 1.6×10-4 8.6×10-4 1.0×10-3
Excess cancer cases US
1042
4751
5793
China
1985
15492
17477
India
2129
5302
7431
Table 4.5 shows the maximum 16-PAHs and 7-PAHs concentrations in winter and summer
in three countries. Although the simulated concentrations in different countries were at different
years, the variations of PAHs level over the years from 2011 to 2015 were not dramatic, as
shown in Table 4.3 and Table 4.4 the ratios between 2007 and 2013 or 2015 usually fall below
than 1.5. It is shown that the highest 16-PAH concentration in US were approximately 1/5 of
China and 1/6 of India. In summer, the difference between three countries were much smaller
regarding total PAHs but a larger difference for 7-PAHs.
Table 4.6 shows the comparison of maximum value of ILCR and excess cancer cases from
NAPH, cPAHs and the total in three countries. India is marked with highest ILCR and excess
cancer cases from NAPH, while China is characterized with highest ILCR and excess cancer
cases from both cPAHs and the total. The total number of excess cancer cases in the US was
approximately 1/3 of the number in China and 8/10 of the number in India. Such result may
imply an underestimation of excess cancer cases in India. However, though population in India
was high, a large number population was resided in central and southern India which were
covered mostly with rural areas where threat from exposure to PAHs was less severe. Yet the
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number from excess cancer cases in India may not be exactly correct and further investigation is
needed.
4.4. Conclusions
This study assembled different sources of emission inventories to provide a
comprehensive emission inventory to be applied in the modified CMAQ model to access the
atmospheric PAHs level in continental US and southeast US in January, April, July and October
2011. Spatial and temporal variations of profiles and sources of PAHs were investigated. Total of
16-PAH concentrations were higher in east US than west, in northern US than south.
Concentrations of carcinogen 7-PAH were exhibiting the same spatial distribution. Temporally,
higher PAHs concentrations occur in winter and fall seasons than spring and summer, likely due
to higher emissions of PAHs from area sources such as residential and commercial burning
activities, more stagnant weather conditions in cold seasons may lead to accumulation of
pollutants as well. 16-PAH concentrations in the eastern US were approximately 0.2 μg/m3, with
higher concentrations exceeding 0.4 μg/m3 at some large urban centers in winter. RWC was
more significant in winter while industrial processes accounted for more contributions in summer.
The cancer risk due to inhalation exposure to outdoor NAPH and seven cPAHs was predicted to
be larger than 5×10-6 in many areas and exceeded 1×10-5 in many urban and industrial areas.
Exposure to PAH would cause 5793 excess cancer cases in total in continental US. Major
sources were RWC, motor vehicles and industrial point & commercial in continental US and
motor vehicles exhaust, wildfire and industrial activities in Louisiana. The ambient levels and
health risks of PAHs were also compared with China and India, which indicated a better air
quality condition is the US. The comparison implied synergistic impacts of population and
concentrations of PAHs on the health risks. The results provide precious information for
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identifying sources and potential risk of PAHs and support policy making to reduce health risk to
PAHs exposure.
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CHAPTER 5. CLIMATE CHANGE AND FUTURE AIR QUALITY
PREDICTIONS IN SOUTHEAST US.
5.1. Introduction
As is acknowledged that global population continues to increase and expansion of
industrialization impacting on a changing climate, it is of vital significance that governmental
agencies account for changes in global air quality when proposing climate change mitigation
strategies. A warmer and more humid climate with an increased abundance of atmospheric
CO2 is generally expected in the future and this has important ramifications for global air quality
177, 178

. Predictions of regional air quality levels in response to climate changes and pollutant

emissions can provide orientational information for policy makers to develop and legitimate
regulations to elevate air quality in the US, no matter means-oriented or goals-oriented. However,
it is still challenging to accurately predict the concentration of air pollutants due to the complex
influential factors such as limitations in prediction tools, revisions of land uses and most
important of all, uncertainties and conflicts towards the mitigation of future climate change. It is
necessary to study more effective methods to accurately predict the concentration of air
pollutants in the future.
Temporal and spatial variations that reflected in PM2.5 concentration are being affected
by a multitude of meteorological variables

65, 179, 180

. Levels of many PM components may

respond to variation of meteorological variables or climate change. For instance, sulfate
concentrations may increase with increasing temperature because of increased rate of SO 2
oxidation, meanwhile some semi-volatile components are likely to decrease in their
concentrations in the process when they are transformed from particle phase to gas phase under
the condition of higher temperatures, for example, some nitrates and organics

181, 182

. More

clouds indicate higher sulfate concentrations because of in-cloud production, the formation of
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ammonium nitrate which result in an increase of nitrate may be promoted by higher relative
humidity (RH), but an enhancement in precipitation may result in abated concentrations in all
PM2.5 components through scavenging

183, 184

. Higher RH increase sulfate as well by enhancing

in-cloud SO2 oxidation but EC and OC will decrease due to interactions of moist air preferred
with contracted wildfires and larger influx of unsmirched atmosphere. In southeast US, the
correlation of nitrate with temperature is mostly negative, but positive in western US such as
California and the Great Plains, as effects of temperature on emissions and condensation may
sometimes be varied and competing 65. The southeastern US. is predicted to suffer from intensive
climate change and potentially highly economical-cost impacts.
A good deal of studies has scrutinized and predicted the future emissions and air quality
trends

185, 186

. An offline Weather Research and Forecasting/Community Multiscale Air Quality

(WRF/CMAQ) model was used towards a comparison of a current-year period (2001–2005) with
future US. air quality projections (2046-2050), and the interactions between future emission and
climate changes in the transportation sector

186

. The general future trend of 2046–2050 climate

condition over the US is typicalized with warmer temperatures, more humid environment and
exacerbated wind speeds. Yet some reported that a drier, less cloudy conditions and decreased
level of precipitation in the southeast US may occur

186

, which is opposite to most of the other

areas. However, with the dramatic changes of climate over the past few years and uncertainties
rising from back-and-forth environmental policies in predicting future condition, it is unclear to
us now what the climate will be like in southeast US. Due to the change in climate, it will be
expected that enhanced level of temperature and solar radiation will boost generation of biogenic
VOCs and subsequently increased level PM2.5 and ozone in western US, meanwhile, increased
boundary layer height (BLH) could reduce ozone concentration and possibly ozone depletion in
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eastern US 186. However, some reported that 187 aerosol radiative forcing from US emissions will
be restricted and the authorities have been working towards a mitigation of future climate change
that is impacted by minimal influences from aerosols.
Given the fact that emissions will be more influencing in predicting future air quality, it is
of great importance to consider different cases in future scenarios. The simplest case would be a
No-Change-Case where the same level of emission in current year to be applied in the future
year of interest. Another situation for estimating future scenario conditions is that the emissions
will variate in accordance with the variation of GDP. For example, a study focusing on long-term
trends in China
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reported matched annual trend between GDP and PM2.5 concentrations in

urban areas of Beijing and Shanghai from 1998 to 2016.

Though political intervenes and

utilization of environmental policy instruments may have significant impacts on air quality as
represented in this study, the PM2.5 concentration during 2008 Beijing Olympic Games was
dramatically reduced. The other situation with political impactions and policy intervenes would
exit, which can be referred as a controlled case. In this case, emissions would be significantly
decreased from the current base year. Few studies have been conducted in predicting future air
quality and ambient PM levels in southeast US and Louisiana, as mentioned earlier Louisiana is
representing potential higher vulnerability due to PM and PAHs, it is meaningful to investigate
future air quality variations.
The objective of this study is to use the chemical transport model (CMAQ) to prediction
air pollutants concentrations in Southeast US. by year 2050. Current air pollution problems and
situation will be revealed by spatial and temporal variation of pollutant concentrations. Climate
scenario RCP4.5/6.0/8.5 will be used to predict changes of meteorology conditions in future.
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New inventories will be built based on increased industry and population assumptions.
Environmental policies are directed by predictions of air pollutants impacts in different scenarios.
5.2. Methods
5.2.1. Model Application for Air Quality Prediction
The EPA developed CMAQ model (version 5.0.2) 189 was applied in this study to assess
future air quality in the US. The new SAPRC-11

190, 191

used with aerosol chemistry mechanism AERO6

192

atmospheric chemical mechanism was

. WRF (version 3.9) was used to produce

necessary meteorological inputs for base year 2011 and future cases. Initial and boundary
conditions (IC/BC) were applied using the CMAQ default profiles to provide an unpolluted
continental condition. Meteorological inputs were generated using WRF with initial conditions
and boundary conditions downloaded from National Centers for Environmental Prediction
(NCEP) which is the FNL (Final) Operational Global Analysis data from National Center for
Atmospheric Research (NCAR) (http://dss.ucar.edu/datasets/ds083.2/). FNL data is available for
use with a six hours of time-step. The outputs of WRF were then processed by MeteorologyChemistry Interface Processor (MCIP) version 4.2 (MCIPv4.2) to generate CMAQ ready inputs
of meteorology. SMOKE (version 3.7) was used to generate emission inputs for CMAQ using
the National Emissions Inventory (NEI) 2011 for processing anthropogenic emissions including
area, point and mobile sources. The Biogenic Emissions Inventory System (BEIS3.14) was
incorporated with SMOKE to generate biogenic emissions. Non-methane volatile organic
compounds (NMVOC) and PM emissions were re-projected to match the domain for
atmospheric species based on the SPECIATE 4.3 193 database developed by EPA. Open burnings
and wildfires were generated using the Fire Inventory from NCAR (FINN)194. The emissions of
anthropogenic, biogenic and wildfires were then combined and gridded into the CMAQ model
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domain. The number of spin-up days was set to be three in each month. The model domain
covering 36km-12km-4km domains in the United States were same as in previous chapters.
Details and performance of model application in base year 2011 against observation data in
southeast US and Louisiana had been discussed in previous chapters. Model performance is
within the criteria and the predicted results for future air quality can be considered reliable and to
be used for structuring environmental instruments and as environmental policy development
references.
5.2.2. Scenario Description
Future year CMAQ runs used meteorological inputs from the base year 2011.
Anthropogenic, biomass and wildfire emissions are processed and generated for future years
with scaling factors. Model performance has been examined in the second chapter in this work.
Sensitivity tests will be performed to assess the climate changes first while anthropogenic
emissions are kept at same level as base year. Afterwards, meteorological conditions will be
remained the same but to perform sensitivity tests in different scenarios. In terms of air pollution
simulations for future scenario, three cases were examined: No-Change-Case, Controlled-Case
and Business-As-Usual-Case. In the No-Change-Case, same emission level as base year 2011
will be applied. In the Controlled-Case, the Global Change Assessment Model (GCAM-USA)
was applied to get state level predictions of future emissions. The emissions and scaling factors
are calculated in Louisiana in 2050. The Business-As-Usual-Case was assuming no control on
emission level and emission will increase with the factor calculated by GDP level. Nationwide
emissions and scaling factors in selected states in 2050 will also be calculated. The No-ChangeCase would provide information on the effects of climate change on air quality since the
emission level is set to be the same as current year 2011.
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Alternative trajectories for emissions of carbon dioxide and the corresponding
atmospheric concentration of CO2 from 2000 to 2100 are described by RCP scenarios

195

.

Commonly there are 4 different scenarios acknowledged by scientists, based on a series of
assumptions regarding economic growth, energy consumption, population growth and geographic
land use over this century

196

. The scenarios are named based on the definition of the level of

“radiative forcing” that is produced in each scenario (units in watts per square meter) from RCP
2.6, RCO 4.5, RCP 6.0 to RCP 8.5. RCP 2.6 scenario can be described as the best case for
controlling global warming by restricting anthropogenic activities. Great improvements in climate
policies and solid actions to be taken in upcoming years is required to achieve such a near future.
In this scenario, global CO2 emissions continue growing until reaching its peak by 2020 and then
decline to really low level almost equal to zero by 2080. In RCP 4.5, CO2 emissions peak around
year 2050, which is approximately 150% of the 2000 levels and then decline rapidly over three
decades to 2080 and then stabilize at half of 2000 levels even though CO2 continues to increase.
Population and economic growth rates are at a fair level but slightly slower than scenario RCP 2.6.
RCP 6.0 can be considered as a case of stabilizing emissions. In RCP 6.0, emissions will be twice
as high as current stage in 2060, which is worse than RCP 4.5, and then sharply fall to an above
level higher than current stage while CO2 concentration will steadily increase at a slower pace.
The temperature increase in this scenario will be moderate than the RCP 8.5 but higher than RCP
4.5. Population growth is slightly higher than the last two, peaking at around 10 billion globally.
However, the lowest GDP growth rate is assumed in RCP 6.0 of the four. Lastly, the worst
scenario, RCP 8.5, which is most close to our current concentration pathway, in which rapid
increase of emission throughout the first half of the century as well as the temperature change,
considering the most strengthened radiative solar forcing. Concentrations of CO2 in the
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atmosphere accelerate faster than other scenarios and population growth is high 196, which leads to
a warmer atmosphere and increased anthropogenic emissions and subsequently higher health risks
However, only RCO 4.5, RCP 6.0 and RCP 8.5 will be looked as they are more likely to happen
than RCP 2.6 which can be assumed as the “ideal case” that is very less likely to achieve.
Table 5.1 shows the emissions in units of Tg and the scaling factors used in this work for
future Controlled-Case in Louisiana in year 2050. Species of CO, NOx, SO2, NMVOC and PM2.5
are quantified in base year 2011 and future year 2050. Emissions for these air pollutants are all
estimated to decrease in the future. The decrease of PM2.5 is higher than other air pollutants
while NMVOC is showing the least reduction of 45% compared to the base year.
Table 5.2 shows the state level GDP in selected states and scaling factors used in this
work for future Business-As-Usual-Case in the US. in 2050. As the economics is developing in
the US, the GDP in all states are increasing with at least 1.8 times more than the base year.
Among the selected state, Kentucky is marked as the fastest developing state with over twice
growth.
Table 5.1. Emissions and scaling factors for future Controlled-Case in Louisiana in 2050.
State

Species

2011

2050 Units

LA

CO

0.879

0.394 Tg

0.449

LA

NMVOC

0.105

0.058 Tg

0.550

LA

NOx

0.566

0.286 Tg

0.504

LA

PM2.5

0.042

0.018 Tg

0.432

LA

SO2

0.055

0.026 Tg

0.464
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Table 5.2. GDP and scaling factors for future Business-As-Usual-Case in selected states in 2050.
GDP

2010

2050 Units

Factor

KS

84429.7

165872 Million US$

1.965

MO

168964

333667 Million US$

1.975

IL

431288

778934 Million US$

1.806

IN

186328

346965 Million US$

1.862

KY

109095

219022 Million US$

2.008

LA

147474

256790 Million US$

1.741

MS

62854.8

117209 Million US$

1.865

AL

114734

229463 Million US$

2.000

GA

272591

612448 Million US$

2.247

SC

108717

224185 Million US$

2.062

FL

485851 1387820 Million US$

2.856

The change of meteorological conditions between 2050 and 2011 will be examined to
provide information on future air quality changes tracked from climate change. The
anthropogenic emissions will be adjusted based on the emission scaling factors. The ambient
concentrations of PM2.5 in different scenarios in different cases for future prediction will be
simulated using CMAQ model.
5.3. Results and Discussions
5.3.1. Changes in Meteorological Condition
Figure 5.1 shows the model predicted meteorological variables (temperature and relative
humidity) in base year 2011 and future year 2050 in different climate change scenarios.
Averaged temperature increase in January in Louisiana was approximately 8 °C in most parts but
higher reaching 12 °C along the south coastal line. Relative humidity was around 72% in most
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areas in Louisiana in January with several large city areas less than 68% such as New Orleans,
Baton Rouge and Monroe. In August, northern and southern Louisiana were showing contrast
RH trends, with less than 66% in northwestern LA but over 78% in the southern coastal areas. In
future scenarios RCP 4.5 and RCP 6.0, an increase of temperature in January was observed by
~5°C and ~6°C, respectively. The most increase of temperature is predicted to occur in RCP 8.5
in Louisiana, with an increase of ~6°C. In summer and RCP 4.5, temperature will decrease in
northern Louisiana by about 0.5 °C but increase by 0.5 °C in southern Louisiana, a slightly
decrease of ~0.3°C was observed in the southeast corner of Louisiana. RCP 6.0 predicted the
temperature to decrease in whole Louisiana by 0.5 to 1.5 °C. RCP 8.5 predicted the temperature
to stay at the same level in northeast, center and many areas of southeast Louisiana, but decrease
by ~0.3-0.5 °C in west Louisiana while a small increase by ~0.3 °C along east border between
Louisiana and Mississippi.
Both RCP 4.5 and RCP 6.0 predicted different RH variation in January. RCP 4.5 predicted
RH to increase in west Louisiana by 4% while RCP 6.0 predicted to be 2%. RH would drop by
~5% along east border between Louisiana and Mississippi and in southern Louisiana with an
increase in New Orleans area in RCP 4.5 while RCP 6.0 predicted RH to be almost constant in
majority part of Louisiana but increase in New Orleans by over 10% and its southeast part by 57%. In RCP 8.5, RH was predicted to decrease by 3-8% in whole Louisiana except for New
Orleans area with a rise at about 5%. In August, RH was predicted to increase in all three
scenarios up to 12 percentage in RCP 4.5, the extent of increase was in the descending sequence
of RCP 4.5, RCP 6.0 and RCP 8.5.
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Figure 5.1. Model predictions of temperature and relative humidity in 2011 and 2050 in different
climate change scenarios (RCP 4.5, RCP 6.0 and RCP 8.5).
Figure 5.2 showed the long-term averaged change of temperature and relative humidity in
Louisiana from years 2006-2015 to future years 2046-2055 in RCP 8.5 . The temperature
increase ranges from 1.5 °C in southern Louisiana to 3.5 °C in northern Louisiana. The highest
increase is located in the northwestern part of Louisiana, meanwhile, the least increase is located
in New Orleans area. On the contrary, RH will increase by 2-5% in northern Louisiana while
southern Louisiana will witness an increase of 8-12%, particularly in southwest and southeast
Louisiana, near Lake Charles and New Orleans areas. Baton Rouge is showing a small
temperature increase of 1.6 °C and a higher RH increase of 10%. It can be seen from this plot
that the higher the temperature increase, the lower the RH increase. This is as expected since the
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warmer air usually require more moisture to become saturated than the cold air does, in other
words, hot air has the capacity to hold more water than cooler air. Humidity has a large impact
on human and animal health that cannot be ignored, and the health of crops may be indirectly
associated with human health as well. The ability of animals and plants to cool down themselves
through evaporation are affected by humidity. It is also important to precipitation formation. In
Louisiana where RH ranges from 60 to 80%, when RH falls between 60 to 70%, most of sulfur
dioxide and nitrogen dioxide will be converted to SO42− and NO3−, PM2.5 will then increase as a
consequence while coarse PM10 will decrease with the increase of RH. Number of polluted-days
will be witnessing an exceptional increase that potential health risks will be affected. When RH
increased to 70 to 80%, SO2 and NO2 concentrations will stay at a very low level, and thus, the
rate of secondary aerosol formation also scaled down. However, increased absorption and
melting process may result in the hygroscopicity of particles to be intensified when RH is
increasing

197

. The decrease of PM2.5 and PM10 concentrations is not indicating an improved air

quality condition, as ambient PM2.5 level and the number of polluted days will remain at a high
value 198.
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Figure 5.2. Difference in temperature and relative humidity (RH) between years 2006-2015 and
years 2046-2055.

5.3.2. Changes Due to Meteorology
As the underlying assumption in this study is that future air quality changes will be
resulted either meteorological condition change or emission change. The impacts from
meteorology change will be explained as the no-change-case, where emissions are kept at the
same level such that the difference between current and future will be solely rooted in
meteorology change.
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Figure 5.3. Predictions of PM2.5 and Ozone in No-Change-Case in Louisiana.
In the no-change-case in which emissions are considered the same as in base year 2011,
variations of air pollutants are shown in Figure 5.3. PM2.5 changes in future scenarios shows that
greatest leap occurred in January with RCP 4.5, where an increase of 10 to 15 μg/m3 in
northeastern Louisiana was observed, slightly higher than scenario RCP 8.5. Both scenarios
shows a growth of PM2.5 concentration, though RCP 6.0 predicted PM2.5 concentration to
decrease by 2-7 μg/m3 in western Louisiana and increase by 3-8 μg/m3 in eastern Louisiana,
peaks values are located in northeastern LA which is same as RCP 4.5 and RCP 8.5. In August,
concentration of PM2.5 all increase in three scenarios from 5 to 10 μg/m3. Differences in three
scenarios are not significant enough to make statements about spatial variations but increase in
Baton Rouge area are much smaller than other areas. Overall, Louisiana would suffer from PM2.5
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increase in this case. 8h-O3 shows a scrap of increase from 0 to 5 ppb in most areas of Louisiana
except Baton Rouge and New Orleans areas in RCP 4.5 and RCP 6.0. 8h-O3 in RCP 8.5 was
predicted to be unchanged in western Louisiana with a few areas representing minimal increase
less than 2 ppb, but a decrease of 5 ppb in southeast Louisiana. 8h-O3 shows decreases in
different levels in three scenarios, with most reduction in RCP 6.0 especially in New Orleans
area, reaching 15 ppb, northwestern Louisiana displayed a decrease from 5-10 ppb. Many areas
in Louisiana showed trivial changes in RCP 8.5, but northwestern Louisiana displayed a decrease
from 2-7 ppb and southeastern Louisiana at a range of 2-5 ppb.

Figure 5.4. Predictions of sulfate and nitrate depositions in No-Change-Case in Louisiana.
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Total deposition of sulfur and nitrogen of the no-change-case are shown in Figure 5.4.
There are 3 sulfur forms: SO2 and H2SO4 in gas phase and aerosol phase sulfate (AeroSO4). In
both wet and dry depositions, AeroSO4 is the most prevailing form and it is important in
reducing the surface level radiation as it almost do not absorb sunlight

199

. Sulfur dioxide is an

important form in dry deposition as it can be converted to the aerosol sulfate or sulfuric acid

199

.

Nitrogen depositions exist in different forms in both dry and wet conditions, they are shown in
Figures 4 and 5. There are 9 nitrogen forms: NH3, NO, NO2, NO3, N2O5, HONO, HNO3, PAN
and aerosol phase nitrate (AeroNO3). Some of nitrogen oxides are converted to nitric acid in
vapor phase or particulate nitrates, ambient nitrates that are removed by precipitation tend to be
higher in areas that are highly polluted by nitrogen oxides. Such areas are often characterized by
high population densities, large amount of vehicular transportation, intense power plant and
industrial activities 200.
Generally, total nitrogen decreases in January but increases in August in three scenarios,
though southeast Louisiana shows an increase of total nitrogen by 0.2-0.7 kg/ha. Total nitrogen
increase in August is up to 4 kg/ha in Baton Rouge and New Orleans areas. Total sulfur would
decrease in January but increase in August in most areas in Louisiana. RCP 4.5 and RCP 6.0
shows total sulfur increase only in northeast Louisiana but RCP 8.5 expands the area to over half
of Louisiana. In August, RCP 8.5 is the most-increased scenario, higher than RCP 6.0 than RCP
4.5.

5.3.3. Changes Due to Emissions
The other two cases, controlled-case and business-as-usual-case will describe the future air
quality changes due to emissions. The ratios for adjusting anthropogenic emissions have been
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provided earlier and being implemented in these two cases. It should be noted that
meteorological conditions are kept the same as base year 2011 such that emission change will
fully account for the variation of air pollutant levels.

Figure 5.5. Predictions of PM2.5 and Ozone in Controlled-Case in Louisiana.
Figure 5.5 shows the air pollutant concentrations in controlled-case of emissions
management in the future. It is obviously shown that the enhancement of PM2.5 concentration is
impaired in this case. Similar to the no-change-case, PM2.5 changes in future scenarios shows
that greatest leap occurred in January with RCP 4.5, where an increase of 10 to 13 μg/m3 in
northeastern Louisiana was observed, slightly higher than scenario RCP 8.5 with an increase of 8
to 12 μg/m3. In southern Louisiana, the increases are weakened and gradually changed to
decrease by 3 to 7 μg/m3 and 2 to 5 μg/m3 in RCP 4.5 and RCP 8.5, respectively. However, RCP
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6.0 predicts PM2.5 concentration to decrease by 3-9 μg/m3 in most part of Louisiana except for an
increase by 2-5 μg/m3 in northeastern Louisiana. Differences in three scenarios are not
significant enough to make statements about spatial variations, Baton Rouge area are marked
with slightly smaller amount of increase in RCP 6.0 and RCP 8.5. Louisiana would suffer from
PM2.5 increase in this case, however, a significant improvement of air quality would be witnessed
comparing the no-change-case and controlled-case. 8h-O3 shows a scrap of increase from 0 to 5
ppb in most areas of Louisiana except Baton Rouge and New Orleans areas in RCP 4.5 and RCP
6.0. 8h-O3 in RCP 8.5 was predicted to be slightly increased in western and central Louisiana
with a few areas representing minimal decrease less than 2 ppb, but a moderate decrease of ~5 to
8 ppb in southeast Louisiana. It is also seen that the ozone growth near Baton Rouge area in all
three scenarios are higher than other areas, reaching 5 ppb, 4ppb and 2ppb in RCP 4.5, RCP 6.0
and RCP 8.5, respectively. During the summer month, 8h-O3 represents a reduction in each
scenario from 10-20 ppb. Higher reduction of ozone in New Orleans area are observed in three
scenarios and this is in consistent with no-change-case.
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Figure 5.6. Predictions of sulfate and nitrate depositions in Controlled-Case in Louisiana.
Being different from the no-control-case, the total nitrogen is decreasing in both January
and August for the controlled-case, as shown in Figure 5.6. The measure of decrease in January
(0.6-1.5 kg/ha) is larger than it in August (0-0.8 kg/ha). The spatial variation pattern for total
sulfur is same as in Figure 5.4 but the extent to which is changing is much smaller, ranging from
0.5 to 1.5 kg/ha in RCP 8.5 in this case (compared to 1.0-2.0 kg/ha in Figure 5.4), this is
indicating that less emissions would result in less wet and dry deposition of sulfur and nitrogen.
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Figure 5.7. Predictions of PM2.5 and Ozone in Business-As-Usual-Case in Louisiana.
It is clearly shown that air quality will be worse in the business-as-usual case where
anthropogenic emissions tend to increase in the future, as shown in Figure 5.7. PM2.5 changes in
three future scenarios all show that great increase in January over 5 μg/m3 in most of Louisiana,
where an increase of 8 to 13 μg/m3 in northeastern Louisiana was observed. RCP 4.5 and RCP
8.5 are at similar level of PM2.5 increase while PM2.5 increase in south Louisiana coastal areas
are much smaller in RCP 6.0, nearly zero in these areas. August displays a chanceful distribution
of PM2.5 variation, southern Louisiana show more or less decrease of PM2.5. In RCP 8.5, the rise
of PM2.5 concentration is approaching 15 μg/m3 in northwestern Louisiana, and RCP is showing
about a 13 μg/m3 increase. 8h-O3 shows a scrap of increase from 0 to 5 ppb in most areas of
Louisiana except Baton Rouge and New Orleans areas in RCP 4.5 and RCP 6.0. 8h-O3 in RCP
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8.5 is predicted to be slightly decreased in Louisiana except southeast part which shows a
reduction less than 5 ppb. It is also seen that the ozone reduction near Baton Rouge area and
New Orleans area by ~3 ppb. Ozone in summer is predicted to increase in RCP 8.5 in Louisiana,
this is the same as in RCP 4.5 excluding south coastal areas which shows a decrease at 2-6 ppb.
In RCP 6.0, southwestern Louisiana shows a slight decrease at 2 ppb while southeast shows a
decrease of 5 ppb, central and north Louisiana are marked with slight increase of 2-6 ppb.
Strategies needs to be taken to prevent air quality from being worsen to such a serious situation.
Even no-change-case would benefit human beings from suffering polluted atmosphere.

Figure 5.8. Predictions of sulfate and nitrate depositions in Business-As-Usual-Case in Louisiana.
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In terms of the business-as-usual case, as shown in Figure 5.8, total nitrogen is showing an
increase variation in RCP 6.0 in January and in three scenarios in August. In RCP 4.5 and RCP
8.5, total nitrogen is decreasing at a slight level in most areas of Louisiana, from 0.2 to 0.7 kg/ha,
except for the increase in northwest Louisiana and in Baton Rouge area in RCP 4.5. Although
some forms of nitrogen at low concentrations may serve as nutrients to enhance growth and
productivity, it may be a threat when the total mass is high, causing ecological damage and
harms human health

200

. Enhancement of total sulfur deposition levels are observed in this case

in both January and August. In RCP 4.5, southern Louisiana shows a slight decrease of 0-1 kg/ha
but an increase of 1-2 kg/ha in northeast Louisiana. The greatest increase of total sulfur is
observed at southwest Louisiana in RCP 6.0, near Lake Charles, this is also observed in RCP 8.5.
As the sulfur deposition is high, sulfur are accumulated in the soil and water system can be
detrimental. Soils retain sulfur which resulted in continuous contamination in water systems and
are harder to recover 201. Sulfur in water may cause acidification and decrease pH levels that will
not only reduce biodiversity in water but also cause heart attack and suffocation for humans as
they consume fish or planktons from acidified water 202.
5.4. Conclusions
Future meteorological conditions of temperature and relative humidity, air pollutants of
PM2.5 and 8h-O3 and deposition of nitrogen and sulfur are examined using the 3D regional
chemical transport model CMAQ. In the future, temperature and relative humidity are likely to
increase significantly. The impacts of anthropogenic emission change are evaluated in three
emissions cases and three climate change scenarios, totaling nine simulation sets. The variations
from base year 2011 to a future year 2050 revealed that in addition to weather change,
anthropogenic emission change will exert a more significant impact on air quality. The effects
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from meteorology change will likely to enhance air pollutants concentrations but not that
significant. If the emission control policies and techniques are not implemented to reduce
emissions from various sources, the ambient level of PM2.5 and 8h-O3 would notably increase
and thus threat human health. The variation of PM2.5 in no emission control case is up to 20
μg/m3 while this value is reduced to 12 μg/m3 in the controlled case and 15 μg/m3 if we keep
current emission level unchanged. Future meteorology conditions have a positive effect on air
pollution control, but negatively on the nitrogen and sulfur deposition fluxes control. Deposition
fluxes of nitrogen and sulfur also changes with different emission control cases, with enormous
increase compared to controlled-case, which may also influence water quality in Louisiana. Even
though air pollutants concentrations may be lower in controlled emission scenario, the significant
increase of deposition fluxes were observed.
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CHAPTER 6. CONCLUSIONS
The overall objective of this study is to build a comprehensive understanding of
formation, sources and health effects of important air pollutants in southeast US and provide
valuable information for designing effective control strategies in future. From chapters 2 to 5, the
major findings and applications based on WRF/CMAQ model system are presented.
In chapter 2, fine particulate matter data collected 134 trend stations in 18 states in
southeast US were analyzed through year 2005 to 2014. Simulations using CMAQ model in six
cities in Louisiana were analyzed from 2006 to 2014. A decreasing trend was observed for both
southeast US and Louisiana. The annual average PM2.5 concentration has decreased from 13.5
μg/m3 to a low level of 8.7 μg/m3 in southeast US. Model predicted values of PM2.5 decreased
from 14.2 μg/m3 to an even lower level of 7.3 μg/m3 in Louisiana. Model performance of
meteorological variables using WRF, PM2.5 and its components using CMAQ were examined.
The models applied in this study did well in predicting meteorology conditions and particulate
matter. The concentrations of PM2.5 and its components in January 2011 were estimated, PM2.5
was less than 20 μg/m3 in most areas with higher values in states of Mississippi, Georgia and
Arkansas, higher SOA concentration was shown in MS and AR as well which may be resulted
from enhanced activities of biogenic burning in these areas.
In chapter 3, seven sources contributing to ambient PM2.5 in the Baton Rouge region,
Louisiana were identified based on the data during 2009-2014, which include secondary sulfate,
industry, crustal dust, traffic, road dust, sea salt and secondary nitrate. The average contributions
to PM2.5 of these seven sources were 38.4%, 18.7%, 6.1%, 11.4%, 4.1%, 3.6% and 17.6%,
respectively. The contribution of industry, secondary sulfate and secondary nitrate were the top
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three sources. Secondary nitrate was the highest in winter, and sea salt was the highest in spring.
Crustal dust was dominant over other factors in summer and traffic was significant in fall.
Industrial contribution has been rising in recent years while the seal salt contribution dropped
quite a bit. A gently declining trend was observed for traffic in most recent years. Road dust and
crustal dust showed similar temporal trends with peaks at summer. During summer time, traffic
emissions and crustal dust were primarily driven by northeast-north winds, while industry
emissions and sea salt were driven by prevailing west and northwest winds during other seasons.
A comparison of PMF analysis for clean days and polluted days suggests that the contributions
of different sources to PM2.5 are similar, this may be due to the weather patterns in this region.
The PM2.5 mass clearly showed the synergetic effects of local sources and distant sources. Thus,
measurements and strategies should focus on not only local sources, but also regional transport.
Attention should also be paid to industrial and traffic sources since they also account for
secondary sources in addition to the primary contributions.
In chapter 4, this study assembled different sources of emission inventories to provide a
comprehensive emission inventory to be applied in the modified CMAQ model to access the
atmospheric PAHs level in continental US and southeast US in January, April, July and October
2011. Spatial and temporal variations of profiles and sources of PAHs were investigated. Total of
16-PAH concentrations were higher in east US than west, in northern US than south.
Concentrations of carcinogen 7-PAH were exhibiting the same spatial distribution. Temporally,
higher PAHs concentrations occur in winter and fall seasons than spring and summer, likely due
to higher emissions of PAHs from area sources such as residential and commercial burning
activities, more stagnant weather conditions in cold seasons may lead to accumulation of
pollutants as well. 16-PAH concentrations in the eastern US were approximately 0.2 μg/m3, with
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higher concentrations exceeding 0.4 μg/m3 at some large urban centers in winter. RWC was
more significant in winter while industrial processes accounted for more contributions in summer.
The cancer risk due to inhalation exposure to outdoor NAPH and seven cPAHs was predicted to
be larger than 5×10-6 in many areas and exceeded 1×10-5 in many urban and industrial areas.
Exposure to PAH would cause 5793 excess cancer cases in total in continental US. Major
sources were RWC, motor vehicles and industrial point & commercial in continental US and
motor vehicles exhaust, wildfire and industrial activities in Louisiana. The results provide
precious information for identifying sources and potential risk of PAHs and support policy
making to reduce health risk to PAHs exposure. Comparison between the US and China and
India implicated better air quality in the US, but with synergistic influences from population and
pollutant concentrations, potential health risks should be noted.
In chapter 5, future meteorological conditions of temperature and relative humidity, air
pollutants of PM2.5 and 8h-O3 and deposition of nitrogen and sulfur are examined using the 3D
regional chemical transport model CMAQ. The impacts of anthropogenic emission change are
evaluated in three cases and three climate change scenarios, totaling nine simulation sets. The
variations from base year 2011 to a future year 2050 revealed that in addition to weather change,
anthropogenic emission change will exert a more significant impact on air quality. If the
emission control policies and techniques are not implemented to reduce emissions from various
sources, the ambient level of PM2.5 and 8h-O3 would notably increase and thus threat human
health. The variation of PM2.5 in no emission control case is up to 20 μg/m3 while this value is
reduced to 12 μg/m3 in the controlled case and 15 μg/m3 if we keep current emission level
unchanged. Deposition fluxes of nitrogen and sulfur also changes with different emission control
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cases, with enormous increase compared to controlled-case, which may also influence water
quality in Louisiana.
Although extensive work has been done in this study, there are still a lot of aspects need
to be investigated further. Future work will include health risk analysis of excess risk (ER), years
of life lost (YRR) and premature mortality due to PM2.5 and PAHs in southeast US and Louisiana.
Future predictions will be extended and specified into sources, with different ratios of adjusting
CO, SO2, NOx, VOCs and PM2.5 emissions in different social-economic sectors including
agriculture, energy, transport, residential, open-burning and industry. With detailed elaboration
in source-specific predictions, more accurate and comprehensive air pollution strategies will be
provided for environmental policy and regulations to be planned and implemented, including
direct regulations and indirect effects from social-economy.
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