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Chapter 1
General properties of fractals
In this chapter, we give some general background to fractal geometry.
First, we review the basic ideas of fractals, in particular the Hausdorff dimen-
sion, box dimension, Fourier dimension and the potential theoretic method. This
is followed by iterated function systems (IFS), including self-similar sets and self-
affine sets. We then present sequence spaces, singular value functions and some
properties of measure on sequence spaces relating to singular value functions.
1.1 Measures and dimensions
In fractal geometry, a “fractal dimension” gives an indication of how completely
a fractal appears to fill space as one zooms down to finer and finer scales.
There are many specific types of fractal dimension and none of them should be
treated as the universal one. The box-counting dimension is the most frequently
used fractal dimension for practical and computational purposes. For theoretical
analysis the Hausdorff dimension is often used. As it is based on measures, it
is suited to mathematical theory. The disadvantage of the Hausdorff dimension
is that it is often very difficult to estimate, since it involves covers by sets which
may be of widely differing sizes, unlike covers by boxes with equal size used for
box-counting dimension. We refer the reader to [19] for more details.
1.1.1 Hausdorff measure and dimension
For a non-empty subset A of IRn, the diameter of A is
|A|= sup{|x− y| : x,y ∈ A}.
We take the diameter of the empty set to be zero. For F a subset of IRn, a δ−cover
{Ui}∞i=1 of a set F is a finite or countable collection of sets such that
F ⊆
∞⋃
i=1
Ui
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with |Ui| ≤ δ for all i.
Let s≥ 0. For any δ > 0, we define the δ pre-measure H sδ (F) as
H sδ (F) = inf
{
∞
∑
i=1
|Ui|s : {Ui} is a δ-cover of F
}
, (1.1)
where the infimum is taken over all δ−covers of F . As δ decreases, the class
of permissible covers of F in (1.1) is reduced. Therefore, the infimum H sδ (F)
increases, and so it approaches a limit, which may be zero or infinity, as δ → 0.
We call the limit the s−dimensional Hausdorff measure and write it as
H s(F) = lim
δ→0
H sδ (F). (1.2)
We can see from (1.1) that H sδ (F) is non-increasing in s, for δ < 1. If t > s, then
for any cover Ui of F
∑
i
|Ui|t ≤ δt−s ∑
i
|Ui|s.
Taking the infimum over all δ−covers, we have H tδ (F)≤ δt−sH sδ (F). Letting δ→
0, if H s(F)<∞, then H t(F) = 0. Thus, there is a critical value s at which H s(F)
jumps from zero to infinity. We define this value as the Hausdorff dimension and
denote it by
dimH F = inf{s≥ 0 : H s(F) = 0}= sup{s : H s(F) = ∞}, (1.3)
so that
H s(F) =
{
∞ if 0≤ s < dimH F
0 if s > dimH F .
(1.4)
When s = dimH F , H s(F) may equal zero, infinity or be a positive finite real
number. [10, 19, 42]
1.1.2 Box-counting dimension
Let F be any non-empty bounded subset of IRn and let Nδ(F) be the smallest
number of sets, with diameter at most δ, which cover F . The lower box-counting
dimension and upper box-counting dimension of F are defined respectively by
dimB F = lim
δ→0
logNδ(F)
− logδ (1.5)
dimB F = lim
δ→0
logNδ(F)
− logδ . (1.6)
If the two values are equal, we refer to the common value as the box-counting
dimension or box dimension of F and write
dimB F = lim
δ→0
logNδ(F)
− logδ . (1.7)
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There are many equivalent definitions for box dimensions. For example, the
same values of the box-counting dimensions are obtained if Nδ(F) is taken to
be the number of δ−mesh cubes intersecting F . We refer the reader to [19] for
details.
1.1.3 Fourier dimension
A mass distribution on IRn is a measure µ on a bounded subset of IRn such that
0 < µ(IRn)< ∞.
The n-dimensional Fourier transform f̂ of a Lebesgue integrable function f
on IRn is defined by
f̂ (t) =
∫
e−i〈t,x〉 f (x)dx (t ∈ IRn),
where 〈 , 〉 is the usual inner product on IRn. We define the Fourier transform µ̂ of
a finite Borel measure µ on IRn by
µ̂(t) =
∫
e−i〈t,x〉dµ(x) (t ∈ IRn).
The Fourier dimension of A⊂ IRn is given by
dimF A = sup{0≤ s≤ n : there exists a mass distribution µ on A
such that µ̂(t) = O(|t|−s/2) as t → ∞}.
When the Fourier dimension and the Hausdorff dimension of a compact set E
are equal, we call E a Salem set. We refer the reader to [36, 42] for details.
1.2 Some properties and methods
1.2.1 Submultiplicative sequences
Submultiplicative sequences are very important in our context. The fundamental
property of such a sequence is that (ak)1/k is convergent.
A sequence of positive real numbers {ak}∞k=1 is called submultiplicative if it
satisfies the inequality
ak+m ≤ ak ·am, (1.8)
for all k,m ∈ IN.
Proposition 1.1 Let {ak}∞k=1 be a submultiplicative sequence of positive num-
bers. Then the limit limk→∞[ak]1/k exists and equals infk[ak]1/k.
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Proof. See, for example, [43]. Given n ∈ IN, we may write any integer k in the
form k = qn+m where q is an integer and 0≤ m < n. Let k ≥ n. By using (1.8)
q times, we get
ak ≤ aqn ·am.
Then for each n
a1/kk ≤ aq/kn ·a1/km =
(
a1/nn
)qn/k ·a1/km .
Since there are only finitely many possibilities for am, letting k → ∞ gives
lim
k→∞
a1/kk ≤ a1/nn .
Thus
lim
k→∞
a1/kk ≤ infn a
1/n
n
for all n and combining this with the inequality
inf
n
a1/nn ≤ lim
k→∞
a1/kk
gives the result.
1.2.2 Properties of measures
There are some properties of measures which we will need which we list here.
The following theorem is a standard formula in measure theory. For details
see [42, Theorem 1.15 ].
Theorem 1.2 Let µ be a Borel measure and f a non-negative Borel function on a
separable metric space X. Then∫
X
f dµ =
∫ ∞
0
µ
({x ∈ X : f > t})dt. (1.9)
We will need the following property on the existence of a set of positive finite
measure.
Theorem 1.3 Let F be a Borel subset of IRn with 0 < H s(F)≤ ∞. Then there is
a compact subset E ⊂ F such that 0 < H s(E)< ∞.
See [10, 42] for the proof. A version of this result for sequence spaces will be
presented in Section 1.6.
We may find such subsets with more local specific properties. We denote a
closed ball of centre x with radius r by B(x,r).
Theorem 1.4 Let F be a Borel subset of IRn with 0 < H s(F)< ∞. Then there is
a constant c and a compact subset E ⊂ F with H s(E)> 0 such that
H s(E ∩B(x,r))≤ crs,
for all x ∈ IRn and r > 0.
We refer the reader to [10, 42] for the proof.
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1.2.3 Potential theoretic method
We recall a method that is one of the main techniques used to find lower bounds
for Hausdorff dimensions.
Let µ be a mass distribution on IRn. For s≥ 0, we define the s−energy Is(µ) of
µ by
Is(µ) =
∫ ∫ dµ(x)dµ(y)
|x− y|s . (1.10)
The following theorem gives a connection between the potential theoretic ideas
and Hausdorff dimension. Part (a) is particularly useful, since it gives lower
bounds for Hausdorff dimension.
Theorem 1.5 Let F be a subset of IRn.
(a) If there is a mass distribution µ on F with Is(µ) < ∞, then H s(F) = ∞ and
dimH F ≥ s.
(b) If F is a Borel set with H s(F) > 0, then there exists a mass distribution µ on
F with It(µ)< ∞ for all 0 < t < s.
For the proof, we refer the reader to [19]. This theorem can reduce finding lower
bounds for Hausdorff dimension to checking the convergence of a certain integral.
When it is used to find the dimension of a family of fractals F(a) which depend
on the parameter a, there are often natural ways to define a mass distribution µa
on F(a) for each a. If we can prove that, for some s,∫
Is(µa)dν(a)< ∞,
where ν is a Borel measure on the parameter space, then, by Fubini’s Theorem, it
follows that Is(µa)<∞ for ν−almost all a, and hence dimH F(a)≥ s for ν−almost
all a.
The next theorem gives another expression for Is(µ) in terms of Fourier trans-
forms.
Theorem 1.6 Let µ be a mass distribution on F. Then for 0 < s < n,
Is(µ) = c0
∫ |µ̂(t)|2
|t|n−s dt,
where c0 depends only on n and s.
We refer the reader to [42, Lemma 12.12] for the proof.
In general, the Hausdorff dimension, box dimension and Fourier dimension of
a subset of IRn are not equal. They satisfy the following relations.
Proposition 1.7 Let F be a bounded, non-empty subset of IRn. Then
dimF F ≤ dimH F ≤ dimB F ≤ dimB F.
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Proof. That dimB F ≤ dimB F is obvious. We prove the inequality dimF F ≤
dimH F here, and we refer the reader to [19] for the proof of the remaining in-
equality.
Let 0 < d < dimF F . Then, by definition, for some constant c
|µ̂(t)| ≤ c|t|−d/2.
Since |µ̂(t)| ≤ µ(IRn) for all t, using Theorem 1.6,
Is(µ) = c0
∫
|t|≤1
|µ̂(t)|2
|t|n−s dt + c0
∫
|t|>1
|µ̂(t)|2
|t|n−s dt
≤ c1
∫
|t|≤1
|t|s−ndt + c2
∫
|t|>1
|t|s−n|t|−ddt.
For any s such that 0 < s < d, Is(µ)< ∞. By Theorem 1.5, dimH F ≥ s. Since this
is true for all 0 < s < d < dimF F , we conclude that dimH F ≥ dimF F .
1.3 Iterated function systems
1.3.1 Introduction
Let (X ,d) be a metric space. A contraction is a mapping S : X → X such that, for
some c with 0 < c < 1,
d
(
S(x),S(y)
)≤ cd(x,y), (1.11)
for all x,y ∈ X .
An Iterated Function System (IFS) is a finite set of contractions {S1,S2, . . . ,SN},
with N ≥ 2. We call a non-empty compact set F ⊆ X such that
F =
N⋃
i=1
Si(F) (1.12)
an attractor of the IFS.
In our case, we always take X to be a closed subset of IRn, and the contractions
Si on IRn are such that for 0 < ci < 1,
|Si(x)−Si(y)| ≤ ci|x− y|, (1.13)
for all x,y ∈ X , where i = 1, . . . ,N. The following theorem is the fundamental
result on IFSs, proved by Hutchinson [31].
Theorem 1.8 Given an iterated function system {S1,S2, . . . ,SN}, on a subset X
of IRn, where Si are contractions satisfying (1.13), there is a unique non-empty
compact attractor F such that
F =
N⋃
i=1
Si(F). (1.14)
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Moreover, if we define a transformation S : S → S on the class S of non-empty
compact sets by
S(E) =
N⋃
i=1
Si(E) (1.15)
for E ∈ S , and write Sk for the kth iterate of S, ie. S0(E) = E and Sk(E) =
S(Sk−1(E)), k ≥ 1, then
F =
∞⋂
k=0
Sk(E) (1.16)
for every set E ∈ S such that Si(E)⊂ E for all i = 1, . . . ,N.
For a proof, see [19] or [31].
The next theorem gives an upper bound for the dimensions of an IFS.
Theorem 1.9 Let F be the attractor of an IFS on a closed subset X of IRn satis-
fying (1.13). Then dimH F ≤ s and dimB F ≤ s, where s is the solution of
N
∑
i=1
csi = 1.
For a proof, see [19].
We say that the IFS {S1, . . . ,SN} satisfies the open set condition if there exists
a bounded, non-empty open set U such that
U ⊇
N⋃
i=1
Si(U), (1.17)
where the union is disjoint.
We say that the IFS {S1, . . . ,SN} satisfies the strong separation condition if
there is a non-empty compact set E such that
E ⊇
N⋃
i=1
Si(E), (1.18)
where the union is disjoint.
1.3.2 Self-similar sets
A mapping S on IRn is called a similarity if for some c > 0,
|S(x)−S(y)|= c|x− y| for all x,y ∈ IRn.
The attractor of an IFS consisting of contractions that are similarities is called a
self-similar set.
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Theorem 1.10 Let the IFS {S1, . . . ,SN} consist of similarities with ratios 0< ci <
1, for 1 ≤ i ≤ N. If the open set condition or strong separation condition holds,
then the attractor F has dimH F = dimB F = s, where s is given by
N
∑
i=1
csi = 1. (1.19)
Moreover, 0 < H s(F)< ∞.
We call the unique number s given by (1.19) the similarity dimension. We refer
the reader to [19, 31] for the proof.
1.3.3 Self-affine sets
Self-affine sets form an important class of fractal sets, which include self-similar
sets as a special case.
An affine transformation S : IRn → IRn is a transformation with the form
S(x) = T (x)+a, x ∈ IRn (1.20)
where T is a non-singular linear transformation on IRn (representable by an n×n
matrix) and a is a translation vector in IRn. Thus an affine transformation S is a
combination of translation, rotation, dilation and reflection. In particular, S maps
spheres into ellipsoids and, in the plane, squares into parallelograms. An affine
transformation contracts with different ratios in different directions.
If the contractions in an IFS are affine transformations of the form
Si(x) = Ti(x)+ai (i = 1, . . . ,N), (1.21)
the attractor F of such an IFS is called a self-affine set. We will often be con-
cerned with a family of IFS with common Ti but different ai, so we often write
F(a) instead of F for the attractor to emphasize its dependence on the vector of
translations a = (a1, . . . ,aN) ∈ IRnN .
Self-affine sets are much more complicated and are far less well-understood
than the self-similar sets. Their Hausdorff dimension and box dimension may be
different [38, 45]. Their Hausdorff measure at the critical dimension need not be
positive and finite [38, 51]. For a smoothly parameterized family of self-affine
sets, the Hausdorff dimension need not change continuously with the parameters,
see Chapter 2, Example 1.
Self-affine IFSs can produce amazing attractors, see Figure 1.1. (For more
examples see [3, 50].) Thus IFS methods have been proposed for data and im-
age compression [4, 40]. Basically, there are two methods to generate the fractal
image:
(1) Deterministic iteration algorithm, this is directly from Theorem 1.8, using
(1.16). See figures in Chapter 6.
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Figure 1.1: Fern and tree, where the parallelograms are the images of the square
under the affine contractions in the IFS
(2) Random iteration algorithm or “Chaos game”: This algorithm depends on
the ergodic property of the IFS. Firstly, we assign the IFS {Si}Ni=1 probabilities
{pi, . . . , pN} such that
N
∑
i=1
pi = 1
and pi > 0 for i = 1, . . . ,N. Typically, for a self-affine IFS, the probabilities
{p1, . . . , pN} are set to
pi =
|detTi|
∑Nj=1 |detTj|
,
for i= 1, . . . ,N. Then taking x0 to be any initial point, choose an Si1 from {S1, . . . ,SN}
with probability pi1 , then let x1 = Si1(x0). Continue in this way, so that xk =
Sik(xk−1). Plotting the sequence xk for k > M, for, say, M = 100, the points lie
very close to the attractor F , see Figure 1.1.
1.4 Sequence spaces
It is standard in IFS theory to code points of the attractors and the sets and func-
tions involved in their construction by sequences or words made up from the inte-
gers {1,2, . . . ,N}.
For each k= 0,1,2, . . ., let Jk = {(i1 . . . ik) : 1≤ i j ≤N} be the set of sequences
of length k, with J0 containing only the null sequence /0. Let J=
⋃∞
k=0 Jk be the set
of all finite sequences, and let J∞ = {(i1i2 . . .) : 1≤ i j ≤ N} be the corresponding
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set of infinite sequences. We abbreviate members of J and J∞ as i = (i1 . . . ik) and
i = (i1i2 . . .), and denote the number of terms in i ∈ J by |i|. If i, j ∈ J or if i ∈ J
and j ∈ J∞, we denote by ij the sequence obtained by juxtaposition of the terms
of i and j. If i is a curtailment of j, that is if j = ii′ for some i′, we write i < j. If
i, j ∈ J or J∞, then i∧ j ∈ J denotes the maximal common initial subsequence of
both i and j. We denote i|n = i1 . . . in for any i ∈ J with |i| ≥ n or i ∈ J∞.
We topologize J∞ using the metric d(i, j) = 2−|i∧j| for distinct i, j∈ J∞ to make
J∞ into a compact metric space. We define the cylinders Ci = {j∈ J∞ : i< j} for i∈
J; the set of cylinders {Ci : i ∈ J} forms a base of open and closed neighborhoods
for J∞. We term a subset A of J a cut set [13] if J∞ ⊂⋃i∈A Ci, and Ci⋂Ci′ = /0 for
i 6= i′ ∈ A. That is, for every j ∈ J∞, there is an unique sequence i ∈ A with |i|< ∞
such that i < j.
Let Si : IRn → IRn, i= 1, . . . ,N. We denote compositions of mappings indexed
by J by
Si = Si1Si2 · · ·Sik = Si1 ◦Si2 ◦ · · · ◦Sik ,
where i = (i1i2 . . . ik).
Let S1, . . . ,SN be contractions. By Theorem 1.8, for any non-empty compact
set K ⊂ IRn with Si(K)⊂ K for all i = 1, . . .N, the attractor F is given by
F =
∞⋂
k=1
⋃
i∈Jk
Si1Si2 . . .Sik(K),
where i = (i1 . . . ik). Moreover, for the IFS in (1.21), writing
xi(a) = lim
k→∞
(Ti1 +ai1)(Ti2 +ai2) · · ·(Tik +aik)(0)
= ai1 +Ti1ai2 +Ti1Ti2ai3 + · · · (1.22)
for i = (i1i2 . . .) and a = (a1, . . . ,aN) ∈ IRnN , the attractor is given by
F(a) =
⋃
i∈J∞
xi(a),
where the union is not necessarily disjoint.
1.5 Singular value functions
Singular values of linear mappings and singular value functions are central to the
study of self-affine sets.
Let T : IRn → IRn be a non-singular linear contraction. The singular values
αi ≡ αi(T ) of T (i = 1, . . . ,n) are the positive square roots of the eigenvalues of
T ∗T , where T ∗ is the transpose or adjoint of T . Equivalently, they are the lengths
of the principal semi-axes of the image T (B) of the unit ball B. We adopt the
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convention that 1 > α1 ≥ α2 ≥ ·· · ≥ αn > 0. The singular value function φs(T )
is then defined for 0≤ s≤ n as
φs(T ) = α1α2 · · ·αm−1αs−m+1m ,
where m is the integer such that m−1 < s≤ m, with the convention that φs(T ) =
(α1α2 · · ·αn)s/n if s≥ n. In particular,
φ1(T ) = ‖T‖, φn(T ) = |detT |. (1.23)
where ‖•‖ is the norm induced by the Euclidean metric.
Given a set of non-singular linear contractions {Ti}Ni=1, the singular value func-
tion φs(Ti) is decreasing in s and is submultiplicative, that is,
φs(Tij)≤ φs(Ti)φs(Tj) (1.24)
for all i, j ∈ J, see [14]. It follows that
∑
ij∈Jk+l
φs(Tij)≤ ∑
i∈Jk
φs(Ti) ∑
j∈Jl
φs(Tj).
By Proposition 1.1, for each s > 0, the limit
lim
k→∞
[
∑
i∈Jk
φs(Ti)
]1/k
(1.25)
always exists.
We write
α+ = max
i=1,...,N
{α1(Ti)} and α− = min
i=1,...,N
{αn(Ti)}.
This gives the bounds
αs|i|− ≤ φs(Ti)≤ αs|i|+ (i ∈ J, s≥ 0),
so
φs(Ti)α
l|i|
− ≤ φs+l(Ti)≤ φs(Ti)αl|i|+ ,
giving
αkl− ≤
(
∑
i∈Jk
φs+l(Ti)
)/(
∑
i∈Jk
φs(Ti)
)
≤ αkl+.
Thus limk→∞[∑i∈Jk φ
s(Ti)]1/k is continuous and strictly decreasing in s; when s= 0
it is greater than 1, and for large s it is less than 1, so there exists a unique s for
which this limit equals 1. We now define d = d(T1, . . . ,TN) to be the unique real
number such that
lim
k→∞
[
∑
i∈Jk
φd(Ti)
]1/k
= 1. (1.26)
We will see in Chapter 2 that, under certain conditions, for example if ‖Ti‖ < 12
for 1 ≤ i ≤ N, d(T1, . . . ,TN) gives the Hausdorff and box dimension of the self-
affine set F(a) for almost all a ∈ IRnN in the sense of nN-dimensional Lebesgue
measure, see [14, 15, 59].
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1.6 Frostman’s lemma for sequence spaces
We will require a version of Frostman’s lemma (see Theorem 1.4) on the existence
of a mass distribution µ with the measure of cylinders bounded by some submul-
tiplicative ψ. This result is stated in [30, 42, 55] and may be proved in a similar
way to [10, Theorem 5.4] or deduced from [57, Theorem 54]. An extension of
such results to more general sets and measures was proved in [30] using weighted
covers and functional analytic methods. For completeness we give the proof in
the context we shall require.
Proposition 1.11 Let ψ : J→ IR satisfy 0<ψ(i)< 1 for all /0 6= i ∈ J and ψ( /0) =
1, and limk→∞ max{ψ(i) : |i| = k} tends to 0. We may define a regular Borel
measure M using Carathe´odory’s construction by setting
Mk(A) = inf
{
∑
i
ψ(i) : A⊂
⋃
Ci, |i| ≥ k
}
and
M (A) = lim
k→∞
Mk(A),
for all A⊂ J∞. If M (J∞)> 0 then there exists a Borel measure µ on J∞ such that
0 < µ(J∞)< ∞, and
µ(Ci)≤ ψ(i) (i ∈ J). (1.27)
Proof. Carathe´odory’s construction and its properties are described in detail in
[42, 57].
If M (J∞)> 0, we define a decreasing sequence {Ek}∞k=1 of closed subsets of
J∞. By letting E = ∩∞k=1Ek, we will show that M (E ∩Ci) ≤ ψ(i). Then we set
µ(A) = M (E ∩A) which has the expected properties.
Let E1 = J∞. For k ≥ 1, assume that Ek has been defined; we define Ek+1
inductively by specifying its intersection with each cylinder Ci with |i| = k. By
the definition of Mk, we have, for |i|= k
Mk(Ek∩Ci) = min{ψ(i),Mk+1(Ek∩Ci)}.
Then we define Ek+1 by the following: if Mk+1(Ek ∩Ci) = Mk(Ek ∩Ci) ≤ ψ(i),
we take Ek+1∩Ci = Ek∩Ci, and
Mk+1(Ek+1∩Ci) = Mk(Ek∩Ci)≤ ψ(i) (k = |i|). (1.28)
Otherwise, if Mk+1(Ek ∩Ci)> ψ(i), we choose Ek+1∩Ci to be a compact subset
of Ek∩Ci such that Mk+1(Ek+1∩Ci) = ψ(i) by the following method:
For any infinite sequence j, j′, we say that j ≺ j′, if jk < j′k, where k is the
smallest integer such that jk 6= j′k. Fix i ∈ J. Then for any j ∈ J∞, let S(j) be the
set of all infinite words j′ such that j′ = ii′, where i′ ≺ j, in other word,
S(j) = {ij}∪{ii′ ∈ J∞ : i′ ≺ j}.
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We define the mapping f : J∞ → IR by f (j) = Mk+1(Ek∩S(j)). Since max{ψ(i) :
|i| = k} tends to 0 as k tends to infinity, for any finite sequence i1 . . . in ∈ J, we
identify the two infinite sequences i1 . . . in−1inNNN . . . ∈ J∞ and i1 . . . in−1(in +
1)111 . . . ∈ J∞, for 1≤ in ≤ N−1. This ensures that f is well-defined on J∞ and
is continuous with f (11 . . .) = 0 and f (NN . . .) = Mk+1(Ek ∩Ci) > ψ(i). By the
Intermediate Value Theorem, (identify sequences i1i2 . . . with base N as above),
there exists a j′ ∈ J∞ such that f (j′) = ψ(i). Thus, we take Ek+1∩Ci = Ek∩S(j′)
so that
Mk+1(Ek+1∩Ci) = Mk(Ek∩Ci) = ψ(i),
and inequality (1.28) still holds.
Let E be the compact set E =
⋂∞
k=1 Ek. For a fixed cylinder Cj where |j|= n>
0, since Mn(En∩Cj)≤ ψ(j) and E ⊂ En, we have
Mn(E ∩Cj)≤Mn(En∩Cj)≤ ψ(j).
Iterating (1.28) for k > n and using the fact that Mk is additive on Ek ∩Ci where
|i|= k, we obtain
Mk(Ek∩Cj) = Mn(En∩Cj)≤ ψ(j).
So we conclude that
M (E∩Cj) = lim
k→∞
Mk(E∩Cj)≤ lim
k→∞
Mk(Ek∩Cj)≤Mn(En∩Cj)≤ψ(j). (1.29)
To prove that M (E)> 0, let |i|= k and n > k. Then, by (1.28),
Mk+1(En∩Ci)≤Mk+1(Ek+1∩Ci) = Mk(Ek∩Ci)≤ ψ(i).
Hence, by the definition of Mk(En), we observe that any covering sets Ci with
|i| = k < n may be replaced by a collection of sets Ci′ with |i′| ≥ k+ 1 without
increasing the value, that is
Mk(En) = Mk+1(En) n > k. (1.30)
Using (1.28) and ( 1.30) iteratively, we get
M1(E1) = Mn(En) = M1(En).
Since Ek is a decreasing sequence of closed sets, by the compactness of E, every
cover of E by cylinders covers some En, so we get
M (E)≥M1(E)≥ lim
n→∞ M1(En) = M1(E1)> 0.
By equation (1.29),
M (E)≤
N
∑
i=1
M (E ∩Ci)< ∞.
Let µ(A) = M (E ∩A). Then 0 < µ(J∞)< ∞ and µ(Ci)≤ ψ(i) from (1.29).
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Chapter 2
Survey of results on the dimension
of self-affine sets
Self-affine sets are the attractors of iterated function systems consisting of affine
contractions. They are of interest as linearisations of non-conformal hyperbolic
systems, see [16]. Theorem 1.10 gives a fuormula for the dimensions of self-
similar sets, and one would like such a formula for self-affine sets. However, the
dimensional properties of self-affine sets are much more subtle than their self-
similar counterparts.
For a smoothly parameterized family of self-similar sets, the Hausdorff dimen-
sion behaves continuously under reasonable conditions, see [48]. However, for a
smoothly parameterized family of self-affine sets, the Hausdorff dimension need
not change continuously with the defining parameters, as shown in the example
below. On the other hand, “typical” self-affine sets are not badly behaved, see, for
example, Theorem 2.2 and results from Chapter 4 and Chapter 5.
Example 1 Given a ∈ [0, 12 ], consider the IFS {S1,S2} on IR2 given by
S1
(
x
y
)
=
( 1
2 0
0 13
)(
x
y
)
+
(
a
0
)
, S2
(
x
y
)
=
( 1
2 0
0 13
)(
x
y
)
+
(
0
2
3
)
.
Let F(a) be the attractor. Then, since the projection of F(a) onto the x−axis in-
cludes the interval [0,2a], we have dimH F(a)≥ 1 if a > 0. However, if a = 0 the
attractor F(a) is just the middle third cantor set in the y−axis, so dimH F(a) =
log2/ log3 < 1, see Figure 2.1. Thus dimH F(a) is not continuous at a = 0. Dis-
continuities in dimension typically occur when components of the construction
‘line up’ in this way.
In this chapter we will review known results on self-affine sets.
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Figure 2.1: Discontinuity of the dimension of the self-affine set of Example 1.
Left a > 0, right a = 0.
2.1 Generalized Sierpin´ski carpets
In 1984, McMullen [45] and Bedford [5] independently studied a special class of
self-affine sets in IR2 named generalized Sierpin´ski carpets, which are constructed
in the following way. Let Si be given by
Si
(
x
y
)
=
(
1/m 0
0 1/n
)(
x
y
)
+
(
li/m
ki/n
)
,
where n > m > 1, n > ki ≥ 1 and m > li ≥ 1 are integers, so that each Si maps
the unit square E0 onto a 1/n× 1/m sided rectangle. Let E be the collection of
these rectangles. Let N j denote the number of rectangles in E in the j−th column
for 1 ≤ j ≤ m, and let s denote the number of columns containing at least one
rectangle of E , see Figure 2.2. Then
dimH F = logm
(
m
∑
j=1
Nlogn mj
)
,
dimB F = logm s+ logn
(
1
s
m
∑
j=1
N j
)
. (2.1)
As we can see, the Hausdorff dimension and box dimension of generalized
Sierpin´ski carpets depend not only on the number of rectangles selected at each
stage but also on their relative position. For example, if we choose k ≤ m rectan-
gles, and all k rectangles lie in one column, then dimH F = dimB F = logk/ logn;
if all k rectangles lie in one row, then dimH F = dimB F = logk/ logm.
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Figure 2.2: Generalized Sierpin´ski carpets.
Figure 2.3: Generalized Sierpin´ski carpet with n=5 and m=3.
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Figure 2.4: Construction of a self-affine set for Lalley and Gatzouras’s model.
In general, the Hausdorff dimension and box dimension are not equal for the
generalized Sierpin´ski carpets, unless each of the s columns contains the same
number N of rectangles. In this case, dimH F = dimB F = logm s+ logn N, as in
the following example.
Example 2 Let n = 5 and m = 3. We choose 6 rectangles as shown in Figure 2.3.
Then dimH F = dimB F = 1+ log5 6.
Theorem 1.10 states that for self-similar sets satisfying the open set condition,
the Hausdorff measure is positive and finite. But Peres in [51] proved that the
d−dimensional Hausdorff measure of the Sierpin´ski carpet is infinite.
Kenyon and Peres [37] in 1996 extended this construction from IR2 to IRn to
get “ Sierpin´ski sponges”.
In 1992 Lalley and Gatzouras [38] studied a class of self-affine sets more
general than generalized Sierpin´ski carpets, generated by the mappings Si j given
by
Si j
(
x
y
)
=
(
ai j 0
0 bi
)(
x
y
)
+
(
ci j
di
)
(i, j) ∈ J ,
where J = {(i, j) : 1≤ i≤m and 1≤ j≤ ni} is a finite index set. For an illustration
of this, see Figure 2.4. They assume that 0 < ai j < bi < 1, for each pair (i, j), that
∑mi=1 bi ≤ 1, and that ∑nij=1 ai j ≤ 1 for each 1 ≤ i ≤ m. They further assumed
that, 0≤ d1 < d2 < .. . < dm < 1 with di+1−di > bi and 1−dm ≥ bm and finally
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Figure 2.5: Cutting ellipsoid method.
0 ≤ ci1 < ci2 < .. . < cini < 1 for each 1 ≤ i ≤ m, with ci( j+1)− ci j ≥ ai j and
1− cini ≥ aini . Then
(1) dimB F = s, where s is the solution of the equation
m
∑
i=1
ni
∑
j=1
bpi a
s−p
i j = 1, where p satisfies
m
∑
i=1
bpi = 1;
(2) Writing {pi j} for a probability distribution on J and qi = ∑ j pi j,
dimH F = max
{
∑i, j pi j log pi j
∑i, j pi j logai j
+∑
i
qi logqi
(
1
∑i qi logbi
− 1
∑i, j pi j logai j
)}
where the maximum is taken over all pi j on the index set J .
In 2007, Baran´ski studied a class of self-affine sets by extending McMullen
and Bedford construction futher, see [2] for details.
2.2 Affine dimension of self-affine sets
In 1988, Falconer in [14, 15] considered a far more general model, in which
Si(x) = Ti(x)+ ai, i = 1, . . . ,N, are affine transformations, aiming to extend the
formula in Theorem 1.10 to self-affine sets.
The key to finding the Hausdorff dimension of F ⊂ IRn is to estimate the sum
∑ |Ui|s, where Ui are the covering sets of F . The rough idea used in the paper
is to cut up ellipsoids. To indicate the method, we look at the case where F is
a subset of IR2. Let B be the unit disc and assume F ⊆ B. Let α1(Ti),α2(Ti) be
the singular values of a linear contraction Ti. Since affine transformations map
discs into ellipses, Ti(B) is an ellipse with semi-axes α1(Ti),α2(Ti). Then one
possible cover of F∩Ti(B) is the whole ellipse with diameter 2α1(Ti), which gives
a contribution to the sum of (2α1(Ti))s. However, if s > 1 and α1(Ti)À α2(Ti),
then we may cut the ellipse Ti(B) into approximate squares of side α2(Ti), as
shown in Figure 2.5, and by taking all these squares as covering sets of F ∩Ti(B),
we get the contribution of
4(α1/α2)αs2 = 4α1α
s−1
2 ,
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which is much less than 2sαs1 if α1(Ti)À α2(Ti). These estimates are reflected in
the singular value function
φs(Ti) =
{
αs1 if 0≤ s≤ 1
α1αs2 if 1 < s.
Since F ⊆ ∪|i|=kTi(B), if we take k large enough that |Ti(B)| ≤ δ, then H sδ (F ∩
Ti(B))≤ cφs(Ti) and H sδ (F)≤ c∑|i|=k φs(Ti). Thus, if
lim
k→∞
[
∑
|i|=k
φs(Ti)
]1/k ≤ 1,
we get the upper bound dimH F ≤ s.
More generally, for F ⊂ IRn such that F ⊆ ∪|i|=kTi(B), let α1(Ti), . . . ,αn(Ti)
be the singular values of a linear contraction Ti. The ellipsoid Ti(B), where B is
the unit ball in IRn, may be cut into no more than
2m
α1(Ti)
αm(Ti)
×·· ·× αm−1(Ti)
αm(Ti)
parallelepipeds of diameter roughly αm(Ti). Then the upper estimate of the Haus-
dorff measure is
2m ∑
|i|=k
α1(Ti)
αm(Ti)
×·· ·× αm−1(Ti)
αm(Ti)
×αm(Ti)s = 2m ∑
|i|=k
φs(Ti),
where m− 1 < s ≤ m. Thus the Hausdorff dimension is bounded above by the
unique d (see Section 1.5) such that
lim
k→∞
[
∑
|i|=k
φd(Ti)
]1/k
= 1, (2.2)
where d depends on T1, T2, . . .TN , but not on the translations a1, a2, . . .aN . Some-
times we write d(T1, . . . ,TN) or d(S1, . . . ,SN) for d to emphasize the dependence.
We call the number d the affine dimension.
The following theorem, see [14, 15], which is the consequence of the cutting
up ellipsoids method, shows that d always gives an upper bound for the dimen-
sions.
Theorem 2.1 Let F(a) be the attractor of an affine IFS {S1, . . . ,SN}. Then for all
a ∈ IRnN , dimH F(a)≤ dimB F(a)≤min{n,d(S1, . . . ,SN)}.
The potential theoretic method gives the following result.
Theorem 2.2 Assume that ‖Ti‖ < 12 , for 1 ≤ i ≤ N. For almost all a ∈ IRnN , in
the sense of nN−dimensional Lebesgue measure,
dimH F(a) = dimB F(a) = min{n,d(T1, . . . ,TN)}.
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Originally, this was proved for ‖Ti‖ < 13 in [14], but improved to ‖Ti‖ < 12 by
Solomyak [59]. Solomyak also showed that this conclusion can fail for any num-
ber greater than or equal to 12 .
The next theorem gives a different condition which ensures that the box di-
mension is given by the affine dimension.
Theorem 2.3 Let F be the attractor of an affine IFS {S1, . . . ,SN}. Suppose that
(1) {S1, . . . ,SN} satisfies the open set condition with an open set U that satis-
fies the projection condition
L n−1(pro jΠU) =L n−1(pro jΠU),
for all (n−1)-dimensional subspaces Π;
(2) For some c > 0, we haveL n−1(pro jΠF)≥ c for all (n−1)−dimensional
subspaces Π.
Then dimB F = d(S1, . . . ,SN).
Here pro jΠ : IRn→Π is the orthogonal projection from IRn onto the (n−1)−dimensional
subspace Π, andL m is m−dimensional Lebesgue measure. If S1, . . . ,SN are affine
transformations on IR2, then the two conditions in Theorem 2.3 may be replaced
by:
(1) F satisfies the open set condition for a connected set U ;
(2) F has a connected component that is not contained in any straight line.
In general, generalized Sierpin´ski carpets are exceptional cases for Theorem 2.2,
i.e. the dimensions of generalized Sierpin´ski carpets are less than the affine dimen-
sion. Equality holds only in following two cases, see Section 2.1:
(i) If every column contains at least 1 rectangle, then
dimB = d(T1, . . . ,TN) = 1+ logn N− logn m,
where N is the total number of rectangles selected.
In particular, if every column contains the same number s′ elements, then
dimH = dimB = d(T1, . . . ,TN) = 1+ logn s
′.
(ii) If every column contains no more than 1 rectangle, then
dimH = dimB = d(T1, . . . ,TN) = logs/ logm,
where s is the number of columns containing rectangles.
In 2007, Jordan, Pollicott and Simon in [32] showed that by adding an inde-
pendent random noise Y in each stage on a given affine IFS, that is
Si = (Si1 +Yi1)◦ (Si2 +Yi2)◦ . . .◦ (Sik +Yik)◦ . . . ,
where Yi j are independent identical distributed with a suitable distribution, that the
Hausdorff dimension of such attractors equals the affine dimension almost surely,
only requiring ‖Ti‖< 1.
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2.3 Kakeya type self-affine sets
Recently, Ka¨enma¨ki and Shmerkin [35] computed the box-counting dimension
for a class of self-affine sets on IR2 which they called self-affine sets of Kakeya
type. In these sets, overlapping is allowed, and the norms of the contractions may
be arbitrarily close to 1.
Let D be the set of unit vectors in IR2. Write
X(θ,β) = {x ∈ IR2 : cos(β/2)< |θ · x||x| ,x 6= 0}
for the open cone of angle β with axis θ, where θ ∈ D and 0 ≤ β ≤ pi. Let
{S1, . . . ,SN} be an IFS, where Si(x) = Tix+ai, and Ti are invertible with ‖Ti‖< 1.
The attractor F of the IFS is called a self-affine set of Kakeya type if the following
two conditions hold:
(1) there exist θ ∈ D and 0 < β < pi2 such that
Ti
(
X(θ,β)
)
⊂ X(θ,β)∪{0},
T ∗i
(
X(θ,β)
)
⊂ X(θ,β)∪{0},
where T ∗i is the adjoint of Ti and X(θ,β) is the closure of X(θ,β), for i= 1, . . . ,N,
and
Ti
(
X(θ,β)
)⋂
Tj
(
X(θ,β)
)
= {0}
for i 6= j;
(2) There exists a constant C > 0 such that
L ({θ1(Ti) · x : x ∈ F})≥C
for all i ∈ J, where L denotes Lebesgue measure on IR1, and θ1(Ti) denotes the
normalized eigenvector of T ∗i Ti corresponding to the largest eigenvalue of T
∗
i Ti.
They proved that:
Theorem 2.4 If F ⊂ IR2 is a self-affine set of Kakeya type, then
dimB F = d(T1, . . . ,TN)≥ 1.
Example 3 Let {S1,S2} be given by
S1
(
x
y
)
=
(
0.4 0.5
−0.3 0.1
)(
x
y
)
+
(
0.4
−0.3
)
,
S2
(
x
y
)
=
(
0.4 0.1
0.3 0.5
)(
x
y
)
+
(
0.4
0.3
)
.
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Figure 2.6: Attractor of Kakeya type, where the two parallelograms represent the
affine maps S1 and S2.
Obviously, the norm of S1 and S2 are not less than 12 , thus, Theorem 2.2 does not
apply. However Theorem 2.4 tells us that the affine dimension still gives the box
dimension of the attractor.
There has been much other work published on self-affine sets, with different
approaches, see [2, 8, 29, 33, 34, 47, 53, 54]. In the following chapters, we focus
on dimension theory. We look at the following three aspects of self-affine attrac-
tors: (1) Dimension formulae for self-affine sets generated by upper triangular
matrices; (2) The dimension of exceptional sets; (3) The Hausdorff dimension of
a random self-affine set.
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Chapter 3
Self-affine sets generated by upper
triangular matrices
Formulae giving the Hausdorff and box-counting dimensions of self-similar sets
satisfying the open set condition are well-known, see Section 1.3. However, cal-
culation of the dimensions of general self-affine sets is more awkward. An expres-
sion (3.1) below for the dimension involving singular-value functions of iterated
products of the linear mappings is known to apply in many cases, see Chapter 2,
but since this formula depends on the limiting behaviour of sums over all possible
compositions of the contractions, it is unwieldy to use in practice, see [7] for an
algorithm where convergence is described as “not fast”. Here we show that if the
Ti are upper-triangular matrices, then the formula reduces to a simple equation for
the dimension that is readily solved, enabling the dimension of the attractor to be
found easily in many cases. We refer the reader to [20, 23] for other studies on
triangular matrices.
Recall that Jk is the set of all length k sequences i ≡ (i1, . . . , ik) where i j ∈
{1,2, . . . ,N} for all j, and write |i| for the length k of such a sequence i. Given an
IFS {Si}Ni=1 with form Si(x) = Tix+ai, we consider the products Ti = Ti1Ti2 . . .Tik .
Recall that the number d = d(T1, . . . ,TN) is defined by
lim
k→∞
[
∑
|i|=k
φd(Ti)
]1/k
= 1. (3.1)
Also recall that the Hausdorff and box-counting dimension of the self-affine at-
tractor F(a) are often given by min{n,d(T1, . . . ,TN)}, see Section 1.5, Chapter 2
and also Section 3.2 where more details and examples are given. Our aim in this
chapter is to show that when the Ti are upper triangular matrices, d(T1, . . . ,TN)
may be expressed in a simple form depending only on the diagonal entries of the
Ti, see Corollary 3.7. This enables the dimensions to be calculated easily by solv-
ing a small number of simple explicit equations. The work has been published
in [22]. In Section 3.3 we extend this to self-affine multifractals.
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3.1 Triangular matrices and singular value functions
The main result of this section is Theorem 3.5, which expresses limk→∞[∑|i|=k φs(Ti)]1/k
in terms of the diagonal entries of the Ti. To estimate the singular value functions
involved we first recall the relationship between singular value functions and mi-
nors of matrices.
The singular value decomposition theorem [24] states that if T is a (real) n×n
matrix with singular values α1(T )≥ . . .≥ αn(T )≥ 0, then there are orthonormal
matrices U and V such that
T =U S V ∗ (3.2)
and
S =U∗ T V (3.3)
where S is the diagonal matrices of singular values
S =

α1 0 · · · 0
0 α2 · · · 0
...
...
...
0 0 · · · αn
 ,
Recall that the m×m minor T (m) ≡ T(r1,r2,...,rms1,s2,...,sm) of the n× n matrix T is the
determinant of the m×m matrix formed by the elements of T in the rows 1≤ r1 <
· · ·< rm ≤ n and columns 1≤ s1 < · · ·< sm ≤ n. The Binet-Cauchy formula [39]
gives that
T
(
r1,r2, . . . ,rm
s1,s2, . . . ,sm
)
= ∑
l1,...,lm
∑
k1,...,km
U
(
r1, . . . ,rm
l1, . . . , lm
)
S
(
l1, . . . , lm
k1, . . . ,km
)
V ∗
(
k1, . . . ,km
s1,s2, . . . ,sm
)
,
where the sums are over all 1≤ l1 ≤ . . .≤ lm ≤ n and 1≤ k1 ≤ . . .≤ km ≤ n. Since
the entries, and thus the minors, of U and V ∗ are bounded by a number depending
only on n and m and since
φm(T ) = φm(S) = max
1≤l1≤...≤lm≤n
1≤k1≤...≤km≤n
S
(
l1, . . . , lm
k1, . . . ,km
)
(all non-principal minors of S are 0), we have, using the triangle inequality∣∣∣∣T(r1,r2, . . . ,rms1,s2, . . . ,sm
)∣∣∣∣≤C−11 φm(T ) (3.4)
for all
(r1,r2,...,rm
s1,s2,...,sm
)
and for some C1 > 0.
In the same way, using (3.3) and interchanging the roles of S and T , we get
φm(T ) = S
(
1,2, . . . ,m
1,2, . . . ,m
)
≤C2 max
1≤l1≤...≤lm≤n
1≤k1≤...≤km≤n
∣∣∣∣T(r1,r2, . . . ,rms1,s2, . . . ,sm
)∣∣∣∣ . (3.5)
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Hence combining (3.4) and (3.5), we have
C1 max{|T (m)| :T (m) is an m×m minor of T} ≤ φm(T )
≤C2 max{|T (m)| :T (m) is an m×m minor of T}.
(3.6)
Thus, we may estimate the singular value function φm(T ) by estimating m×m
minors of T .
We now prove several lemmas relating to minors of matrices. We will use
some well-known inequalities.
Lemma 3.1 Let xi ≥ 0, i = 1, . . . ,m, and p ∈ IR. If p > 1, then
(xp1 + · · ·+ xpm)≤ (x1+ · · ·+ xm)p ≤ m(p−1)(xp1 + · · ·+ xpm). (3.7)
If 0 < p≤ 1, then
m(p−1)(xp1 + · · ·+ xpm)≤ (x1+ · · ·+ xm)p ≤ (xp1 + · · ·+ xpm). (3.8)
Proof. The left hand side of (3.7) follows by Minkowski’s inequality, the right
hand side by Ho¨lder’s inequality. Then (3.8) follows on replacing xi by x
1/p
i in
(3.7).
We first look at the expansion of m×m minors of the product of k matrices
A = A1A2 · · ·Ak, where
Ai =

ai11 a
i
12 · · · ai1n
ai21 a
i
22 · · · ai2n
...
...
...
ain1 a
i
n2 · · · ainn
 ,
for i = 1, . . . ,k.
Lemma 3.2 For 1≤ m≤ n, the m×m minors of A = A1A2 · · ·Ak have the expan-
sions in terms of the entries of the Ai of the form
A
(
r1 r2 . . . rm
s1 s2 . . . sm
)
= ∑
c1,c2,...,ck
±a11(c1) · · ·a1m(c1)a21(c2) · · ·a2m(c2) · · ·ak1(ck) · · ·a
k
m(ck)
(3.9)
such that for each i = 1, . . . ,k, the ai1(ci) · · ·aim(ci) are distinct entries airs of Ai. In
particular, for each i, 1(ci), . . . ,m(ci) denote pairs (r,s) corresponding to entries
in m different rows and m different columns of the i-th matrix Ai, and the sum is
over all such entry combinations (c1, . . . ,ck) with appropriate sign ±.
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Proof. For k = 2, the Binet-Cauchy formula [39] gives
A
(
r1 r2 . . . rm
s1 s2 . . . sm
)
= ∑
1≤l1<···<lm≤n
A1
(
r1 r2 . . . rm
l1 l2 . . . lm
)
A2
(
l1 l2 . . . lm
s1 s2 . . . sm
)
= ∑
1≤l1<···<lm≤n
∑
p,q
(−1)t(p)+t(q)a1r1 j11 · · ·a
1
rm j1m
a2l1 j21
· · ·a2lm j2m (3.10)
where p is the permutation
( l1...lm
j11... j
1
m
)
, q is the permutation
(s1...sm
j21... j
2
m
)
and t(p) and t(q)
are the signs of p and q respectively. Thus ai
r1 ji1
, . . . ,airm jim are from different rows
and different columns of Ai, i = 1,2. Writing the indices of each element in the
summands as 1(c1), . . . ,m(c1), 1(c2), . . . ,m(c2), this is of the form
A
(
r1 r2 . . . rm
s1 s2 . . . sm
)
= ∑
c1,c2
±a11(c1) · · ·a1m(c1)a21(c2) · · ·a2m(c2).
Using this argument and the formula (3.10) inductively, the result follows.
We now consider upper triangular matrices. For i = 1, . . . ,k, let
Ui =

ui1 u
i
12 · · · ui1n
0 ui2 · · · ui2n
...
...
...
0 0 · · · uin
 (3.11)
be an n×n upper triangular matrix. (Note that here, and subsequently, we abbre-
viate diagonal entries uij j = u
i
j.) We consider the product
U1U2 · · ·Uk =U ≡

u1 u12 · · · u1n
0 u2 · · · u2n
...
... . . .
...
0 0 · · · un
 . (3.12)
We note that
urs = ∑
r≤r1≤···≤rk−1≤s
u1rr1u
2
r1r2 · · ·ukrk−1s, 1≤ r,s≤ n, (3.13)
since all the other products are 0.
Lemma 3.3 With notation as in (3.11) and (3.12), let U1, . . . ,Uk be upper trian-
gular matrices and U =U1U2 · · ·Uk. Then
(i) If r > s , urs = 0,
(ii) If r = s , urs ≡ ur = u1r u2r · · ·ukr ,
(iii) If r < s , then the sum (3.13) for urs has at most ks−r ≤ kn−1 non-zero
terms. Moreover, each non-zero summand u1rr1u
2
r1r2 · · ·ukrk−1s has at most n− 1
non-diagonal terms in the product, i.e. terms with r 6= r1, or ri 6= ri+1 or rk−1 6= s.
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Proof. (i) and (ii) are obvious.
(iii) For r < s, the number of terms in the sum (3.13) for urs is given by the
r-th row s-th column entry of the n×n matrix
E(k) =

1 1 · · · 1
0 1 · · · 1
...
... . . .
...
0 0 · · · 1

k
.
To avoid confusion, here we write er,s(k) for r-th row s-th column entry of E(k).
We use induction to prove
er,s(k) =
(
(k−1)+(s− r)
k−1
)
r ≤ s, k ≥ 1. (3.14)
Since
(k−1
k−1
)
=
(k
k
)
and
((k−1)+t
k−1
)
=
(k+t
k
)− (k+t−1k ), for t = 1,2, . . ., it follows that(
k−1
k−1
)
+
(
(k−1)+1
k−1
)
+ · · ·+
(
(k−1)+ t
k−1
)
=
(
k+ t
k
)
.
Assuming (3.14) inductively, we have that
er,s(k+1) = er,r(k)er,s(1)+ er,(r+1)(k)e(r+1),s(1)+ · · ·+ er,s(k)es,s(1)
=
(
k−1
k−1
)
+
(
(k−1)+1
k−1
)
+ · · ·+
(
(k−1)+ s− r
k−1
)
=
(
k+ s− r
k
)
.
Therefore er,s(k) =
((k−1)+s−r
k−1
)
, for all 1≤ r ≤ s≤ n and all k.
Since(
(k−1)+ t
k−1
)
=
(
1+
k−1
t
)(
1+
k−1
t−1
)
· · ·
(
1+
k−1
1
)
≤ kt ,
it follows that
er,s(k) =
(
(k−1)+ s− r
k−1
)
≤ ks−r ≤ kn−1.
Finally, each non-zero summand u1rr1u
2
r1r2 · · ·ukrk−1s of (3.13) has r ≤ r1 ≤ r2 ≤·· · ≤ rk−1 ≤ s, so we must have equality, corresponding to diagonal terms, at all
but at most s− r ≤ n−1 steps.
We now extend the estimate of Lemma 3.3 to minors.
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Lemma 3.4 Let U1, . . . ,Uk and U be upper triangular matrices as in (3.11) and
(3.12). Then each m×m minor of U has an expansion of the form
U
(
r1 r2 . . . rm
s1 s2 . . . sm
)
= ∑
c1,c2,...,ck
±u11(c1)u21(c2) · · ·uk1(ck) · · ·u
1
m(c1)u
2
m(c2) · · ·ukm(ck),
(3.15)
where 1(ci), . . . ,m(ci) are as in Lemma 3.2 and
(i) there are at most m!km(n−1) terms in the sum which are non-zero,
(ii) each summand contains at most (n− 1)m non-diagonal elements in the
product.
Proof. (i) We may write a typical minor of U as
U (m) ≡U
(
r1 . . .rm
s1 . . .sm
)
=∑
p
(−1)t(p)ur1l1ur2l2 · · ·urmlm , (3.16)
where p is the permutation
(s1,...,sm
l1,...,lm
)
, and t(p) is the sign of p. According to
Lemma 3.3, each entry urs of U is the sum of at most kn−1 non-zero terms of the
form (3.13), so each ur1l1ur2l2 · · ·urmlm in (3.16) is the sum of at most km(n−1) such
terms. Counting the number of permutations p, the expansion of the minor U (m)
in (3.9) contains at most m!km(n−1) non-zero summands.
(ii) By Lemma 3.3, we know that each non-zero summand of urs in (3.13)
involves at most n− 1 non-diagonal terms in the product, hence by (3.16) each
term in the sum (3.15) has at most (n−1)m non-diagonal entries.
We now fix a set {T1, . . . ,TN} of contracting upper triangular matrices
Ti =

t i1 t
i
12 · · · t i1n
0 t i2 · · · t i2n
...
...
...
0 0 · · · t in
 , (3.17)
i = 1, . . . ,N, which will, in the next section, be the linear parts of the maps in our
IFS. For a k-term sequence of indices i = (i1, i2, . . . , ik), i j = 1, . . . ,N, we denote
the product of matrices with these indices by
Ti1Ti2 · · ·Tik ≡ Ti =

t i1 t
i
12 · · · t i1n
0 t i2 · · · t i2n
...
... . . .
...
0 0 · · · t in
 . (3.18)
Then
t irs = ∑
r≤r1≤···≤rk−1≤s
t i1rr1t
i2
r1r2 · · · t ikrk−1s 1≤ r,s≤ n, (3.19)
so in particular t ij = t
i1
j t
i2
j · · · t ikj . For notational convenience, we make the conven-
tion that { j1, . . . , jm} indicates a set of m distinct integers from {1, . . . ,n}.
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Theorem 3.5 Let {T1, . . . ,TN} be contracting upper triangular matrices as above.
Then for 0 < s≤ n
lim
k→∞
[
∑
|i|=k
φs(Ti)
]1/k
= max
{ j1,..., jm−1}
{ j′1,..., j′m}
{∣∣∣t1j1 · · · t1jm−1∣∣∣m−s∣∣∣t1j′1 · · · t1j′m∣∣∣s−m+1+
· · ·+
∣∣∣tNj1 · · · tNjm−1∣∣∣m−s∣∣∣tNj′1 · · · tNj′m∣∣∣s−m+1
}
, (3.20)
where m is the unique integer such that m−1 < s ≤ m and the maximum is over
all sets { j1, . . . , jm−1} and { j′1, . . . , j′m} of m−1, respectively m, distinct integers
from {1, . . . ,n}.
Proof. We first note that the singular value function φs(T ) of any matrix T can
be expressed in terms of φm−1(T ) and φm(T ) where m is the integer such that
m−1 < s≤ m. To see this, let α1, . . . ,αn be the singular values of T . Then
φs(T ) = α1α2 · · ·αm−1αs−m+1m
=
(
α1α2 · · ·αm−1
)m−s(α1α2 · · ·αm−1αm)s−m+1
=
(
φm−1(T )
)m−s(
φm(T )
)s−m+1
. (3.21)
The proof is in two parts. First we show that the right side of equation (3.20)
is a lower bound for the limit. Secondly, we show it is an upper bound.
(i) Lower bound. If m is an integer we have, by (3.6),
φm(Ti)≥C max
{∣∣T (m)i ∣∣ : T (m)i is an m×m minor of Ti}.
The maximum m×m minor of Ti is at least the largest product of m distinct di-
agonal elements of Ti, since such products are themselves minors of triangular
matrices. Thus there is a number C independent of i such that, for all distinct
{ j1, . . . , jm−1} and all distinct { j′1, . . . , j′m},
φm−1(Ti)≥C
∣∣t ij1t ij2 · · · t ijm−1∣∣ and φm(Ti)≥C∣∣t ij′1t ij′2 · · · t ij′m∣∣.
Thus, by (3.21), if m is the integer such that m−1< s≤m then for all { j1, . . . , jm}
and { j′1, . . . , j′m}
∑
|i|=k
φs(Ti)≥C ∑
|i|=k
∣∣∣t ij1 · · · t ijm−1∣∣∣m−s∣∣∣t ij′1 · · · t ij′m∣∣∣s−m+1
=C ∑
|i|=k
∣∣∣t i1j1 · · · t i1jm−1∣∣∣m−s∣∣∣t i1j′1 · · · t i1j′m∣∣∣s−m+1 · · · ∣∣∣t ikj1 · · · t ikjm−1∣∣∣m−s∣∣∣t ikj′1 · · · t ikj′m∣∣∣s−m+1
=C
[∣∣∣t1j1 · · · t1jm−1∣∣∣m−s∣∣∣t1j′1 · · · t1j′m∣∣∣s−m+1+ · · ·+ ∣∣∣tNj1 · · · t1jm−1∣∣∣m−s∣∣∣tNj′1 · · · tNj′m∣∣∣s−m+1
]k
,
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using a multinomial expansion. Hence
lim
k→∞
[
∑
|i|=k
φs(Ti)
]1/k
≥ max
{ j1,..., jm−1}
{ j′1,..., j′m}
{∣∣∣t1j1 · · · t1jm−1∣∣∣m−s∣∣∣t1j′1 · · · t1j′m∣∣∣s−m+1+
· · ·+
∣∣∣tNj1 · · · tNjm−1∣∣∣m−s∣∣∣tNj′1 · · · tNj′m∣∣∣s−m+1
}
. (3.22)
(ii) Upper bound. Let m be the integer such that m−1 < s≤ m. From (3.21)
∑
|i|=k
φs(Ti) = ∑
|i|=k
φm−1(Ti)m−sφm(Ti)s−m+1.
Using (3.6), with T (m)i denoting a typical m×m minor of Ti, we have
∑
|i|=k
φs(Ti)≤C ∑
|i|=k
max
{
|T (m−1)i |
}m−s
max
{
|T (m)i |
}s−m+1
=C ∑
|i|=k
max
{r1,...,rm−1s1,...,sm−1}
∣∣∣∣Ti( r1 . . . rm−1s1 . . . sm−1
)∣∣∣∣m−s max{r′1,...,r′m
s′1,...,s
′
m
}
∣∣∣∣Ti( r′1 . . . r′ms′1 . . . s′m
)∣∣∣∣s−m+1
≤C
(
n
m
)2( n
m−1
)2
max
{r1,...,rm−1s1,...,sm−1}
max{
r′1,...,r
′
m
s′1,...,s
′
m
} ∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1 , (3.23)
where C is a positive constant independent of k, counting the number of (m−1)×
(m−1) and m×m minors.
For each i = (i1, . . . , ik), we may express
T (m)i ≡ Ti
(
r1 . . .rm
s1 . . .sm
)
= ∑
c1,c2,...,ck
±t i11(c1) · · · t
i1
m(c1)
t i21(c2) · · · t
i2
m(c2)
· · · t ik1(ck) · · · t
ik
m(ck)
.
where the sum is over matrix entries 1(c1), . . . ,m(c1), . . . ,1(ck), . . . ,m(ck) as in
Lemma 3.2. Then∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1 ≤ ( ∑
c1,...,ck
|t i11(c1) · · · t
i1
m−1(c1)| · · · |t
ik
1(ck)
· · · t ikm−1(ck)|
)m−s
×
(
∑
c′1,...,c
′
k
|t i11(c′1) · · · t
i1
m(c′1)
| · · · |t ik1(c′k) · · · t
ik
m(c′k)
|
)s−m+1
≤ ∑
c1,...,ck
∑
c′1,...,c
′
k
∣∣∣t i11(c1) · · · t i1m−1(c1)∣∣∣m−s∣∣∣t i11(c′1) · · · t i1m(c′1)∣∣∣s−m+1×·· ·
×
∣∣∣t ik1(ck) · · · t ikm−1(ck)∣∣∣m−s∣∣∣t ik1(c′k) · · · t ikm(c′k)∣∣∣s−m+1,
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using inequality (3.8). Summing over indices i and factorising in the natural way,
∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1
≤ ∑
|i|=k
∑
c1,...,ck
c′1,...,c
′
k
∣∣∣t i11(c1) · · · t i1m−1(c1)∣∣∣m−s∣∣∣t i11(c′1) · · · t i1m(c′1)∣∣∣s−m+1×·· ·
×
∣∣∣t ik1(ck) · · · t ikm−1(ck)∣∣∣m−s∣∣∣t ik1(c′k) · · · t ikm(c′k)∣∣∣s−m+1
= ∑
c1,...,ck
c′1,...,c
′
k
(∣∣∣t11(c1) · · · t1m−1(c1)∣∣∣m−s∣∣∣t11(c′1) · · · t1m(c′1)∣∣∣s−m+1+ · · ·
+
∣∣∣tN1(c1)· · · tNm−1(c1)∣∣∣m−s∣∣∣tN1(c′1) · · · tNm(c′1)∣∣∣s−m+1
)
×·· ·
×
(∣∣∣t11(ck) · · · t1m−1(ck)∣∣∣m−s∣∣∣t11(c′k) · · · t1m(c′k)∣∣∣s−m+1+ · · ·
+
∣∣∣tN1(ck) · · · tNm−1(ck)∣∣∣m−s∣∣∣tN1(c′k) · · · tNm(c′k)∣∣∣s−m+1
)
. (3.24)
Since we are working with products of upper triangular matrices, Lemma 3.4
implies that each non-zero term of the sum (3.24) has at most 2(n− 1)m ≡ b
of the indices 1(c1), . . . ,(m−1)(c1), . . . ,1(ck), . . . ,(m−1)(ck), 1(c′1), . . . ,m(c′1),
. . ., 1(c′k), . . . ,m(c
′
k) that are non-diagonal. Therefore, we have that for each set
of indices (c1, . . . ,ck,c′1, . . . ,c
′
k), there are at least k− b of these indices with the
property that 1(cr), . . . ,(m− 1)(cr),1(c′r), . . . ,m(c′r) are all diagonal entries. For
such cr and c′r,∣∣∣t11(cr) · · · t1m−1(cr)∣∣∣m−s∣∣∣t11(c′r) · · · t1m(c′r)∣∣∣s−m+1+ · · ·
+
∣∣∣tN1(cr) · · · tNm−1(cr)∣∣∣m−s∣∣∣tN1(c′r) · · · tNm(c′r)∣∣∣s−m+1
≤ max
{ j1,..., jm−1}
{ j′1,..., j′m}
{∣∣∣t1j1 · · · t1jm−1∣∣∣m−s∣∣∣t1j′1 · · · t1j′m∣∣∣s−m+1+
· · ·+
∣∣∣tNj1 · · · tNjm−1∣∣∣m−s∣∣∣tNj′1 · · · tNj′m∣∣∣s−m+1
}
≡ Ps,
say. Hence from (3.24), we have that
∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1 ≤ [ ∑
c1,...,ck
c′1,...,c
′
k
(Ps)(k−b)
]
Mb ≤C′kqMb(Ps)(k−b),
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where Mb bounds the terms in the expansion with non-diagonal elements, and we
use Lemma 3.4(i) to bound the number of cr and c′r corresponding to non-zero
terms, so that C′ = (m−1)!m! and q = (2m−1)(n−1).
Combining this with (3.23), we get
∑
|i|=k
φs(Ti)≤C′′kqP(k−b)s ,
where C′′ =C
( n
m−1
)2(n
m
)2C′Mb is independent of k, so
lim
k→∞
[
∑
|i|=k
φs(Ti)
]1/k
≤ Ps. (3.25)
Be view of equation (3.22), the theorem follows.
Note that the upper bound part of the above proof is complicated by having
to work throughout with sums over all i such that |i| = k. Unfortunately it is not
enough to estimate φs(Ti) for each individual i and then taken the sum.
Also note that for the indices that give the maximum in (3.20), { j1, . . . , jm−1}
is not necessarily a subset of { j′1, . . . , j′m} although this is often the case.
Let T1, . . . ,TN be contracting matrices and let Ti be the product (3.18). Recall
that singular value functions are submultiplicative, i.e.
φs(TU)≤ φs(T )φs(U).
As before we assume that the singular values of the non-singular contractions Ti
satisfy
1 > α+ ≥ αi1 ≥ ·· · ≥ αin ≥ α− > 0,
for 1≤ i≤ N. Then limk→∞[∑|i|=k φs(Ti)]1/k is continuous and strictly decreasing
in s. Recall that the number d = (T1, . . . ,TN) is defined by
lim
k→∞
[
∑
|i|=k
φd(Ti)
]1/k
= 1. (3.26)
Corollary 3.6 For contracting non-singular upper triangular matrices T1, . . . ,TN ,
the number d = d(T1, . . . ,TN) is the real number s given by
max
{ j1,..., jm−1}
{ j′1,..., j′m}
m−1<s≤m
{∣∣∣t1j1 · · · t1jm−1∣∣∣m−s∣∣∣t1j′1 · · · t1j′m∣∣∣s−m+1+ · · ·
+
∣∣∣tNj1 · · · tNjm−1∣∣∣m−s∣∣∣tNj′1 · · · tNj′m∣∣∣s−m+1
}
= 1, (3.27)
where t i1, . . . , t
i
n are the diagonal entries of Ti, provided that this number is no
greater than n. An identical result holds if T1, . . . ,TN are lower triangular.
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Proof. This is immediate from Theorem 3.5.
As a consequence of Corollary 3.6, once the appropriate integer m is ascer-
tained, d(T1, . . . ,TN) may be found by solving
( n
m−1
)(n
m
)
equations corresponding
to different choices of { j1, . . . , jm−1} and { j′1, . . . , j′m}.
3.2 Self-affine fractals
We now apply the result of Section 3.1 to the calculations of dimension of self-
affine fractals indicated in Chapter 2. Corollary 3.6 gives a convenient formula
for the dimensions of certain self-affine fractals.
Corollary 3.7 Let Si(x) = Tix+ ai (i = 1, . . . ,N) be an IFS of affine contrac-
tions, where the Ti are upper triangular matrices, and let F(a) be the attractor.
Suppose that ‖Ti‖< 12 for all i. Then for almost all (a1, . . . ,aN) ∈ IRnN the Haus-
dorff and box dimensions of F(a) are given by
dimH F(a) = dimB F(a) = min{d(T1, . . . ,TN),n},
where d(T1, . . . ,TN) is given by (3.27).
Proof. Under the stated conditions, as we discussed in Chapter 2, the box and
Hausdorff dimensions are given by d(T1, . . . ,TN) for almost all (a1, . . . ,aN), so
the conclusion follows from Corollary 3.6.
Corollary 3.8 Let Si(x)= Tix+ai (i= 1, . . . ,N) be an IFS of affine contractions
where Ti are upper triangular matrices, and let F(a) be the self-affine attractor.
Suppose that
(i) the IFS satisfies the open set condition (1.17) for a connected open set D,
and
(ii) for some c > 0 the projection of F(a) onto every (n−1)-dimensional sub-
space has (n−1)-dimensional Lebesgue measure at least c. (In IR2 this follows if
F(a) has a connected component that is not contained in any straight line).
Then the box-counting dimension of F(a) is given by
dimB F(a) = d(T1, . . . ,TN),
where d(T1, . . . ,TN) is given by (3.27).
Proof. Under the conditions stated, the box dimension of F(a) is d(T1, . . . ,TN) as
in (3.26), see Theorem 2.3. (The open set condition ensures that d(T1, . . . ,TN) ≤
n.) The result follows from Corollary 3.6.
Finally, we always get an upper bound for the dimensions. Note that the box
dimension of a set need not exist in general, see [19].
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Figure 3.1: Self-affine fractals with box-dimensions (a) 1.576 and (b) 1.407.
Corollary 3.9 Let Si(x)= Tix+ai (i= 1, . . . ,N) be an IFS of affine contractions
where Ti are upper triangular matrices, and let F(a) be the attractor. Then
dimH F(a)≤ dimB F(a)≤ dimB F(a)≤min{d(T1, . . . ,TN),n},
where d(T1, . . . ,TN) is given by (3.27).
Proof. The upper bound (3.26) for the dimensions is given in [14], so the conclu-
sion follows from Corollary 3.6.
Note that various other conditions that ensure that the dimension of the attrac-
tor is given by min{d(T1, . . . ,TN),n} are presented in Chapter 2 and in the “upper
triangular” case Corollary 3.6 may be applied.
Here are some illustrations of the above results.
Example 1 The two examples shown in Figures 3.1 (a) and (b) satisfy the con-
ditions of Corollary 3.8. In each case the defining affine transformations are the
affine bijections from the bounding square to each of the parallelograms indicated,
with horizontal lines mapped onto horizontal lines without change of orientation.
Both examples are easily seen to have a connected attractor not contained in a
line segment, so by Corollary 3.8 the box dimension of the attractors are given
by (3.27). Since the individual equation over which the maximum in (3.27) are
taking are decreasing, the box dimension in Example (a) is max{s1,s2}, where s1
and s2 satisfy
4 · 310 · ( 310)s1−1+2 · 310 · ( 410)s1−1 = 1,
4 · 310 · ( 310)s2−1+2 · 410 · ( 310)s2−1 = 1,
giving s1 = 1.533,s2 = 1.576, so dimB F(a) = 1.576.
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For Example (b), the formula (3.27) reduces to the equations
6
25 · ( 410)s1−1+2 · 210 · ( 410)s1−1+ 310 · ( 210)s1−1+ · 725 · ( 410)s1−1 = 1,
4
10 · ( 625)s2−1+2 · 410 · ( 210)s2−1+ 210 · ( 310)s2−1+ · 410 · ( 725)s2−1 = 1,
which have solutions s1 = 1.184, s2 = 1.407, so dimB F(a) = 1.407.
Example 2 . This example illustrates Corollary 3.7. We define the contractions
S1, . . . ,S7 : IR2 → IR2 by
S1(x,y) = ( 310x+
1
20y,
1
5y)+a1, S2(x,y) = (
2
10x+
1
10y,
1
5y)+a2,
S3(x,y) = ( 720x+
3
20y,
1
5y)+a3, S4(x,y) = (
7
20x+
1
10y,
3
10y)+a4,
S5(x,y) = (15x+
3
10y,
3
10y)+a5, S6(x,y) = (
1
5x+
1
10y,
3
10y)+a6,
S7(x,y) = (15x+
2
5y,
1
5y)+a7,
where ai ∈ IR2 are translation vectors. The two equations arising from (3.27) have
solutions s1 = 1.410 and s2 = 1.383. The conditions of Corollary 3.7 are easily
verified (with ‖Ti‖ < 12 with respect to the Euclidean norm), so for almost all
(a1, . . . ,a7) ∈ IR14, we have dimH F(a) = dimB F(a) = 1.410; see Figure 3.2 for
four choices of a.
Example 3 . To illustrate the procedure in higher dimensions, let S1, . . . ,S5 : IR3→
IR3 given by
S1(x,y,z) = (13x+
1
10y+
1
20z,
1
5y+
1
5z,
1
6z)+a1,
S2(x,y,z) = (14x+
1
10z,
1
5y,
1
3z)+a2,
S3(x,y,z) = ( 110x− 110y− 110z, 310y− 110z, 14z)+a3,
S4(x,y,z) = (18x+
1
4y+
1
10z,
1
6y+
1
5z,
1
4z)+a4,
S5(x,y,z) = (29x− 15y+ 16z, 17y− 14z, 110z)+a5,
where ai ∈ IR3 are translation vectors. This time with 1 < s < 2 formula (3.27)
necessitates solving nine equations, with solutions 1.018, 1.005, 1.018, 1.056,
1.006, 1.060, 1.016, 1.006 and 1.051, so by Corollary 3.7 dimH F(a)= dimB F(a)=
1.060 for almost all (a1, . . . ,a5) ∈ IR15.
3.3 Generalized dimensions of self-affine measures
Generalised q-dimensions were introduced independently by Re´nyi [56] in 1960s
and Grassberger [27] in 1983, see [46] for more details. We indicate how sim-
ilar explicit formulae to those of Section 3.2 may be obtained for generalized
q-dimensions of self-affine measures.
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Figure 3.2: Four self-affine attractors with the affine maps having the same lin-
ear parts but different translation vectors. “Almost surely” they all have box and
Hausdorff dimensions 1.410.
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The generalised q-dimension of a finite Borel measure τ of bounded support is
defined along the lines of box-counting dimension using r-mesh cubes, but reflects
the power law behavior of moment sums of τ. We write Mr for the set of r-mesh
cubes in IRn, that is cubes of the form [m1r,(m1+1)r]× . . .× [mnr,(mn+1)r]⊆ IRn
where m1, . . . ,mn are integers. For q ∈ IR and r > 0 set
Mr(q) =∑
Mr
τ(C)q, (3.28)
where the sum is over the r-mesh cubes C for which τ(C) > 0. We identify the
power law behavior of Mr(q) by defining, for q 6= 1, the lower and upper general-
ized q-dimensions of τ:
Dq(τ) = liminfr→0
logMr(q)
(q−1) logr and Dq(τ) = limsupr→0
logMr(q)
(q−1) logr . (3.29)
(Note that dividing dy (q− 1) gives a value in the range [0,n].) For q = 1, we
define D1(τ) = D1(τ) by
D1(τ)= liminfr→0
∑Mr τ(C) logτ(C)
logr
and D1(τ)= limsup
r→0
∑Mr τ(C) logτ(C)
logr
.
If Dq(τ) = Dq(τ), we write Dq(τ) for the common value. We refer to Dq(τ) as the
generalized q-dimension. If we take β(q) = (q−1)Dq(τ), then the legendre trans-
form f (α), namely, f (α) = inf−∞<q<∞{β(q)+αq}, often gives the dimension of
the set Fα of x ∈ F at which the local dimension equals α, see [19, 46]
We define a self-affine measure by weighting the affine mappings {S1,S2, . . . ,SN}
of Si(x) = Tix+ai with probabilities {p1, p2, . . . , pN} where pi > 0 and ∑ pi = 1.
Then there exists a unique probability measure satisfying
µ =
N
∑
i=1
piµ(S−1i (B)), (3.30)
for all B ⊆ IRn. This measure is supported by the attractor F(a) of the IFS
{S1,S2, . . . ,SN}, and if the strong separation condition holds, see Section 1.3, then
µ(Si(F(a))) = pi ≡ pi1 pi2 · · · pik .
Generalised q-dimensions have been calculated explicitly for self-similar mea-
sures, that is where the Si are similarities, see [19] and references therein. For
self-affine measures, the situation is more complicated, but in certain cases a for-
mula analogous to (3.26) gives the q-dimensions. Thus for µ given by (3.30) and
q≥ 0,q 6= 1, we define dq = dq(T1, . . . ,TN ,µ) to be the unique real number s such
that,
lim
k→∞
[
∑
|i|=k
φs(Ti)1−q p
q
i
]1/k = 1, (3.31)
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where the limits and the unique value of s > 0 exist as before. Thus we obtain a
closed formula for dq(T1, . . . ,TN ,µ).
Falconer [18] gave the following result.
Theorem 3.10 Let {T1, . . . ,TN} be linear contractions on IRn, let {p1, . . . , pN} be
probabilities with the measure µ on F(a) defined by (3.30), and let dq be given by
(3.31). Then for almost all a ∈ IRnN ,
(i) If q≥ 0, q 6= 1, then Dq(µ)≤min{dq,n}.
(ii) If 1 < q≤ 2 and ‖Ti‖< 12 for all i = 1, . . . ,N, then Dq(µ) = min{dq,n}.
We get the following analogue of Corollary 3.6 in the upper triangular case,
that is we obtain a closed formula for dq(T1, . . . ,TN ,µ). We present this only for
the case 0 < q < 1. Whilst it should be possible to give a parallel argument for
q > 1, (so 1−q < 0), with the inequality reversed, the maxima in (3.34) become
minima presenting difficulties going from (3.34) to (3.35).
Theorem 3.11 For contracting non-singular upper triangular matrices T1, . . . ,TN ,
and 0 < q < 1, the number dq = dq(T1, . . . ,TN ,µ) is given by the unique solution s
max
{ j1,..., jm−1}
{ j′1,..., j′m}
m−1<s≤m
{(∣∣t1j1 · · · t1jm−1∣∣m−s∣∣t1j′1 · · · t1j′m∣∣s−m+1)1−q(p1)q+ · · ·
+
(∣∣tNj1 · · · tNjm−1∣∣m−s∣∣tNj′1 · · · tNj′m∣∣s−m+1)1−q(pN)q}= 1, (3.32)
where t i1, . . . , t
i
n are the diagonal entries of Ti, provided this number is no greater
than n.
Proof. The proof is parallel to that of Theorem 3.5 with Corollary 3.6. We need
to replace ∑φs(Ti) by ∑φs(Ti)1−q p
q
i and terms such as∣∣∣t il1(c1) · · · t ilm−1(c1)∣∣∣m−s∣∣∣t il1(c′1) · · · t ilm(c′1)∣∣∣s−m+1
by (∣∣∣t il1(c1) · · · t ilm−1(c1)∣∣∣m−s∣∣∣t il1(c′1) · · · t ilm(c′1)∣∣∣s−m+1)(1−q)pqil .
The calculation proceeds in the same way but with different powers of the t ij and
with weights pqi .
(i) Lower bound. If m is an integer we have, by (3.6),
φm(Ti)≥C max
{∣∣T (m)i ∣∣ : T (m)i is an m×m minor of Ti}.
The maximum m×m minor of Ti is at least the largest product of m distinct di-
agonal elements of Ti, since such products are themselves minors of triangular
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matrices. Thus there is a number C independent of i such that, for all distinct
{ j1, . . . , jm−1} and all distinct { j′1, . . . , j′m},
φm−1(Ti)≥C
∣∣t ij1t ij2 · · · t ijm−1∣∣ and φm(Ti)≥C∣∣t ij′1t ij′2 · · · t ij′m∣∣.
Thus, by (3.21), if m is the unique integer such that m− 1 < s ≤ m then for all
{ j1, . . . , jm−1} and { j′1, . . . , j′m}
∑
|i|=k
φs(Ti)1−qµ(Ci)q ≥C ∑
|i|=k
(
|t ij1 · · · t ijm−1 |m−s|t ij′1 · · · t
i
j′m|
s−m+1
)1−q
µ(Ci)q
=C ∑
|i|=k
(
|t i1j1 · · · t
i1
jm−1|m−s|t
i1
j′1
· · · t i1j′m |
s−m+1
)1−q
pqi1×
·· ·×
(
|t ikj1 · · · t
ik
jm−1|m−s|t
ik
j′1
· · · t ikj′m |
s−m+1
)1−q
pqik
=C
[(
|t1j1 · · · t1jm−1|m−s|t1j′1 · · · t
1
j′m |
s−m+1
)1−q
pq1+
· · ·+
(
|tNj1 · · · tNjm−1|m−s|tNj′1 · · · t
N
j′m |
s−m+1
)1−q
pqN
]k
,
using a multinomial expansion. Hence
lim
k→∞
[
∑
|i|=k
φs(Ti)1−qµ(Ci)q
]1/k
≥ max
{ j1,..., jm−1}
{ j′1,..., j′m}
{(
|t1j1 · · · t1jm−1|m−s|t1j′1 · · · t
1
j′m |
s−m+1
)1−q
pq1+
· · ·+
(
|tNj1 · · · tNjm−1|m−s|tNj′1 · · · t
N
j′m |
s−m+1
)1−q
pqN
}
. (3.33)
(ii) Upper bound. Let m be the integer such that m−1 < s≤ m. From (3.21)
∑
|i|=k
φs(Ti) = ∑
|i|=k
φm−1(Ti)m−sφm(Ti)s−m+1.
Using (3.6), with T (m)i denoting a typical m×m minor of Ti, we have
φs(Ti)1−qµ(Ci)q ≤C1−q max
{∣∣∣T (m−1)i ∣∣∣(m−s)(1−q)}max{∣∣∣T (m)i ∣∣∣(s−m+1)(1−q)}.
(3.34)
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Hence,
∑
|i|=k
φs(Ti)1−qµ(Ci)q ≤C1−q
(
n
m
)2( n
m−1
)2
×
max
{r1,...,rm−1s1,...,sm−1}
max{
r′1,...,r
′
m
s′1,...,s
′
m
}
(
∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1
)1−q
µ(Ci)q,
(3.35)
where C is a positive constant independent of k.
For each i = (i1, . . . , ik), we may express
T (m)i ≡ Ti
(
r1 . . .rm
s1 . . .sm
)
= ∑
c1,c2,...,ck
±t i11(c1) · · · t
i1
m(c1)
t i21(c2) · · · t
i2
m(c2)
· · · t ik1(ck) · · · t
ik
m(ck)
,
where the sum is over matrix entries 1(c1), . . . ,m(c1), . . . ,1(ck), . . . ,m(ck) as in
Lemma 3.2. Then(∣∣∣T (m−1)i ∣∣∣m−s ∣∣∣T (m)i ∣∣∣s−m+1)1−q µ(Ci)q
≤
(
∑
c1,...,ck
|t i11(c1) · · · t
i1
m−1(c1)| · · · |t
ik
1(ck)
· · · t ikm−1(ck)|
)(m−s)(1−q)
×
(
∑
c′1,...,c
′
k
|t i11(c′1) · · · t
i1
m(c′1)
| · · · |t ik1(c′k) · · · t
ik
m(c′k)
|
)(s−m+1)(1−q)
µ(Ci)q
≤ ∑
c1,...,ck
∑
c′1,...,c
′
k
(
|t i11(c1) · · · t
i1
m−1(c1)|
m−s|t i11(c′1) · · · t
i1
m(c′1)
|s−m+1
)1−q
pqi1 ×·· ·
×
(
|t ik1(ck) · · · t
ik
m−1(ck)|
m−s|t ik1(c′k) · · · t
ik
m(c′k)
|s−m+1
)1−q
pqik ,
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using inequality (3.8). Summing over indices i and factorising in the natural way,
∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s(∣∣∣T (m)i ∣∣∣s−m+1)1−q µ(Ci)q
≤ ∑
|i|=k
∑
c1,...,ck
c′1,...,c
′
k
(
|t i11(c1) · · · t
i1
m−1(c1)|
m−s|t i11(c′1) · · · t
i1
m(c′1)
|s−m+1
)1−q
pqi1 ×·· ·
×
(
|t ik1(ck) · · · t
ik
m−1(ck)|
m−s|t ik1(c′k) · · · t
ik
m(c′k)
|s−m+1
)1−q
pqik
= ∑
c1,...,ck
c′1,...,c
′
k
[(
|t11(c1) · · · t1m−1(c1)|m−s|t11(c′1) · · · t
1
m(c′1)
|s−m+1
)1−q
pq1+ · · ·
+
(
|tN1(c1)· · · tNm−1(c1)|m−s|tN1(c′1) · · · t
N
m(c′1)
|s−m+1
)1−q
pqN
]
×·· ·
×
[(
|t11(ck) · · · t1m−1(ck)|m−s|t11(c′k) · · · t
1
m(c′k)
|s−m+1
)1−q
pq1+ · · ·
+
(
|tN1(ck) · · · t
N
m−1(ck)|
m−s|tN1(c′k) · · · t
N
m(c′k)
|s−m+1
)1−q
pqN
]
.
(3.36)
Since we are working with products of upper triangular matrices, Lemma 3.4
implies that each non-zero term of the sum (3.36) has at most 2(n− 1)m ≡ b of
the indices 1(c1), . . . ,(m−1)(c1), . . . ,1(ck), . . . ,(m−1)(ck), 1(c′1), . . . ,m(c′1), . . .,
1(c′k), . . . ,m(c
′
k) that are non-diagonal. Thus, for each set of indices (c1, . . . ,ck,c
′
1, . . . ,c
′
k),
we have at least k−b of these indices such that 1(cr), . . . ,(m−1)(cr),1(c′r), . . . ,m(c′r)
are all diagonal entries. For such cr and c′r(
|t11(cr) · · · t1m−1(cr)|m−s|t11(c′r) · · · t
1
m(c′r)|
s−m+1
)1−q
pq1+
· · ·+
(
|tN1(cr) · · · tNm−1(cr)|m−s|tN1(c′r) · · · t
N
m(c′r)
|s−m+1
)1−q
pqN
≤ max
{ j1,..., jm−1}
{ j′1,..., j′m}
{(
|t1j1 · · · t1jm−1|m−s|t1j′1 · · · t
1
j′m |
s−m+1
)1−q
pq1+
· · ·+
(
|tNj1 · · · tNjm−1|m−s|tNj′1 · · · t
N
j′m |
s−m+1
)1−q
pqN
}
≡ Ps.
Hence from (3.36)
∑
|i|=k
∣∣∣T (m−1)i ∣∣∣m−s(∣∣∣T (m)i ∣∣∣s−m+1)1−q µ(Ci)q ≤ [ ∑
c1,...,ck
c′1,...,c
′
k
(Ps)(k−b)
]
Mb
≤ C′kqMb(Ps)(k−b),
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where Mb bounds the terms in the expansion with non-diagonal elements, and we
use Lemma 3.4(i) to bound the number of cr and c′r corresponding to non-zero
terms, so that C′ = (m−1)!m! and q = (2m−1)(n−1).
Combining with (3.35), we get
∑
|i|=k
φs(Ti)1−qµ(Ci)q ≤C′′kqP(k−b)s ,
where C′′ =C1−q
( n
m−1
)2(n
m
)2C′Mb is independent of k, so
lim
k→∞
[
∑
|i|=k
φs(Ti)1−qµ(Ci)q
]1/k ≤ Ps. (3.37)
Combining with (3.33), the theorem follows for 0 < q < 1.
We have the following analogue of Corollary 3.7 for generalised dimensions.
Corollary 3.12 Let Si(x) = Tix+ ai (i = 1, . . . ,N) be an IFS of affine contrac-
tions where Ti are upper triangular matrices, and let µ be defined by (3.30). Sup-
pose that ‖Ti‖ < 12 for 1 ≤ i ≤ k. Then for 0 < q < 1, an upper bound of the
generalised q-dimensions of µ is given by
Dq(µ)≤min{dq(T1, . . . ,TN ,µ),n},
for all (a1, . . . ,aN) ∈ IRnN , where dq(T1, . . . ,TN ,µ) is given by (3.32).
Proof. Under the conditions stated, an upper bound for Dq(µ) is given by dq(T1, . . . ,TN ,µ)
for all (a1, . . . ,aN), see [18], so the conclusion follows from Theorem 3.11.
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Chapter 4
Exceptional sets of parameters
4.1 Introduction
As we have seen, the determination of the Hausdorff and box dimensions of self-
affine sets is a challenging problem, and the dimension of a self-affine attractor is
not always given by dimH F(a) =min{d(T1, . . . ,TN),n}. Whilst the set of “excep-
tional” or “bad” parameters a for which dimH F(a) = min{d(T1, . . . ,TN),n} fails
has nN-dimensional measure 0, see Theorem 2.2, this exceptional set may also be
quite small in the sense that its dimension may necessarily be significantly less
than nN. We define the exceptional sets of parameters
E(s) = {a = (a1, . . . ,aN) ∈ IRnN : dimH F(a)< s},
where 0 < s ≤ min{n,d(T1, . . . ,TN)}, and in this and the next chapters we use
different approaches to obtain upper bounds for the dimension of E(s). In this
chapter, we use integral estimates to show that dimH E(s)≤ nN− c(d− s), where
d = d(T1, . . . ,TN), for a suitable positive constant c. This work is published in [21]
Dimensions of exceptional sets have been examined in various other situa-
tions, for example for projections of a set onto subspaces [9, 42] and in a very
general setting in [52].
4.2 Integral estimates
In this section we derive some integral estimates that will be required later.
Lemma 4.1 Let 0 < ρ1 ≤ . . . ≤ ρn and let E be the parallelepiped E = {x =
(x1, . . . ,xn) ∈ IRn : |x1| ≤ ρ1, . . . , |xn| ≤ ρn}. Let ν0 be a Borel measure on IRn
satisfying ν0(B(x,r))≤ c0rp for all x ∈ IRn and r > 0, where 0≤ p≤ n and c0 is
a constant. Then
ν0(E)≤ c1ρ1 . . .ρnρp−n1 , (4.1)
where c1 depends only on n, p and c0.
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Proof. Let C(x,r) denote the closed hypercube of centre x and side r. For all
x ∈ IRn we have C(x,ρ1) ⊂ B(x,ρ1
√
n/2), so, taking the measure of both sides,
we obtain
ν0(C(x,ρ1))≤ ν0(B(x,ρ1
√
n/2))≤ c0(
√
n/2)pρp1 . (4.2)
We may cover E by a lattice of coordinate hypercubes of side ρ1, the number
of which is at most
2
(
2ρ2
ρ1
+1
)
. . .
(
2ρn
ρ1
+1
)
≤ 22n ρ1 . . .ρn
ρn1
.
Summing the measure estimates of (4.2) over each of these hypercubes gives (4.1),
with c1 = 22nc0(
√
n/2)p.
Lemma 4.2 Let s and p satisfy 0 ≤ s < p ≤ n with p− s non-integral. Let ν0
be a Borel measure with support in B(0,ρ0) ⊂ IRn such that ν0(B(x,r)) ≤ c0rp
for all x ∈ IRn and r > 0, where c0 is a positive constant. Then there exists a
positive finite c depending on n,s, p,ρ0 and c0 such that, for all non-singular
linear transformations T ∈ L(IRn, IRn), we have that∫
B(0,ρ0)
dν0(x)
|T x|s ≤ c
α1(T )n−p
φs+n−p(T )
.
Proof. The result is clear if s = 0, so assume that s > 0. By Theorem 1.2, for
any Borel measure ν0 and non-negative Borel measurable function f we have the
decomposition ∫
X
f (x)dν0(x) =
∫ ∞
0
ν0{x ∈ X : f (x)≥ u}du.
Thus∫
B(0,ρ0)
dν0(x)
|T x|s =
∫ ∞
0
ν0{x : |x| ≤ ρ0 and |T x| ≤ u−1/s}du
=
∫ ∞
0
st−s−1ν0{x : |x| ≤ ρ0 and |T x| ≤ t}dt (putting t = u−1/s).
Let α1, . . . ,αn be the singular values of T and choose coordinate axes in the
directions of mutually perpendicular eigenvectors of T ∗T corresponding to the
eigenvalues α21, . . . ,α
2
n. Then, writing x = (x1, . . . ,xn) with respect to these coor-
dinates,
|T x|2 = 〈T x,T x〉= 〈x,T ∗T x〉= (α21x21+ . . .+α2nx2n),
where 〈 , 〉 denotes the usual inner product on IRn.
47
Let m be the unique integer such that s+ n− p < m ≤ s+ n− p+ 1. Using
Lemma 4.1 to bound the measure of the parallelepipeds, we obtain∫
B(0,ρ0)
dν0(x)
|T x|s
≤ s
∫ ∞
0
t−s−1ν0{x : |x| ≤ ρ0 and |α21x21+ . . .+α2nx2n| ≤ t2}dt
≤ s
∫ αm
0
t−s−1ν0
{
|x1| ≤ tα1 , . . . , |xm| ≤
t
αm
, |xm+1| ≤ ρ0, . . . , |xn| ≤ ρ0
}
dt
+s
∫ ∞
αm
t−s−1ν0
{
|x1| ≤ tα1 , . . . , |xm−1| ≤
t
αm−1
, |xm| ≤ ρ0, . . . , |xn| ≤ ρ0
}
dt
≤ c2
∫ αm
0
αn−p1 ρ
n−m
0 t
m+p−n−s−1
α1 . . .αm
dt + c3
∫ ∞
αm
αn−p1 ρ
n−m+1
0 t
m+p−n−s−2
α1 . . .αm−1
dt
= c4
tm+p−n−sαn−p1
α1 . . .αm
∣∣∣∣∣
αm
0
+ c5
tm+p−n−s−1αn−p1
α1 . . .αm−1
∣∣∣∣∣
∞
αm
= c4
αn−p1
α1 . . .αm−1α
s+n−p−m+1
m
+ c5
αn−p1
α1 . . .αm−1α
s+n−p−m+1
m
= c
α1(T )n−p
φs+n−p(T )
.
The following special case was proved directly in [14, Lemma 2.2].
Corollary 4.3 Let s be non-integral with 0 < s < n. Then there exists a positive
finite constant c depending on n, s and ρ0, such that, for all non-singular linear
transformations T ∈ L(IRn, IRn),∫
B(0,ρ0)
dx
|T x|s ≤
c
φs(T )
.
Proof. With ν0 as n-dimensional Lebesgue measure, ν0(B(x,r)) ≤ c0rn, so the
corollary is immediate from Lemma 4.2.
4.3 Direct estimates of exceptional dimension
In this section we use a direct method to estimate the Hausdorff dimension of the
exceptional sets E(s) = {a : dimH F(a)< s} where 0< s≤min{n,d(T1, . . . ,TN)}.
We first consider the relationship between points a in the parameter space IRnN
and the distance geometry of the attractors F(a).
Let i∧ j = p ∈ J, (recall that i∧ j is the maximal p ∈ J such that p < i and
p < j,) so that i = pi′, and j = pj′ with i′, j′ ∈ J∞. From (1.22), it follows that
Li,j(a) = xi(a)− xj(a) = Ti∧j(xi′(a)− xj′(a)) = Ti∧jLi′,j′(a),
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where L≡ Li,j : IRnN → IRn is the linear mapping given by
L(a) = Li,j(a) = xi(a)− xj(a). (4.3)
The quotient map L′ ≡ L′i,j : IRnN/kerL → IRn given by L′(a+kerL) = L(a) is a
bijection provided that L is surjective, that is, L′ has rank n. The quotient norm on
IRnN/kerL is defined by |a+ kerL| = inf{|a+k| : k ∈ kerL} and this induces a
norm on L′ in the usual way.
As with much of the work on self-affine sets, we require a condition on the
maximum norm of the Ti, namely,
γ≡ max
1≤i≤N
‖Ti‖< 12 . (4.4)
The following lemma is a variant of an estimate in [59, Proposition 3.1], first
obtained in [14, Lemma 3.1] with 13 replacing
1
2 .
Lemma 4.4 Let IFS consist of affine transformations. Assume that the Ti satisfy
(4.4). Then L′i,j is a bijection and there is a number b > 0 such that
‖(L′i,j)−1‖ ≤ b (4.5)
for all i, j ∈ J∞ such that i∧ j = /0.
Proof. Suppose, without loss of generality, that the first terms of the sequences i
and j are 1 and 2 respectively. By (1.22), we have that
L(a)≡ Li,j(a) = a1−a2+(T1ai2 +T1Ti2ai3 + · · ·)
−(T2a j2 +T2Tj2a j3 + · · ·)
= a1−a2+L1(a1)+ · · ·+LN(aN), (4.6)
for a = (a1,a2, . . .aN) ∈ IRnN with ai ∈ IRn for each 1 ≤ i ≤ N, where L1, . . . ,LN
are linear transformations on IRn.
We may choose l = 1 or 2 such that for some 2 ≤ m ≤ ∞, the indices ik and
jk are not both equal to l for 1 ≤ k < m and neither im nor jm equals l if m < ∞.
Suppose that, l = 1, (The case l = 2 is identical except for a change in sign.) Then
‖L1‖ ≤
m−1
∑
k=2
γk−1+
∞
∑
k=m+1
2γk−1 ≤
m−1
∑
k=2
γk−1+
∞
∑
k=m
γk−1 ( since γ <
1
2
)
≤ γ/(1− γ)< 1,
so, by the usual result on inverses, I+L1 : IRn → IRn is invertible with
‖(I+L1)−1‖ ≤
∞
∑
k=0
( γ
1− γ
)k ≤ (1− γ)/(1−2γ),
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with γ independent of i, j such that i∧ j = /0.
Given y∈ IRn, we may find a1 ∈ IRn such that (I+L1)a1 = y, so L(a1,0, . . . ,0)=
y and L′((a1,0, . . . ,0)+kerL) = y. Thus, we obtain that L′ is surjective and so L′
is bijective. Moreover,
|(a1,0, . . . ,0)+kerL| ≤ |a1|= |(I+L1)−1y| ≤ b|y|= b|L′((a1,0, . . . ,0)+kerL)|,
where b = (1− γ)/(1−2γ). Thus ‖(L′)−1‖ ≤ b, as required.
A linear transformation L : IRnN → IRn induces a transformation on measures.
Thus, if ν is a Borel measure on IRnN , we get an image measure L]ν on IRn defined
by
(L]ν)(A) = ν(L−1(A)) (A a Borel subset of IRn)
or equivalently by∫
f (x)d(L]ν)(x) =
∫
f (L(a))dν(a) ( f continuous on IRn). (4.7)
The following lemma estimates how L transforms the measures of balls.
Lemma 4.5 Let ν be a Borel measure on IRnN with support contained in some
ball B(0,ρ). Suppose that ν satisfies ν(B(a,r))≤ c1rq for all a ∈ IRnN and r > 0,
where n(N−1)≤ q≤ nN. Let R> 0. Then for all L of full rank, r > 0 and x ∈ IRn
with 0 < ‖(L′)−1‖r ≤ R,
(L]ν)(B(x,r))≤ c2‖(L′)−1‖q+n−nNrq+n−nN , (4.8)
where c2 is a constant depending only on n,N,q,R and c1.
Proof. Let x ∈ IRn and let a be the point of (kerL)⊥ such that L(a) = x. Then
L−1(B(x,r))⊂
(
(kerL)⊥∩B(a,‖(L′)−1‖r)
)
×kerL≡ A,
say, where the product is with respect to the orthogonal decomposition IRnN =
(kerL)⊥⊕ kerL. Since ν is supported by B(0,ρ), it is easy to see that A may be
covered by at most dρ/‖(L′)−1‖renN−n balls of radii √nN‖(L′)−1‖r. Hence
(L]ν)(B(x,r)) = ν
(
L−1
(
B(x,r)
))≤ ν(A)
≤
⌈
ρ
‖(L′)−1‖r
⌉nN−n
c1(nN)q/2‖(L′)−1‖qrq
≤ c2‖(L′)−1‖q+n−nNrq+n−nN .
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The next lemma generalises [14, Lemma 3.1]. We write
λ = max
1≤i≤N
α1(Ti)
αn(Ti)
, (4.9)
from which follows
α1(Ti)
αn(Ti)
≤ λ|i| (i ∈ J). (4.10)
Lemma 4.6 Let ν be a measure with support in a ball B(0,ρ) ⊂ IRnN such that
ν(B(a,r)) ≤ c0rq for all a ∈ IRnN and r > 0, where n(N − 1) < q ≤ nN. Let
0 < s < n be a number such that nN− (n− s) < q ≤ nN with q− s non-integral.
Assume that ‖Ti‖< 12 for all 1≤ i≤ N. Then there is a number c depending only
on n,N,q and c0 such that∫
a∈B(0,ρ)
dν(a)
|xi(a)− xj(a)|s ≤ cλ
|i∧j|(nN−q) 1
φs(Ti∧j)
for all distinct i, j ∈ J∞.
Proof. For given i 6= j ∈ J∞, writing i = pi′ and j = pj′ where p = i∧ j, we have
that ∫
a∈B(0,ρ)
dν(a)
|xi(a)− xj(a)|s =
∫
a∈B(0,ρ)
dν(a)
|Ti∧j
(
xi′(a)− xj′(a)
)|s
=
∫
a∈B(0,ρ)
dν(a)
|Ti∧jLi′,j′(a)|s
≤
∫
x∈B(0,ρ0)
dν0(x)
|Ti∧j(x)|s ,
using (4.7), where ν0 = (Li′,j′)]ν, with ρ0 = ρsupi′,j′ ‖Li′j′‖< ∞.
By Lemmas 4.4 and Lemma 4.5, we know that ν0(B(x,r))= (Li′,j′)]ν(B(x,r))≤
c2rq+n−nN for all i′, j′ ∈ J with i∧ j, so, by taking p = q+n−nN in Lemma 4.2,
it gives that ∫ dν(a)
|xi(a)− xj(a)|s ≤ c
α1(Ti∧j)nN−q
φs+nN−q(Ti∧j)
(4.11)
≤
(
α1(Ti∧j)
αn(Ti∧j)
)nN−q c
φs(Ti∧j)
≤ cλ|i∧j|(nN−q)φs(Ti∧j)−1, (4.12)
where c is a constant independent of i and j.
The next lemma indicates how such integrals are used to get almost sure esti-
mates for dimH F(a).
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Lemma 4.7 Let ν be a measure with support in B(0,ρ) ⊂ IRnN such that 0 <
ν(B(0,ρ))< ∞. Let µ be a Borel measure on J∞ with 0 < µ(J∞)< ∞ such that for
some 0≤ s < n ∫
J∞
∫
J∞
∫
a∈B(0,ρ)
dν(a)dµ(i)dµ(j)
|xi(a)− xj(a)|s < ∞. (4.13)
Then dimH F(a)≥ s for ν-almost all a ∈ B(0,ρ).
Proof. Applying Fubini’s Theorem to (4.13) we conclude that for ν-almost all
a ∈ B(0,ρ) ∫
J∞
∫
J∞
dµ(i)dµ(j)
|xi(a)− xj(a)|s < ∞.
For each a, we may define a measure µa on IRn by
µa(E) = µ{i : xi(a) ∈ E}
or, equivalently, by ∫
f (x)dµa(x) =
∫
f
(
xi(a)
)
dµ(i), (4.14)
for all continuous bounded f on IRn. Since the mapping J∞ → IRn given by i 7→
xi(a) is continuous, it follows that µa is a Borel measure supported by F(a), the
image of J∞ under this mapping, with 0 < µa(IRn) = µ(J∞) < ∞. Thus for ν-
almost all a the attractor F(a) supports a mass distribution of finite s-energy, so
dimH F(a)≥ s, by the standard energy criterion [10, Corollary 6.6] or [42, Chapter
8].
We specialise to measures of particular interest in our context. Recall from
(4.9) that λ = max1≤i≤N α1(Ti)/αn(Ti) ≥ 1. Fix q ∈ IR and s > 0. By Proposi-
tion 1.11 we get Borel measures µq,s on J∞ by setting, for each positive integer
k,
µq,sk (A) = inf
{
∑
i
λ|i|(q−nN)φs(Ti) : A⊂
⋃
i
Ci, |i| ≥ k
}
(A⊂ J∞), (4.15)
and then
µq,s(A) = lim
k→∞
µq,sk (A) (A⊂ J∞). (4.16)
In particular, if µq,s(J∞)> 0 then there exists a measure µ with 0< µ(J∞)<∞ and
c > 0 such that
µ(Ci)≤ λ|i|(q−nN)φs(Ti). (4.17)
Recall that ψ : J→ IR is submultiplicative if
ψ(ij)≤ ψ(i)ψ(j) (i, j ∈ J). (4.18)
Since φ(Ti) is submultiplicative, so is ψ(i) = λ|i|(q−nN)φs(Ti). The next two propo-
sitions which relate measures to critical parameters for convergence of series are
consequences of this submultiplicativity.
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Proposition 4.8 There exists a unique number d ≡ d(T1, . . . ,TN)> 0 such that
lim
k→∞
[∑
i∈Jk
φd(Ti)]1/k = 1.
Moreover,
(a) ∑i∈J φs(Ti)< ∞ if s > d, and ∑i∈J φs(Ti) = ∞ if 0≤ s < d,
(b) µnN,s(J∞) = 0 if s > d, and µnN,s(J∞) = ∞ if 0≤ s < d.
Proof. This proposition is a restatement of [14, Proposition 4.1] a generalization
of which is given below in Proposition 4.9. It depends on φs(Ti) being submulti-
plicative, along with the fact that
φs(Ti)α
l|i|
+ ≥ φs+l(Ti)≥ φs(Ti)αl|i|− (i ∈ J) (4.19)
where α+ = maxi=1,...,N{α1(Ti)} and α− = mini=1,...,N{αn(Ti)}. For l ≥ 0, it
gives the equicontinuity and strict monotonicity of [∑i∈Jk φ
s(Ti)]1/k with respect
to s.
If we now assume that the Ti are not all similarities, that is if λ > 1, we may
define numbers
qs = nN−
log
(
limk→∞[∑i∈Jk φ
s(Ti)]1/k
)
logλ
(s > 0). (4.20)
Then qd = Nn and qs is strictly increasing and continuous for 0≤ s≤ n.
We get the following analogue of Proposition 4.8.
Proposition 4.9 Let 0≤ s≤ n. Then:
(a) limk→∞[λk(qs−nN)∑i∈Jk φ
s(Ti)]1/k = 1,
(b) ∑i∈J λ|i|(q−nN)φs(Ti)< ∞ if q < qs, and ∑i∈J λ|i|(q−nN)φs(Ti) = ∞ if q > qs.
(c) µq,s(J∞) = 0 if q < qs, and µq,s(J∞) = ∞ if q > qs.
Proof. The proof is a generalization of [14, Proposition 4.1]. It depends upon the
fact that ψ(i) ≡ λ|i|(q−nN)φs(Ti) is submultiplicative, together with the inequality
(4.19). Note that the limit
lim
k→∞
[
∑
i∈Jk
λ|i|(q−nN)φs(Ti)
]1/k
= λ(q−nN) lim
k→∞
[
∑
i∈Jk
φs(Ti)
]1/k
exists.
(a) The statement here follows immediately from the definition of qs (4.20).
(b) Rewriting
∑
i∈J
λ|i|(q−nN)φs(Ti) =
∞
∑
k=1
∑
i∈Jk
λ|i|(q−nN)φs(Ti),
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the series converges when limk→∞[∑i∈Jk λ
|i|(q−nN)φs(Ti)]1/k < 1, that is q < qs;
and the series diverges when limk→∞[∑i∈Jk λ
|i|(q−nN)φs(Ti)]1/k > 1, that is q > qs.
(c) Firstly, if q < qs, then ∑i∈J λ|i|(q−nN)φs(Ti)< ∞, so µq,s(J∞) = 0.
Secondly, we assume that, for some q, µq,s(J∞) = 0. Then there exists a cov-
ering family A of cylinders of J∞, see (4.16), such that ∑i∈A λ|i|(q−nN)φs(Ti) ≤ 1.
By compactness, we may assume that A is finite. Let l = max{|i| : i ∈ A}. For all
k ≥ l, define covering sets
Ak = {i1i2 . . . iK : i j ∈ A, |i1 . . . iK| ≥ k, |i1 . . . iK−1|< k}.
By submultiplicity, given i1, . . . , iK ∈ A, we have that
∑
i∈A
λ|i1...iK i|(q−nN)φs(Ti1...iK i)≤ λ|i1...iK |(q−nN)φs(Ti1...iK)∑
i∈A
λ|i|(q−nN)φs(Ti)
≤ λ|i1...iK |(q−nN)φs(Ti1...iK). (4.21)
Iterating the inequality in (4.21), we obtain that
∑
i∈Ak
λ|i|(q−nN)φs(Ti)≤ 1,
for i ∈ Jk+l , where i = i′j for some i′ ∈ Ak and |j| ≤ l. Moreover, for each such i′,
there are at most Nl such j. Since
λ|i|(q−nN)φs(Ti)≤ λ|i′|(q−nN)φs(Ti′)λ|j|(q−nN)φs(Tj)
≤ λ|i′|(q−nN)φs(Ti′)M,
where M = max|j|≤l{λ|j|(q−nN)φs(Tj)}, we have that
∑
i∈Jk+l
λ|i|(q−nN)φs(Ti)≤ Nl ∑
i∈Ak
λ|i
′|(q−nN)φs(Ti′)M
≤ NlM.
Thus, if µq,s(J∞) = 0, then
limk→∞
[
∑
i∈Jk
λ|i|(q−nN)φs(Ti)
]1/k ≤ 1,
so q≤ qs. Hence if q> qs, taking q> q′> qs, we have µq′,s(J∞)> 0, so µq,s(J∞) =
∞.
The following corollary gives a tractable upper bound for qs.
Corollary 4.10 If Ti (i = 1, . . . ,N) are not all similarities, then
qs ≤ nN− (d− s) | logα+|logλ (0 < s≤ d), (4.22)
where α+ = maxi=1,...,N{α1(Ti)}.
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Proof. Using the inequality (4.19), we get for s≤ d(
∑
Jk
φd(Ti)
)1/k ≤ (∑
Jk
φs(Ti)
)1/k
α(d−s)+
so, using the fact that the limit limk→∞(∑Jk φ
d(Ti))1/k = 1 and taking logarithms
of both sides, yields,
0 ≤ log
(
lim
k→∞
(
∑
Jk
φs(Ti)
)1/k)
+(d− s) logα+
= (nN−qs) logλ+(d− s) logα+
by definition (4.20) which finishes the proof.
We put together these properties to obtain estimates for the Hausdorff dimen-
sion of the exceptional sets E(s), given by
E(s) = {a = (a1, . . . ,aN) ∈ IRnN : dimH F(a)< s}. (4.23)
Theorem 4.11 Assume that ‖Ti‖< 12 for all i. Let 0 < s≤min{n,d(T1, . . . ,TN)},
and let qs be given by (4.20). Then
n≤ dimH E(s)≤max{nN− (n− s),qs}, (4.24)
so in particular
n≤ dimH E(s)≤max
{
nN− (n− s),nN− (d− s) | logα+|
logλ
}
, (4.25)
where d = d(T1, . . . ,TN).
Proof. The lower bound for dimH E(s) is obvious. The proof for the upper bound
as follows:
Since qd = nN, we may assume that 0 < s < d ≡ d(T1, . . . ,TN)≤ n, otherwise
the result is trivial. By way of contradiction, suppose that for some 0 < s < d ≤ n
the conclusion is false. Then there exists a number q with max{nN−(n−s),qs}<
q < nN and q− s non-integral such that H q(E(s)) > 0. By Theorem 1.3 and
Theorem 1.4, there exists a Borel measure ν supported by E(s) with ν(E(s))> 0
such that ν(B(a,r))≤ c0rq for all a ∈ IRnN and r > 0, and we may further assume
that ν has bounded support in B(0,ρ), say.
Since q > qs, we may find t with s < t < d such that qs < qt < q, so, by
Proposition 4.9, µq,t(J∞) = ∞. Therefore, by (4.17), there exists a Borel measure
µ on J∞ with µ(J∞)> 0 such that
µ(Ci)≤ λ|i|(q−nN)φt(Ti) (i ∈ J). (4.26)
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Since q > nN− (n− s), Lemma 4.6 gives that∫
J∞
∫
J∞
∫
a∈B(0,ρ)
dν(a)dµ(i)dµ(j)
|xi(a)− xj(a)|s ≤ c
∫
J∞
∫
J∞
λ|i∧j|(nN−q)
dµ(i)dµ(j)
φs(Ti∧j)
(4.27)
≤ c ∑
p∈J
∑
i6= j
λ|p|(nN−q)
µ(Cpi)µ(Cp j)
φs(Tp)
≤ c ∑
p∈J
λ|p|(nN−q)
µ(Cp)2
φs(Tp)
≤ c
∞
∑
k=0
∑
p∈Jk
φt(Tp)µ(Cp)
φs(Tp)
≤ c
∞
∑
k=0
∑
p∈Jk
αk(t−s)+ µ(Cp)
≤ cµ(J∞)
∞
∑
k=0
αk(t−s)+
< ∞,
where α+=max1≤i≤N{α1(Ti)}< 1 and the series ∑∞k=0 αk(t−s)+ is convergent since
t > s. By Lemma 4.7, dimH F(a)≥ s for ν-almost all a ∈ A, which contradicts the
definition of E(s), since ν(E(s))> 0. The conclusion follows.
Note that it would have been possible to get what is in principle a better bound
in (4.24) by using the estimate (4.11) rather than (4.12) at (4.27). Then the pre-
measure µq,tk at (4.15) would be replaced by
µq,sk (A) = inf
{
∑
i
α1(Ti)q−nNφs+nN−q(Ti) : A⊂
⋃
i
Ci, |i| ≥ k
}
(A⊂ J∞)
with qs defined as the infimum q such that µ
q,s
k (J∞) < ∞. However, since ψ(i) =
α1(Ti)q−nNφs+nN−q(Ti) is not in general submultiplicative, there is no analogue
of Proposition 4.9 and qs need not be characterised as the critical parameter for
convergence of a series.
We may also get an estimate for the exceptional dimension when the Ti are all
similarities. In this case, d = d(T1, . . . ,TN) is just the similarity dimension of the
IFS given by ∑Ni=1 α(Ti)d = 1, where α(T ) is the scale ratio of the similarity T ,
which equals all the singular values of T .
Corollary 4.12 Suppose that the transformations Ti are all similarities with ‖Ti‖<
1
2 for all i and similarity dimension 0 < d < n. Let 0 < s≤ d. Then
dimH {a = (a1, . . . ,aN) : dimH F(a)< s} ≤ nN−n+ s.
Proof. The argument of Theorem 4.11 holds for any λ≥max1≤i≤N{α1(Ti)/αn(Ti)}.
Thus we can take λ arbitraily close to 1 in (4.25) to get the result.
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Alternatively, the proof of Theorem 4.11 goes through by working with λ = 1
and using the measure µnN,t from Proposition 4.8 for s < t < d.
To illustrate these results, we estimate dimH E(s) for the case where the Ti are
all equal.
Example 1 Let IFS consist of affine transformations given by
S1
(
x
y
)
=
( 1
3 0
0 14
)(
x
y
)
+
(
a11
a21
)
, S2
(
x
y
)
=
( 1
3 0
0 14
)(
x
y
)
+
(
a12
a22
)
,
S3
(
x
y
)
=
( 1
3 0
0 14
)(
x
y
)
+
(
a13
a23
)
, S4
(
x
y
)
=
( 1
3 0
0 14
)(
x
y
)
+
(
a14
a24
)
.
We write F(a) for the attractor. Then λ= 43 . By (2.2), d = 2− log3/ log4. The ex-
ceptional set is E(s) = {a∈ IR8 : dimH F(a)< s}, and in this case we can calculate
qs explicitly:
qs =
{
8− log4−s log3log4−log3 for 0 < s≤ 1;
7− log4−s log4log4−log3 for 1 < s.
Thus by Theorem 4.11, the inequality (4.24) gives
dimH E(s)≤
{
6+ s for 0 < s≤ 1;
7− log4−s log4log4−log3 ≈ 2.18+4.82s for 1 < s.
(4.28)
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Figure 4.1: Upper bound given by (4.28) for the Hausdorff dimension of E(s) in
Example 1.
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Chapter 5
Fourier transform estimates of
exceptional dimensions
5.1 Introduction
Fourier transform method has been used for studying various fractal’s properties,
see [11, 60, 61, 62, 63, 64, 49] for some applications.
In this chapter, we use Fourier transform methods to show that the Fourier
dimension dimF E(s)≤ 2s. In some ways the Fourier dimension bounds are more
natural than the bounds for Hausdorff dimension. Although many sets, particu-
larly randomly constructed sets, are Salem sets, that is, the sets have equal Haus-
dorff and Fourier dimensions, sets with inherently regular construction tend to
have small Fourier dimension. For example, the middle third Cantor set has
Fourier dimension 0. Since self-affine sets with exceptionally small dimension
occur when the iterated components resonate in some way, saying that the Fourier
dimension of the exceptional set is small allows the possibility of them having
rather larger Hausdorff dimension if it is of a ‘more regular’ construction.
5.2 Basic formula
We will now introduce the Fourier transform properties needed to study the Fourier
dimension of the exceptional sets. We begin by collecting the basic information
about Fourier transforms in IRn, see [58] for a detailed account.
The n-dimensional Fourier transform f̂ of a Lebesgue integrable function f
on IRn is defined by
f̂ (t) =
∫
e−i〈t,x〉 f (x)dx (t ∈ IRn),
where 〈 , 〉 is the usual inner product on IRn. The Fourier transform is extended in
the usual way to larger classes of function. Similarly, the Fourier transform µ̂ of a
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Borel measure µ on IRn is given by
µ̂(t) =
∫
e−i〈t,x〉dµ(x) (t ∈ IRn).
Let f and g be suitable real valued measurable functions on IRn. The convolution
( f ∗g) of f and g is defined by
( f ∗g)(x) =
∫ ∞
−∞
f (x− y)g(y)dy. (5.1)
The basic formulae are the convolution formula
f̂ ∗g = f̂ ĝ, (5.2)
the product formula ∫
f̂ gdx =
∫
f ĝdx, (5.3)
and the Parseval formula ∫
f gdx = (2pi)−n
∫
f̂ ĝdx. (5.4)
Here z denotes the complex conjugate of the complex number z. All of these
formulae hold if f ,g ∈ L2(IRn) and in particular if f and g are infinitely differ-
entiable functions with compact support and they can be extended, with suitable
assumptions, to functions in other Lp-spaces, measures, and distributions.
5.3 Integral estimate
The following estimate will be needed for the Fourier transform calculations.
Lemma 5.1 Let s be non-integral with 0 < s < n and s < η. Then there exists
a constant c < ∞ dependent on n, s and η, such that, for all non-singular linear
transformations T ∈ L(IRn, IRn),∫
IRn
min{1, |Tt|−η}
|t|n−s dt ≤
c
φs(T )
.
Proof. Let T have singular values α1, . . . ,αn. Choosing coordinate axes in the
directions of mutually perpendicular eigenvectors of T ∗T corresponding to the
eigenvalues α21, . . . ,α
2
n, write t = (t1, . . . , tn) = r(θ1, . . . ,θn) = rθ in polar coordi-
nates, where r ≥ 0 and θ = (θ1, . . . ,θn) is a unit vector. Then
|Tt|2 = 〈Tt,Tt〉= 〈t,T ∗Tt〉= (α21t21 + . . .+α2nt2n) = r2(α21θ21+ . . .+α2nθ2n).
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Define ω(θ) by ω(θ)2 = α21θ
2
1+ . . .+α
2
nθ2n for θ a unit vector. Transforming into
polar coordinates, we have that∫
IRn
min{1, |Tt|−η}
|t|n−s dt =
∫
θ
∫ ∞
r=0
min{1,r−ηω(θ)−η}
rn−s
rn−1drdθ
=
∫
θ
(∫ ω(θ)−1
0
rs−1dr+
∫ ∞
ω(θ)−1
rs−η−1ω(θ)−ηdr
)
dθ
= c1
∫
θ
ω(θ)−sdθ (since s < η)
= c1(n− s)
∫
θ
∫ 1
r=0
r−sω(θ)−srn−1drdθ
= c1(n− s)
∫
|t|≤1
dt
|Tt|s
≤ cφs(T )−1,
by Corollary 4.3, where c1 and c depend only on n,s and η.
5.4 Fourier transform estimates of exceptional di-
mensions
Let µ be a mass distribution (i.e. a positive finite Borel measure) on IRn. The
s-energy of µ is defined as
Is(µ) =
∫ ∫ dµ(x)dµ(y)
|x− y|s . (5.5)
It is well-known that if a set F ⊂ IRn supports a mass distribution µ such that Is(µ)
is finite, then its Hausdorff dimension dimH F ≥ s. We may transform (5.5) to
obtain
Is(µ) = c0
∫ |µ̂(t)|2
|t|n−s dt, (5.6)
for 0 < s < n, where c0 is a positive, finite constant, depending only on n and
s. Formally (5.6) follows from Parseval’s theorem, the convolution theorem and
the fact that the Fourier transform of |x|−s is given by c1|t|−(n−s), see [42] for a
rigorous derivation.
The Fourier dimension dimF A of A⊂ IRn is given by
dimF A = sup{0≤ s≤ n : there exists a mass distribution µ on A
such that µ̂(t) = O(|t|−s/2) as t → ∞}.
For every Borel set A⊂ IRn, we have that dimF A≤ dimH A. If the equality holds,
the sets known as Salem sets, a class that includes many sets, especially those
involving a random construction, see [6, 36, 42].
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As before, let F(a) be the self-affine set
F(a) =
N⋃
i=1
Si(F(a)) where Si(x) = Ti(x)+ai i = 1, . . . ,N
where a = (a1, . . . ,aN). Let µ be a measure on the code space J∞, and µa be the
induced measure on F(a) given by (4.14). Then
µ̂a(t) =
∫
exp{−i〈t,xi(a)〉}dµ(i),
and
µ̂a(t) =
∫
exp{i〈t,xi(a)〉}dµ(i),
where xi(a) is as in (1.22). Given two infinite sequences i and j in J∞, suppose
that i∧ j= p ∈ J. We write i= pi′, and j= pj′ where i′ and j′ belongs to J∞. Then
|µ̂a(t)|2 = |µ̂a(t)||µ̂a(t)|=
∫ ∫
exp{i〈t,Ti∧j(xi′(a)− xj′(a))〉}dµ(i)dµ(j).
Thus we can derive an expression for the s-energy Is(µa) for 0 < s < n. From
(5.6), it follows that
Is(µa) = c0
∫
t
∫
i
∫
j
exp i〈t,Ti∧j(xi′(a)− xj′(a))〉
|t|n−s dµ(i)dµ(j)dt. (5.7)
For each i, j ∈ J∞ and R > 0, write
QRi,j(a) =
∫
|t|≤R
exp i〈t,Ti∧j(xi′(a)− xj′(a))〉
|t|n−s dt.
We estimate (5.7) for certain sets of a ∈ IRnN by first considering QRi,j(a).
Lemma 5.2 Let s be non-integral such that 0 < s < n and let η > s. Let ν be a
mass distribution on IRnN satisfying
|ν̂(t)| ≤ a|t|−η (t ∈ IRnN), (5.8)
where the Fourier transform of ν is defined on the parameter space IRnN , that is
|ν̂(t)|=
∫
a∈IRnN
e−i〈t,a〉dν(a).
Assume that ‖Ti‖< 12 for all i. Then there is a constant b such that∣∣∣∣∫a∈IRnN QRi,j(a)dν(a)
∣∣∣∣≤ bφs(Ti∧j)
for all i, j ∈ J∞ and R > 0.
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Proof. For each i and j, we consider the transformation L ≡ Li′,j′ : IRnN → IRn
given by
L(a) = Li′,j′(a) = xi′(a)− xj′(a),
where, as usual, i = pi′ and j = pj′ where i∧ j = p. As in Lemma 4.4, provided
that ‖Ti‖< 12 for all i = 1, . . . ,n, we have that L is of full rank n with ‖L−1‖ ≤ c1
for some positive constant c1 independent of i and j, where we regard L−1 : IRn →
IRnN/kerL in the natural way. We write L∗ : IRn → IRnN for the adjoint or dual
mapping to L defined by
〈L(a),x〉= 〈a,L∗(x)〉nN (a ∈ IRnN ,x ∈ IRn)
where 〈 , 〉nN denotes the inner product on IRnN . (Thus, with respect to any pair of
basis, the matrix of L∗ is the transpose of that of L.) Note also that the image of
L∗ is the orthogonal complement (kerL)⊥ and, further, note that L∗ is bijective, so
there exists (L∗)−1 : (kerL)⊥→ IRn and ‖(L∗)−1‖= ‖L−1‖ ≤ c1.
Thus, writing T ∗i∧j : IR
n → IRn for the transpose of Ti∧j,∣∣∣∣∫a QRi,j(a)dν(a)
∣∣∣∣ = ∣∣∣∣∫a
∫
|t|≤R
exp i〈t,Ti∧j(L(a))〉
|t|n−s dtdν(a)
∣∣∣∣
=
∣∣∣∣∣
∫
a
∫
|t|≤R
exp i〈T ∗i∧jt,L(a)〉
|t|n−s dtdν(a)
∣∣∣∣∣
=
∣∣∣∣∣
∫
|t|≤R
∫
a
exp i〈L∗T ∗i∧jt,a〉nN
|t|n−s dν(a)dt
∣∣∣∣∣
=
∣∣∣∣∣
∫
|t|≤R
ν̂(−L∗T ∗i∧jt)
|t|n−s dt
∣∣∣∣∣
≤
∫
|t|≤R
min{ν(IRnN),a|L∗T ∗i∧jt|−η}
|t|n−s dt
≤ c2
∫
|t|≤R
min{1, |T ∗i∧jt|−η}
|t|n−s dt
≤ b
φs(T ∗i∧j)
,
where c2 and b are independent of i, j and R. We have used Fubini’s theorem,
(justified since the integrand is absolutely integrable over |t| ≤ R,) along with
(5.8) and Lemma 5.1. Since φs(T ∗i∧j) = φ
s(Ti∧j). the conclusion follows.
Lemma 5.3 Let s be non-integral such that 0 < s < n and let η > s. Suppose that
‖Ti‖< 12 for all i and let ν be a mass distribution on IRnN satisfying
|ν̂(t)| ≤ a|t|−η (t ∈ IRnN). (5.9)
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Then, for all s, there is a positive finite constant b such that∫
a∈IRnN
Is(µa)dν(a)≤ b
∫
j
∫
i
φs(Ti∧j)−1dµ(i)dµ(j).
Proof. By Fubini’s Theorem, it follows that∫
|t|≤R
∫
a
|µ̂a(t)|2
|t|n−s dν(a)dt
=
∫
|t|≤R
∫
a
∫
j
∫
i
exp i〈t,Ti∧j(xi′(a)− xj′(a))〉
|t|n−s dµ(i)dµ(j)dν(a)dt
=
∫
j
∫
i
∫
a
QRi,j(a)dν(a)dµ(i)dµ(j), (5.10)
noting that the integrand is dominated by |t|−(n−s) which is integrable with respect
to the product measure over |t| ≤ R. Hence, by Lemma 5.2, we have that∫
|t|≤R
∫
a
|µ̂a(t)|2
|t|n−s dν(a)dt ≤
∫
j
∫
i
∣∣∣∣∫a QRi,j(a)dν(a)
∣∣∣∣dµ(i)dµ(j)
≤ b
∫
j
∫
i
dµ(i)dµ(j)
φs(Ti∧j)
,
where b is independent of R > 0. Applying Fubini’s theorem again, followed by
the monotone convergence theorem, we obtain∫
a∈IRnN
∫
t∈IRn
|µ̂a(t)|2
|t|n−s dtdν(a) =
∫
t∈IRn
∫
a∈IRnN
|µ̂a(t)|2
|t|n−s dν(a)dt
= lim
R→∞
∫
|t|≤R
∫
a
|µ̂a(t)|2
|t|n−s dν(a)dt
≤ b
∫
j
∫
i
1
φs(Ti∧j)
dµ(i)dµ(j),
and the conclusion follows from (5.6).
Theorem 5.4 Assume that ‖Ti‖ < 12 for all i. For 0 < s ≤ min{n,d(T1, . . . ,TN)}
the exceptional set
E(s) = {a = (a1, . . . ,aN) ∈ IRnN : dimH F(a)< s}
has Fourier dimension satisfying
dimF E(s)≤ 2s.
(Note that 2s≤ Nn since N ≥ 2.)
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Proof. It is enough to prove this for s non-integral with 0< s<min{n,d(T1, . . . ,TN)}
and extend to other cases by approximation. Suppose, by way of contradiction,
that 2s < dimF E(s) ≤ nN. Then by Theorem 1.3 and Theorem 1.4, we can find
a measure ν supported by E(s) ⊂ IRnN and a positive constant a such that the
measure of E(s) is positive and finite and |ν̂(t)| ≤ a|t|−η for t ∈ IRnN , for some
s < η < 12 dimF E(s).
Choose t such that s< t <min{n,d(T1, . . . ,TN)}. By Proposition 4.8, µnN,t(J∞)=
∞, so, by (4.17), there is a measure µ on J∞ such that
µ(Ci)≤ φt(Ti) (i ∈ J).
For i and j in J∞, we write, as before, i∧ j = p. Since s < η and s is non-integral,
Lemma 5.3 implies that∫
a∈IRnN
Is(µa)dν(a) ≤ b
∫
i
∫
j
φs(Ti∧j)−1dµ(i)dµ(j)
≤ b ∑
p∈J
∑
i 6= j
µ(Cpi)µ(Cp j)
φs(Tp)
≤ b ∑
p∈J
µ(Cp)2
φs(Tp)
≤ b
∞
∑
k=1
∑
p∈Jk
φt(Tp)µ(Cp)
φs(Tp)
≤ b
∞
∑
k=1
∑
p∈Jk
αk(t−s)+ µ(Cp)
≤ bµ(J∞)
∞
∑
k=1
αk(t−s)+
< ∞,
since α+ = maxi{α1(Ti)} < 1. We conclude that for ν-almost all a ∈ IRnN , we
have Is(µa) < ∞ and so dimH F(a) ≥ s, contradicting the assumption that ν is
supported by E(s).
The following example shows that we cannot replace the Fourier dimension
by Hausdorff dimension in Theorem 5.4.
Example 1 Take n = 2 and N = 3. Let
S1
(
x
y
)
=
(
1
η 0
0 1ξ
)(
x
y
)
+
(
a11
a21
)
, S2
(
x
y
)
=
(
1
η 0
0 1ξ
)(
x
y
)
+
(
a12
a22
)
,
S3
(
x
y
)
=
(
1
η 0
0 1ξ
)(
x
y
)
+
(
a13
a23
)
,
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where 2 < η < ξ < 3, ie. 1/2 > 1/η ≥ 1/ξ > 1/3. Then λ = ξη , and it is easy to
check that 1 < d(S1,S2,S3) = 1+
log3−logη
logξ < log3/ log2. The exceptional set is
E(s) = {a ∈ IR6 : dimH F(a) < s}, and in this case we can calculate the quantity
qs of (4.20) explicitly:
qs =
{
6− log3−s logηlogξ−logη for 0 < s≤ 1;
5− log3−s logξlogξ−logη for 1 < s.
Thus, by Theorem 4.11 and Theorem 5.4, we have that
dimH E(s) ≤
{
4+ s for 0 < s≤ 2logλ−log3logλ−logη ;
qs for
2logλ−log3
logλ−logη < s≤ d;
dimF E(s) ≤ 2s for 0 < s≤ d.
We can see that the estimate for dimF E(s) is better than that for dimH E(s).
In particular, if we take a1 = (a11,0), a2 = (a
1
2,0) and a3 = (a
1
3,0) then the
attractor F(a) is contained in the x-axis, so that dimH F(a)≤ 1. Therefore for any
s such that 1< s< d(T1,T2,T3), we have dimH E(s)≥ 3 even though dimF E(s)≤
2s. This provides an illustration in this context that a set F(a) of a fairly regular
nature can have exceptional sets with Hausdorff dimension much larger than their
Fourier dimension.
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Chapter 6
Statistically self-affine sets
Statistically self-similar sets have been studied in [12, 26, 41, 44] and many other
papers.
In this chapter, we introduce and study a class of fractals which we call statis-
tically self-affine sets, which are random subsets of the attractor F(a) considered
in Section 2.2. We will give an expression for the ‘almost sure’ Hausdorff di-
mension of these sets. Note that Gatzouras and Lalley [25] considered another
random self-affine construction based on the Generalized Sierpin´ski carpets, see
Chapter 2.
6.1 The random tree
We first introduce some notations which are derived from Branching processes,
and refer the readers to [1] for more details.
As before, let J = {i = (i1i2 . . . ik) : 1 ≤ i j ≤ N,k ∈ IN} be the set of finite
sequences and J∞ be the corresponding set of infinite sequences. Recall that for
q ∈ J and i ∈ J or J∞, we write q < i, if i = qi′ for some i′ ∈ J or J∞. For an i ∈ J
with |i| ≥ k or i ∈ J∞, we write i|k = (i1 . . . ik). Let i∧ j be the maximal sequence
such that both i∧ j < i and i∧ j < j
We call a subset T of J a tree if for all i ∈ T, we have i|k ∈ T for all 0 ≤
k ≤ |i|. Given a tree T, we write Tk = {i ∈ T : |i| ≤ k} and T∞ = {i ∈ J∞ : i|k ∈
T for all k} ⊂ J∞ for the unbounded tree. We define the cylinder by Ci = {j ∈
T∞ : i < j} for i ∈ T. We may topologize T∞ using the metric d(i, j) = 2−|i∧j| for
i, j ∈ T∞. Then the set of cylinders {Ci : i ∈ T} forms a base of open and closed
neighborhoods for T∞.
We next define a random tree T, on which we base a random self-affine con-
struction.
Intuitively, we construct T by defining Tk inductively. Let T0 contain only
the null sequence /0. Suppose that the kth level subtree Tk has been selected.
Then Tk+1 is the (k + 1)th level tree obtained as follows: For all i ∈ Tk with
|i| = k, we take ii ∈ Tk+1, (i = 1, . . . ,N) with probability p. We assume that ii
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and j j are selected independently if i 6= j, where i, j ∈ Tk and |i| = |j| = k, and
independent of the construction of Tk. Note that for each i ∈ Tk with |i| = k, the
selection of i1, . . . , iN need not be independent . Continuing in this way, we obtain
T =
⋃∞
k=0 Tk. We writeJk = {i ∈ T : |i|= k} to be the random collection of the
kth level elements of T. We takeJ0 = T0 = { /0} andJ∞ = T∞.
Formally, let Ω be the set of all trees on {1,2, . . . ,N}. For k = 1,2,3, . . ., we
define a σ-algebra Fk of subsets of Ω as follows: Define an equivalence relation
∼k on Ω by T ∼k T′, if Tk = T′k, where T,T
′ ∈ Ω. Let Fk be the (finite) set of
finite unions of equivalence classes under∼k. ThusF0 ⊆F1 ⊆F2 ⊆ . . ., and we
letF be the σ−algebra generated by theFk
F = σ
( ∞⋃
k=0
Fk
)
.
Suppose 0 < p < 1. We assume that P is a probability measure on (Ω,F )
which satisfies the condition: for all i with |i|= k and i ∈ {1, . . . ,N}
P(ii ∈ T|Fk) =
{
p if i ∈ T
0 if i /∈ T. (6.1)
Thus, if i /∈ T, then ii /∈ T for all i ∈ {1, . . . ,N} almost surely.
The construction of a probability measure P satisfying condition 6.1 may be
found in [1, 44]. Intuitively, it may be constructed so that if i has been selected at
the kth level of a tree, then the points ii are selected independently for each such
i and each i being selected with probability p. More precisely, we write [T]k for
the equivalence class under ∼k of trees, where the intersection with Jk is the (kth
level) tree T. Let
P
(
[T]k
)
= p]{i∈T}(1− p)]{ii∈Jk:i∈T,ii/∈T}.
This defines a probability measure on each Fk satisfying 6.1, and P can be ex-
tended to a probability measure onF .
Note that self-similar random constructions may be based on an underlying
tree in different ways. For example, Mauldin and Williams [44] use the tree {i =
i1 . . . ik, i j ∈ IN∗} where IN∗ = {0,1,2, . . .}. A random variable ρi is assigned to
each vertex i = i1 . . . ik in a self-similar way, with ρi1...ik being the scaling ratio
of Ti1...ik(F) to Ti1...ik−1(F), provided that Ti1...ik(F) 6= /0. A value ρi = 0 implies
that i and all its descendants are removed from the construction. Our construction
here is more complicated in that Ti are affine maps, but simpler because for each i
with probability p, Ti takes a given value, and with probability 1− p, i and all its
descendants are removed from the construction.
6.2 Measures on the random tree
Let {Ti}Ni=1 be linear transformations on IRn. Let φs(T ) be the singular value
function of T , see section 1.5.
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Lemma 6.1 Let T be the random tree described above. Then
E
(
∑
i∈Jk
φs(Ti)
)
= pk ∑
i∈Jk
φs(Ti). (6.2)
Proof. Each i ∈ Jk has probability pk of being inJk, so we have that
E
(
∑
i∈Jk
φs(Ti)
)
= ∑
i∈Jk
φs(Ti)P(i ∈Jk)
= pk ∑
i∈Jk
φs(Ti).
Lemma 6.2 Let T be the random tree as defined above. Then, for s ≥ 0, the
limit limk→∞[E(∑i∈Jk φ
s(Ti))]1/k exists and strictly decreases in s. Furthermore,
if p > 1/N, there is a unique positive number dR such that
lim
k→∞
[
E
(
∑
i∈Jk
φdR(Ti)
)]1/k
= p lim
k→∞
[
∑
i∈Jk
φdR(Ti)
]1/k
= 1. (6.3)
Proof. The first equation holds by Lemma 6.1. By the submultiplicity of ∑i∈Jk φ
s(Ti)
and the continuity and monotonicity of limk→∞[∑i∈Jk φ
s(Ti)]1/k, see section 1.5,
provided that p≥ 1N there exists an unique number dR ≥ 0 such that
lim
k→∞
[
∑
i∈Jk
φdR(Ti)
]1/k
=
1
p
.
We assume throughout that p≥ 1/N, otherwise dR is not defined and T∞ = /0
with probability 1, a case that is obviously not of interest.
Lemma 6.3 Let dR be the positive number satisfying (6.3). If s > dR, then
∑i∈Jk φ
s(Ti)→ 0 as k → ∞, almost surely.
Proof. Let X sk = ∑i∈Jk φ
s(Ti). Then, for s > dR,
lim
k→∞
[
E(X sk )
]1/k
= lim
k→∞
[
E
(
∑
i∈Jk
φs(Ti)
)]1/k
< 1.
Then, for some γ with 0< γ< 1 and c> 0, we have that E(X sk )≤ cγk for all k ∈N.
Thus
∞
∑
k=1
E(X sk )≤ c
∞
∑
k=1
γk < ∞.
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By the Borel-Cantelli Lemma [28], with probability 1, we obtain that
lim
k→∞ ∑i∈Jk
φs(Ti) = lim
k→∞
X sk = 0.
Fix 0 < t < dR for the rest of the section. Because of Proposition 1.11 and the
fact that pkφt(Ti) is a submultiplicative function of i with
∑
|i|=k
pkφt(Ti)→ ∞,
as k tends to infinity, there exists a positive finite measure µ on J∞ such that
µ(Ci)≤ pkφt(Ti) (i ∈ Jk), (6.4)
for all i ∈ J∞.
Let q ∈ J and write q = |q|. For k ∈ IN, we define a sequence of random
measures µk on the cylinders {Cq : q≤ k} by setting
µk(Cq) = p−k ∑
q<i∈Jk
µ(Ci). (6.5)
If q /∈ T, then µk(Cq) = 0. Clearly µk is additive on {Cq : q≤ k}.
Lemma 6.4 For all q ∈ T, {µk(Cq)}∞k=q is an L2 martingale with respect to Fk.
Thus we may define µ∞(Cq) = limk→∞ µk(Cq), the limit existing almost surely for
all q ∈ J. Then µ∞ is a random measure on the subsetsF of J∞ supported by T∞.
In particular
E
(
µ∞(Cq)
)
= µ(Cq),
and
E
(
µ∞(Cq)2
)≤Cφt(Tq)µ(Cq), (6.6)
where C is a constant independent of q, and 0 < µ∞(T∞)< ∞ with positive prob-
ability.
Proof. For each q ∈ T ,
E(µk+1(Cq)|Fk) = E
(
p−k−1 ∑
q<ii∈Jk+1
µ(Cii)
∣∣Fk) by (6.5)
= p−k−1 ∑
q<i∈Jk
E
(
∑
i:ii∈Jk+1
µ(Cii)
)
= p−k−1 ∑
q<i∈Jk
N
∑
i=1
µ(Cii) · p by (6.1)
= p−k ∑
q<i∈Jk
µ(Ci)
= µk(Cq),
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so (µk(Cq),Fk)k≥q is a non-negative martingale.
By the Martingale Convergence Theorem [65], for each q, there exists a ran-
dom variable µ∞(Cq)≥ 0 such that, µk(Cq)→ µ∞(Cq) almost surely.
Let {Cqm}Mm=1 be a finite set of disjoint cylinders of T∞. Then, taking limits
with k ≥maxm{|qm|},
µ∞(
⋃
m
Cqm) = limk→∞
µk(
⋃
m
Cqm) = limk→∞∑m
µk(Cqm) =∑
m
lim
k→∞
µk(Cqm) =∑
m
µ∞(Cqm),
Thus µ∞ is additive on the cylinders, so it extends to a measure on the subsets F
of T∞.
To show that µ∞(T∞) > 0 with positive probability, it is enough to show that
µk(Cq) is L2 bounded, i.e. supk E(µk(Cq)
2)< ∞. We show more generally that
E
(
µk(Cq)2
)≤ cφt(Tq)µ(Cq) (k ≥ q),
where c does not depend on k or q.
For k ≥ q, we take conditional expectations,
E
(
µk+1(Cq)2
∣∣Fk)= p−2k−2E
((
∑
ii∈Jk+1
q<i
µ(Cii)
)2∣∣∣∣Fk
)
by (6.5)
= p−2k−2E
(
∑
i∈Jk
q<i
∑
i:ii∈Jk+1
∑
j:i j∈Jk+1
µ(Cii)µ(Ci j)
∣∣∣∣Fk
)
+p−2k−2E
(
∑
i6=j∈Jk
q<i,j
∑
i:ii∈Jk+1
∑
j:j j∈Jk+1
µ(Cii)µ(Cj j)
∣∣∣∣Fk
)
≤ p−2k−2 ∑
i∈Jk
q<i
(
∑
i, j∈{1,...,N}
µ(Ci)µ(Ci)
)
+p−2k−2 ∑
i6=j∈Jk
q<i,j
E
(
∑
i:ii∈Jk+1
∑
j:j j∈Jk+1
µ(Cii)µ(Cj j)
)
≤ p−2kc ∑
i∈Jk
q<i
µ(Ci)2+ p−2k ∑
i6=j∈Jk
q<i,j
µ(Ci)µ(Cj) by (6.1) and independence
≤ p−2kc ∑
i∈Jk
q<i
µ(Ci)2+ p−2k
(
∑
i∈Jk
q<i
µ(Ci)
)2
≤ p−2kc ∑
i∈Jk
q<i
µ(Ci)2+µk(Cq)2, by(6.5)
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where c = p−2N2. Taking conditional expectations again, for k > q,
E
(
µk+1(Cq)2
∣∣Fq) = E (E (µk+1(Cq)2∣∣Fk)∣∣∣Fq)
≤ p−2kcE
(
∑
i∈Jk
q<i
µ(Ci)2
∣∣Fq)+E (µk(Cq)2∣∣Fq) .(6.7)
We consider the finite term of this sum. Recall that α+=maxi=1,...,N{α1(Ti)}< 1.
If q /∈Jq, E
(
∑i∈Jk
q<i
µ(Ci)2
∣∣Fq)= 0. For k ≥ q and q ∈Jq, we have that
E
(
∑
i∈Jk
q<i
µ(Ci)2
∣∣Fq) = pk−q ∑
i∈Jk
q<i
µ(Ci)2
≤ pk−q ∑
i∈Jk
q<i
µ(Ci)pkφt(Ti) by (6.4)
≤ p2k−q ∑
i′∈Jk−q
µ(Cqi′)φt(Tqi′) (6.8)
≤ p2k−q ∑
i′∈Jk−q
µ(Cqi′)φt(Tq)φt(Ti′)
≤ p2k−qφt(Tq)µ(Cq) ∑
i′∈Jk−q
µ(Cqi′)
µ(Cq)
φt(Ti′)
≤ p2k−qφt(Tq)µ(Cq)αt(k−q)+ , (6.9)
provided that µ(Cq) 6= 0, otherwise (6.9) follows from (6.8). Hence iterating (6.7)
and using (6.9), with q ∈Jk, we obtain
E
(
µk+1(Cq)2
∣∣∣Fq) ≤ cp−qφt(Tq)µ(Cq)αt(k−q)+ +E(µk(Cq)2∣∣Fq)
≤ cp−qφt(Tq)µ(Cq)
k
∑
l=q
αt(l−q)+ +E
(
µq(Cq)2
∣∣Fq)
≤ c1 p−qφt(Tq)µ(Cq)+E
(
µq(Cq)2
∣∣Fq) , (6.10)
where c1 = c∑∞l=q α
t(l−q)
+ <∞. By definition (6.5) and inequality (6.4), it follows
that
E
(
µq(Cq)2
∣∣∣Fq) = µq(Cq)2 = p−2qµ(Cq)2
≤ p−qφt(Tq)µ(Cq). (6.11)
So for k ≥ q, we have that
E
(
µk(Cq)2
∣∣∣Fq)≤Cp−qφt(Tq)µ(Cq),
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where C = (c1+1). Finally, we get the unconditional expectation
E
(
µk(Cq)2
)
= pqE
(
µk(Cq)2
∣∣Fq)
≤ Cφt(Tq)µ(Cq).
In particular, µk(C /0) is L2 bounded, so by Corollary 8.4 [17] or [65], it follows that
µ∞(T∞)> 0 with positive probability, and E (µ∞(C /0)) = E (µk(C /0)) = µ(C /0)> 0.
Since µk(Cq)→ µ∞(Cq) almost surely for all q, by Fatou’s Lemma,
E
(
µ∞(Cq)2
)≤ lim
k→∞
E
(
µk(Cq)2
)≤Cφt(Tq)µ(Cq). (6.12)
6.3 The dimensions of statistically self-affine frac-
tals
Fix an IFS consisting of affine contractions Si: IRn → IRn
Si(x) = Ti(x)+ai, i = 1,2, . . . ,N, (6.13)
where ai ∈ IRn is a translation vector and Ti is a non-singular linear mapping.
Write a = {a1, . . . ,aN}.
Let T be the random tree with infinite version T∞. For each a we define the
projection map i 7→ xi(a) from T∞ to IRn by
xi(a) = lim
k→∞
Si|k(0) = limk→∞
Si1 ◦ . . .◦Sik(0),
where i ∈ T∞, see Section 1.4. Let
F(a) =
⋃
i∈T∞
xi(a).
We call F(a) a statistically self-affine set. Note that for each a, it is a random
subset of the deterministic attractor F(a) of the {Si} considered in earlier chapters.
We will investigate the dimension of F(a). The proof of the upper bound is a
random version of that for a deterministic self-affine set, [14, Theorem 5.4].
Theorem 6.5 Let F(a) ∈ IRn be the statistically self affine set as above. Then
almost surely, dimBF(a) ≤ min{dR,n}, for all a ∈ IRnN , where dR is given by
equation (6.3).
Proof. The result is clear if dR ≥ n. Let s be such that dR < s < n. By Lemma 6.2,
if s > dR, then
lim
k→∞
E
(
∑
i∈Jk
φs(Ti)
)1/k ≡ γ < 1.
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For some constant c, we have
E
(
∑
i∈Jk
φs(Ti)
)≤ cγk, for all k,
so it follows that
E
( ∞
∑
k=1
∑
i∈Jk
φs(Ti)
)≤ c ∞∑
k=1
γk < ∞.
Thus with probability 1,
∞
∑
k=1
∑
i∈Jk
φs(Ti)< ∞,
so, with probability 1, there exists a finite random constant C1 such that
∞
∑
k=1
∑
i∈Jk
φs(Ti)≤C1. (6.14)
Let B be a ball large enough to ensure that Si(B) ⊂ B for i = 1, . . . ,N. Let m
be the least integer greater than or equal to s. Given 0 < ε <
√
n|B|, for every
i ∈ T∞, let i′ = i1 . . . iq be the finite sequence obtained by curtailing i after q terms,
where q is the smallest positive integer such that ε≥√n|B|αm(Ti1...iq)> αn−ε with
αm(Ti1...iq) the mth singular value of Ti′ . Then A = {i′ : i ∈ T∞} is a covering set
of T∞, so by (6.14), we have that with probability 1,
∑
i′∈A
φs(Ti′)≤
∞
∑
k=1
∑
i∈Jk
φs(Ti)≤C1 < ∞.
Let a∈ IRnN . Each ellipsoid Si′(B) is contained in a rectangular parallelepiped
with sides of lengths 2|B|α1, . . . ,2|B|αn, where α1, . . .αn are the singular values
of Ti′ . We may divide such a parallelepiped into at most(
2
α1
αm
+1
)
· · ·
(
2
αm−1
αm
+1
)
2n−m+1≤ 4nα1 . . .αm−1α1−mm = 4nφs(Ti′)
(
αm(Ti′)
)−s
cubes of side |B|αm(Ti′), that is, of diameter
√
nαm|B| ≤ ε. Taking such a cover of
each ellipsoid Si′(B) with i′ ∈ A, the total number N(ε) of such cubes is
N(ε)≤ 4n ∑
i′∈A
φs(Ti′)
(
αm(Ti′)
)−s ≤ 4nC1(√n|B|α−n− ε−1)s ≤ 4nC1ns/2|B|sα−sn− ε−s.
Hence, we obtain the inequality
− logN(ε)
logε
≤ C+ s logε
logε
,
so that
−lim
ε→0
logN(ε)
logε
≤ s.
This is true for all s such that dR < s < n, so the conclusion follows.
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Lemma 6.6 Assume that max1≤i≤N{‖Ti‖}< 12 . Let F(a) be the statistically self-
affine set as above. Then for all t < min{dR,n}, conditional on µ∞(T∞) > 0,
dimH F(a)≥ t for almost all a ∈ IRnN almost surely. (Note that µ∞ depends on t,
and for each such t these is a positive probability that µ∞(T∞)> 0.)
Proof. Let s < min{n,dR}. Let t be some number satisfying s < t < dR. Let µ be
as in (6.4) with 0 < µ(J∞) < ∞. By Lemma 6.4, with positive probability, there
exists a mass distribution µ∞ with 0< µ∞(T∞)<∞ on T∞ such that E
(
µ∞(Cq)2
)≤
Cφt(Tq)µ(Cq), for all q.
By Lemma 4.6, where we take ν to be Lebesgue measure with ν(B(x,r)) ≤
crnN , we have, writing q = i∧ j, that
E
(∫
T∞
∫
T∞
∫
a∈B(0,ρ)
dadµ∞(i)dµ∞(j)
|xi(a)− xj(a)|s
)
≤ cE
(∫
T∞
∫
T∞
dµ∞(i)dµ∞(j)
φs(Ti∧j)
)
≤ cE
(
∑
q∈J
∑
i6= j
µ∞(Cqi)µ∞(Cq j)
φs(Tq)
)
≤ cE
(
∑
q∈J
µ∞(Cq)2
φs(Tq)
)
≤ c1
∞
∑
k=0
∑
q∈Jk
φt(Tq)µ(Cq)
φs(Tq)
≤ c1
∞
∑
k=0
∑
q∈Jk
αk(t−s)+ µ(Cq)
≤ c1µ(J∞)
∞
∑
k=0
αk(t−s)+
< ∞.
where we have used Lemma 6.4. So with probability 1, it follows that∫
T∞
∫
T∞
∫
a∈B(0,ρ)
dadµ∞(i)dµ∞(j)
|xi(a)− xj(a)|s < ∞. (6.15)
Then applying Fubini’s theorem, we have∫
T∞
∫
T∞
dµ∞(i)dµ∞(j)
|xi(a)− xj(a)|s < ∞,
for almost all a ∈ B(0,ρ). Given a ∈ B(0,ρ), we define a measure on IRn by
ν(A) = µ∞{i ∈ T∞ : xi(a) ∈ A}, where A ∈ IRn.
By the continuity of i 7→ xi(a), ν is a Borel measure on IRn supported by F(a)
with ν(IRn) = µ∞(T∞). Thus ν is a mass distribution on F(a). So, by the potential-
theoretic characterization of Hausdorff dimension given in Theorem 1.5, dimH F(a)≥
s. This is true for all 0 < s < t, so dimH F(a)≥ t provided that on µ∞(T∞)> 0.
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We now assume that
P
(
]{i : ii ∈ Tk+1|i ∈ Tk}= r
)
≡ P(]J1 = r)
for all i ∈Jk. Then ](Jk) is a Galton-Watson branching process [1] with tree T,
and
P
(
](Jk)→ ∞|non-extinction
)
= 1,
provide that ](J1) is not 1 almost surely, see [28, Page 154]. With this property,
we can make the following conclusion.
Theorem 6.7 Assume that max1≤i≤N{‖Ti‖} < 12 . Let F(a) be the statistically
self-affine attractor described above. Then, with probability 1, either F(a) = /0
for all a or dimH F(a) = dimB F(a) = min{dR,n} for almost all a ∈ IRnN .
Proof. Fix t < min{dR,n}. For each q ∈Jk, write Tq∞ = {i ∈ T∞ : q < i} and
Fq(a)=∪{xi(a) : i∈Tq∞}. By Lemma 6.6, with positive probability, dimH F(a)≥
t for almost all a ∈ IRnN , so by the self-affinity of the construction, for some
0 < p0 ≤ 1,
P(dimH Fq(a)≥ t)≥ p0,
that is
P(dimH Fq(a)< t)< 1− p0.
As F(a) =
⋃
q Fq(a), dimH F(a) = maxq{dimH Fq(a)}. Provided that on T 6= /0,
with probability 1, ]{Tk} → ∞ as k → ∞. Thus for every ε > 0, there is a suffi-
ciently large integer N0 such that (1− p0)N0 < ε, so if K is such that ]{Jk} ≥ N0
for all k > K, then
P(dimH F(a)< t|non-extinction)< (1− p0)N0 < ε.
This holds for all ε > 0, so we have that
P(dimH F(a)≥ t|non-extinction) = 1.
This is true for all t < dR, Hence
P(dimH F(a)≥ dR|non-extinction) = 1.
Combining this with Theorem 6.5, dimH F(a) = dimB F(a) = min{dR,n} condi-
tional on non-extinction.
The generating function of ](Jk) is given by
G(s) = E(s](Jk)) =
∞
∑
r=0
P
(
](Jk) = r
)
sr.
The next proposition is a standard property from Branching processes [1].
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Proposition 6.8 lim
k→∞
P(](Jk) = 0) = P(ultimate extinction) = η where η is the
smallest non-negative root of the equation G(s) = s.
That is to say with probability η, the random tree will eventually become extinct.
Otherwise, P(](T∞) = ∞|non-extinction) = 1.
Corollary 6.9 Assume that max1≤i≤N{‖Ti‖} < 12 . Let F(a) be the statistically
self-affine attractor. Then with probability η, F(a) = /0 for all a ∈ IRnN and with
probability 1−η, dimH F(a) = dimB F(a) = min{dR,n}.
Proof. This is the consequence of Theorem 6.7 and Proposition 6.8.
6.4 Statistically self-affine fractals: some special cases
and examples
In this section we consider cases where the Ti are diagonal and upper triangular
matrices respectively and the case where the random tree T has constant valence.
Corollary 6.10 Consider a self-affine IFS {Si}Ni=1 where Ti are diagonal matrices
Ti =

t i1 0 · · · 0
0 t i2 · · · 0
...
...
...
0 0 · · · t in
 ,
with 0 < |t il |< 12 , l = 1, . . . ,n.
Let F(a) be the statistically self-affine set as above. Provided that F(a) is not
empty, then dimH F(a) = min{dR,n}, where dR is the solution s given by
max
{ j1,..., jm−1}
{ j′1,..., j′m}
m−1<s≤m
{|t1j1 · · · t1jm−1 |m−s|t1j′1 · · · t1j′m |s−m+1+ · · ·
+|tNj1 · · · tNjm−1 |m−s|tNj′1 · · · t
N
j′m |
s−m+1}= 1
p
,
for almost all a ∈ IRnN , where m is the integer such that m− 1 < s ≤ m and the
maximum is over all sets { j1, . . . , jm−1} and { j′1, . . . , j′m} of m−1, respectively m,
distinct integers from {1, . . . ,n}.
Proof. This follows from Theorem 6.7 and Corollary 3.7.
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Corollary 6.11 Consider a self-affine IFS {Si}Ni=1 where Ti are upper triangular
matrices
Ti =

t i1 t
i
12 · · · t i1n
0 t i2 · · · t i2n
...
...
...
0 0 · · · t in
 ,
with 0 < |t il |< 12 , l = 1, . . . ,n.
Let F(a) be the statistically self-affine set. Provided that F(a) is not empty,
then dimH F(a) = min{dR,n} where dR is the unique number such that
max
{ j1,..., jm−1}
{ j′1,..., j′m}
m−1<s≤m
{|t1j1 · · · t1jm−1 |m−s|t1j′1 · · · t1j′m |s−m+1+ · · ·
+|tNj1 · · · tNjm−1 |m−s|tNj′1 · · · t
N
j′m |
s−m+1}= 1
p
,
for almost all a ∈ IRnN , where m is the integer such that m− 1 < s ≤ m and the
maximum is over all sets { j1, . . . , jm−1} and { j′1, . . . , j′m} of m−1, respectively m,
distinct integers from {1, . . . ,n}.
Proof. This is a consequence of Theorem 6.7 and Corollary 3.7.
We now state a ‘constant valence’ corollary.
Corollary 6.12 Fix an integer m such that 0 < m < N. let T be the random
tree constructed so that, for each i ∈ T, {i : ii ∈ T} is an m−element subset of
{1, . . . ,N}, each of the (Nm) possible subsets chosen with equal probability. In
particular
P(ii ∈ T|Fk) =
{ m
N if i ∈ T
0 if i /∈ T . (6.16)
Thus the random tree and self-affine set can never be empty. Hence with proba-
bility 1, dimH F(a) = dimB F(a) = dR, where
lim
k→∞
[∑
i∈Jk
φdR(Ti)]1/k =
N
m
.
Proof. This is a special case of Theorem 6.7.
Example 1 Let
Si
(
x
y
)
=
( 1
3 0
0 14
)(
x
y
)
+
(
a1i
a2i
)
,
where i = 1, . . . ,6. Let E(a) be the (non-random) attractor of the IFS, see Fig-
ure 6.1 where the 6 rectangles are the images of the square under the contractions
in the IFS. Then dimE(a) = 1.5 for almost all a ∈ IR12.
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Example 2 We randomise the IFS in the Example 1. Let T be the random tree
such that for each i ∈ J,
P(ii ∈ T|Fk) =
{
p if i ∈ T
0 if i /∈ T
independently for i= 1, . . . ,N, where we take p= 0.85. By Theorem 6.7, provided
that we are in the case of non-extinction, we obtain that dimH F(a) = 1.3828 for
almost all a ∈ IR12 by solving
6× 1
3
×
(1
4
)s−1
=
1
0.85
6× 1
4
×
(1
3
)s−1
=
1
0.85
,
which has the solutions 1.3828 and 1.2211. See Figure 6.2 for some realizations
of this.
Example 3 We now consider a constant valence random version of Example 1. Fix
m = 4, so p = 23 . By Corollary 6.12, dimF(a) = 1.2075 for almost all a ∈ IR12,
with probability 1. See Figure 6.3 for some realizations of this.
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Figure 6.1: A non-random attractor E(a) of Example 1 with 6 contractions.
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Figure 6.2: Some realizations of the statistically self-affine set F(a) of Example 2
with p = 0.85.
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Figure 6.3: Some realizations of the statistically self-affine set F(a) of Example
3, where the underlying tree has constant valence.
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