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• What is DMFT, and DFT+embedded Dynamical Mean Field Theory  
• How local are correlations in specific models? 
• Projectors and applicability of local of correlations. 
   Rev. Mod. Phys. 78, 865 (2006)  
   G. Kotliar, S. Y. Savrasov, K Haule, V. S. Oudovenko, O. Parcollet, and C. A. Marianetti.  
   Phys. Rev. B 81, 195107 (2010), K. Haule, Chuck-Hou Yee, Kyoo Kim.
• Exact double-counting of DFT+EDMFTF  (PRL 115, 196403 (2015)). 
• Stationary free energy functional (within Embedded DMFT approach) for structural 
optimization, PRL115, 256402 (2015). 
• Implementation of Forces within eDMFT functional for optimization of internal 
structural parameter, (Phys. Rev. B 49, 195146 (2016), K. Haule, G.L. Pascut)
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Figure 1: (a) Enthalpies of formation, HF , with respect to LiH and H2 of the most stable LiHn,
n = 1  8, phases predicted in Ref.64 between 50-300 GPa. The x axis shows the fraction of H2
in the structures and the solid lines denote the convex hulls. Supercells of the (b) P4/mbm-LiH2
and (c) R3¯m-LiH6 phases that fell on the hull between 100-300 GPa re shown.
A theoretical investigation predicting that sodium polyhydrides will become stable above
⇠25 GPa69 inspired an experimental study where these phases were synthesized in a DAC above
40 GPa and 2000 K.70 Because the computed X-ray diffraction (XRD) patterns and Raman spec-
tra of the phases predicted as being stable in Ref.69 could not account for the experimental results,
further CSP searches were carried out in Ref.70 on a larger range of stoichiometries than those
originally considered. An NaH3 phase was found to be the lowest point on the convex hull at
50 GPa, and the observables calculated for the NaH3 and NaH7 stoichiometries gave the best
agreement with experiment. The NaH3 and NaH7 phases were insulating at 50 GPa, and they
were comprised of H2 as well as H  and H 3 units, respectively.
Ref.71 used CSP to find the most stable structures of KHn with n = 2, 4, 6, 8. Calculations
were carried out to determine the superconducting properties of a C2/c-KH6 phase with a large
DOS at EF that was comprised of H2 units. The Tc was estimated to be 58-70 K at 230 GPa and
46-57 K at 300 GPa. Another study carried out evolutionary searches on KHn with n = 2   13
and found that phases with the KH6 stoichiometry did not lie on the convex hull up to pressures of
250 GPa.72 Instead, the systems that were thermodynamically and dynamically stable contained
H  and H 3 units, and they were unlikely to be good superconductors.
Finally, CSP has been employed to predict the structures of the polyhydrides of rubidium73
and cesium.74 Above 30 GPa the rubidium polyhydride with the most negative  HF was RbH5,
which was comprised of linear H 3 and H2 units. The lowest point on the CsHn convex hulls
between 50-100 GPa was CsH3, and five nearly isoenthalpic structures were found. They were
all comprised of linear H 3 building blocks and Cs+ ions whose positions were related to those
of the silicon and thorium atoms, respectively, in either ↵- or  -ThSi2. Metalization of RbH5 and
CsH3 was predicted to occur at high pressures due to pressure induced band overlap of the H 3
non-bonding bands with either the metal d-bands or the H 3 anti-bonding bands, but the DOS at
EF was low suggesting that these systems are not good candidates for superconductivity.
Most of the thermodynamically and dynamically stable polyhydrides of the alkali metals
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DFT made this possible for many classes of materials with weak interactions.
Given the functionality, what is the best material?
Modern material design workflow
solve the inverse problem:
What made this theoretical revolution possible ?
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Material Properties 
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Density functional theory (DFT) 
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(BCS theory and Elliashberg theory existed for 60 years)
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DFT : Eﬃcient method to solve 
Schroedinger Eq. reasonably well 
Development of methods to predict 
crystal structures from first principles
Development of methods to predict useful properties 
(electron-phonon coupling, phonon frequencies)
Fast computers
S.E.
This suggests that the La atoms help to stabilize the clathrate
hydrogen structure.
We also investigated the bonding in these hydrides by a crystal
orbital Hamiltonian population (COHP) analysis. The COHP
provides an atom-specific measure of the bonding character of
states in a given energy region (47). A negative COHP indicates
bonding and positive COHP indicates antibonding. As Fig. 8
shows, predictably most of the states below the Fermi level are
H–H bonding for LaH10 and YH10. The interesting difference
is that some H–H antibonding states are occupied in the
yttrium hydride.
We comment on the reliability of the present predictions of
very high-Tc superconductivity by comparing our results with
existing experimental data and additional BCS calculations for
related superconductors. We calculated a Tc of 6–7 K for fcc La
under ambient pressure using μ* = 0.1–0.13, which is close to
previous theoretical (46) and experimental work (Tc = 6 K) (48),
and consistent with high-pressure behavior (Tc = 13 K at 20 GPa)
(45, 48). Likewise, our method gives the Tc of elemental Y under
pressure to be 15–16 K using μ* = 0.1–0.13, which is also
consistent with previous theoretical (15) and experimental
studies (Tc = 17 K at 89 GPa) (49). All of our calculations were
carried out using the harmonic approximation. It is well known
that in many hydrides anharmonicity tends to lower Tc (50). For
the well-studied SH3 system, however, such an effect is weak: Tc
is lowered from its harmonic 204 K value (24) only to 194 K (21)
at 250 GPa, and both are close to the reported experiment Tc at
that pressure (20).
There is a good reason to think that hydrogen-rich hydrides
should behave similarly to pure hydrogen. Recent first-principles
calculations of metallic hydrogen in structures with space
groups I41/amd and Cmca-4 predict anharmonic behavior that
differs from calculated results for hydrides with relatively low
hydrogen content (51, 52). Whereas in the I41/amd the in-
clusion of anharmonicity slightly lowers Tc (i.e., from 318 to
300 K at 500 GPa), the situation is drastically different in the
Cmca-4 phase, where the calculated Tc increases by a factor of
2 with anharmonicity introduced, such that the phase is pre-
dicted to be a superconductor above 200 K. In this context it is
also worth noticing that anharmonic vibrations may enhance
the electron–phonon matrix elements, e.g., in the case of dis-
ordered materials (53).
In summary, exploration of La–H and Y–H systems at high
pressures reveals stable hydrogen-rich phases with calculated
unusually high superconducting temperatures. To be realistic, we
should be careful about these high Tcs. Although well-calibrated
on low Tc elemental superconductors, more high-Tc compounds
need to be studied––we only have SH3 mentioned above (with its
attendant ambiguities––not in the Tc, measured, but in the
structure). The predicted stabilities of the phases are in the range
of current high-pressure techniques, although the megabar
pressures required present challenges for combined synthesis
and characterization. On the other hand, it may also be possible
to synthesize these and related materials metastably at lower
pressure. For instance, one might reason from the fact that Y
(54) itself has a distorted fcc structure that it may be possible to
produce sodalite-like YH10 at a metal–hydrogen interface. The
exploration, theoretical and experimental, of high hydrides of
heavy metals is thus a promising field (55–58).
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Fig. 6. Calculated electronic band structures of (A) LaH8 and (B) LaH10 at
300 GPa. The phonon spectrum for (C) LaH8 and (D) LaH10 at 300 GPa. Red
solid circles (Bottom) show the EPC with the radius proportional to the re-
spective coupling strength.
Fig. 7. Calculated Tc of LaH10 and YH10 as a function of pressure.
Fig. 8. COHP for pairs of H–H in (A) LaH10 and (B) YH10 at 300 GPa.
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LaH10  @190GPa with Tc=260K
M. Somayazulu, …,J. Hemley et.al., arXiv 1808.07695; PRL 122, 027001 (2019).
A. P. Drozdov, M. I. Eremets, arXiv 1808.07039; Nature 569, 528–531 (2019).
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PNAS 27, 6990-6995 (2017).
Thorough search of many hydrides (DFT) : L H10 and YH10 stand out in Tc. 
(many gr ps)
function [α2F(ω)], again with μ* = 0.1–0.13, as previously used in
superconductivity calculations for Y (15), La (45, 46), SH3 (24),
CaH6 (17), YH6 (30), and other superconductors.
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and ω(q) is the weight of a q (wave vector of crystal vibrations)
point in the first BZ. The EPC spectral function α2F(ω)
is expressed in terms of the phonon linewidth γqj arising
from EPC,
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In this equation, Nf is the electronic density of electron states at
the Fermi level. The linewidth γqj of a phonon mode j at wave
vector q, arising from EPC is given by
γqj = 2πωqj
X
nm
Z
d3k#Ωbz$$$gjkn,k+qmj2 × δðξkn − ξFÞ× δ!ξk+qm − ξF",
[4]
where the sum is over the first BZ, with ΩBZ as the volume of the
BZ, and ξkn are the energies of bands measured with respect to
the Fermi ξF level at point k. Here, gjkn,k+qm is the electron–
phonon matrix element for scattering from an electron in band
n at wave vector k state to band m at wave vector k+q via a
phonon with wave vector q.
The calculated electron-coupling parameter for LaH8 at 300 GPa
is relatively large (λ = 1.12), and the calculated Tc is 114–131 K,
Fig. 2. Predicted lanthanum hydride structures. (A) LaH2, (B) LaH3, (C) LaH4, (D) LaH5, (E) LaH6, and (F) LaH8. Large and small spheres represent La and H atoms.
Fig. 3. Crystal structure of sodalite-like LaH10 (A) and LaH6 (B) at 300 GPa. In the
LaH10 structure, the red circle highlights the cube hydrogen units. The bottom
shows the [46612] (C) and [4668] (D) hydrogen polyhedra in these structures.
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LaH10 Tc prediction using Elilashberg The ry
Experimentally confirmed by two groups : 
LaH10  @170GPa with Tc=250K
correct prediction of crystal 
structure is crucial, made 
revolution possible
Remarkable succ s  of DFT in hydrides
Figure 15: Theoretically predicted Tc values for hydrides of group 15 elements, including PHn
(yellow),321–325 AsHn (blue),326 SbHn (pink)326–328 and BiHn (green),328,329 n = 1   8. The Tcs
provided are the highest ones obtained for the given composition, and may have been calculated
at different pressures and using slightly different values of µ⇤.
more stable than the previously proposed metallic Cmca-H2O phase. Thus, the pressure at which
ice is thought to become metallic was shifted to higher values; somewhere between 2-7 TPa.
Because H2O and H2 are known to form hydrogen clathrate compounds at high pressures,338
evolutionary algorithms have been employed to search for hitherto unknown H2O-H2 clathrate-
like structures up to 100 GPa.339 Moreover, CSP methods have found that at planetary pressures
non-intuitive reactions and decomposition mechanisms of binary H/O systems can occur. For
example, above 5 TPa H2O is predicted to decompose into H2O2 and hydrogen rich phases,340
and at 1.4 TPa an H4O structure is preferred over elemental water and hydrogen.341
Sulfur
The discovery of high temperature superconductivity in the high pressure hydrogen/sulfur phase
diagram is a striking example of how a feedback loop between experiment and theory can lead
to the synthesis of remarkable materials. A recent mini-review provides an excellent synopsis
of the work carried out on this system to date.50 Hydrogen sulfide, H2S, has been theoretically
34
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Figure 3. Normalized resistance of the LaH10±x sample characterized by x-ray diffraction and 
radiography (Figs. 1 and 2) and measured with a four-probe technique. The initial pressure was 
188 GPa as determined from the Raman measurements of the anvil diamond edge; the pressure 
after the first cooling (blue) and warming (red) cycle was found to be 196 GPa. The lowest 
resistance we could record was 20 P: after the drop shown in the plot; the 300 K value was 50 
m:. The measurements were performed using a EG&G model 5209 lock-in amplifier with 
nominally 10 mA current at 1 kHz with a typical cooling and warming rate of 1 K/min.   
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Hence, the screened Coulomb interaction has the Slater form with the Slater integrals being
F k = (2k + 1)
Z 1
0
dr
Z 1
0
dr0u2l (r)u
2
l (r
0)
Ik+1/2( r<)Kk+1/2( r>)p
r< r>
. (24)
LDA+DMFT
ARPES
4
FIG. 4: (Color online) Energy- and momentum-dependent
spectral weight near the Fermi level. (a) Experimental inten-
sity plot for SrVO3. Peak positions of the EDCs and MDCs
are shown by filled circles and open squares, repectively. The
V 3d bands from the LDA calculation [26] and tight-binding
calculation are also shown by solid thick and thin curves, re-
spectively. Broken curves are LDA bands renormalized by a
factor of 2. (b) Intensity plot of spectral function from DMFT
calculation with U/D = 1.5.
0.5, the experimental band dispersions are well repro-
duced as shown in Fig. 4 (a). This indicates that elec-
tron correlation strength is almost independent of mo-
mentum and of the dxy, dyz or dzx bands of the degen-
erate t2g band. The kink in the band dispersion is weak
and broad, if exists, but the curvature changes its sign
around    0.2 eV as predicted by a recent DMFT cal-
culation [14]. As for the incoherent part located around
 1.5 eV, one can see a weak but finite (  0.1 eV) disper-
sion. The intensity of the incoherent part is momentum
dependent and becomes strong within the Fermi surface.
Figure 4 (b) shows the intensity plot of the spectral
functions from the DMFT calculation [25]. The DMFT
self-energy was computed using a single band model in
the present case. One obtains agreement between exper-
iment and theory when the correlation strength of U/D
is set to 1.5, where D is the bandwidth of the occupied
part of the non-interacting band. Although the DMFT
calculation predicts that an incoherent part disperses as
strongly as the bare band, the experimental dispersion of
the incoherent part was weaker. This is probably due to
the overlapping dispersiveless dyz band along the   - X
direction, which has been neglected in the present DMFT
calculation. In future, DMFT + LDA calculation which
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
In conclusion, we have studied the electronic structure
of SrVO3 thin films by means of ARPES. Due to the
“transparent” protective surface V5+ oxide layer, bulk-
like V 3d band structure was successfully observed. We
have determined the occupied quasiparticle width of the
V 3d band to be 0.44± 0.02 eV. The band dispersions in
the coherent part were reproduced by the renormalized
LDA bands with the global mass renormalization factor
of   2. There was a weak but finite dispersion in the
incoherent part and its intensity was stronger within the
Fermi surface. The experimental dispersions and intensi-
ties of the coherent part as well as of the incoherent part
were reproduced by momentum-resolved DMFT calcu-
lation. Since we have employed the single-band model
for the DMFT calculation, multi-orbital e↵ect of the t2g
bands remains to be studied in future studies.
The authors would like to thank K. Ono and A. Yag-
ishita for their support in the experiment at KEK-PF
and T. Mizokawa and K. Nasu for enlightening discus-
sion. This work was supported by a Grant-in-Aid for Sci-
entific Research (A19204037 and A19684010) from JSPS
and a Grant-in-Aid for Scientific Research in Priority Ar-
eas “Invention of Anomalous Quantum Materials” from
MEXT. Two of us (MT and HW) were supported by
JSPS. The work was done under the approval of Photon
Factory Program Advisory Committee (Proposal Nos.
2005G101 and 2005S2-002) at the Institute of Material
Structure Science, KEK.
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FIG. 5: Spectral function of SrVO3 within LDA+DMFT at
equilibrium volume compared with ARPES spectra of R f. 20.
This is a product of two one-dimensional in egrals and is
very easy to e ciently implement.
It is clear from Eq. 24 tha   uniquely determines
all F k’s, and furthermore even one Slater integral (F 0)
uniquely determines  . This is bec use F k are monotonic
functions of   and take the value of bare F k at   = 0 and
vanish at large  . Hence given F 0, the scre ing length
  is uniquely determined, and hence other higher order
F k are uniquely determined as well.
MASS RENORMALIZATION OF METALLIC
SrV O3
Even though the Coulomb interactio in SrVO3 is U =
10 eV, it gives a relatively moderate mass enhancement
over DFT band structure in all-electron LDA+DMFT
implementation. This is because the interaction is
severely screened by hybridization of d states with oxy-
gen p states, and because the t2g orbitals are in mixed-
valence state (nt2g ⇡ 1.5) [3, 4]. In Fig. 5 we show the
LDA+DMFT spectral function as well as recent APRES
measurements [20]. The mass renormalization in the t2g
orbital is m⇤t2g/mband ⇡ 2 and in eg is m⇤t2g/mband ⇡ 1.3
The agreement between ARPES spectra (the experimen-
tal signal is color coded on the rig t) nd LDA+DMFT
spectral function A(k,!) (plotted on the left) is very
good, both in the quasiparticle band (between  0.5 eV
and 0.5 eV) and Hubbard satellite at  1.5 eV.
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Interpretation in terms of electron self-energy
In many-body problems, one usually defines the so-called self- nergy. It is the quantity that
needs to be added to non-interacting Hamil onian t get the inter cting effective
Hamiltonian
Heff =
∫
drdr′Ψ†(r)
{
H0(r)δ(r− r′) + Σ(r, r′)}Ψ(r′) (10)
From Eq. (4) we can see that
Σ(r, r′) = δ(r− r′)
∫
dr′′ρ(r′′, r′′)vc(r′′ − r)− ρ(r′, r)vc(r′ − r) (11)
This term is just the lowest order term in perturbation expansion of self-energy in powers of
Coulomb repulsion and its diagrammatic representation in terms of Feyman diagrams is
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Hence, the screened Coulomb interaction has the Slater form with the Slater integrals being
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FIG. 4: (Color online) Energy- and momentu -depe d t
pectral weight near the Fermi level. (a) Experimental inten-
sity plot for SrVO3. Peak positio s of th EDCs and MDCs
are shown by filled circle and open squares, repectively. The
V 3d bands from the LDA calculation [26] and tight-binding
cal ulation a e also shown by solid thick and thin curves, re-
spectively Broken curves are LDA b nds ren rmalized by a
f ctor of 2. (b) Intensity plot of spectral function from DMFT
calculation with U/D = 1.5.
0.5, the experimental band dispersions are well repro-
duced as shown in Fig. 4 (a). This indicates that elec-
tron correlation strength is almost independent of mo-
mentum and of the dxy, dyz or dzx bands of the degen-
erate t2g band. The kink in the band dispersion is weak
and broad, if exists, but the curvature changes its sign
around    0.2 eV as predicted by a recent DMFT cal-
culation [14]. As for the incoherent part located around
 1.5 eV, one can see a weak but finite (  0.1 eV) disp r-
sion. The intensity of the incoherent part is momentum
dependent and becomes strong within the Fer i surface.
Figur 4 (b) shows the intensity plot of the spectral
functions from t e DMFT calculation [25]. The DMFT
si si le a odel in
. t i s ree e t et een exper-
t rrel ti stre gt of /
. , i t i t of t e occupied
i i . lt o g t e
i i ere t art isperses as
, t eri e tal is ersion of
i r. is is ro a ly due to
t rl i is rsi l ss yz alo g the -
irecti , ic s ee e lecte i t e rese t
calculation. In future, calculation hich
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
In conclusion, we have studied the electronic structur
of SrVO3 thin films by means of ARPES. Du to the
“transparent” prote iv surface V5+ oxide layer, bulk-
like V 3d ba d structure was successfully observed. W
have etermined the occupied quasiparticle width f the
V 3d band to be 0.44± 0.02 eV. The band dispe sions in
the coherent part we e r produced by the renormalized
LDA bands with the global mass renormalization fac or
of   2. There was a weak but finite disp sion i
incoherent part and its intensity was stronger within the
F rmi surface. The experimental dispersio s and i ensi-
ti s of the coherent part as well as of th incoherent part
were reproduced by mo entum-resolved DMFT calcu-
lation. Since we have employed the single-band model
for the DMFT calculation, multi-orbital e↵ect of the t2g
bands remains to be studied in future studies.
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In conclusion, we have studied the electronic structure
of SrVO3 thin films by means of ARPES. Due to the
“transparent” protecti e surface V5+ oxide layer, bulk-
like V 3d band structure was successfully observed. We
have determined the occupied quasiparticle width of the
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Density Functional Theory: 
• Is the workhorse of the theoretical material science
• It relates some aspects of the solution of real problem to solution of a more 
tractable auxiliary problem (electron gas + system of independent fermions)
• Even purely local exchange-correlation , i.e., LDA/GGA (subject to mean-field type 
self-consistency) gives total energy and charge density surprisingly well (but can fail 
in strongly correlated systems)
Kohn & Sham (1965): To minimize the functional: 
solve auxiliary single-particle problem+self-consistency condition
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Solid with 1023 
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Auxiliary problem is the 
non-interacting problem 
in self-consistent 
medium simple + simple 
interacting problem
uniform positive  
background 
+ 
interacting electron cloud
To determine e-e 
correlation potential, 
each point in space  
is mapped to the uniform 
electron gas problem.
LDA
Dyson equation is solved for all electrons in the problem.
Practical solution of DFT equations
LDA: Accounts for exchange-correlations local to a given point in space. Different points in 
space are coupled through kinetic energy and Hartree term.
Delivers effective potential 
 for each point in space Vxc(r)= δExc/δ𝜌
• In correlated solids, electrons have dual nature, i.e., partly itinerant and partly 
localized, and can not be described in terms of an auxiliary non-interacting system 
(bands are not well defined)
• In H2 molecule, the two electrons remain entangled (in mean-field basis) for any 
separation. In atomic basis they are entangled at any finite separation.
• Reducing double-occupancy leads to narrowing of bands in metals, and ultimately to 
Mott physics at large interaction. 
• Need to properly treat (by beyond mean field) Hubbard interaction (Motness), 
Hund’s interaction (orbital differentiation, and Hund’s metallicity) and orbital physics,.
Coherent+incoherent  
spectra in correlated 
materials
Rigid band picture in 
standard theory
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FIG. 3. (Color online) Comparison of experimental ARPES
(in red dots) by Shen et al. with spectral function as com-
puted with eDMFT (green) and band structure with B3LYP
(in white lines) for NiO . Experimental data are reproduced
from Ref. 49.
B3LYP predicts several extra bands near the   point,
in particular near  6.5 eV, which did not show up in
ARPES and are absent in eDMFT. Finally, for even bet-
ter match of eDMFT spectra and ARPES, one would
need to shift the dispersive O-p-states slightly lower com-
pared to the flat mostly 3d state at -2eV. This deficiency
of LDA+eDMFT is known and is inherited from LDA,
which tends to place oxygen-2p states slightly to close to
the Fermi level.
Optics
As the gap size is not easy to determine from the
PES/IPES spectra in TMO’s, we turn to optical con-
ductivity, which measures the vertical (zero momentum
transfer) transitions between the single-particle states.
In Fig.4 we compare the absorption coe cient from
the reflectivity measurements. To compute that within
eDMFT, we obtain the imaginary part of the dielectric
function from the optical conductivity and then perform
the Kramers-Kronig (KK) operations to compute the ab-
sorption coe cients.
For NiO and CoO, the experimental absorption coef-
ficients are extracted from Powell et.al. [50], which were
obtained from the measured reflectively spectra. For
MnO, the optical spectra is extracted from figure in
Ro¨ld et al. [48], where the measurements by Ksendzov et
al. [51] were reproduced. The original data for MnO is
not currently accessible, and it would be very desired to
repeat this experiment with modern measurements.
We observe various important points in (Fig. 4). First,
within eDMFT, the onset of optical spectra is gradual in
MnO, FeO, and CoO, while it is much more sudden in
NiO. This gradual onset is due to the presence of disper-
sive 4s band around   point discussed above.
Second, the peak positions in the experimental absorp-
tion and those computed by eDMFT agree very well.
For example, the first peak for NiO in eDMFT is at 4.6
eV while in the experiment it is at 4.9 eV. The overall
shapes and magnitude match very well in NiO. Similarly,
for MnO, the overall shape of eDMFT and experiment
matches very well. However, the first shoulder of inten-
sity between 2.5-4eV seems missing in the data by Ksend-
zov et al. [51], which seems somewhat inconsistent with
IPES in Fig.1, where a slow increase of the intensity is
noticed. To clarify the correct placement of Mn 4s state,
in theory, it would be desired to redo optics of MnO with
modern techniques.
For CoO the eDMFT peak positions are similar to the
experiment, but the overall match is not so good. The
B3LYP, which does not match well in MnO and NiO (in-
tensity is too small and peaks do not align) seems supe-
rior in CoO with an overall good match and correct gap.
Since the reflectivity data in CoO was available only in a
limited energy range, the KK transformation might un-
derestimate the absorption in the experiment, hence it
would also be desired to redo the optical conductivity in
CoO.
CONCLUSIONS
In conclusion, here we demonstrate a new paradigm in
which a wide range of methods is applied to a few pro-
totypical correlated materials. As a first application, we
demonstrate its usefulness by applying it to a training set
of correlated materials by comparing spectral properties
of binary transition-metal oxides using various DFT and
‘beyond-DFT’ methods such as GGA, GGA+U, mBJ,
GW0, B3LYP, and DFT+eDMFT. We find only B3LYP
and eDMFT can properly reproduce the experimental in-
sulating state for all four compounds in the family with-
out tuning any compound specific parameters in the com-
putation. B3LYP still slightly underestimates the exper-
imental PES/IPES for MnO, and CoO, while eDMFT
slightly underestimates it in NiO, but overall agrees with
the experimental PES/IPES very well. When comparing
available ARPES, eDMFT compares much better than
B3LYP. Many additional high energy bands are observed
in B3LYP that are not present either in eDMFT or iden-
tified in the experiment. Computed optical absorption in
NiO and MnO also shows better agreement between ex-
periment and eDMFT than B3LYP, but B3LYB performs
better in CoO. As the optical measurements are very old,
we caution that this conclusion might need revision if the
optical measurement is redone in CoO.
Here, we thoroughly demonstrate that without a tun-
ing parameter eDMFT can reasonably well reproduce the
ARPES, PES/IPES, and optics experiments in TMOs
Exampl  n NiO: 
red circles: ARPES 
white lines: B3LYB 
green spectra: DFT+eDMFT
Rigid band picture in static theories  
(including B3LYB)   replaced by 
coh rent+incoh r nt spectra
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FIG. 4. (Color online) Comparison of EDMFT and B3LYP computed optical absorption coe cients (in dashed lines) for all
TMOs with available experiments (in solid lines). Experimental data are directly obtained from Powell et al.[50] for CoO and
NiO and from Ro¨dl et al.[48] for MnO, which was used to compare with the experimental reflectivity by Ksendzov et al.[51].
without a tuning parameter. Similarly, B3LYB gives
quite good DOS but has issues in describing ARPES, and
optics is some of the TMO’s. We thus identify eDMFT
to be a suit ble method for constructing the database for
correlated materials without involving any material spe-
cific tuning parameter, which is the central criteria for the
high throughput computation. Our findings will acceler-
ate the progress of computational material designing with
correlated materials, which otherwise was prohibited due
to a proper understanding of comparative studies that
do not involve material specific tuning parameter. Thus
our work is important in either database driven science
or from the point f view of fundamental physics.
COMPUTATIONAL APPROACHES &
STRUCTURAL DETAILS
In this work we use the full potential linear aug-
mented plane wave (LAPW) method as described in
the WIEN2k[52] software for various DFT and beyond-
DFT methods, such as modified Becke-Johnson (mBJ)
potential [53] for meta-GGA, B3LYP [13, 54] for hy-
brid functionals, all electron GW (FHI-gap software [55])
for Hedin’s GW formalism, and embedded DMFT
(eDMFT) [20, 21] method for dynamical mean field the-
ory. For mBJ and B3LYP we construct the initial
wavefunction and eigenvalues with PBE functional in its
Ge eralized Gradie t Approximation (GGA). For DFT,
DFT+U, mBJ, B3LYP we use 20⇥ 20 ⇥ 20 k-points
and 0.01 Ry Gaussian broadening for computing DOS.
The U values in GGA+U are 6.04, 7.05, 5.91, 6.88 eV
for MnO, NiO, FeO, and CoO respectively and obtained
from Ref[13].
In DFT+eDMFT method [20, 21] we use LDA func-
tional, and the LAPW basis set as implemented in
WIEN2k[52]. The continuous time quantumMonte Carlo
method [56] is used to solve the quantum impurity prob-
lem that is embedded within the Dyson equation for the
solid, to obtain the local self-energy for the TM d orbitals.
The self-energy is then analytically continued with max-
imum entropy method from the imaginary to the real
axis, continuing the local cumulant function, to obtain
the partial density of states. A fine k-point mesh of at
least 10⇥ 10 ⇥ 10 k-points in Monkhorst-Pack k-point
grid and a total 100 million Monte Carlo steps for each
iteration are used for the AFM phase of the TMO at
T=300K. To avoid tuning parameters, the Coulomb in-
teraction U and Hund’s coupling JH are fixed at 10.0 eV
and 1.0 eV respectively for all TMOs. These values are
computed by the constrained-eDMFT method. We use
exact double counting between LDA and DMFT [57] and
we also compare our results with the fully localized limit
(FLL) double counting [58] scheme.
We perform single-shot GW and GW0 using FHI-gap
software package [55] where GW self-energy is computed
within the all-electron LAPW basis of WIEN2K. We use
4⇥ 4 ⇥ 4 k-points grids and include unoccupied bands
with the energy up to 50 Ry. We also include high energy
local orbitals in the GW0 calculations. About 1000 k-
points are considered for computing DOS in the GW cal-
culations where the quasiparticle energies are first com-
puted in a sparse k-mesh and then interpolated to fine
k-mesh. The mu n tin radii[34] (in Bohr) for Mn and
O atoms are (2.10, 1.77) for MnO; (2.05, 1.75) for FeO;
(1.97, 1.75) for CoO and NiO. The Gaussian broaden-
ing and k-point sampling for computing DOS are kept at
least ⇠ 0.01 Ry and 10⇥ 10 ⇥ 10, respectively. Similar
values were used in the Ref. 34.
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the WIEN2k[52] software for various DFT and beyond-
DFT methods, such as modified Becke-Johnson (mBJ)
potential [53] for meta-GGA, B3LYP [13, 54] for hy-
brid functionals, all electron GW (FHI-gap software [55])
for Hedin’s GW formalism, and embedded DMFT
(eDMFT) [20, 21] method for dynamical mean field the-
ory. For mBJ and B3LYP we construct the initial
wavefunction and eigenvalues with PBE functional in its
Generalized Gradient Approximation (GGA). For DFT,
DFT+U, mBJ, B3LYP we use 20⇥ 20 ⇥ 20 k-points
and 0.01 Ry Gaussian broadening for computing DOS.
The U values in GGA+U are 6.04, 7.05, 5.91, 6.88 eV
for MnO, NiO, FeO, and CoO respectively and obtained
from Ref[13].
In DFT+eDMFT method [20, 21] we use LDA func-
tional, and the LAPW basis set as implemented in
WIEN2k[52]. The continuous time quantumM nte Carlo
method [56] is used to solve the quantum impurity prob-
lem that is embedded within the Dyson equation for the
solid, to obtain the local self-energy for the TM d orbitals.
The self-energy is then analytically continued with max-
imum entropy m thod from the imaginary to the real
axis, continuing the local cumulant function, to obtain
the partial density of states. A fine k-point mesh of at
least 10⇥ 10 ⇥ 10 k-points in Monkhorst-Pack k-point
grid and a total 100 million Monte Carlo steps for each
iteration are used for the AFM phase of the TMO at
T=300K. To avoid tuning parameters, the Coulomb in-
teraction U and Hund’s coupling JH are fixed at 10.0 eV
and 1.0 eV respectively for all TMOs. These values are
computed by the constrained-eDMFT method. We use
exact double counting between LDA and DMFT [57] and
we also compare our results with the fully localized limit
(FLL) double counting [58] scheme.
We perform single-shot GW and GW0 using FHI-gap
software packag [55] where GW self-ene gy is computed
within the all-electron LAPW basis of WIEN2K. We use
4⇥ 4 ⇥ 4 k-points grids and include unoccupied bands
with the energy up to 50 Ry. We also include high energy
local orbitals in the GW0 calculations. About 1000 k-
points are con idered for computing DOS in the GW cal-
culations where the quasiparticle energies are first com-
puted in a sparse k-mesh and then interpolated to fine
k-mesh. The mu n tin radii[34] (in Bohr) for Mn and
O atoms are (2.10, 1.77) for MnO; (2.05, 1.75) for FeO;
(1.97, 1.75) for CoO and NiO. The Gaussian broaden-
ing and k-point sampling for computing DOS are kept at
least ⇠ 0.01 Ry and 10⇥ 10 ⇥ 10, respectively. Similar
values were used in the Ref. 34.
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• In correlated solids, electrons have dual nature, i.e., partly itinerant and partly 
localized, and can not be described in terms of an auxiliary non-interacting system 
(bands are not well defined)
• In H2 molecule, the two electrons remain entangled (in mean-field basis) for any 
separation. In atomic basis they are entangled at any finite separation.
• Reducing double-occupancy leads to narrowing of bands in metals, and ultimately to 
Mott physics at large interaction. 
• Need to properly treat (by beyond mean field) Hubbard interaction (Motness), 
Hund’s interaction (orbital differentiation, and Hund’s metalli ity) and orbital physics,.
2
~Fi =
 ⌦
  ~R
(18)
⌦ = TrlogG  Tr((G 10  G 1)G) + EH+XCVc [⇢] +  DMFTVDMFT [Glocal]   H+XCVDMFT [⇢loca] (19)
L = L0 + L (20)
L0 =
X
k 
Z
dr †k (r)(
@
@⌧
  µ  r
2
2m
+ vk(⇠ = 1) + ⌃DMFT (⇠ = 1)) k (r)
+
e2
2V
X
q
Z
drdr0 †q(r)
✓
VC(q)
 1
rr0 +
 q (r  r0)
8⇡
◆
 q(r
0)
 L =  
X
k 
Z
dr †k (r)(vk(⇠) + ⌃DMFT (⇠)) k (r)  ⇠
e2
2V
X
q
Z
dr †q(r)
 q
8⇡
 q(r)
+
p
⇠
ie
2V
X
q
Z
dr
 
 q(r)⇢ q(r) +  †q(r)⇢q(r)
 
(21)
⇠ = 1
L = L0 + L(⇠) (22)
⌃(k,!) = ⌃ref (k,!) +
NX
n=1
⇠n  ⌃(n)(k,!)
   
⇠=1
(23)
G0k(i!) =
1
i! + µ  k22m   vk
(24)
vk(⇠) = ⇠(⌃
x
k   ⌃xkF ) + ⇠2s2 + ⇠3s3 + · · · (25)
~k (26)
kxky (27)
hn"Rn#Ri ⇡ 0 6= hn"Ri hn#Ri = 1/4 (28)
Theoretical Perspective - Correlates Matter
• In correlated solids, electrons have dual nature, i.e., partly itinerant and partly 
localized, and can not be described in terms of an auxiliary non-interacting system 
(bands are not well defined)
• In H2 molecule, the two electrons remain entangled (in mean-field basis) for any 
separation. In atomic basis they are entangled at any finite separation.
• Reducing double-occupancy leads to narrowing of bands in metals, and ultimately to 
Mott physics at large interaction. 
• Need to properly treat (by beyond mean field) Hubbard interaction (Motness), 
Hund’s interaction (orbital differentiation, and Hund’s metallicity) and orbital physics,.
2
~Fi =
 ⌦
  ~R
(18)
⌦ = TrlogG  Tr((G 10  G 1)G) + EH+XCVc [⇢] +  DMFTVDMFT [Glocal]   H+XCVDMFT [⇢loca] (19)
L = L0 + L (20)
L0 =
X
k 
Z
dr †k (r)(
@
@⌧
  µ  r
2
2m
+ vk(⇠ = 1) + ⌃DMFT (⇠ = 1)) k (r)
+
e2
2V
X
q
Z
drdr0 †q(r)
✓
VC(q)
 1
rr0 +
 q (r  r0)
8⇡
◆
 q(r
0)
 L =  
X
k 
Z
dr †k (r)(vk(⇠) + ⌃DMFT (⇠)) k (r)  ⇠
e2
2V
X
q
Z
dr †q(r)
 q
8⇡
 q(r)
+
p
⇠
ie
2V
X
q
Z
dr
 
 q(r)⇢ q(r) +  †q(r)⇢q(r)
 
(21)
⇠ = 1
L = L0 + L(⇠) (22)
⌃(k,!) = ⌃ref (k,!) +
NX
n=1
⇠n  ⌃(n)(k,!)
   
⇠=1
(23)
G0k(i!) =
1
i! + µ  k22m   vk
(24)
vk(⇠) = ⇠(⌃
x
k   ⌃xkF ) + ⇠2s2 + ⇠3s3 + · · · (25)
~k (26)
kxky (27)
hn"Rn#Ri ⇡ 0 6= hn"Ri hn#Ri = 1/4 (28)
of cyclotron mass has a substantial dependence on the
applied magnetic field [4]. It is noted that the suppression
of the m! with increasing magnetic field was studied by
the spin-dependent mass [25– 28] or the Zeeman effect
[29,30].
The continuous change of FS properties with T variation
is deeply related to the transport properties. Figure 3 pro-
vides the calculated resistivity for CeIrIn5 as a function of
T, which is compared to the experimental electrical resis-
tivity. The electrical resistivity is calculated using the
real part of the dc conductivity (!) [18] based on the
DFT þ DMFT spectral function near EF:
!"# ¼ $e
2
V
X
k
Z
d!
!
$ df
d!
"
Tr½Aðk; !Þvk"Aðk; !Þvk%(:
Here " and % represent spatial coordinates. V, fð!Þ, and v
are the primitive volume, the Fermi Dirac distribution
function, and the velocity, respectively. The calculated
resistivities from low to high T are in good agreement
with the experimental resistivity. At high T, the electronic
carrier from dispersive spd bands become more and more
decoupled from localized electrons in the 4f shell; hence,
the carriers are scattered less at very high T. Upon cooling,
the hybridization among local moments and spd carriers
increases while the 4f electrons remain very incoherent
above 50 K, causing enhanced scattering mechanism for
electric carriers. Below the scale Tm0 , the electrons in the 4f
shell also gain coherence which substantially suppresses
the resistivity. Therefore, the maximum resistivity is
observed near 50 K. Insets (a), (b), and (c) of Fig. 3
show the broadening of spectral weight at EF, calculated
at low, crossover, and high T, respectively. The broadening
corresponds to the scattering rate at the specific k point. It
is noted that the spreading of the spectral weight at cross-
over is wider than that at high or low T. This finding
confirms that the DFT þ DMFT calculation describes well
the crossover behavior of Ce 4f electrons with one
Tf0 () 130 K) for the participation of 4f electrons in the
conduction and another Tm0 () 50 K) for the formation of
coherent heavy electron 4f bands. The increase of the
scattering rate approaching Tm0 from high T can be com-
prehended by the local Kondo effect scaled by Tf0 . The
decrease from the maximum scattering rate with lowering
T is understood by the lattice coherence, which is consis-
tent with the meaning of Tm0 .
We have examined the evolution of the heavy fermion
state using electronic structure methods. As shown in the
two-fluid phenomenology [14], the experimental studies of
other heavy fermion systems [31] as well as the slave boson
studies [32,33], the crossover from the high T regime, where
moments and quasiparticles coexist, to the low T Fermi
liquid heavy fermion state, has a rich structure characterized
by multiple energy scales. We have found that it is charac-
terized by multiple scales which have a clear correspon-
dence with physical observables. Tf0 is the onset of the sharp
crossover where the small FS begins distorting towards the
low T FS. At a lower Tm0 , composite quasiparticles formed
from f moments and conduction electrons emerge, and this
is signaled by a maximum of the resistivity. By that point,
the FS has reached a shape which is closer to its zero
temperature final value, but the material is not yet a Fermi
liquid, which is only reached at a much lower temperature
TFL. We can only put bounds for this quantity as being lower
than 10 K for the 115 material.
The theory can be tested using several techniques
such asARPES,Compton scattering, and scanning tunnelling
microscopy, which have been developed as powerful tools for
exploring the evolution of the electronic structure and are
currently under way [34]. Our theory predicts that both Tm0
and Tf0 increase as a function of pressure in the CeIrIn5
material. More generally, it would be interesting to follow
these scales as a function of control parameters such as
pressure and composition, to investigate the behavior of Tm0
and Tf0 in related materials which can be driven to a QCP.
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FIG. 3 (color online). The magnetic part (4f electron contri-
bution) of the resistivity as a function of T. The experimental
electrical resistivity is obtained by subtracting the resistivity of
LaIrIn5 from that of CeIrIn5 [5]. Insets (a), (b), and (c) show the
broadening changes of spectral weights at EF at low (10 K),
crossover (50 K), and high temperature (1000 K), respectively. !
means the direction from M to " in momentum space.
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Example resistivity of CeIrIn5: 
red circles: DFT+eDMFT 
black line: resistivity of ⍴(CeIrIn5)-⍴(LaIrIn5)
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Solid with 1023 
electrons
Auxiliary problem is a 
“interacting atom”  
in a self-consistent 
medium/entanglement
electron cloud 
+ 
interacting ion
e-DMFT To determine e-e 
correlation potential, 
each atom is mapped to  
auxiliary quantum 
impurity 
problem 
Auxiliary problem is the 
non-interacting problem 
in self-consistent 
medium simple + simple 
interacting problem
uniform positive  
background 
+ 
electron cloud
To determine e-e 
correlation potential, 
each point in space  
is mapped to the uniform 
electron gas problem.
LDA
Quantum impurity model
solved by Monte Carlo
eDMFT: Accounts for exchange-correlations on a given correlated ion ( or a cluster of ions ) 
exactly, including retardation effects. The inter-cluster degrees of freedom treated on the mean-
filed (Hartree level).
Dyson equation is solved for all electrons in the problem both in DFT and DFT+eDMFT
DFT+embedded Dynamical Mean Field Theory
LDA: Accounts for exchange-correlations local to a given point in space. Different points in 
space are coupled through kinetic energy and Hartree term.
Delivers effective self-energy 
 on each atom Σ(r,r’,⍵)
A. Georges and G.Kotliar (1992)
Correlations are local in large d (large connectivity z) 
where DMFT is exact -- Weiss mean field theory
What about finite D? What about 0?
H2 molecule:
How local are correlations?
Archetypal problem of strong  correlations:
DMFT exact in ∞ D, or large connectivity Z 
It is not expected to be good for low-D problems 
(like H2 molecule)
Error of total energy using LDA+DMFT <0.2%!
LDA+DMFT
HF+DMFT
exact
Juho Lee, KH, PRB 91, 155144 (2015).
DMFT captures exact atomic limit 
accurate at large R!
LDA and GW fail at large R too
R-Hartree-Fock fails 
(both electrons at the same nucleus)
some cluster corrections needed at 
the breaking point of the molecule
How local are correlations in real space? 
0-D test of the single site DMFT.
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Luttinger-Ward functional gives electronic free energy:
material dependent term
universal functional 
independent of material 
expressible by the perturbation theory
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Basic variable is Green’s function: == dynamic analog of charge density
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DMFT for lattice models:
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At the heart of DMFT: Q.Imp.M.
For DMFT to be useful, need 5 band (“d” orbitals) and 7 band (“f ” orbitals) impurity 
solver -- very complex atom
This was hard to solve until recently ... invention of CTQMC (2007).
50+ year old problem : Anderson impurity (Kondo) problem
 (Kondo, Jun (1964) )
Thermodynamics solved by Numerical Renormalization Group (Wilson, 1975). 
Dynamics too slow for >3 orbitals.
For constant bath and single band problem Bethe-Ansantz solution exists 
(Wiegmann, (1980), N. Andrei (1980)). 
Not useful for DMFT -- strongly energy dependent bath.
Series		expansion	in	U	leads	to	strong	sign	problem	when	Hunds	coupling	is	present.	
Good	news:		Anderson-Yuval	mapping	(1970)	mapping	from	expansion	in	U	to	
expansion	in	hybridizaHon
 K.H. Phys. Rev. B 75, 155113 (2007) ; P. Werner, PRL (2007)
Use Continuous time quantum MC on Anderson Yuval problem:
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General impurity problem:
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Power expansion in terms Δ, gives series of Feynman diagrams: Feynman diagrams
Diagrammatic Monte Carlo
tities, which do not depend on variable !, and are numeri-
cally well behaved.
The projected second-order diagram, which correspond to
OCA approximation, is given by
"˜ 1!G˜ ,#" = #
0
$
d%4#
0
%4
d%3#
0
%3
d%2#
0
%2
d%1G˜ m0m0!$%1 − %4
+ $%G˜ m1m1!$%2 − %1%G
˜
m2m2!
$%3 − %2%G˜ m3m3!$%4 − %3%
& $F'†%m1!m0#'$$%1 − %3%
& $F$%m3!m2$F
'!†%m2!m1#'!$!$%2%$F
$!%m0!m3. $94%
The projected pseudoparticles vanish at negative times and
are well behaved at positive times. For the purpose of prop-
erly evaluating the Feynman diagrams in time, we can ex-
tend them to negative times without any loss of generality.
The pseudobosons hence become periodic and the pseudof-
ermions antiperiodic. The annoying minus signs $−1% f can
then be eliminated. However, the projected pseudoparticles
cannot be Fourier transformed to imaginary frequency, and
they do not obey the usual Dyson equation, but rather a more
complicated type of Dyson equations derived in Eq. $81%.
The pseudoparticles can be analytically continued to real fre-
quencies, and all pseudoparticles satisfy fermionic-type of
continuation, given in Eq. $78%.
Finally, the Monte Carlo algorithm must generate any
skeleton diagram of any order. The probability to accept the
diagram is proportional to its &"˜ !G˜ ,#"&. The contribution to
pseudoparticle self-energy is then (mm!$%%= 'sign$"% /Gm!m$
−%%(, where ' ( means the average in the Markov process,
where weights are proportional to &"&. Similarly, the impurity
Green’s function can be sampled by G'$$%%= 'sign$"% /#$'$
−%%( / 'Q(. The sampled self-energies will only be propor-
tional to the exact self-energies. The renormalization factor
can easily be found knowing the probability for NCA dia-
gram and its value.
The requirement to sample the skeleton diagrams prohib-
its us to combine many diagrams into determinant of hybrid-
ization functions #, as it was achieved in the algorithm by
Werner et al.21 Similar type of trick of combining the dia-
grams into determinant of #’s would substantially improve
the efficiency of the algorithm. It is however not clear how to
eliminate nonskeleton diagrams from determinant and keep
the updating formulas efficient.
To test the above described algorithm, and to check its
performance and convergence, we implemented a simplified
version of the bold CTQMC for the canonical Anderson im-
purity model. We sampled all diagrams up to certain order
starting with first order $NCA%, second order $OCA% and up
to fifth order. The fifth order takes only minutes on a typical
personal computer. We first found the topology of all dia-
grams of certain order, the prefactor and the sign of each
diagram. In Fig. 2 we plotted the diagrams for the first few
orders $second-"$2%,…,fourth-"$4%%. We colored the diagrams
according to their sign, positive with black and negative with
red $gray in print%. There are four NCA diagrams, two OCA
diagrams, eight third-order diagrams $four positive and four
negative%, 44 fourth-order diagrams $24 positive and 20
negative%, and 320 fifth-order diagrams $128 positive and
192 negative%. We evaluated exactly the NCA and OCA dia-
grams, and we used METROPOLIS algorithm to sample the
time arguments for higher-order diagrams. The probability
for the acceptance of a set of imaginary times was taken to
be proportional to the value of the total &"$n %$%1 ,%2 , . . . ,%2n %&,
hence at fifth-order 320 diagrams were evaluated at each
Monte Carlo step. While this algorithm cannot be used at
very high orders in perturbation theory due to exponential
growth in the number of diagrams, its advantage is in large
improvement of the sign problem. Namely, the diagrams of
the same order and the same time arguments tend to cancel at
higher orders. Since we evaluate all of them at each Monte
Carlo step, the sign problem is almost completely eliminated.
The noninteracting limit U=0 is the hardest case for the
hybridization expansion algorithm because the coherence
temperature is infinite. Here we present test of the algorithm
in the case of half-filled noninteracting Hubbard model on
the Bethe lattice within DMFT. We want to emphasize that
the algorithm becomes more efficient and faster converging
in the strongly interacting limit U) 0, a case which will be
presented elsewhere. In the following discussion, all quanti-
ties will be expressed in units of D, the half bandwidth of the
Bethe lattice.
In Fig. 3$a% we show the impurity Green’s function on the
imaginary axis $at 1 /T=100% when the perturbation theory is
truncated at certain order. We also display the exact result by
FIG. 2. $Color online% All diagrams of the second, the third, and
the fourth order in hybridization strength which contribute to the
Luttinger-Ward functional. The pseudoparticle propagators run
across the ring while the crossing lines stand for the hybridization
#. The full line represents spin-up and the dashed lines the spin-
down hybridization. The black diagrams $both diagrams in "$2%,
first four in "$3% and first 24 in "$4%% give positive contribution to ",
and the red give negative contribution. Some diagrams seem to
appear multiple times. This is because different pseudoparticles ap-
pear in the ring. Since we do not use different line for each
pseudoparticle, some diagrams seem equivalent. However, it is very
straightforward to deduce the pseudoparticle propagators knowing
the type and the direction of the conduction electron propagators.
DYNAMICAL MEAN-FIELD THEORY WITHIN THE FULL-… PHYSICAL REVIEW B 81, 195107 $2010%
195107-17
Metropolis sampling over the diagrams, very efficient
because perturbation order is Gaussian in order k 
peaked at Kinetic-energy/T.
Virtues:
•Exact method: samples all 
diagrams!
•Allows correct treatme t of 
multiplets
K.H. Phys. Rev. B 75, 155113 (2007) 
random walk in space of 
diagrams, order 700 re chable 
Continuous time quantum MC
 in hybridization expansion
Completely changed the 
DMFT
predictive power
Feynman diagrams:
n=2
n=3
n=4
n
We can get DFT by
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DFT  In the LW language
The LW functional then leads to identical equations as DFT.
Exact DFT gives exact ground state energy and charge density. But in this 
approach DFT is an approximation for the Green’s function, which gives 
an approximate spectra, i.e., bands. The spectra can then interpreted as 
physical within such approximation for 
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The fact that bands are very reasonable within LDA/GGA is 
an indication that correlations are very local in real space. 
Weaker statement : The picture in which correlations are treated as 
local is very good — convergence faster when considering local 
correlations rather than long range correlations.
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 †q
q2 +  q
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
to add the following interaction
 L =  
X
k 
 †k vk(⇠) k    ⇠
e2
2V
X
q 6=0
 †q
 q
8⇡
 q (2)
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so that, when the number ⇠ is set to unity, L = L0 +
 L(⇠) is exactly the UEG Lagrangian. The density ⇢
is ⇢q =
P
k   
†
k  k+q . Note that the first two terms
in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
track the order of the Feynman diagrams, so that order
N contribution sums up all diagrams carrying the factor
⇠N . We set ⇠ = 1 at the end of the calculation. Note also
that this arrangement bears similarity with the well es-
tablished methods, such as G0W0 [36], which computes
the self-energy at the lowest order (⇠1) and sets vk to the
DFT Kohn-Sham potential, and  q to the bubble dia-
gram ( q = g0g0 with g0k
 1
= (i!+µ  k22m vk)). The so-
called skeleton Feynman diagram technique is recovered
when vk and  q are equated with the self-consistently
determined self-energy and polarization. However, note
that such diagram expansion can be dangerous, as it can
lead to false convergence to the wrong solution [37]
In optimizing the screening parameter  q by the prin-
ciple of minimal sensitivity, we found it is su cient
to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant fermi surface
scheme (CFS) is a conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
Corrected Constant Fermi Surface (DVCCFS) scheme,
and a few additional ladder-type diagrams are then elim-
inated from sampling.
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and a few additional ladder-type diagrams are then elim-
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
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so that, when the number ⇠ is set to unity, L = L0 +
 L(⇠) is exactly the UEG Lagrangian. The density ⇢
is ⇢q =
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k  k+q . Note that the first two terms
in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
track the order of the Feynman diagrams, so that order
N contribution sums up all diagrams carrying the factor
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DFT Kohn-Sham potential, and  q to the bubble dia-
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determined self-energy and polarization. However, note
that such dia ram expansion can be d gerous, as it can
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In optimizing the screening parameter  q by the prin-
ciple of minimal sensitivity, we fou d it is su cient
to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant f rmi surface
scheme (CFS) is conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
Corrected Constant Fermi Surf ce (DVCCFS) scheme,
and a f w additional ladder-typ diagrams are then elim-
i ate from sampling.
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5electron potential vk into L0, which then takes the form
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
to add the following interaction
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so that, when the number ⇠ is set to unity, L = L0 +
 L(⇠) is exactly the UEG Lagrangian. The density ⇢
is ⇢q =
P
k   
†
k  k+q . Note that the first two terms
in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
track the order of the Feynman diagrams, so that order
N contribution sums up all diagrams carrying the factor
⇠N . We set ⇠ = 1 at the end of the calculation. Note also
that this arrangement bears similarity with the well es-
tablished methods, such as G0W0 [36], which computes
the self-energy at the lowest order (⇠1) and sets vk to the
DFT Kohn-Sham potential, and  q to the bubble dia-
gram ( q = g0g0 with g0k
 1
= (i!+µ  k22m vk)). The so-
called skeleton Feynman diagram technique is recovered
when vk and  q are equated with the self-consistently
determined self-energy and polarization. However, note
that such diagram expansion can be dangerous, as it can
lead to false convergence to the wrong solution [37]
In optimizing the screening parameter  q by the prin-
ciple of minimal sensitivity, we found it is su cient
to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant fermi surface
scheme (CFS) is a conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
Corrected Constant Fermi Surface (DVCCFS) scheme,
and a few additional ladder-type diagrams are then elim-
inated from sampling.
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
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is ⇢q =
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in  L are the counterterms [23] which exactly cancel the
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to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant f rmi surface
scheme (CFS) is conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
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and a f w additional ladder-typ diagrams are then elim-
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
to add the following interaction
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so that, when the number ⇠ is set to unity, L = L0 +
 L(⇠) is exactly the UEG Lagrangian. The density ⇢
is ⇢q =
P
k   
†
k  k+q . Note that the first two terms
in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
track the order of the Feynman diagrams, so that order
N contribution sums up all diagrams carrying the factor
⇠N . We set ⇠ = 1 at the end of the calculation. Note also
that this arrangement bears similarity with the well es-
tablished methods, such as G0W0 [36], which computes
the self-energy at the lowest order (⇠1) and sets vk to the
DFT Kohn-Sham potential, and  q to the bubble dia-
gram ( q = g0g0 with g0k
 1
= (i!+µ  k22m vk)). The so-
called skeleton Feynman diagram technique is recovered
when vk and  q are equated with the self-consistently
determined self-energy and polarization. However, note
that such diagram expansion can be dangerous, as it can
lead to false convergence to the wrong solution [37]
In optimizing the screening parameter  q by the prin-
ciple of minimal sensitivity, we found it is su cient
to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant fermi surface
scheme (CFS) is a conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
Corrected Constant Fermi Surface (DVCCFS) scheme,
and a few additional ladder-type diagrams are then elim-
inated from sampling.
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in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
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Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all contributions at order N do not alter the physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first or-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
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The vertex corrected (VC) constant f rmi surface
scheme (CFS) is conserving approximation which is
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the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practice,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Double Vertex
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and a f w additional ladder-typ diagrams are then elim-
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electron potential vk into L0, which then takes the form
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and represents well the low-energy degrees of freedom
in the problem when parameters   and vk are properly
optimized. To compensate for this choice of L0, we have
to add the following interaction
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so that, when the number ⇠ is set to unity, L = L0 +
 L(⇠) is exactly the UEG Lagrangian. The density ⇢
is ⇢q =
P
k   
†
k  k+q . Note that the first two terms
in  L are the counterterms [23] which exactly cancel the
two terms we added to L0 above. We use the number ⇠ to
track the order of the Feynman diagrams, so that order
N contribution sums up all diagrams carrying the factor
⇠N . We set ⇠ = 1 at the end of the calculation. Note also
that this arrangement bears similarity with the well es-
tablished methods, such as G0W0 [36], which computes
the self-energy at the lowest order (⇠1) and sets vk to the
DFT Kohn-Sham potential, and  q to the bubble dia-
gram ( q = g0g0 with g0k
 1
= (i!+µ  k22m vk)). The so-
called skeleton Feynman diagram technique is recovered
when vk and  q are equated with the self-consistently
determined self-energy and polarization. However, note
that such diagram expansion can be dangerous, as it can
lead to false convergence to the wrong solution [37]
In optimizing the screening parameter  q by the prin-
ciple of minimal sensitivity, we found it is su cient
to take a constant  q =  . Furthermore, we found
that the uniform convergence for all momenta is best
achieved when the electron potential vk preserves the
Fermi surface volume of g0k, therefore we expand vk =
⇠ (⌃xk  ⌃xkF ) + ⇠2 s2 + ⇠3 s3 · · · , and we determine sN so
that all ontributions at order N do not alter th physical
volume of the Fermi surface. Since the exchange (⌃xk) is
static, and is typically large, we accomodate it at the first
order into the e↵ective potential, so that at the first r-
der we recover the screened Hartree-Fock approximation,
i.e., interaction screened to exp( rp )/r and optimized
 .
The vertex corrected (VC) constant fermi surface
scheme (CFS) is a conserving approximation which is
derived from the Baym-Kadano↵ approach by regarding
the potential vk as a functional of the green’s function,
i.e., vk[g0k], while CFS is the conserving approximation
when vk is taken as a constant in the Baym-Kafano↵
derivation (see the Supplementary Material). In practic ,
within the VCCFS scheme, we precompute the three-
point ladder vertex, and attach it to each Feynman dia-
gram on the right-hand side, and at the same time, we
eliminate all ladder-type diagrams from the sampling, to
avoid double-counting of diagrams. Similarly, the ladder
vertex is attached on both sides in the Doubl Vertex
Corrected Constant Fermi Surfac (DVCCFS) scheme,
and a few additional ladder-type diagrams are then elim-
inated from sampling.
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Monte Carlo
Kristjan Haule and Kun Chen
Department of Physics and Astronomy, Rutgers University, Piscataway, NJ 08854, United States.
(Dated: January 28, 2018)
S =
X
k
Z  
0
d⌧ †k(⌧)(
@
@⌧
+
k2
2m
) k(⌧) +
X
q
Z  
0
d⌧⇢(q, ⌧)
8⇡
q2
⇢( q, ⌧) (1)
S =
X
k
Z  
0
 †k(⌧)(
@
@⌧
k2
2m
) k(⌧)  1
8⇡
X
q
Z  
0
 †q(⌧)(q
2 +  ) q(⌧) (2)
+
p
⇠
Z  
0
X
q
d⌧( q(⌧)⇢( q, ⌧) +  †q(⌧)⇢(q, ⌧)) +
⇠
8⇡
Z  
0
X
q
 †q(⌧)  q(⌧) (3)
Here ⇠ = 1.
Proof:
  1
8⇡

 †q  
8⇡
q2
⇢( q)
 
q2

 q   8⇡
q2
⇢(q)
 
+
8⇡
q2
⇢(q)⇢( q) =   1
8⇡
 †q qq
2 +  q⇢( q) +  †q⇢(q) (4)
With G0k = 1/(i!   k2) and G0q = 8⇡/(q2 +  ) we have
S0 =
Z  
0
d⌧
X
k
 †k( G0k) 1 k +  †q( G0q) 1 q (5)
and interaction
 S =
Z  
0
d⌧
X
q
✓p
⇠( †q(⌧)⇢(q, ⌧) + h.c.) + ⇠
 
8⇡
 †q(⌧) q(⌧)
◆
(6)
Wq = (v
 1
q  ⇧q) 1 =
✓
q2 +  
8⇡
  ⇠  
8⇡
  ⇠P 0q  O(⇠2) · · ·
◆ 1
(7)
When expanding with 
respect to screened 
interaction, the 
convergence is well 
behaved, and rapid. 
Locality of correlations in 
solids helps rapid 
convergence.
An illustrative example for local correlations
essentially 
exact solution
a y type of 
perturbation ill-
behaved
1
Define:
 ⇤↵(r   Ri) ⌘ U(↵, r) (1)
PˆEˆ 1 = U[U†U] 1U† = 1 (2)
V(r) =
e r
p
 
r
(3)
Kun Chen & K. Haule, arXiv:1809.04651 
spin susceptibility for different momenta.
RPA 57% underestimates.
Spin-susceptibility of electron gas
Calculated values at different densities. 
VDMC get four significant digits at order N=6.
Consistent with literature, but significantly more precise.
rs literature
1 1.152(2) 1.15-1.16
2 1.296(6) 1.27-1.31
3 1.438(9) 1.39-1.46
4 1.576(9) 1.51-1.62
1
I(q) =
Z
f(q,k1,k2, · · · ,kn)d3k1d3k2 · · · d3kn (1)
⌘
Z
f(x)dx (2)
fm(k1,k2, · · · ,kn) = g(kn)
n 1Y
i=1
gi(ki)hi(kn   ki) (3)
gi(k) /
Z
|f(q,k1,k2, · · · ,kn) (ki   k)d3qd3k1 · · · d3kn (4)
hi(k) /
Z
|f(q,k1,k2, · · · ,kn) (kn   ki   k)d3qd3k1 · · · d3kn
P (q = 0,! = 0)/NF (5)
 /EF (6)
V (x) =
1
2
!2x2 + gx4 (7)
E0 =
!
2
+ g
3
4!2
  g2 21
8!5
+ g3
333
16!8
+ · · · (8)
V (x) =
1
2
⌦2x2 + ⇠(gx4 +
1
2
(!2   ⌦2)x2) (9)
⇠ = 1 (10)
E(1)[⌦], E(2)[⌦], · · · (11)
dEn[⌦]
d⌦
= 0! ⌦noptimal (12)
E(1)[⌦1optimal], E
(2)[⌦2optimal], · · · (13)
E(1)[⌦optimal] = g
1/30.681420 (14)
Eexact = g1/30.66798 (15)
 s/NF
Kun Chen & K. Haule, arXiv:1809.04651 
3
a({V1, V2, · · ·Vn}) = Det
0@ G0(1, 1) G0(1, 2) · · · G0(1, 2n)· · ·
G0(2n, 1) G0(2n, 2) · · · G0(2n, 2n)
1A V1V2 · · ·Vn (36)
aE({V1, V2, · · · , V12}) (37)
cE({V9, V10, V11, V12)}) (38)
a0({V1, V2, · · · , V8}) (39)
 q = ( 
0
q
 1   VqGq) 1 (40)
 q = ( 
0
q
 1   fxc) 1 (41)
fxc =
 2Exc
 ⇢2
(42)
Gq =
q2
8⇡
fxc (43)
1
n
=
4⇡r3s
3 Note: G0W0 is the first order
Back to DMFT: How is correlation potential 
determined?
Solid with 1023 
electrons
Electron gas problem
uniform positive  
background
electron cloud
To determine e-e correlation  
potential, 
each point in space  
is mapped to
In DMFT we want to lift the restriction and compute all 
correlations local to a given site (not given point in space). 
LDA
projector defines what is a “site” in DMFT, 
typically an ion with open d of f shell.
1
 [{G}]! EH [⇢] + EXC [⇢] (1)
 [{G}] =  Tr((G 10  G 1)G) + Tr log( G) + EH [⇢] + EXC [⇢] (2)
 
 G
 [{G}] =  
 G
  Tr((G 10  G 1)G) + Tr log( G) + EH [⇢] + EXC [⇢]  = 0 (3)
 G 10 +G 1 +
 (EH [⇢] + EXC [⇢])
 G
= 0 (4)
 EXC [⇢]
 G
=
 ⇢
 G
 EXC [⇢]
 ⇢
=  (⌧   ⌧ 0) (r  r0)VXC [⇢] (5)
G 10  G 1 = (VH [⇢] + VXC [⇢]) (⌧   ⌧ 0) (r  r0) (6)
G 1(rr0, i!) =
✓
i! + µ  ( ~
2
2me
r2 + Vext(r) + VH [⇢] + VXC [⇢])
◆
 (r  r0) (7)
where
⇢(r) =  (r  r0)T
X
i!
G(rr0, i!) (8)
✓ ~2
2me
r2 + Vext(r) + VH [⇢] + VXC [⇢])
◆
 k,i(r) = "k k,i(r) (9)
G(rr0, i!) =  ⇤ik(r)
1
i! + µ  "k,i ik(r
0) (10)
⇢(r) =  (r  r0)T
X
i!
G(rr0, i!) =
X
ik
 ⇤ik ik f("k,i   µ) (11)
EXC [⇢] (12)
 [{G}] (13)
G 10 = G 1local + ⌃local (14)
 [{G}]!
X
Ri
 [{PˆRiG}] (15)
DMFT approximation:
in continuum requires discretization of projector, 
where                             forms a basis on a given atom
1
 [{G}]! EH [⇢] + EXC [⇢] (1)
 [{G}] =  Tr((G 10  G 1)G) + Tr log( G) + EH [⇢] + EXC [⇢] (2)
 
 G
 [{G}] =  
 G
  Tr((G 10  G 1)G) + Tr log( G) + EH [⇢] + EXC [⇢]  = 0 (3)
 G 10 +G 1 +
 (EH [⇢] + EXC [⇢])
 G
= 0 (4)
 EXC [⇢]
 G
=
 ⇢
 G
 EXC [⇢]
 ⇢
=  (⌧   ⌧ 0) (r  r0)VXC [⇢] (5)
G 10  G 1 = (VH [⇢] + VXC [⇢]) (⌧   ⌧ 0) (r  r0) (6)
G 1(rr0, i!) =
✓
i! + µ  ( ~
2
2me
r2 + Vext(r) + VH [⇢] + VXC [⇢])
◆
 (r  r0) (7)
where
⇢(r) =  (r  r0)T
X
i!
G(rr0, i!) (8)
✓ ~2
2me
r2 + Vext(r) + VH [⇢] + VXC [⇢])
◆
 k,i(r) = "k k,i(r) (9)
G(rr0, i!) =  ⇤ik(r)
1
i! + µ  "k,i ik(r
0) (10)
⇢(r) =  (r  r0)T
X
i!
G(rr0, i!) =
X
ik
 ⇤ik ik f("k,i   µ) (11)
EXC [⇢] (12)
 [{G}] (13)
G 10 = G 1local + ⌃local (14)
 [{G}]!
X
Ri
 [{PˆRiG}] (15)
complete set of orbitals
centered on a site:
2
PˆRi(rr
0)! PRi(↵ ) =
Z
drdr0PRi(↵ ; rr0) (16)
PRi(rr
0)! PRi(↵ ) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0P(↵ ; rr0;Ri)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}] =  G 10 +G 1 +
X
Ri,↵ 
P(↵ ; rr0;Ri)  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri, ↵ =
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
(20)
⌃(rr0) =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (21)
Glocal,Ri,↵  ⌘
Z
drdr0P(↵ ; rr0;Ri)G(rr0) (22)
G 10  G 1 =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (23)
P(rr0; R/2) =  left(r) ⇤left(r0) (24)
P(rr0; +R/2) =  right(r) ⇤right(r0) (25)
|1 g(H+)i (26)
|1 u(H+)i (27)
 left(r) =
1p
2
(hr|1 g(H+)i   hr|1 u(H+)i) (28)
 right(r) =
1p
2
(|r|1 g(H+)i+ hr|1 u(H+)i) (29)
(30)
2
PˆRi ! PRi(↵ ) =
Z
drdr0PRi(↵ ; rr0) (16)
PRi(rr
0)! PRi(↵ ) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0PRi(↵ ; rr0)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}] =  G 10 +G 1 +
X
Ri,↵ 
PRi(↵ ; rr0)
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri,↵  =
  [{Glocal,Ri, ↵}]
 Glocal,Ri, ↵
(20)
⌃(rr0) =
X
Ri,↵ 
PRi(↵ ; rr0)⌃local,Ri,↵  (21)
Glocal,Ri,↵  =
Z
drdr0PRi(↵ ; rr0)G(rr0) (22)
G 10  G 1 =
X
Ri,↵ 
PRi(↵ ; rr0)⌃local,Ri,↵  (23)
P R/2(rr0) =  left(r) ⇤left(r0) (24)
P+R/2(rr0) =  right(r) ⇤right(r0) (25)
|1 g(H+)i (26)
|1 u(H+)i (27)
 left(r) =
1p
2
(hr|1 g(H+)i   hr|1 u(H+)i) (28)
 right(r) =
1p
2
(|r|1 g(H+)i+ hr|1 u(H+)i) (29)
(30)
 [{G}]! EH [⇢] + ELDAXC [⇢] +
X
Ri2corr.
 DMFT [{Glocal,Ri}]   DC [{⇢local,Ri}] (31)
 [{G}] =  Tr((G 10  G 1) + Tr log( G) +  LDA[⇢] +
X
Ri2corr.
 DMFT [{Glocal,Ri}]   DC [{⇢local,Ri}] (32)
quasi atomic orbitals 
(locally complete set)
so that:
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0)
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵, beta are orbital-spin indices
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵, beta are orbital-spin indices
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
The continuous DMFT problem
𝚪[G] Is stationary and gives free energy of the system.
1
 [G] = Tr logG  Tr((G 10  G 1)G) + EH+XC [⇢] +  DMFT [Glocal]   H+XC [⇢local](1)
G 10 = i! + µ+r2   Vext(r)] (r  r0) (2)
Green’s function
non-interacting part of G
Hartree + XC 
functional
sum of all “local”
Feynman diagrams
for correlated ions.
double-counted
interaction
(we know exactly) 1
  [G]
 G
= 0 (1)because
1
  [G]
 G
= 0 (1)
G 1  G 10 + VH+XC (r  r0) (⌧   ⌧ 0) + Pˆ
  DMFT [Glocal]
 Glocal
  Pˆ   
DC [⇢local]
 ⇢local
 (r  r0) (⌧   ⌧ 0)(2)
1
  [G]
 G
= 0 (1)
G 1  G 10 + VH+XC (r  r0) (⌧   ⌧ 0) + Pˆ
  DMFT [Glocal]
 Glocal
  Pˆ   
DC [⇢local]
 ⇢local
 (r  r0) (⌧   ⌧ 0)(2)
1
  [G]
 G
= 0 (1)
G 1  G 10 + VH+XC (r  r0) (⌧   ⌧ 0) Pˆ
  DMFT [Glocal]
 Glocal
  Pˆ   
DC [⇢local]
 ⇢local
 (r  r0) (⌧ ⌧ 0) = 0(2)
Vc VDMFT VDMFT
DFT+Embedded Dynamical Mean Field Theory 
Functional
4
EXVDMFT [{⇢}] =  
1
2
Z
drdr0
 X
mm0
hr| imi h im| ⇢ | im0i h im0 |r0i
! X
m00m000
hr0| im00i h im00 | ⇢ | im000i h im000 |ri
!
VDMFT (r  r0)
=  1
2
X
m,m0,m00,m00
h im|⇢| im0i h im00 |⇢| im000i
Z
drdr0 i⇤m000(r) 
i⇤
m0(r
0)VDMFT (r  r0) im00(r0) im(r)
=  1
2
X
m,m0,m00,m00
⇢imm0⇢
i
m00m000 h im000 im0 |VDMFT | im00 imi
 DC,X =  1
2
Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r  r0) (44)
EF =
⇣
2⇡2(Pˆ⇢)2/3
⌘
/(2m)
G 10 = [i!n + µ r2   Vnuc(r)] (r r0) (45)
G! PˆG
VC ! VDMFT
 VDMFT [{Glocal}]
Eelectron gas[Pˆ⇢ = ⇢loc, VDMFT ] =
Z
dr⇢loc(r)"
VDMFT
c (⇢loc(r))
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
Details on extremization:
or
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
Ri
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
Ri
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
 
 G
 [{G}] = G 1  G 10 + VH+XC(r) (r  r0) (⌧   ⌧ 0) (8)
+
X
Ri
hr| i↵i h i↵|
  VDMFT [{Gilocal}]
 Gilocal
| i i h i  |r0i (9)
 
X
Ri
hr| i↵i h i↵|
  H+XCVDMFT [{⇢local}]
 ⇢local
| i i h i  |r0i  (⌧   ⌧ 0) (10)
= 0
Embedded Dynamical Mean Field Theory Functional
finally
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
Ri
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
Ri
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
 
 G
 [{G}] =  1 G 10 + VH+XC(r) (r  r0) (⌧   ⌧ 0) (8)
+
X
Ri
hr| i↵i h i↵|
  VDMFT [{Gilocal}]
 Gilocal
| i i h i  |r0i (9)
 
X
Ri
hr| i↵i h i↵|
  H+XCVDMFT [{⇢local}]
 ⇢local
| i i h i  |r0i  (⌧   ⌧ 0) (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
↵
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G( r0) ⇤  0 Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0 Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri VDMFT
[{R drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 1   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
where and
2
PˆRi(rr
0)! PRi(↵ ) =
Z
drdr0PRi(↵ ; rr0) (16)
PRi(rr
0)! PRi(↵ ) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0PRi(↵ ; rr0)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}] =  G 10 +G 1 +
X
Ri,↵ 
PRi(↵ ; rr0)
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri,↵  =
  [{Glocal,Ri, ↵}]
 Glocal,Ri, ↵
(20)
⌃(rr0) =
X
Ri,↵ 
PRi(↵ ; rr0)⌃local,Ri,↵  (21)
Glocal,Ri,↵  ⌘
Z
drdr0PRi(↵ ; rr0)G(rr0) (22)
G 10  G 1 =
X
Ri,↵ 
PRi(↵ ; rr0)⌃local,Ri,↵  (23)
P R/2(rr0) =  left(r) ⇤left(r0) (24)
P+R/2(rr0) =  right(r) ⇤right(r0) (25)
|1 g(H+)i (26)
|1 u(H+)i (27)
 left(r) =
1p
2
(hr|1 g(H+)i   hr|1 u(H+)i) (28)
 right(r) =
1p
2
(|r|1 g(H+)i+ hr|1 u(H+)i) (29)
(30)
 [{G}]! EH [⇢] + ELDAXC [⇢] +
X
Ri2corr.
 DMFT [{Glocal,Ri}]   DC [{⇢local,Ri}] (31)
 [{G}] =  Tr((G 10  G 1) + Tr log( G) +  LDA[⇢] +
X
Ri2corr.
 DMFT [{Glocal,Ri}]   DC [{⇢local,Ri}] (32)
⇢(r) =  (r  r0) (⌧   ⌧ 0)G(r⌧, r0⌧ 0) (33)( )
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] =  
 G
(Tr logG Tr((G 10  G 1)G)) +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r
0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{ }] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
hr| i↵i⌃imp↵  h i  |r0i (11)
PRi(↵ ; rr0) =  ↵(r Ri) ⇤ (r0  Ri) (12)
 [{G}] = EH+XCVc [{⇢}] +
X
Ri2corr
 VDMFT [{Gilocal}]   H+XCVDMFT [{⇢ilocal}] (13)
= 0
  ↵(r Ri)
 ⇢
= 0 (14)
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵| | i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] =  
 G
(Tr logG  Tr((G 10  G 1)G)) +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r  i 0 ⇤ 0 i) ]
 
(3)
  
P
i
 H+XCVDMFT [{
R
drdr0 ↵(r i i) ]
 
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) ( )
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  V [{Gilocal}]
  ilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
hr| i↵i⌃imp↵  h i  |r0i (11)
PRi(↵ ; rr0) =  ↵(r Ri) ⇤ (r0  Ri) (12)
 [{G}] = EH+XCVc [{⇢}] +
X
Ri2corr
 VDMFT [{Gilocal}]   H+XCVDMFT [{⇢ilocal}] (13)
= 0
  ↵(r Ri)
 ⇢
= 0 (14)
And Embed self-energies to continuum space 
by
On each correlated site     we have to solve a 
quantum impurity model with       orbitals
2
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0P(↵ ; rr0;Ri) (16)
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0P(↵ ; rr0;Ri)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}] =  G 10 +G 1 +
X
Ri,↵ 
P(↵ ; rr0;Ri)  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri, ↵ =
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
(20)
2
PˆRi(rr
0)! PRi(↵ ) =
Z
drdr0PRi(↵ ; rr0) (16)
PRi(rr
0)! PRi(↵ ) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0PRi(↵ ; rr0)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}]  10 +G 1 +
X
Ri,↵ 
PRi(↵ ; rr0)
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃loca ,Ri,↵  =
  [{Glocal,Ri, ↵}]
 Glocal,Ri, ↵
(20)
⌃(rr0) =
X
Ri,↵ 
PRi(↵ ; rr0)⌃local,Ri,↵  (21)
Glocal,Ri,↵  ⌘
Z
drdr0PRi(↵ ; rr0)G(rr0) (22)
G 10  G 1 =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (23)
P(rr0; R/2) =  left(r) ⇤left(r0) (24)
P(rr0; +R/2) =  right(r) ⇤right(r0) (25)
|1 g(H+)i (26)
|1 u(H+)i (27)
 left(r) =
1p
2
(hr|1 g(H+)i   hr|1 u(H+)i) (28)
 right(r) =
1p
2
(|r|1 g(H+)i+ hr|1 u(H+)i) (29)
(30)
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0 Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0 Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 1   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
= 0
where and
Embedded Dynamical Mean Field Theory Functional
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp V DC)↵  h i  |r0i (10)
= 0
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
Ri
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 ⇢
 (r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
   DMFT [{Gilocal}]
Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = 1   VH+XC r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
hr| i↵i⌃imp↵  h i  |r0i (11)
= 0
Notice that once the projector is defined, 
embedding is uniquely given by the same matrix 
elements of 
1
 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
↵ 
hr| i↵i h i↵|G| i i h i  |r0i (2)
↵,  are orbital-spin indices
 
 G
 [{G}] = G 1  G 10 +
 EH+XCVc [⇢]
 G
+
 
P
Ri
 VDMFT [{
R
drdr0 ↵(r Ri)G(rr0) ⇤ (r0  Ri)}]
 G
(3)
  
P
i
 H+XCVDMFT [{
R
drdr0 ↵(r Ri)⇢(rr0) ⇤ (r0  Ri)}]
 G
(4)
 
 G
 [{G}] = G 1  G 10
 EH+XCVc [⇢]
⇢
(r  r0) (⌧   ⌧ 0) (5)
+
X
↵ 
  VDMFT [{Gilocal}]
 Gilocal ↵
 ↵(r Ri) ⇤ (r0  Ri) (6)
 
X
↵ 
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 ↵(r Ri) (⌧   ⌧ 0) ⇤ (r0  Ri)}] (7)
⌃imp↵  =
  VDMFT [{Gilocal}]
 Gilocal ↵
(8)
V DC↵  =
  H+XCVDMFT [{⇢local}]
 ⇢local ↵
 (⌧   ⌧ 0) (9)
G 1 = G 10   VH+XC(r) (r  r0) (⌧   ⌧ 0)  hr| i↵i (⌃imp   V DC)↵  h i  |r0i (10)
hr| i↵i⌃imp↵  h i  |r0i (11)
PRi(↵ ; rr0) =  ↵(r Ri) ⇤ (r0  Ri) (12)
= 0
DFT quantum impurity S. embedded
1
 [G] = Tr logG  Tr  (G 10 G 1)G +  LDA(⇢) +  DMFT (Gloc)   DC(⇢loc) (1)
⇢(r) =  (r  r0)  t  t0)G(r t, r0 t0) (2)
Gloc i(r t, r
0 t0) = PˆiG(r t, r0 t0) (3)
G 10 =  
@
@⌧
+ µ+r2   Vext (4)
G 1  G 10 +  (r  r0) (t  t0)
  LDA(⇢)
 ⇢
+ Pˆ 1
  DMFT [Gloc]
 Gloc
   (r  r0) (t  t0)Pˆ 1   
DC [⇢loc]
 ⇢loc
(5)
Vint =
  DFT (⇢)
 ⇢
= VHartree + Vxc (6)
Vhartree(r) =
Z
dr0
⇢(r0)
|r  r0| (7)
⌃ = G 10  G 1
 [G] = Tr logG  Tr  (G 10  G 1)G +  DFT [⇢] (8)
⇢ = T
X
i!
G(i!, r, r0) (r  r0) = Tr⌧ (G) (9)
G 1  G 10  
  DFT
 ⇢
 (⌧   ⌧ 0) (r  r0) = 0 (10)
Vxc(r) = "xc(⇢(r)) + ⇢(r)
d"xc(r)
d⇢(r)
(11)
 [G(r, r0)]!  [G(R  r,R  r0)] (12)
 DMFT [G,⌃] =  Tr
 
G 10 solid   ⌃imp
  Tr (⌃impG)+X
i
 impi [Gimp]
(13)
 imp[G,⌃] =  Tr
 
G 10 imp   ⌃imp
  Tr (⌃impGimp)+ impi [Gimp]
(14)
Vint ⌘   
DFT [⇢]
 ⇢
= VH + Vxc (15)
G 1  G 10 ⌘ Vint =
  DFT [⇢]
 ⇢
= VH + Vxc (16)
 DFT [⇢, Vint] =  Tr log(  @
@⌧
+µ+r2 Vext Vint) Tr (Vint⇢)+ DFT [⇢]
(17)
⇢ = Tr⌧ (  @
@⌧
+ µ+r2   Vext   Vint) (18)
 imp[Gimp] = Tr logGimp Tr
 
(G 10 imp  G 1imp)Gimp
 
+ [Gimp]
(19)
 exact[G] = TrlogG  Tr
 
(G 10  G 1)G
 
+  [G] (20)
 [G,⌃] =  Trlog  G 10   ⌃   Tr (⌃G) +  [G] (21)
1
Pˆi
 1 ⌘ Eˆi (1)
 [G] = Tr logG  Tr  (G 10  G 1)G +  LDA(⇢) +  DMFT (Gloc)   DC(⇢loc) (2)
⇢(r) =  (r  r0) (t  t0)G(r t, r0 t0) (3)
Gloc i(r t, r
0 t0) = PˆiG(r t, r0 t0) (4)
G 10 =  
@
@⌧
+ µ+r2   Vext (5)
⌃DMFT ⌘ Pˆ 1   
DMFT [Gloc]
 Gloc
(6)
Vdc ⌘  (r  r0) (t  t0)Pˆ 1   
DC [⇢loc]
 ⇢loc
(7)
Vint ⌘  (r  r0) (t  t0)  
DFT (⇢)
 ⇢
=  (r  r0) (t  t0)(VHartree + Vxc) (8)
 [⇢, Vint, Gloc,⌃
DMFT ] =  Tr log(  @
@⌧
+ µ+r2   Vext   Vint   ⌃DMT + Vdc) +  LDA[⇢]  Tr(Vint⇢) +  DMFT [Gloc]  Tr(⌃DMFTGloc)
  dc(⇢loc) + Tr(Vdc⇢loc)
G 1  G 10 +  (r  r0) (t  t0)
  LDA(⇢)
 ⇢
+ Pˆ 1
  DMFT [Gloc]
 Gloc
   (r  r0) (t  t0)Pˆ 1   
DC [⇢loc]
 ⇢loc
(9)
Vhartree(r) =
Z
dr0
⇢(r0)
|r  r0| (10)
⌃ = G 10  G 1
 [G] = Tr logG  Tr  (G 10  G 1)G +  DFT [⇢] (11)
⇢ = T
X
i!
G(i!, r, r0) (r  r0) = Tr⌧ (G) (12)
G 1  G 10  
  DFT
 ⇢
 (⌧   ⌧ 0) (r  r0) = 0 (13)
Vxc(r) = "xc(⇢(r)) + ⇢(r)
d"xc(r)
d⇢(r)
(14)
 [G(r, r0)]!  [G(R  r,R  r0)] (15)
The continuous DMFT problem
Strengths: DMFT is flexible and allows one to optimize 
projector (easier to work with low energy Wannier 
functions, but more localized projectors are more 
universal and work well in any system, f-systems or 
molecules). 
 Weaknesses : DFT+DMFT literature is confusing. Results 
are different when using low-energy Wannier functions or 
more localized quasi-atomic orbitals (at least U is 
different), but reader is rarely warned.
DFT+DMFT methods in literature differ in definition of the 
projector
SOME FORMULAS FOR SLIDES 5
 r2 + Vext(r) + Vxc(r)! t↵ ij(61)
⌃DMFTi↵,i  ! ⌃DMFT (r, r0)(62)
GDMFTi↵,i  ,⌃
DMFT
i↵,i (63)
⇢(r), r2 + Vext(r) + Vxc(r)(64)
Eˆ ⌃DMFTi↵,i  ! ⌃(r, r0)
G(r, r0) = (i! + µ+r2   Vext(r)  Vxc(r)  Eˆ ⌃DMFT ) 1
GDMFTi↵,i  = Pˆ G(r, r
0)
(65)
Gcc =
X
k
(i! + µ+ eHcck   ⌃) 1(66)
✓
Gcc, Gcr
Grc, Grr
◆
=
X
k
✓
i! + µ+Hcck   ⌃  V crk
 V rc†k i! + µ Hrrk
◆ 1
(67)
(68) Gcc
GDMFT↵  =
Z Z
drdr0P (↵ , rr0)G(r, r0)
⌃(r, r0) =
X
↵ 
E(rr0,↵ )⌃↵ 
Pˆ ⇤ Eˆ = I
Eˆ ⇤ Pˆ 6= I
Pˆ ⇤ Eˆ ⌃ = ⌃
Eˆ ⇤ Pˆ G(r, r0) = GDMFT (r, r0)(69)
G(r, r0) = ( (r  r0)(i! + µ+r2   Vext(r)  Vxc(r))  ⌃DMFT (r, r0)) 1
Projection:
Embedding:
Dyson Eq solved 
in large Hilbert space:
SUMMARY: PROJECT/EMBED
DMFT in continuum problem (Project/Embed):
Phys. Rev. B 81, 195107 (2010), K. Haule, Chuck-Hou Yee, Kyoo Kim.
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Impurity solver
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Proje tion
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Eˆ ⌃DMFTi↵,i  ! ⌃(r, r0)
G(r, r0) = (i! + µ+ 2   Vext(r)  Vxc(r)  Eˆ ⌃DMFT ) 1
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Gcc =
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k
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Eˆ ⇤ Pˆ G(r, r0) = GDMFT (r, r0)(69)
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 r2 + Vext(r) + Vxc(r)! t↵ ij(61)
⌃DMFTi↵,i  ! ⌃DMFT (r, r0)(62)
GDMFTi↵,i  ,⌃
DMFT
i↵,i (63)
⇢(r), r2 + Vext(r) + Vxc(r)(64)
Eˆ ⌃DMFTi↵,i  ! ⌃(r, r0)
G(r, r0) = (i! + µ+r2   Vext(r)  Vxc(r)  Eˆ ⌃DMFT ) 1
GDMFTi↵,i  = Pˆ G(r, r
0)
(65)
Gcc =
X
k
(i! + µ+ eHcck   ⌃) 1(66)
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Gcc, Gcr
Grc, Grr
◆
=
X
k
✓
i! + µ+Hcck   ⌃  V crk
 V rc†k i! + µ Hrrk
◆ 1
(67)
(68) Gcc
GDMFT↵  =
Z Z
drdr0P (↵ , rr0)G(r, r0)
⌃(r, r0) =
X
↵ 
E(rr0,↵ )⌃↵ 
Pˆ ⇤ Eˆ = I
Eˆ ⇤ Pˆ 6=
Pˆ ⇤ Eˆ ⌃ = ⌃
Eˆ ⇤ Pˆ G(r, 0) = GDMFT (r, r0)(69)
G(r, r0) = ( (r  r0)(i! + µ+r2   Vext(r)  Vxc(r))  ⌃DMFT (r, r0)) 1
(70) Uˆ
Embed
Dyson Eq.
2
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0P(↵ ; rr0;Ri) (16)
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
Ri
 [{R drdr0P(↵ ; r0;Ri)G(rr0)}]
 G
= 0 (18)
 
 G
 [{G}] =  G 10 +G 1 +
X
Ri,↵ 
P(↵ ; rr0;Ri)  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri, ↵ =
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
(20)
⌃(rr0) =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (21)
Glocal,Ri,↵  ⌘
Z
drdr0P(↵ ; rr0;Ri)G(rr0) (22)
G 10  G 1 =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (23)
2
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0P(↵ ; rr0;Ri) (16)
P (rr0;Ri)! P (↵ ;Ri) =
Z
drdr0 ↵(r Ri) ⇤ (r0  Ri) (17)
 
 G
 [{G}] =  G 10 +G 1 +
 
P
R  [{
R
drdr0P(↵ ; rr0;Ri)G(rr0)}]
 G
= 0 (18)
 
 G
 [{ }] =  G 10 +  1 +
X
Ri,↵ 
P(↵ ; rr0;Ri)  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
= 0 (19)
⌃local,Ri, ↵ =
  [{Glocal,Ri,↵ }]
 Glocal,Ri,↵ 
(20)
⌃(rr0) =
X
Ri,↵ 
P(↵ ; rr0;Ri)⌃local,Ri,↵  (21)
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drdr0P(↵ ; rr0;Ri)G(rr0) (22)
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Ri,↵ 
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5
(Eˆ ⇤ Pˆ ) ⇤ (Eˆ ⇤ Pˆ ) = Eˆ ⇤ Pˆ
Glocal(r, r
0) = Eˆ ⇤ PˆG(r, r0) (56)
1
!   Eimp   ⌃   = Pˆ
1
! +r2   Vext   VH   Vxc   Eˆ(⌃  Vdc)
(57)
Gimp = (58)
= Glocal (59)
⌃! i1 (60)
Pˆ
1
Eˆ
= I (61)
P (↵ , rr0) = U†(↵r)U(r0 ) (62)
Pˆ
1
Eˆ
= U†(↵r)U †
 1
(r↵0)U 1( 0r0)U(r0 ) = I (63)
  DMFT [{Gloc↵0 0}]
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↵ 
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 P
 G
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18 Signatures of electron correlation
Figure 2.1. Volume per atom of the lanthanides (4f ) and actinides (5f ) compared with 4d transition
metals as a function of fractional occupation of the d or f states. The smooth parabolic curve for the
4d series indicates a gradual filling of the d bands with maximum bonding at half-filling. In
contrast, the 4f series lanthanides retain atomic-like character with little effect on the volume as the
f shell is filled. (The jumps for Eu and Yb also support the atomic-like picture with non-monotonic
changes in 4f occupation, denoted by the label “+2,” due to added stability of the half-filled and the
filled shells.) The anomalous elements are Ce and Pu; both have complex phase diagrams (see
Fig. 20.1 for Ce), spectra (e.g., Fig. 2.9), and magnetic properties that are prototypes of strong
interactions and signatures of correlation. (Figure provided by A. K. McMahan.)
established that the binding energy of sodium is off by a factor of 2 if correlation is not
included. The question is not whether to include interactions, but how to include them.
Consider the trends in Fig. 2.1, which show the volume per atom for 4d, 4f , and 5f
transition metal elements. For the 4d series, the smooth variation as a function of atomic
number indicates the filling of delocalized states with a gradual evolution of the density
and a maximum binding energy when the band is half-filled. Already in the 1970s it was
established that this is well described by DFT in the local density approximation (LDA)
[48]. But the figure also shows the very different behavior of the lanthanide elements where
the volume hardly changes, indicating that the 4f states are localized and do not partici-
pate in the bonding. However, two elements, Ce and Pu, are anomalous; here the actinides
change from a delocalized to a localized behavior. A more complete picture emerges from
the phase diagram as a function of temperature and pressure for Ce, shown in Fig. 20.1.
There is a first-order transition that terminates in a critical point where the two types of
behavior must merge into one. Taken together, the strong temperature dependence, mag-
netic behavior, excitation spectra (e.g., for Ce shown in Fig. 2.9), and many other properties
point to strong effects of correlation in the lanthanides and actinides.
Van der Waals dispersion interaction
A compelling example of correlation is the weak attraction between atoms and molecules,
even when there is no covalent bonding or average electrostatic interaction [49]. The
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Hence, the screened Coulomb interaction has the Slater form with the Slater integrals being
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FIG. 4: (Color online) Energy- and momentum-dependent
spectral weight near the Fermi level. (a) Experimental inten-
sity plot for SrVO3. Peak positions of the EDCs and MDCs
are shown by filled circles and open squares, repectively. The
V 3d bands from the LDA calculation [26] and tight-binding
calculation are also shown by solid thick and thin curves, re-
spectively. Broken curves are LDA bands renormalized by a
factor of 2. (b) Intensity plot of spectral function from DMFT
calculation with U/D = 1.5.
0.5, the experimental band dispersions are well repro-
duced as shown in Fig. 4 (a). This indicates that elec-
tron correlation strength is almost independent of mo-
mentum and of the dxy, dyz or dzx bands of the degen-
erate t2g band. The kink in the band dispersion is weak
and broad, if exists, but the curvature changes its sign
around    0.2 eV as predicted by a recent DMFT cal-
culation [14]. As for the incoherent part located around
 1.5 eV, one can see a weak but finite (  0.1 eV) disper-
sion. The intensity of the incoherent part is momentum
dependent and becomes strong within the Fermi surface.
Figure 4 (b) shows the intensity plot of the spectral
functions from the DMFT calculation [25]. The DMFT
self-energy was computed using a single band model in
the present case. One obtains agreement between exper-
iment and theory when the correlation strength of U/D
is set to 1.5, where D is the bandwidth of the occupied
part of the non-interacting band. Although the DMFT
calculation predicts that an incoherent part disperses as
strongly as the bare band, the experimental dispersion of
the incoherent part was weaker. This is probably due to
the overlapping dispersiveless dyz band along the   - X
direction, which has been neglected in the present DMFT
calculation. In future, DMFT + LDA calculation which
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
In conclusion, we have studied the electronic structure
of SrVO3 thin films by means of ARPES. Due to the
“transparent” protective surface V5+ oxide layer, bulk-
like V 3d band structure was successfully observed. We
have determined the occupied quasiparticle width of the
V 3d band to be 0.44± 0.02 eV. The band dispersions in
the coherent part were reproduced by the renormalized
LDA bands with the global mass renormalization factor
of   2. There was a weak but finite dispersion in the
incoherent part and its intensity was stronger within the
Fermi surface. The experimental dispersions and intensi-
ties of the coherent part as well as of the incoherent part
were reproduced by momentum-resolved DMFT calcu-
lation. Since we have employed the single-band model
for the DMFT calculation, multi-orbital e↵ect of the t2g
bands remains to be studied in future studies.
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Figure 4 (b) shows the intensity plot of the spectral
functions from the DMFT calculation [25]. The DMFT
self-energy was computed using a single band model in
the present case. One obtains agreement between exper-
iment and theory when the correlation strength of U/D
is set to 1.5, where D is the bandwidth of the occupied
part of the non-interacting band. Although the DMFT
calculation predicts that an incoherent part disperses as
strongly as the bare band, the experimental dispersion of
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direction, which has been neglected in the present DMFT
calculation. In future, DMFT + LDA calculation which
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
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of SrVO3 thin films by means of ARPES. Due to the
“transparent” protective surface V5+ oxide layer, bulk-
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have determined the occupied quasiparticle width of the
V 3d band to be 0.44± 0.02 eV. The band dispersions in
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of   2. There was a weak but finite dispersion in the
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Fermi surface. The experimental dispersions and intensi-
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FIG. 5: Spectral function of SrVO3 within LDA+DMFT at
equilibrium volume compared with ARPES spectra of R f. 20.
This is a product of two one-dimensional in egrals and is
very easy to e ciently implement.
It is clear from Eq. 24 tha   uniquely determines
all F k’s, and furthermore even one Slater integral (F 0)
uniquely determines  . This is bec use F k are monotonic
functions of   and take the value of bare F k at   = 0 and
vanish at large  . Hence given F 0, the scre ing length
  is uniquely determined, and hence other higher order
F k are uniquely determined as well.
MASS RENORMALIZATION OF METALLIC
SrV O3
Even though the Coulomb interactio in SrVO3 is U =
10 eV, it gives a relatively moderate mass enhancement
over DFT band structure in all-electron LDA+DMFT
implementation. This is because the interaction is
severely screened by hybridization of d states with oxy-
gen p states, and because the t2g orbitals are in mixed-
valence state (nt2g ⇡ 1.5) [3, 4]. In Fig. 5 we show the
LDA+DMFT spectral function as well as recent APRES
measurements [20]. The mass renormalization in the t2g
orbital is m⇤t2g/mband ⇡ 2 and in eg is m⇤t2g/mband ⇡ 1.3
The agreement between ARPES spectra (the experimen-
tal signal is color coded on the rig t) nd LDA+DMFT
spectral function A(k,!) (plotted on the left) is very
good, both in the quasiparticle band (between  0.5 eV
and 0.5 eV) and Hubbard satellite at  1.5 eV.
[1] K. Haule, C.-H. Ye , and K. Kim, Phys. Rev. B
81, 195107 (2010), URL http://link.aps.org/doi/10.
1103/PhysRevB.81.195107.
[2] P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka,
and J. Luitz, WIEN2K, An Augmented Plane Wave +
Local Orbitals Program for Calculating Crystal Properties
(Karlheinz Schwarz, Techn. Universita¨t Wien, Austria,
2001).
[3] K. Haule, T. Birol, and G. Kotliar, Phys. Rev. B
90, 075136 (2014), URL http://link.aps.org/doi/10.
1103/PhysRevB.90.075136.
[4] K. Haule, eprint arXiv:1501.03438v1 (2015), URL http:
//arxiv.org/abs/1501.03438.
[5] K. Haule, Phys. Rev. B 75, 155113 (2007), URL http:
//link.aps.org/doi/10.1103/PhysRevB.75.155113.
[6] P. Werner, A. Comanac, L. de’ Medici, M. Troyer, and
A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006), URL
http://link.aps.org/doi/10.11 3/PhysRevLett.97.
076405.
[7] K. Ohta, R. E. Cohen, K. Hirose, K. Haule,
K. Shimizu, and Y. Ohis i, Phys. R v. Lett. 108,
026403 (2012), URL ht ://link.aps.org/doi/10.
1103/PhysRevLett.108.026403.
[8] A. McMahan, C. Huscroft, R. Scalettar, a d E. Pol-
lock, Journal of Computer-Aided Materials Design 5, 131
(1998), ISSN 0928-1045, URL http://dx.doi.o g/10.
1023/A%3A1008698422183.
[9] B. Amadon, S. Biermann, A. Georges, and F. Aryaseti-
awan, Phys. Rev. Lett. 96, 066402 (2006), URL http://
link.aps.org/doi/10.1103/PhysRevLett.96.066402.
[10] J. Bieder and B. Amadon, Phys. Rev. B 89,
195132 (2014), URL http://link.aps org/doi/10.
1103/PhysRevB.89.195132.
[11] M. Weinert, E. Wimmer, and A. J. Freeman, Phys. Rev.
B 26, 4571 (1982), URL http://l nk.aps.org/doi/10.
1103/PhysRevB.26.4571.
[12] H. Park, A. J. Millis, and C. A. Marianetti, Phys. Rev.
B 89, 245133 (2014), URL http://link.aps.org/doi/
10.1103/PhysRevB.89.245133.
[13] H. Park, A. J. Millis, and C. A. Marianetti, Phys. Rev.
B 90, 235103 (2014), URL http://link.aps.org/doi/
10.1103/PhysRevB.90.235103.
[14] D. Grieger, C. Piefke, O. E. Peil, and F. Lechermann,
Phys. Rev. B 86, 155121 (2012), URL http://link.aps.
org/doi/10.1103/PhysRevB.86.155121.
[15] E. Gull, A. J. Millis, A I. Lichtenstein, A. N. Rubtsov,
M. Troyer, and P. Werner, Rev. od. Phys. 83,
349 (2011), URL http://link.aps.org/doi/10.1103/
RevModPhys.83.349.
[16] S. Skornyakov, A. Poteryaev, and V. Anisimov, Physics
of the Solid State 57, 1431 (2015), ISSN 1063-7834, URL
http://dx doi.org/10.1134/S1063783415070288
[17] J. P. Perdew, K. Burke, and M. Ernze hof, Phys. Rev.
green :  GGA
blue dots 
and color : exp.
SrVO3  cubic perovskite:
PBEsol
optimized for lattice constant
PBE
verer stimates
LDA 
underestimates
PRL115, 256402 (2015), K.H and T. Birol.
DFT for Mott insulating FeO
NaCl structure
Missing local 
fluctuating moments
Overbinding problem
Turan Birol, tbirol@physics.rutgers.edu 6
Rutgers University
Department of Physics and Astronomy, Center for Materials Theory
GGA for Mott Insulator FeO
No local, fluctuating 
moments
Particularly bad for 
Mott insulators
Ordered moments not 
large enough either
PBE underestimates 
V
Ordered moments 
improve, not good 
enough.
Even PBE 
underestimates volume.
Turan Birol, tbirol@physics.rutgers.edu 5
Rutgers University
Department of Physics and Astronomy, Center for Materials Theory
GGA for Mott Insulator FeO
No local, fluctuating 
moments
Particularly bad for 
Mott insulators
PRL115, 256402 (2015), K.H and T. Birol.
PRL115, 256402 (2015), K.H and T. Birol.
Can we consistently improve 
energies and spectra of 
correlated solids?
Question
SrVO3  cubic perovskite:
STRUCTURES OF A CORRELATED SOLID, LIKE OXIDES
4
The two expressions match within Monte Carlo statistical
error. The lower pannel shows the entropy computed by
both methods. The e ciency of the “impurity F” method
is reflected in the fact that for almost all the point in the
curve (except the lowest few temperatures T/D < 0.02)
a single calculation is needed. Namely, to evaluate the
integral in Eq. 19 we need to calculate the energy E of
the lattice model at all temperatures and than carry out
the integral. On the other hand, the formula Eq. 20 does
not couple di↵erent temperature together, and it requires
only the knowledge of the Green’s function and Fimp at
a single temperature. For T/D < 0.02 we were able to
calculate Fimp from Eq.5 of the main text. For lower
temperatures, only a few extra impurity calculations in
the temperature range T < T 0 < 0.02 are needed. In
Fig. 1 we also display the impurity part of the entropy,
defined by Fimp = Eimp TSimp. It is of course expected
that the impurity carries most of the entropy of the sys-
tem, however, there is also extra contribution due to the
coupling of the impurity to the neighboring sites on the
lattice, which seems to consistently increase the entropy
of the system.
Finally we notice that the same parameter regime was
studies in the manuscript by S. L. Skornyakov et. al. [16].
Our results disagree with those of Ref. [16], in particu-
lar, the entropy at high temperature in the metallic state
saturates at log(4) (not shown in the figure) and not at
log(2) value as in Ref. [16]. This is because at high tem-
peratures all four local states can be accessed leading to
4 degrees of freedom per site. We notice that a shallow
plateau appears at S = log(2), but no saturation.
COMPARISON WITH STANDARD
FUNCTIONALS
Here we compare total energy of LDA, PBE [17],
and PBEsol [18] functionals with the free energy of
LDA+DMFT.
In most weakly correlated solids, LDA underesti-
mates lattice constants on average for 1.6%, while
PBE [17] overestimates them for approximately 1%. [19]
PBEsol [18] was designed to predict most accurate vol-
umes in solids, and it typically falls in-between LDA and
PBE.
In Fig. 2 we compare LDA+DMFT free energy in
SrVO3 with the total energy computed by other function-
als. Both LDA+DMFT and PBEsol underestimate lat-
tice constant for approximately 0.6%, while LDA under-
estimates it for 1.5%, and PBE overestimates for 0.7%.
Hence predictions of standard functionals in the case of
SrVO3 are quite in line with standard performance in
weakly correlated solids. Perhaps, this is not very sur-
prising given that SrVO3 is a metallic moderately corre-
lated system.
In FeO (Fig. 3), all standard functionals severally un-
FIG. 1: Free energy and Entropy for the single orbital Hub-
bard on the Bethe lattice in the correlated metallic regime
(U/D = 2). Upper panel shows the free energy computed
from total energy using standard thermodynamic relations
Eq. 19 (“thermodynamics”), and by using impurity free en-
ergy in Eq. 20 (“impurity F”). The lower panel shows entropy
S computed by the two methods. The same panel also shows
the impurity part of the entropy Simp to emphasize that most
of the entropy is coming from the impurity part, and very
small contribution comes from the DMFT self-consistency
condition. The red dots show the points, which were com-
puted by a single DMFT calculation.
FIG. 2: Free energy of LDA+DMFT for SrVO3 compared
with total energy of other standard DFT functionals.
derestimate volume in the paramagnetic state. For ex-
ample the lattice constants with LDA, PBEsol and PBE
are 7.7%, 6.5% and 5.1% too small, far outside the stan-
dard performance of these functionals in weakly corre-
lated solids.
The predictions are improved when the AFM long
range order is allowed. LDA and PBEsol still underes-
timate lattice constant for 3.6%, and 2.3% respectively.
On the other hand PBE is this time quite close to the
experiment (underestimates for 0.7%). In comparison
LDA+DMFT underestimates it for only 0.16%. It is
quite clear that the excellent prediction of AFM-PBE
DTF-DMFT: Haule & Birol, PRL 115, 256402 (2015).
DMFT: correlated metal with m*/m~3.
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FIG. 4: (Color online) Energy- and momentum-dependent
spectral weight near the Fermi level. (a) Experimental inten-
sity plot for SrVO3. Peak positions of the EDCs and MDCs
are shown by filled circles and open squares, repectively. The
V 3d bands from the LDA calculation [26] and tight-binding
calculation are also shown by solid thick and thin curves, re-
spectively. Broken curves are LDA bands renormalized by a
factor of 2. (b) Intensity plot of spectral function from DMFT
calculation with U/D = 1.5.
0.5, the experimental band dispersions are well repro-
duced as shown in Fig. 4 (a). This indicates that elec-
tron correlation strength is almost independent of mo-
mentum and of the dxy, dyz or dzx bands of the degen-
erate t2g band. The kink in the band dispersion is weak
and broad, if exists, but the curvature changes its sign
around    0.2 eV as predicted by a recent DMFT cal-
culation [14]. As for the incoherent part located around
 1.5 eV, one can see a weak but finite (  0.1 eV) disper-
sion. The intensity of the incoherent part is momentum
dependent and becomes strong within the Fermi surface.
Figure 4 (b) shows the intensity plot of the spectral
functions from the DMFT calculation [25]. The DMFT
self-energy was computed using a single band model in
the present case. One obtains agreement between exper-
iment and theory when the correlation strength of U/D
is set to 1.5, where D is the bandwidth of the occupied
part of the non-interacting band. Although the DMFT
calculation predicts that an incoherent part disperses as
strongly as the bare band, the experimental dispersion of
the incoherent part was weaker. This is probably due to
the overlapping dispersiveless dyz band along the   - X
direction, which has been neglected in the present DMFT
calculation. In future, DMFT + LDA calculation which
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
In conclusion, we have studied the electronic structure
of SrVO3 thin films by means of ARPES. Due to the
“transparent” protective surface V5+ oxide layer, bulk-
like V 3d band structure was successfully observed. We
have determined the occupied quasiparticle width of the
V 3d band to be 0.44± 0.02 eV. The band dispersions in
the coherent part were reproduced by the renormalized
LDA bands with the global mass renormalization factor
of   2. There was a weak but finite dispersion in the
incoherent part and its intensity was stronger within the
Fermi surface. The experimental dispersions and intensi-
ties of the coherent part as well as of the incoherent part
were reproduced by momentum-resolved DMFT calcu-
lation. Since we have employed the single-band model
for the DMFT calculation, multi-orbital e↵ect of the t2g
bands remains to be studied in future studies.
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FIG. 4: (Color online) Energy- and momentum-dependent
spectral weight near the Fermi level. (a) Experimental inten-
sity plot for SrVO3. Peak positions of the EDCs and MDCs
are shown by filled circles and open squares, repectively. The
V 3d bands from the LDA calculation [26] and tight-binding
calculation are also shown by solid thick and thin curves, re-
spectively. Broken curves are LDA bands renormalized by a
factor of 2. (b) Intensity plot of spectral function from DMFT
calculation with U/D = 1.5.
0.5, the experimental band dispersions are well repro-
duced as shown in Fig. 4 (a). This indicates that elec-
tron correlation strength is almost independent of mo-
mentum and of the dxy, dyz or dzx bands of the degen-
erate t2g band. The kink in the band dispersion is weak
and broad, if exists, but the curvature changes its sign
around    0.2 eV as predicted by a recent DMFT cal-
culation [14]. As for the incoherent part located around
 1.5 eV, one can see a weak but finite (  0.1 eV) disper-
sion. The intensity of the incoherent part is momentum
dependent and becomes strong within the Fermi surface.
Figure 4 (b) shows the intensity plot of the spectral
functions from the DMFT calculation [25]. The DMFT
self-energy was computed using a single band model in
the present case. One obtains agreement between exper-
iment and theory when the correlation strength of U/D
is set to 1.5, where D is the bandwidth of the occupied
part of the non-interacting band. Although the DMFT
calculation predicts that an incoherent part disperses as
strongly as the bare band, the experimental dispersion of
the incoherent part was weaker. This is probably due to
the overlapping dispersiveless dyz band along the   - X
direction, which has been neglected in the present DMFT
calculation. In future, DMFT + LDA calculation which
takes into account the three-fold degenerate of the t2g
orbitals are necessary to quantitatively understand the
ARPES results.
In conclusion, we have studied the electronic structure
of SrVO3 thin films by means of ARPES. Due to the
“transparent” protective surface V5+ oxide layer, bulk-
like V 3d band structure was successfully observed. We
have determined the occupied quasiparticle width of the
V 3d band to be 0.44± 0.02 eV. The band dispersions in
the coherent part were reproduced by the renormalized
LDA bands with the global mass renormalization factor
of   2. There was a weak but finite dispersion in the
incoherent part and its intensity was stronger within the
Fermi surface. The experimental dispersions and intensi-
ties of the coherent part as well as of the incoherent part
were reproduced by momentum-resolved DMFT calcu-
lation. Since we have employed the single-band model
for the DMFT calculation, multi-orbital e↵ect of the t2g
bands remains to be studied in future studies.
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This is a product of two one-dimensional in egrals and is
very easy to e ciently implement.
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Even though the Coulomb interactio in SrVO3 is U =
10 eV, it gives a relatively moderate mass enhancement
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implementation. This is because the interaction is
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DMFT and PBEsol
very similar
PBE
over restimates
LDA 
underestimates
Vexp
EOS of LDA+DMFT as good as the best DFT.
9To add TSimp at low temperatures, we however need
a few extra impurity runs. The method of computing
TSimp is explained in the main text, and requires the
impurity energy at a few temperatures. An alternative
to this approach is to compute TSimp from so called
”flat-histogram sampling method” [54], which is also
done as postprocessing on self-consistent LDA+DMFT
hybridization  .
Perhaps, the most challenging term in Eq. 19 to com-
pute is Tr log(G), which requires eigenvalues (but not
eigenvectors) of the LDA+DMFT eigenvalue problem.
We first diagonalize
( r2 + Vext + VH + Vxc + ⌃(i!n)  Vdc) i,k,!n =
= "i,k,!n i,k,!n .(20)
and then evaluate
Tr log(G) + µN = T
X
i!n,i,k, 
(log("i,k,!n   i!n   µ)  log("i,k,1   i!n   µ))  T
X
i,k, 
log(1 + e  ("i,k,1 µ)) + µN(21)
FIG. 4: Free energy of LDA+DMFT for SrVO3 compared
with total energy of other standard DFT functionals.
Here it becomes apparent that if ⌃(i!n) is frequency in-
dependent, the first term in the brackets vanishes, while
the second term gives (at T = 0) the sum of eigenvalues
Tr log(G) + µN !U=0!
X
i,k, 
✓("i,k < µ) "i,k,
the well known DFT contribution to the total energy.
COMPARISON WITH STANDARD
FUNCTIONALS
Here we compare total energy of LDA, PBE [55],
and PBEsol [56] functionals with the free energy of
LDA+DMFT.
In most weakly correlated solids, LDA underestimates
lattice constants on average for 1.6%, while PBE [55]
overestimates them for approximately 1%. [2] PBEsol [56]
was designed to predict most accurate volumes in solids,
and it typically falls in-between LDA and PBE.
In Fig. 4 we compare LDA+DMFT free energy in
SrVO3 with the total energy computed by other function-
als. Both LDA+DMFT and PBEsol underestimate lat-
tice constant for approximately 0.6%, while LDA under-
FIG. 5: Free energy of LDA+DMFT for FeO compared
with total energy of other standard DFT functionals. Upper
(lower) panel shows non-magnetic (antiferromagnetic) DFT
calculation. LDA+DMFT results are obtained at 300K in
paramagnetic state.
estimates it for 1.5%, and PBE overestimates for 0.7%.
Hence predictions of standard functionals in the case of
SrVO3 are quite in line with standard performance in
weakly correlated solids. Perhaps, this is not very sur-
prising given that SrVO3 is a metallic moderately corre-
lated system.
In FeO (Fig. 5), all standard functionals severally un-
derestimate volume in the paramagnetic state. For ex-
ample the lattice constants with LDA, PBEsol and PBE
are 7.7%, 6.5% and 5.1% too small, far outside the stan-
dard performance of these functionals in weakly corre-
lated solids.
The predictions are improved when the AFM long
range order is allowed. LDA and PBEsol still underes-
timate lattice constant for 3.6%, and 2.3% respectively.
paramagnetic Mott insulator FeO
All DFT methods underestimat  the volume (overbind) 
because of missing fluctuating moments. 
Ordered moments improve, but not good enough.
LDA+DMFT correct gap and volume.
DTF-DMFT: Haule & Birol, PRL 115, 256402 (2015).
NaCl structure
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FIG. 2: (Color online): a) E(V) and F(V) for FeO from
Eq. 1 and 4, respectively. Entropy term TSimp(V ) is large
but almost constant. (b) theoretical and experimental p(V ).
Filled and empty circles are from Refs. 43 and 44, respectively.
(c) Impurity entropy Eq. 7 for representative volumes. The
degeneracy of the t2g shell above 1000K is apparent.
FIG. 3: (Color online): a) E(V) and F(V) for elemental
Cerium from Eq. 1 and 4, respectively. Data are presented for
T=400 and 900K. (b) Entropy Simp(V ) is large and changes
dramatically accros the transiton. (c) theoretical and experi-
mental [45] p(V ) diagram.
shape, concomitant with the appearance of the quasipar-
ticle peak at temperature as high as 1500K, signaling the
first order transition. Using di↵erent implementation of
the same method, Amadon et.al [27, 46] proposed that
the transition is entropy driven, and that the total en-
ergy is featureless with the minimum corresponding to
low volume ↵-phase. Only the addition of the entropy
term moves the minimum to the larger volume of  -phase.
In this picture the transition at low temperatures, where
the entropy becomes small and cannot drive the tran-
sition, is intrinsically absent. Yet another proposal was
recently put forward on the basis of LDA+Gutzwiller cal-
culations [47, 48], in which the transition is present even
at zero temperature, but the transition occurs at negative
pressure. The transition is thus detectable even in the to-
tal energy, in the absence of entropy, and becomes second
order at T = 0. In the same method, the finite temper-
ature transition is first order, and the double-minimum
shape of free energy becomes most pronounced at very
high temperature (1500K) [48].
Our LDA+DMFT results for Ce are plotted in Fig. 3.
The total energy curve at 400K clearly shows a region
of very flat shape in the region between the ↵-  volume.
Indeed the derivative of the energy  dE/dV displayed
in Fig. 3(c) shows a clear region of zero slope around
1GPa. This is consistent with results of Lanata et al. [47]
finding very similar zero slope of  dE/dV at zero tem-
perature, but is inconsistent with Ref. 27, which finds
no feature in total energy. It is also inconsistent with
McMahan et.al [11] showing clear double-peak in total
energy. On the other hand, the addition of entropy sub-
stantially increase the region of soft volume, as suggested
by Amadon et.al [46]. Indeed the change of the entropy
between the two phases is of the order of 0.9kB , which
is consistent with experimental estimations of 30meV at
400K [49]. The physical mechanism behind this large
entropy change and unusual volume dependence of en-
ergy is in very fast variation of coherence temperature,
as suggested in Refs. [11, 46], and conjectured in Kondo
volume collapse theory [50]. The phase transition in our
calculation occurs around 1.6GPa, which is not far from
experimentally determined critical pressure of 1.25GPa
at T = 400K. The free energy barrier in our calculation
is however extremely small, and no clear double peak
of F (V ) or negative slope of  dF/dV can be detected
within our 1meV precision of energies. This is similar to
results of Ref. 48 at 400K, but di↵erent from Ref. 11.
While the start of the transition region in ↵-phase is
in good agreement with experiment, the  -phase vol-
ume is underestimated in our calculation. We believe
that the addition of phonon entropy is needed to further
increase the transition region, and establish larger free
energy barrier between the two phases. Experimentally,
above 460K the ↵    phase transition ends with the fi-
nite temperature critical point. Our calculation at high
temperature 900K shows that the signature of the phase
LDA+DMFT
AFM
Mott insulators and str gly correlated metals require
non-perturbative treatment like DFT+DMFT.
First order (entropy driven) transition
Isostructural transition in elemental Cerium
due to Kondo collapse mechanism
Haule, Birol,  PRL115, 256402 (2015).
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FIG. 3: Free energy of LDA+DMFT for FeO compared
with total energy of other standard DFT functionals. Upper
(lower) panel shows non-magnetic (antiferromagnetic) DFT
calculation. LDA+DMFT results are obtained at 300K in
paramagnetic state.
FIG. 4: Free energy of LDA+DMFT for Cerium compared
with total energy of other DFT functionals. LDA+DMFT
results are obtained at 400K.
here is merely a coincidence, as normally PBE overesti-
mates the volume.
Finally, we plot results for Cerium in Fig. 4. The result
of LDA+DMFT is very di↵erent from those of any other
functional, as it clearly contains the nontrivial soft mode
for the ↵-  transition. No other functional shows any
hint of such transition.
The equilibrium volume in Cerium is strongly temper-
ature dependent, and is approximately 34A˚
3
at zero pres-
sure and 400K, while it changes to approximately 28A˚
3
in the ↵ phase at low temperature. The LDA+DMFT
results are computed at 400K, hence at p = 0 the volume
is somewhat underestimated (1.5%), but under pressure
(already at 1GPa) the agreement with experiment is con-
siderably improved.
The DFT results should be compared to T = 0 ex-
perimental volume of 28 A˚
3
. All functionals underesti-
mate the lattice constant, LDA for 6%, PBEsol for 5%
and PBE for 1.8%. Clearly electronic correlations are
very important even in the ↵ phase at low temperature,
as standard DFT functionals substantially underestimate
the volume.
SCREENED COULOMB REPULSION OF
YUKAWA FORM
It is noted above that we used the Yukawa represen-
tation of the screened Coulomb interaction, in which
there is unique relationship between the Hubbard U and
Hund’s coupling J . If U is specified, J is uniquely de-
termined. To show this we derive the matrix elements of
screened Coulomb interaction in our DMFT orbital basis
Um1m2m3m4 =
Z
d3r
Z
d3r0
✓
ul(r)
r
◆2✓ul(r0)
r0
◆2
Y ⇤lm1(rˆ)Ylm4(rˆ)Y
⇤
lm2(rˆ
0)Ylm3(rˆ
0)
e  |r r
0|
|r  r0| (21)
There exist a well known expansion of Yukawa interaction in terms of spheric harmonics Ykm, which reads
e  |r r
0|
|r  r0| = 4⇡
X
k
Ik+1/2(r<)Kk+1/2(r>)p
r< r>
X
m
Y ⇤km(rˆ)Ykm(rˆ
0) (22)
Here r< = min(r, r0), r> = max(r, r0), I and K are modified Bessel function of the first and second kind. Inserting
this expression into Eq. 21, we get
Um1m2m3m4 =
X
k
4⇡
2k + 1
hYlm1 |Ykm1 m4 |Ylm4i hYlm2 |Y ⇤km3 m2 |Ylm3i
⇥(2k + 1)
Z 1
0
dr
Z 1
0
dr0u2l (r)u
2
l (r
0)
Ik+1/2( r<)Kk+1/2( r>)p
r< r>
. (23)
Other functionals:
Since the modified Gaussians all vanish at zero frequency,
we add a polynomial function around zero frequency. The
coefficients of the polynomial are determined by fitting the
imaginary axis self-energy, i.e.,
!!"n " = !0 + !− b1 + ia1""n + !− a2 − ib2""n
2
, !113"
which can be analytically continued to
!!"" = !0 + !a1 + ib1"" + !a2 + ib2""2. !114"
The polynomial has to drop off sufficiently fast at high fre-
quency, hence we choose the following function:
f0!!"" =#!!0! + "b1 + "2b2"/$1 + !"2b2/#2"2%!0!#2/!"2 + #2" , & !115"
where the upper choice is made for metals and the lower
choice for insulators and very bad metals. In the FL regime,
we have b1$ 1, '!0!'%Z2&2T2. The coefficient # is deter-
mined by the condition f0!"=1"$ 1.
For speed, we precompute L!En , i"" and L"!En ,"" by
L!En ,z" = −
1
&
( dxL!!En ,x"
z − x
. !116"
Similarly, we also precompute f0!i"" and f0"!"". Also the
integral of the functions In =)dxL!!En ,x" and I0=)dxf0!!x"
are precomputed.
The coefficients cn in expansion, Eq. !111", are deter-
mined by minimizing the following functional:
' = *
"n!sampled
'!M!i"n " − !QMC!i"n "'2
+ (1'I!!M" − ID'2 + (2'!M!0" − !0'2 !117"
+ (3+d!M!0"d" − !a1 + ib1"+2
+ (4+d2!M!0"d"2 − 2!a2 + ib2"+2. !118"
Here "n in the first term runs over the imaginary frequencies
which are sampled by QMC !and not over the analytically
added tail". The second terms imposes the correct value of
the integral of the self-energy. The integral of the expansion
!112" is
I!!M" = *
n
cn In + I0,
which needs to match the 1 / !"n " tail of the QMC data
ID = & lim
"n→)
"n!QMC! !"n " .
Finally, the last three terms ensure that the value and the first
two derivatives of the analytically continued self-energy at
zero frequency match the derivatives on imaginary axis. For
minimization, we use the L-BFGS-B algorithm of Ref. 65.
IX. CERIUM !-" TRANSITION
To test our implementation of DFT+DMFT within
WIEN2K method, we show in Figs. 8 and 9 results for cerium
( to * transition.
At a temperature less than 600 K and pressure less than
20 kbar, elemental cerium undergoes a transition between
two isostructural phases: a high-pressure phase or ( phase
and a low-pressure * phase. In (-Ce the f electron is delo-
calized while in *-Ce the f electron is localized. The transi-
tion is well accounted for by phenomenological Kondo vol-
ume collapse picture.66–68
We treat only the Ce 4f electrons as strongly orrelated
thus requiring full energy resolution while all other electrons
such as Ce spd are assumed to be well described by the
GGA. We choose U=5.5 eV and J=0.68 eV for the Cou-
FIG. 8. !Color online" Total and partial density of states of el-
emental cerium metal in both phases, ( and * phase. We used OCA
impurity solver.
FIG. 9. !Color online" The same data as in Fig. 8, but obtained
by continuous time quantum Monte Carlo solver, and analytical
continuation method.
HAULE, YEE, AND KIM PHYSICAL REVIEW B 81 , 195107 !2010"
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FIG. 2: (Color line): a) E(V) and F(V) for FeO from
Eq. 1 and 4, respectively. Entropy term TSimp(V ) is large
but almost constant. (b) theoretical and experimental p(V ).
Filled and empty circles are from Refs. 43 and 44, respectively.
(c) Impurity entropy Eq. 7 for representative volumes. The
degeneracy of the t2g shell above 1000K is apparent.
FIG. 3: (Color onli e): a) E(V) and F(V) for elemental
Cerium from Eq. 1 and 4, respectively. Data are presented for
T=400 and 900K. (b) Entropy Simp(V ) is large and changes
dramatically accros the transiton. (c) theoretical and experi-
mental [45] p(V ) diagram.
shape, concomitant with the appearance of the quasipar-
ticle peak at temperature as high as 1500K, signaling the
first order transition. Using di↵erent implementation of
the same method, Amadon et.al [27, 46] proposed that
the transition is entropy driven, and that the total en-
ergy is featureless with the minimum corresponding to
low volume ↵-phase. Only the addition of the entropy
term moves the minimum to the larger volume of  -phase.
In this picture the transition at low temperatures, where
the entropy becomes small and cannot drive the tran-
sition, is intrinsically absent. Yet another proposal was
recently put forward on the basis of LDA+Gutzwiller cal-
culations [47, 48], in which the transition is present even
at zero temperature, but the transition occurs at negative
pressure. The transition is thus detectable even in the to-
tal energy, in the absence of entropy, and becomes second
order at T = 0. In the same method, the finite temper-
ature transition is first order, and the double-minimum
shape of free energy becomes most pronounced at very
high temperature (1500K) [48].
Our LDA+DMFT results for Ce are plotted in Fig. 3.
The total energy curve at 400K clearly shows a region
of very flat shape in the region between the ↵-  volume.
Indeed the derivative of the energy  dE/dV displayed
in Fig. 3(c) shows a clear region of zero slope around
1GPa. This is consistent with results of Lanata et al. [47]
finding very similar zero slope of  dE/dV at zero tem-
perature, but is inconsistent with Ref. 27, which finds
no feature in total energy. It is also inconsistent with
McMahan et.al [11] showing clear double-peak in total
energy. On the other hand, the addition of entropy sub-
stantially increase the region of soft volume, as suggested
by Amadon et.al [46]. Indeed the change of the entropy
between the two phases is of the order of 0.9kB , which
is consistent with experimental estimations of 30meV at
4 0K [49]. The physical mechanism behind this large
entropy change and unusual volume dependence of en-
ergy is in very fast variation of coherence temperature,
a suggested in Refs. [11, 46], and conjectured in Kondo
vol me collapse theory [50]. The phase transition in our
calculation occurs around 1.6GPa, which is not far from
experimentally determined critical pressure of 1.25GPa
at T = 400K. The free energy barrier in our calculation
is however extremely small, and no clear double peak
of F (V ) or negative slope of  dF/dV can be detected
within our 1meV precision of energies. This is similar to
results of Ref. 48 at 400K, but di↵erent from Ref. 11.
While the start of the transition region in ↵-phase is
in good agreement with experiment, the  -phase vol-
ume is underestimated in our calculation. We believe
that the addition of phonon entropy is needed to further
increase the transition region, and establish larger free
energy barrier between the two phases. Experimentally,
above 460K the ↵    phase transition ends with the fi-
nite temperature critical point. Our calculation at high
temperature 900K shows that the signature of the phase
Puzzle: Parent compounds of Fe SC have very 
different ordered magnetic moments
many families of Fe superconductors 
share the same Fe-As tetrahedral unit
Experiment: Ordered magnetic moments
across many Fe superconductors
no understanding what determines 
the size of the ordered moments
Contrast with cuprates, where the 
moments correspond to spin s=1/2.
What governs magnetism in Fe compounds?
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does not have a
very well defined atomic like excitations. To demonstrate
this eﬀect, we plot in Fig. S2(a) an atomic spectral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − En + Em (1)
where n, m run over all atomic states, and α runs over
Fe 3d orbitals, and Pn are atomic probabilities displayed
in Fig. S1. Clearly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
delta function) below the Fermi level, and another peak
above the Fermi level, i.e., a lower and an upper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of the iron atom in the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tionals in both the SDW phase and DSDW phase. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and the experimental magnetic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
here for easier comparison.
In the manuscript, we showed that one important fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
f the trends in magnetic states cross iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does n t have a
very well defined atomic lik excitations. T emonstrate
this eﬀect, we plot in Fig. S2( ) an ato ic sp ctral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − E + Em (1)
where n, m run over all atomic stat s, d α runs over
Fe 3 orbita s, and P are atomic probabilities displayed
i Fig. S1. Cl arly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
d lta func ion) below the Fermi level, nd another peak
above the Fermi level, i.e., a lower nd an pper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of he iron atom i the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tion ls in both the SDW phase and DSDW ph se. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and th exp rimental magn tic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
ere f r asier comparison.
I the anuscript, w showed hat one imp rtant fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does not have a
very well defined atomic like excitations. To demonstrate
this eﬀect, we plot in Fig. S2(a) an atomic spectral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − En + Em (1)
where n, m run over all atomic states, and α runs over
Fe 3d orbitals, and Pn are atomic probabilities displayed
in Fig. S1. Clearly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
delta function) below the Fermi level, and another peak
above the Fermi level, i.e., a lower and an upper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of the iron atom in the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tionals in both the SDW phase and DSDW phase. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and the experimental magnetic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
here for easier comparison.
In the manuscript, we showed that one important fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
NATURE MATERIALS | www.nature.com/naturematerials 3
SUPPLEMENTARY INFORMATIONDOI: 10.1038/NMAT3120
Afghan team
ti automat Mtm ' MMMhmuwwwmmmMMMhMnMtm
yummy
•qogaBMay
amoralism
Glaab
Yin, Haule & Kotliar, Nature Physics 7, 294-297 (2011).
blue symbols : experiment
red symbols : DFT-eDMFT
NATUREMATERIALS DOI: 10.1038/NMAT3120 LETTERS
Compounds
2.5
2.0
1.5
1.0
0.5
0
La
Fe
POFe
Te
Cs
Fe 2
Se 2
KF
e 2
Se 2
KF
e 2
As
2
Ba
Fe 2
As
2
Sr
Fe 2
As
2
Ca
Fe 2
As
2
Fe
Se
LiF
eA
s
La
Fe
As
O
Ca
Fe
As
F
Sr
Fe
As
F
Na
Fe
As
La
Fe
PO
Fe
Te
Cs
Fe 2
Se 2
KF
e 2
Se 2
KF
e 2
As
2
Ba
Fe 2
As
2
Sr
Fe 2
As
2
Ca
Fe 2
As
2
Fe
Se
LiF
eA
s
La
Fe
As
O
Ca
Fe
As
F
Sr
Fe
As
F
Na
Fe
As
7
6
5
4
3
2
1
SDW DMFT
DSDW DMFT
SDW EXP
DSDW EXP
EXP
PM fluctuating moment
xy
xy/yz
EXP optics
EXP (AR)PES
z2
x2 ¬ y2
a
b
Te/Se 111 122 1111 122 FeP
M
ag
ne
tic
 m
om
en
t (
B)
m
∗
/m
ba
nd
µ
Figure 1 |Ordered magnetic moments and mass enhancements in
iron-based compounds. a, The DFT+DMFT calculated and
experimental6–13 iron magnetic moments in the SDW and DSDW states.
Also shown is the calculated fluctuating moment in the paramagnetic (PM)
state. b, The DFT+DMFT-calculated mass enhancementm⇤/mband of the
iron 3d orbitals in the paramagnetic state and the low-energy effective
mass enhancement obtained from optical spectroscopy experiments16–19
and (angle-resolved) photoemission spectroscopy experiments20–24.
and Fermi-surface shape, which together conspire to produce the
magnetic orderings shown in Fig. 1a.
The quasiparticle mass shown in Fig. 1b is quite moderate in
the phosphorus 1111 compound on the right-hand side of Fig. 1b,
but correlations are significantly enhanced in arsenic 122 and
1111 compounds. Note, however, that enhancement is not equal
in all orbitals, but it is significantly stronger in the t2g orbitals,
that is, xz , yz , and xy . The correlations get even stronger in
111 compounds, such as LiFeAs and NaFeAs, and finally jump
to significantly larger values of the order of five in selenides
KFe2Se2 and CsFe2Se2. Finally, the mass enhancement of the xy
orbital in FeTe exceeds a factor of seven when compared with
the band mass, which is typical for heavy-fermion materials,
but is rarely found in transition-metal compounds. We showed
only a lower bound for this mass as the end point of an arrow
in Fig. 1b, because the quasiparticles are not yet well formed
at the studied temperature T = 116K. Note the strong orbital
differentiation in FeTe, with an xz/yz mass of five and an eg
mass enhancement of only three. This orbital differentiation signals
that the material is in the vicinity of an orbital-selective Mott
transition, as proposed previously for other iron pnictides15, where
the xy orbital is effectively insulating while other orbitals remain
metallic. In Fig. 1b we also show the mass enhancement extracted
from optics16–19 and angle-resolved photoemission spectroscopy
(ARPES) (refs 20–24) measurements, and find a good agreement
between our theory and experiment when available. The effective
mass extracted from ARPES and optics should be compared with
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Figure 2 | Structure, orbital occupation and probability of selected atomic
states of iron. a, The Fe–X (X= P, As, Se and Te) distance and X–Fe–X
angle in iron-based compounds, where the two X atoms are in the same ab
plane. Note this angle is different from the X–Fe–X angle where the two X
atoms are in different ab planes. b, The orbital occupation of the xy orbital
and the average values for the eg orbitals and all five orbitals. c, The
probability of selected atomic configurations of iron where N(S) is the total
number (spin) of iron 3d electrons in the atomic configuration.
that of the t2g orbitals, which contribute most of the spectral
weight at low energy.
The large mass enhancement in Hund’s metals is due to an
orbital blocking mechanism. If the Hund’s coupling is very large,
only the high-spin states have a finite probability in the atomic
histogram. The atomic high-spin ground state has a maximum
possible spin S = 2, and is orbitally a singlet, which does not
allow mixing of the orbitals and leads to orbital blocking, that is,
hgs|d↵†d  |gsi= 0 when ↵ 6= , where |gsi is the atomic ground state
in the 3d6 configuration and ↵ is the iron orbital index. In the
localized limit and in the absence of crystal-field effects, it is possible
to derive a low-energy effective Kondo model, which has Kondo
coupling for a factor of (2S+ 1)2 smaller than a model without
Hund’s coupling25. As the Kondo temperature TK depends on the
Kondo coupling I0 exponentially (TK / exp( 1/I0)), this results
in an enormous mass enhancement of the order of exp(((2S+
1)2 1)/I0) when compared with the systemwith negligible Hund’s
coupling (see also Supplementary Information).
Having established why heavy quasiparticles form in iron
pnictides and chalcogenides, we can now study how the key
parameters of the crystal structure control the strength of
correlations and other physical properties, keeping the same on-site
Coulomb interaction matrix. The Fe–pnictogen distance, shown in
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does not have a
very well defined atomic like excitations. To demonstrate
this eﬀect, we plot in Fig. S2(a) an atomic spectral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − En + Em (1)
where n, m run over all atomic states, and α runs over
Fe 3d orbitals, and Pn are atomic probabilities displayed
in Fig. S1. Clearly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
delta function) below the Fermi level, and another peak
above the Fermi level, i.e., a lower and an upper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of the iron atom in the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tionals in both the SDW phase and DSDW phase. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and the experimental magnetic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
here for easier comparison.
In the manuscript, we showed that one important fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the d nsity f st tes
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [ 28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does n t have a
very well defined atomic lik excitations. T emonstrate
this eﬀect, we plot in Fig. S2( ) an ato ic sp ctral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − E + Em (1)
where n, m run over all atomic stat s, d α runs over
Fe 3 orbita s, and P are atomic probabilities displayed
i Fig. S1. Cl arly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
d lta func ion) below the Fermi level, nd another peak
above the Fermi level, i.e., a lower nd an pper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of he iron atom i the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tion ls in both the SDW phase and DSDW ph se. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and th exp rimental magn tic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
ere f r asier comp rison.
I the anuscript, w showed hat one imp rtant fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determ ning the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatibl with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
p unds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane v lu from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma f equencies agree well w th
existing optical measurements, but are significantly re-
duced fro the DFT values, sh i g the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
r duc d rom DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended over a
wide energy range, the spectral function does not have a
very well defined atomic like excitations. To demonstrate
this eﬀect, we plot in Fig. S2(a) an atomic spectral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − En + Em (1)
where n, m run over all atomic states, and α runs over
Fe 3d orbitals, and Pn are atomic probabilities displayed
in Fig. S1. Clearly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
delta function) below the Fermi level, and another peak
above the Fermi level, i.e., a lower and an upper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of the iron atom in the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tionals in both the SDW phase and DSDW phase. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and the experimental magnetic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
here for easier comparison.
In the manuscript, we showed that one important fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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FIG. S1: Atomic histogram The atomic histogram of the
Fe-3d shell for (a) FeTe and (b) LaFeAsO in the paramag-
netic state and magnetic states. The 1024 possible atomic
configurations are sorted by the number of 3d electrons of the
individual configuration.
the high spin atomic states gain even more weight, as
seen in Fig. S1.
The valence histogram of a Hund’s metal is fundamen-
tally diﬀerent from that of an oxide. While only a few
atomic states have a significant probability in an oxide,
Hund’s metals visit a large number of atomic states over
time, resulting in a dramatic (40%) reduction of the mag-
netic moment due to valence fluctuations. A monovalent
histogram with only the atomic ground state would give
iron magnetic moment of 4 µB .
Another interesting feature of Hund’s metals is that
very large number of atomic states has finite probability.
For comparison, in transition metal oxides or in heavy
fermion materials with similar mass enhancement as in
iron pnictides and chalcogenides, the atomic histogram
would contain only a small number of states with signifi-
cant probability [S23]. Since the Hund’s rule coupling J
is equal to 0.8 eV, the energy spread of atomic states at
FIG. S2: Fe 3d DOS Atomic-like Fe 3d DOS for FeTe con-
trasted with actual Fe 3d DOS of LaFeAsO and FeTe com-
puted by DFT+DMFT.
constant N = 5 or N = 6 is very large, of the order of
6−7 eV. Because there are many atomic states with finite
probability that contribute to the one electron spectral
function, and because those states are extended ov r a
wide energy range, the spectral function does n t have a
very well defined atomic lik excitations. T emonstrate
this eﬀect, we plot in Fig. S2( ) an ato ic sp ctral func-
tion of Fe 3d orbitals, obtained from the corresponding
atomic Green’s function defined by
G(ω) =
∑
α,m,n
|⟨n|d†α|m⟩|2(Pn + Pm)
ω − E + Em (1)
where n, m run over all atomic stat s, d α runs over
Fe 3 orbita s, and P are atomic probabilities displayed
i Fig. S1. Cl arly, the atomic spectral weight is dis-
tributed over a very large energy range. For comparison,
a typical heavy fermion would have one sharp peak (a
d lta func ion) below the Fermi level, nd another peak
above the Fermi level, i.e., a lower nd an pper Hubbard
band.[S23]
In Fig. S2(a) we also show the full DFT+DMFT spec-
tral function of he iron atom i the solid for FeTe and
LaFeAsO. One can notice that these spectral functions
have a sharp quasiparticle peak close to the Fermi level.
Due to larger mass enhancement in FeTe, the quasipar-
ticle peak in this compound is substantially smaller than
in LaFeAsO. The rest of the spectral weight does not
have a well defined Hubbard like bands, not because the
rest of the spectra would be coherent, but because of
the unusual atomic histograms of the Hund’s metals. A
small feature around −2 to −1 eV is however noticeably
enhanced in FeTe compared to LaFeAsO. This peak was
identified in Ref. S24 as an atomic-like excitation, which
is found in atomic spectral function at −2.2 eV , and is
related to the excitation from atomic ground state of d6
3
to atomic ground state of d5.
FIG. S3: DOS and magnetic moment: (a) Total density
of states at the Fermi level in the PM phase computed by DFT
and DFT+DMFT. (b) The magnetic moment calculated by
DFT with both LSDA and GGA exchange-correlation func-
tion ls in both the SDW phase and DSDW ph se. The fluc-
tuating moment in the PM phase calculated by DFT+DMFT
and th exp rimental magn tic moment in the magnetic states
which are shown in Fig1(a) in the manuscript and reproduced
ere f r asier comparison.
I the anuscript, w showed hat one imp rtant fac-
tor in determining the size of the magnetic moment is
the quasiparticle mass enhancement. Clearly the heavier
quasiparticles with smaller quasiparticle eﬀective width
are more prone to ordering. It is interesting to inspect
also the ”quasiparticle height”, i.e., the value of the one-
electron spectral function at the Fermi level. In Stoner
theory, this value plays a crucial role in determining the
critical temperature and the size of the ordered moment.
In Fig. S3(a) we show the value of the density of states
at the Fermi level in the paramagnetic state as obtained
by both DFT and DFT+DMFT. Clearly, large density
of states at the Fermi level is more compatible with
the small moment rather than large moment (shown in
Fig. S3(b)), which disfavors Stoner theory for explanation
of the trends in magnetic states across iron pnictides and
chalcogenides.
We also show in Fig. S3(b) the magnetic moment in
the SDW and DSDW phases calculated by DFT with
both the local spin density approximation (LSDA[S25])
and generalized gradient approximation (GGA[S26]) ex-
change correlation functionals. We also repeat the para-
magnetic fluctuating moment and the experimental static
ordered moments from the manuscript for better compar-
ison. It is clear from Fig. S3(b) that the DFT calculated
magnetic moments roughly follows the trend of the fluc-
tuating moment in the PM state, but is very diﬀerent
from the static ordered moment, as already pointed out
by Ref. S27.
Optical properties
FIG. S4: Plasma frequency. The PM in-plane plasma
frequency ωab and out-of-plane plasma frequency ωc for
various iron pnictides and iron chalcogenides calculated by
both DFT+DMFT and DFT. The experimental PM in-plane
plasma frequencies are taken from Ref. S28–31.
Now we turn to the plasma frequencies in the para-
magnetic state of iron pnictide and chalchogenide com-
pounds, shown in Fig. S4. We show separately the
in-plane and c-axis values, as obtained by both the
DFT+DMFT and DFT calculations. We also plot the ex-
perimentally determined in-plane values from Refs. [S28]
for Na1−δFeAs, [S29] for BaFe2As2 and SrFe2As2, [S30]
for LaFeAsO, and [S31] for LaFePO. The DFT+DMFT
calculated in-plane plasma frequencies agree well with
existing optical measurements, but are significantly re-
duced from the DFT values, showing the important of
correlation eﬀect. The extracted plasma frequencies in
the DFT+DMFT calculation for FeTe are most strongly
reduced from DFT values, and bear bigger error bars due
to the fact that the scattering rate in FeTe is so large that
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Figure 1 | Summary of neutron scattering and calculation results. Our experiments were carried out on the MERLIN time-of-flight chopper spectrometer
at the Rutherford-Appleton Laboratory, UK (ref. 33). We co-aligned 28 g of single crystals of BaFe1.9Ni0.1As2 (with in-plane mosaic of 2.5 and out-of-plane
mosaic of 4 ). The incident beam energies were Ei = 20,25,30,80,250,450,600meV, and mostly with Ei parallel to the c axis. To facilitate easy
comparison with spin waves in BaFe2As2 (ref. 13), we defined the wave vector Q at (qx,qy,qz) as (H,K,L)= (qxa/2⇡ ,qyb/2⇡ ,qzc/2⇡) reciprocal lattice
units (r.l.u.) using the orthorhombic unit cell, where a= b= 5.564Å, and c= 12.77Å. The data are normalized to absolute units using a vanadium
standard13, which may have a systematic error up to 20% owing to differences in neutron illumination of the vanadium and sample, and time-of-flight
instruments. a, AF spin structure of BaFe2As2 with Fe spin ordering. The effective magnetic exchange couplings along different directions are shown.
b, RPA and LDA+DMFT calculations of   00(!) in absolute units for BaFe2As2 and BaFe1.9Ni0.1As2. c, The solid lines show the spin wave dispersions of
BaFe2As2 for J1a 6= J1b, along the [1,K] and [H,0] directions obtained in ref. 13. The filled circles and triangles are the spin excitation dispersions of
BaFe1.9Ni0.1As2 at 5 K and 150K, respectively. d, The solid line shows the low-energy spin waves of BaFe2As2. The horizontal bars show the full-width at
half-maximum of spin excitations in BaFe1.9Ni0.1As2. e, Energy dependence of   00(!) for BaFe2As2 (filled blue circles) and BaFe1.9Ni0.1As2 below (filled red
circles) and above (open red circles) Tc. The solid and dashed lines are guides to the eye. The vertical error bars indicate statistical errors of one standard
deviation. The horizontal error bars in e indicate the energy integration range.
constant-energy cuts along the [1,K ] direction for E = 25± 5,
55±5, 95±10, 125±10, 150±10, and 210±10meV. The scattering
becomes dispersive for spin excitation energies above 95meV.
Figure 3g–i shows similar constant-energy cuts along the [H ,0]
direction. The solid lines in the figure show identical spin wave
cuts for BaFe2As2 (ref. 13). As both measurements were taken in
absolute units, we can compare the impact of electron doping on
the spin waves in BaFe2As2. At E = 25±5meV, spin excitations in
superconducting BaFe1.9Ni0.1As2 are considerably broader in mo-
mentum space and weaker in intensity than spin waves (Fig. 3a,g).
On increasing the excitation energy to 55± 5meV, the dispersive
spin waves in BaFe2As2 become weaker and broader (Fig. 3b,h).
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Large fluctuating moment can not be explained by a purely 
itinerant model - property of Hundsness!
The DMFT account for a dual nature of electrons in Hund’s metals:  
itinerant and localized nature.
Fluctuating moment measured 
by neutrons - integral of local 
susceptibility:
~1.8 µB/Fe 
up to 300meV
	M. Liu,… K. Haule, Kotliar, P.Dai, et.al., Nature Physics 8, 376-381 (2012)
Predicted large fluctuating moment confirmed
magnetic susceptibility in paramagnetic state
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FIG. 1: Dynamic spin structure factor S(q,!) in iron pnictides, chalcogenides and MgFeGe. The S(q,!) is plotted
along the path (0,0)!(1,0)!(1,1)!(0.5,0.5)!(0,0) (in the unit of the one-Fe Brillouin zone) for (a) BaFe2P2 (TmaxC < 2K); (b)
LiFeP (TC = 6K); (c)LaFePO (TC = 7K); (d) SrFe2As2 (T
max
C = 37K); (e) LaFeAsO (T
max
C = 43K); (f) BaFe2As2 (T
max
C =
39K); (g) LiFeAs (TC = 18K); (h) FeSe (T
max
C = 37K); (i)MgFeGe (T
max
C = 0); (j)FeTe (T
max
C = 0); (k) BaFe1.7Ni0.3As2
(TC < 2K); (l) BaFe1.9Ni0.1As2 (TC = 20K); (m) Ba0.6K0.4Fe2As2 (TC = 39K); (n) KFe2As2 (TC = 3.5K); (o) KFe2Se2. Since
the intensity substantially varies across compounds, the maximum value of intensity was adjusted to emphasize the dispersion
most clearly. The maximum value of the intensity in each compound is shown in the top right corner. The experimental data
shown in (f), (g), (l) and (m) are from Refs. 17–20.
of the fluctuating moment in this energy range, which roughly anti-correlates with strength of correlations, hence
phosphorus compounds show the weakest (max = 4) and FeTe shows the strongest (max = 20) intensity.
The low energy spin-excitations are much more sensitive to the details of both the band-structure and the two-
particle vertex function, hence the trend across di↵erent compounds can not be guessed from either the correlation
strength or from the band structure. In Fig. 2 we show S(q,!) for the same compounds as in Fig. 1, but we take
a di↵erent cut. We keep the energy fixed at ! = 5meV, and change momentum in the two dimensional momentum
plane (qx, qy) at qz = 0/⇡. (The qz dependence is small for most compounds.) As is clear from Figs. 1a-c, and
Fig. 2a-c, the low energy spin-excitations are almost absent in phosphorus compounds, while they are very strong
in arsenides (Figs. 1d-g) at the commensurate wave vector (qx, qy) = (1, 0). This is the ordering wave vector of the
spin-density wave state, which is the ground state of all these compounds except LiFeAs, which is a superconductor
(Tc = 18K). When doped, all these compounds are high-temperature superconductors (Tc ⇡ 37K   39K). Similarly
chalcogenide FeSe (Fig. 1h) - which becomes superconducting Tc = 37K under modest pressure p = 3GPa - has
similar low energy spin response as the arsenides superconductors. On the other hand, MgFeGe is a compound with
similar band structure as arsenides21, but quite di↵erent spin response, which is much broader and peaked at q = 0,
hence spin fluctuations are ferromagnetic, in agreement with calculation of Ref.22 showing stable ferromagnetic ground
state. Finally FeTe has also much broader spin-excitations covering large part of the Brillouin zone (see Fig. 2j), and
shows two competing excitations at q=(1,0) and q=(0.5, 0.5), the latter corresponds to the ordering wave vector of
the low-temperature antiferromagnetic state of Fe1.07Te.23 The common theme in high-temperature superconductors
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FIG. 2: Dynamic spin structure factor S(q,!) i iron pnictides, chalcogenides and MgFeGe. The S(q,!) is plotted
in the 2D plane at constant !=5 meV for the same materials as in Fig. . The maximum inte sity scale for each compound is
marked as a number in the bottom-left corner of each subplot.
(Figs. d-h) is thus the existence of well defined high energy dispersive spin excitations with bandwidth between
0.1   0.35 eV, and most importantly very well developed commensurate low energy spin excitations at wave vector
q = (1, 0), consistent with the theory of spin-fluctuation mediated superconductivity24,25.
The pnictide parent compounds SrFe2As2, LaFeAsO, BaFe2As2 have strong peak centered exactly at q = (1, 0), while
in LiFeAs and FeSe the spin excitation is peaked slightly away from this commensurate wave vector. Consequently,
the former three compounds have antiferromagnetic ground state, while the latter two are superconducting. In the
former, electron or hole doping is needed to suppress the long range magnetic order, and to stabilize the competing
superconducting state. In Figs. 1&2f, k-n we illustrate the doping dependence of the spin-excitation spectrum on the
example of electron doped and hole doped BaFe2As2, i.e., BaFe1 xNixAs2 and Ba1 xKxFe2As2, respectively. The
electron doping slightly increases the bandwidth (compare Fig. 1(k) with Fig. 1(f)), the hole doping dramatically
reduces the bandwidth from ⇠ 0.2 eV to ⇠ 0.05 eV in overdoped KFe2As220,26 (Fig. 1(n)). The low energy spin
excitations in the electron overdoped BaFe1.7Ni0.3As2 become very weak and strongly incommensurate20 with peak
centered at q=(1.0, 0.35) (see Fig. 2k). Similarly, on the hole overdoped side in KFe2As2, the low-energy spectrum
is suppressed (maximum intensity in Fig. 2n is 15 compared to 100 in the parent compound), and main excitation
peak moves to incommensurate q=(0.75, 0) in agreement with experiment.20,27 The optimally doped compounds
(Figs. 1l,m) have high energy spin excitations very similar to the parent compound, while the low energy excitations
are slightly reduced and broadened in momentum space (Fig. 2l,m), to suppress long range magnetic order of the
parent compound. This is very similar to the spectrum of LiFeAs and FeSe, which both have superconducting ground
state. From these plots, we can deduce that near commensurate or commensurate spin excitations at q = (1, 0),
with some finite width in momentum space to reduce the tendency towards the long-range order, are essential for
superconductivity.
Now we comment on the complexity of the KxFe2 ySe2 compounds. Our results for KFe2Se2 in Figs. 1&2(o)
indicate strong low energy spin excitation peaked around q = (1, 0.4). Vacancies in the K site, which reduce the
e↵ective electron doping, can move the peak to q = (1, 0) and favor superconductivity. On the other hand, vacancies
in the Fe sites move the peak to q=(0.6, 0.2) to induce novel magnetism in K0.8Fe1.6Se228.
Whereas the dynamic spin structure factor S(q,!) dispersion and the strength of the low energy spin excitations
correlate with experimental Tc across many families of iron superconductors, the superconducting pairing symmetry
and the variation of the superconducting gaps on the di↵erent Fermi surfaces cannot be extracted from the spin
dynamics alone. To make further progress on this issues, we computed the complete screened interaction between two
3
FIG. 2: Dynamic spin structure factor S(q,!) in iron pnictides, chalcogenides and MgFeGe. The S(q,!) is plotted
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parent compound. This is very similar to the spectrum of LiFeAs and FeSe, which both have superconducting ground
state. From these plots, we can deduce that near commensurate or co mensurate spin excitations at q = (1, 0),
with some fi ite width i momentum space to reduce the tendency towards the long-range order, are essential for
superconductivity.
Now we comment on the complexity of the KxFe2 ySe2 compounds. Our results for KFe2Se2 in Figs. 1&2(o)
indicate strong low energy spin excitation peaked around q = (1, 0.4). Vacancies in the K site, which reduce the
e↵ective electron doping, can move the peak to q = (1, 0) and favor superconductivity. On the other hand, vacancies
in the Fe sites move the peak to q=(0.6, 0.2) to induce novel magnetism in K0.8Fe1.6Se228.
Whereas the dynamic spin structure factor S(q,!) dispersion and the strength of the low energy spin excitations
correlate with experimental Tc across many families of iron superconductors, the superconducting pairing symmetry
and the variation of the superconducting gaps on the di↵erent Fermi surfaces cannot be extracted from the spin
dynamics alone. To make further progress on this issues, we computed the complete screened interaction between two
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(Figs. d-h) is thus the existenc of well defined high energy dispersive spin excitations with bandwidth between
0.1   0.35 V, and most importantly very well developed commensurate low energy spin excitations at wave vector
q = (1, 0), consistent with the theory of spin-fluctuation mediated superconductivity24,25.
The pnictide parent com ounds SrFe2As2, LaFeAsO, BaFe2As2 have strong peak centered exactly at q = (1, 0), while
in LiFeAs and FeS the spin excitatio is peaked slightly away from this commensurate wave vector. Consequently,
the former three compounds have antif rromagnetic ground stat , while the latter two are superconducting. In the
former, electron or hole d ping is ne ded to suppress the lo g range magnetic order, and to stabilize the competing
superconducting state. In Figs. 1&2f, k-n we illustrate the doping dependence of the spin-excitation spectrum on the
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electron doping slightly increases the bandwidth (compare Fig. 1(k) with Fig. 1(f)), the hole doping dramatically
reduces the bandwidth from ⇠ 0.2 eV to ⇠ 0.05 eV in overdoped KFe2As220,26 (Fig. 1(n)). The low energy spin
excitations in the electron overdoped BaFe1.7Ni0.3As2 become very weak and strongly incommensurate20 with peak
centered at q=(1.0, 0.35) (see Fig. 2k). Similarly, o the hole ov rdoped side in KFe2As2, the low-energy spectrum
is suppressed (maximum intensity in Fig. 2n is 15 compared to 100 in the parent compound), and main excitation
peak moves to incommensurate q=(0.75, 0) in agreement with experiment.20,27 The optimally doped compounds
(Figs. 1l,m) h ve high energy spin excit tions very similar to the parent compound, while the low energy excitations
are slightly reduced and br adened in momentum space (Fig. 2l,m), to suppress long range magnetic order of the
parent compo nd. This is very si ilar to the spectrum of LiFeAs and FeSe, which both have superconducting ground
state. From these lots, we can deduce t at near commensurate or commensurate spin excitations at q = (1, 0),
with some finite width in m mentum space to reduce the tendency towards the long-range order, are essential for
superconductivity.
Now we comment on the complexity of the KxFe2 ySe2 compounds. Our results for KFe2Se2 in Figs. 1&2(o)
indicate strong low energy spin excitation peaked around q = (1, 0.4). Vacancies in the K site, which reduce the
e↵ective electron doping, can move the peak to q = (1, 0) and favor superconductivity. On the other hand, vacancies
in the Fe sites move the peak to q=(0.6, 0.2) to induce novel magnetism in K0.8Fe1.6Se228.
Whereas the dynamic spin structure factor S(q,!) dispersion and the strength of the low energy spin excitations
correlate with experi ental Tc across many families of iron superconductors, the superconducting pairing symmetry
and the variation of the superconducting gaps on the di↵erent Fermi surfaces cannot be extracted from the spin
dynamics alone. T make f rther progress on this issues, we computed the complete screened inter ction between two
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DMFT can predict well neutron dynamical SF
Yin, Haule & Kotliar, Nature Physics 10, 845–850 (2014)
Electron-phonon coupling in fluctuating moment systems
In Fe-SC electron-phonons coupling is too weak to explain high Tc’s.
Nevertheless, phonons can boost Tc when cooperating with unconventional 
spin-mediated (correlation-driven) superconducting mechanisms. 
K. Haule, J. H. Shim, G. Kotliar, Phys. Rev. Lett. 100, 226402 (2008)
L. Boeri, O. V. Dolgov, and A. A. Golubov, PRL 101, 026403 (2008).
The phonon enhancement of  Tc is determined by electron-phonon coupling:
Change of the band structure due to displacement of the ions in 
the direction of a phonon mode.
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FIG. 2. (Color online). Relative total energy calculated in LDA(non-magnetic), GGA(both nonmagnetic and checkerboard
spin-polarized), and DFT-DMFT methods; arrow indicates the experimental value of zSe.
FIG. 3. (Color online). Pressure dependence optical properties at room temperature: Real part of the optical conductivity (a)
along ab-plane and (b) along c-axis.
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FIG. 1. (Color online). Pressure dependence of chalcogen position parameter zSe. a, b, and c are the experimental data of zSe
for the tetragonal phase, obtained from Ref.[6], Ref.[8], and Ref.[9] respectively; d and e are the data for the low temperature
orthorhombic phase, obtained form Ref. [10] and Ref. [8] respectively. f (Ref. [11]), g(Ref. [12]) indicates non-spinpolarized
DFT results and h indicates our spin-polarized DFT results of zSe while the solid line refers to DFT-DMFT.
SUPPLEMENTARY METHODS
In the DFT-DMFT method, the self-energy, sampling all Feynman diagrams local to the Fe ion, is added to
the DFT Kohn-Sham Hamiltonian[1, 2]. This implementation is fully self-consistent and all-electron [2, 3]. The
computations are converged with respect to charge density, impurity level, chemical potential, self-energy, lattice and
impurity Green’s functions. The lattice is represented using the full potential linear augmented plane wave method,
implemented in Wien2k[4] package in its generalized gradient approximation (PBE-GGA). We use the continuous time
quantum Monte Carlo method to solve the quantum impurity problem and to obtain the local self-energy due to the
correlated Fe 3d orbitals. The self-energy is analytically continued from the imaginary to real axis using an auxiliary
Green’s function. We fixed the Coulomb interaction U and Hund’s coupling J at 5.0 eV and 0.7 eV, respectively [5].
We used a fine k-point mesh of 24  24  16 and 80 million Monte Carlo steps for each iteration for the paramagnetic
phase of the FeSe at room temperature within the pressure range of 0-11 GPa where FeSe is observed to remain in
its tetragonal phase[6]. The lattice parameters are obtained from the experiment[6] and zSe are optimized within
DFT-DMFT method. For P=-2GPa, we estimated the lattice parameters and zSe after fitting. The estimated lattice
parameters for -2GPa are a=3.82178 A˚, c=5.7119A˚, and zSe = 0.25872.
DEFORMATION POTENTIAL
The shift in the energy eigenvalues at EF due to a particular phonon mode is calculated by: E = 1/NkF
 
kF (EkF   EA1gkF ).
Here EkF and E
A1g
kF are the energy eigenvalues around the Fermi level respectively for equilibrium and A1g distortion.
Here EkF is the band resolved energy eigenvalues for the equilibrium structure, chosen within a very small energy
window of 5 mRy around EF within a fine k-point mesh of 25x25x17 to allow at least   2000 points on the FS for
each pressure. EA1gkF is the corresponding energy eigenvalues to the A1g distortion. Equilibrium position is where the
total energy is minimum in the respective ethods whereas A1g distortion refers to the states with small Se atom
displacement (Q) in the zSe. NkF is the number of k-points (kF) on the Fermi surface on which the deformation
potential (D =  E Q ) is calculated.   is then estimated as D
2
 2Et(Q)
 Q2
|Q=0
, where Et(Q) is the total energy as a function of
the atomic displacement Q in the DFT-DMFT frozen-phonon calculation [7].
In Table I Dm, Davg, NkF , and DavgFS refer to the maximum deformation potential, deformation potential averaged
over corresponding pocket, number of k-points on the pocket, and deformation potential averaged over all available
pockets (averaged over the entire Fermi surface) respectively. h1, h2, h3, e1, and e2 are labeled in Fig. 1(d-f) in the
main text.
a) b)
Fig. 14. Crystal structure of FeSe: a) Relative total energy calculated
in LDA(non-magn tic), GGA(both nonmagnetic and checkerboard spin-
polarized), and DFT+eDMFT methods; arrow indicates the xperimental
value of zS e. b) Pressu e dependence of chalcogen position parameter zS e.
a, b, and c are the experimental data of zS e for the tetragonal phase, obtained
from Ref. 120, Ref. 121, and Ref. 122 respectively; d and e are the data for the
low temperature orthorhombic phase, obtained form Ref. 123 and Ref. 121
respectively. f (Ref. 124), g(Ref. 125) indicates non-spinpolarized DFT re-
sults and h indicates spin-polarized DFT results of zS e while the solid line
refers to DFT+eDMFT.
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FIG. 2. (Color online) (a) Maximum and Fermi surface average
of deformation potentials (D) for the A1g distortion computed in
DFT-DMFT, and DFT as a function of pressure indicates the presence
of strong EPC in FeSe; inset shows deformation potential as a function
of EF at P = 0. (b) Demonstration of huge local electron-lattice
coupling for the A1g distortion in our DFT-DMFT computations at
P = 0 GPa for a selective part of the Brillouin zone; red and blue
lines represent GGA bands. The common Fermi energy is considered
for the equilibrium position and denoted by the single horizontal line
for both DFT and DFT-DMFT methods.
DMFT is from the electron pocket centered at the M point.
Dm also strongly depends on the EF . The inset of Fig. 2(a)
shows the behavior of maximum and average values of D as a
function of EF at P = 0 calculated with DFT-DMFT. So the
movement of EF due to defect or pressure can significantly
change the FS topology and hence the D.
The momentum resolved spectral functionA(ω,k) is shown
in Fig. 2(b) for both equilibrium position and A1g distortion
between the high symmetric points, where the most sensitive
band crosses the EF . The solid red and blue lines represent
corresponding GGA bands for equilibrium position and A1g
distortion, respectively. From Fig. 2(b), we notice that at
P = 0, the shift in energy (δE) over the atomic displacement
of 0.0276 ˚A is ∼0.12 eV in DFT-DMFT and ∼0.04 eV in
GGA, respectively. So as reflected from Fig. 2, the D is about
three times higher in DFT-DMFT for this particular region
of the Brillouin zone. If we notic carefully in Fig. 2(b), the
shift of the bands due to A1g distortion is very nonuniform
in DFT-DMFT; a strong deformation potential is noticed only
in # to Z region, while for the other part of the Brillouin
zone, deformation potential is found to be small. This leads
to a strong nonuniform EPC at P = 0, which is reflected in
Fig. 2(a) where maximum D is found to be about three times
higher than the average. We found this similar nonuniform
EPC for P = 1.4, 2.6, and −2.0 GPa.
We estimate λ usingD (see Supplemental Material [60] for
details). While the average λ is still small, the maximum λ in
DFT-DMFT is found to be 0.98 at P = 0. At P = 2.6 GPa,
the maximum λ reaches 1.159. We found that only certain
electronic states have very strong λ, while the average λ is not
strong enough to explain 37 K. So the conventional electron-
phonon mechanism seems unlikely. On the other hand, this also
indicates that local EPC can be important and one can use a po-
laron model, where a single electron can strongly couple with
the lattice and form polarons. Formation of polarons has been
experimentally found in both Fe superconductors [42,63,64]
and cuprates [49]. The anomalous temperature dependence of
the local Fe-As displacement, observed in Ref. [45], indicates
that local rather than global electron-lattice interaction is
present in Fe-based superconductors and as suggested in
Ref. [48], polaron formation is responsible for the observed
anomalies [45]. Though the formation of polarons depends
on a lot of factors, such as the band filling, temperature,
EPC strength, phonon frequency, etc., our results suggest
the use of a polaron model. We consider the electronic state
corresponding to maximum λ (∼1) forms a polaron, which is
a quasiparticle consisting of an electron and the surrounding
lattice distortion. Then the polaronic binding energy (Ep)
will linearly depend [65,66] on maximum λ and hence on
the square of the maximum deformation potential. Taking
the polaronic band into account, Alexandrov and Mott [65]
described that Tc exponentially depends on the function of
Ep. Under hydrostatic pressure, we found that electronic
properties change monotonically, while only |Dm|2 (and hence
Ep) initially grows (up to 3.4 GPa) and then drops, similarly to
experimental Tc. This indicates that a strong local EPC plays
an important role in Fe-based superconductors.
It is important to mention that Tc was found to increase
rapidly for the low pressure range (0–3 GPa) and can reach
up to 27 K at 1.48 GPa [67]. The disagreement in the
pressure dependence of experimental Tc and our DFT-DMFT
calculation of maximum D can be due to the presence
of the mixed phase in low temperature crystal structure
in experiment, while our calculations are based on room
temperature tetragonal (PbO-type) structure.
The behavior of the DFT-DMFT deformation potential
with pressure hints that superconductivity in FeSe may have
partially phonon or polaron origin and local EPI plays a
very important role in superconductivity in the unconventional
superconductors. Analysis of the contributions of each many-
body state reveals that charge fluctuations due to correlations
and charge transfer from Fe to Se are coupled to theA1g mode.
Our computations predict that applied pressure significantly
changes the FS around the # point. We show the Fermi surface
220502-3
Fig. 15. Electron-ohonon coupling i FeS : the maximum deforma ion
potent al and the Fermi surface aver e deformation potentailD for the A1g
distortion computed in DFT+eDMFT, and DFT as a function of pressure. It
indicates the presence of strong e-ph coupling in FeSe. Inset shows deforma-
tion potential as a function of EF at zero pressure. Reproduced from Ref. 6.
mode (say A1g) can be calculated by:
 E =
1
NkF
X
kF
(EkF   EA1gkF ) (42)
Here EkF and E
A1g
kF
are the energy eigenvalues around the
Fermi level respectively for equilibrium and A1g distortion.
Equilibrium positi n is where the total energy is minimum in
the respective methods, whereas A1g distortion refers to the
states with small displacement f the Se atom (Q) in the zS e.
NkF is the number of k-points on the Fermi surface used in the
calculation. The deformation potentialD is then given by
D =  E
 Q
(43)
The coupling   can then be estimated as D
2
 2Et(Q)/ Q2 |Q=0 , where
E(Q) is the total energy as a function the atomic displacement
Q in the DFT+eDMFT frozen-phonon calculation.
In Ref. 6 the electron-phonon coupling was calculated for
a particular A1g phonon mode as a function of pressure. In
Fig. 15 we reproduce their results for the maximum value
of the deformation potential D, and the average of D over
the entire fermi surface. The DFT+eDMFT and DFT results
are compared. One notices that the average D increases in
DFT+eDMFT over that obtained in DFT for all pressures. At
P = 0 the average D2 increases ⇡1.5 times in DFT+eDMFT
(D is 0.84eV/Å in DFT+eDMFT, while it is 0.69 eV/Å in
GGA. At P = 3.4GPa the average D2 increases ⇡2.25 times
in DFT+eDMFT. While this value is still not su cient to ob-
tain 37K superconductor, it is not small enough to be ignored,
in contrast to what was suggested in Ref. 133.
More interesting is the pressure dependence of the maxi-
mum D. It was noticed in Ref. 6 that at ambient pressure the
maximum deformation potential (Dm) is several times higher
in DFT+eDMFT than that obtained by standard DFT (com-
pare blue curve with turquoise curve in Fig. 15). This largest
c ntribution come from the hole pocket at   point of mainly
xz/yz character, which is very sensitive to this deformation
and also to pressure; it crosses the EF at low pressure, where
the exp rimental Tc is obs rved to be high, and goes below
EF at pressure beyond 3GPa. FeSe exhibits a substantial in-
crease in critical temperature Tc from 8 to 37K by application
of pressure, which tches the press re dependence of this
predicted deformation potential, suggesting that correlation
e↵ects have a strong impact on superconductivity in FeSe.
Table II. The Se position zS e, the phonon frequency fA1g, and the electron-
phonon coupling =  Exz/yz Q in FeSe: comp rison between experiment and
DMFT prediction.
Exp. 2017) DFT+eDMFT (2014) DFT
Ref. 134 Ref. 6
zS e(r.l.u) 0.2653 0.27 0.2456
fA1g(THz) 5.30± 0.05 5.7 6.5± 0.3
 Exz/yz
 Q (
meV
pm ) -13.0± 2.5 -10.3 to -13.4 -1.6± 0.2
The experimental verification of the predicted large en-
hance ent of the electron-phonon coupling came in 2017 in
he pioneering work of he Stanford roup.134) They combined
two time-do ain experiments into a coherent lock-in mea-
surement in the terahertz regime, where the X-ray di↵raction
tracks the light-induced femtosecond coherent lattice motion
at a single phonon fr quency, and photoemission monitors the
subsequent coherent changes in the electronic band structure.
In table II we reproduce the measured and computed maxi-
mum deformation potent al for the pocket at   point in the
Brillouin zone, which shows the largest change with pressure.
Given that the electron-phonon coupling a↵ects supercon-
ductivity exponentially, this large enhancement of electron-
phono coupling s compared to DFT ighlights the impor-
tance of the cooperative interplay between electron-electron
and electron-phonon interactions in FeSe.
6. Outlook
In conclusion, DFT+eDMFT is a powerful computational
method for correlated materials which can accurately cap-
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FIG. 2. (Color online) (a) Maximum and Fermi surface average
of deformation potentials (D) for the A1g distortion computed in
DFT-DMFT, and DFT as a function of pressure indicates the presence
of strong EPC in FeSe; inset shows deformation potential as a function
of EF at P = 0. (b) Demonstration of huge local electron-lattice
coupling for the A1g distortion in our DFT-DMFT computations at
P = 0 GPa for a selective part of the Brillouin zone; red and blue
lines represent GGA bands. The common Fermi energy is considered
for the equilibrium position and denoted by the single horizontal line
for both DFT and DFT-DMFT methods.
DMFT is from the electron pocket centered at the M point.
Dm also strongly depends on the EF . The inset of Fig. 2(a)
shows the behavior of maximum and average values of D as a
function of EF at P = 0 calculated with DFT-DMFT. So the
movement of EF due to defect or pressure can significantly
change the FS topology and hence the D.
The momentum resolved spectral functionA(ω,k) is shown
in Fig. 2(b) for both equilibrium position and A1g distortion
between the high symmetric points, where the most sensitive
band crosses the EF . The solid red and blue lines represent
corresponding GGA bands for equilibrium position and A1g
distortion, respectively. From Fig. 2(b), we notice that at
P = 0, the shift in energy (δE) over the atomic displacement
of 0.0276 ˚A is ∼0.12 eV in DFT-DMFT and ∼0.04 eV in
GGA, respectively. So as reflected from Fig. 2, the D is about
three times higher in DFT-DMFT for this particular region
of the Brillouin zone. If we notice carefully in Fig. 2(b), the
shift of the bands due to A1g distortion is very nonuniform
in DFT-DMFT; a strong deformation potential is noticed only
in # to Z region, while for the other part of the Brillouin
zone, deformation potential is found to be small. This leads
to a strong nonuniform EPC at P = 0, which is reflected in
Fig. 2(a) where maximum D is found to be about three times
higher than the average. We found this similar nonuniform
EPC for P = 1.4, 2.6, and −2.0 GPa.
We estimate λ usingD (see Supplemental Material [60] for
details). While the average λ is still small, the maximum λ in
DFT-DMFT is found to be 0.98 at P = 0. At P = 2.6 GPa,
the maximum λ reaches 1.159. We found that only certain
electronic states have very strong λ, while the average λ is not
strong enough to explain 37 K. So the conventional electron-
phonon mechanism seems unlikely. On the other hand, this also
indicates that local EPC can be important and one can use a po-
laron model, where a single electron can strongly couple with
the lattice and form polarons. Formation of polarons has been
experimentally found in both Fe superconductors [42,63,64]
and cuprates [49]. The anomalous temperature dependence of
the local Fe-As displacement, observed in Ref. [45], indicates
that local rather than global electron-lattice interaction is
present in Fe-based superconductors and as suggested in
Ref. [48], polaron formation is responsible for the observed
anomalies [45]. Though the formation of polarons depends
on a lot of factors, such as the band filling, temperature,
EPC strength, phonon frequency, etc., our results suggest
the use of a polaron model. We consider the electronic state
corresponding to maximum λ (∼1) forms a polaron, which is
a quasiparticle consisting of an electron and the surrounding
lattice distortion. Then the polaronic binding energy (Ep)
will linearly depend [65,66] on maximum λ and hence on
the square of the maximum deformation potential. Taking
the polaronic band into account, Alexandrov and Mott [65]
described that Tc exponentially depends on the function of
Ep. Under hydrostatic pressure, we found that electronic
properties change monotonically, while only |Dm|2 (and hence
Ep) initially grows (up to 3.4 GPa) and then drops, similarly to
experimental Tc. This indicates that a strong local EPC plays
an important role in Fe-based superconductors.
It is important to mention that Tc was found to increase
rapidly for the low pressure range (0–3 GPa) and can reach
up to 27 K at 1.48 GPa [67]. The disagreement in the
pressure dependence of experimental Tc and our DFT-DMFT
calculation of maximum D can be due to the presence
of the mixed phase in low temperature crystal structure
in experiment, while our calculations are based on room
temperature tetragonal (PbO-type) structure.
The behavior of the DFT-DMFT deformation potential
with pressure hints that superconductivity in FeSe may have
partially phonon or polaron origin and local EPI plays a
very important role in superconductivity in the unconventional
superconductors. Analysis of the contributions of each many-
body state reveals that charge fluctuations due to correlations
and charge transfer from Fe to Se are coupled to theA1g mode.
Our computations predict that applied pressure significantly
changes the FS around the # point. We show the Fermi surface
220502-3
Mandal, Cohen, & Haule,  PRB 89, 220502(R) (2014).
Electron-phonon coupling in fluctuating moment systems
The DMFT electronic states are much more sensitive to Se displacement than predicted by DFT.
Can be understood as a feedback effect of correlations on electrons through structure.
Correlations push Se away from Fe, which reduces hybridization strength of Fe with Se, which increases 
correlations, and push Se further away (Kondo coupling exponentially sensitive to hybridization)
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FIG. 2. (Color online) (a) Maximum and Fermi surface average
of deformation potentials (D) for the A1g distortion computed in
DFT-DMFT, and DFT as a function of pressure indicates the presence
of strong EPC in FeSe; inset shows deformation potential as a function
of EF at P = 0. (b) Demonstration of huge local electron-lattice
coupling for the A1g distortion in our DFT-DMFT computations at
P = 0 GPa for a selective part of the Brillouin zone; red and blue
lines represent GGA bands. The common Fermi energy is considered
for the equilibrium position and denoted by the single horizontal line
for both DFT and DFT-DMFT methods.
DMFT is from the electron pocket centered at the M point.
Dm also strongly depends on the EF . The inset of Fig. 2(a)
shows the behavior of maximum and average values of D as a
function of EF at P = 0 calculated with DFT-DMFT. So the
movement of EF due to defect or pressure can significantly
change the FS topology and hence the D.
The momentum resolved spectral functionA(ω,k) is shown
in Fig. 2(b) for both equilibrium position and A1g distortion
between the high symmetric points, where the most sensitive
band crosses the EF . The solid red and blue lines represent
corresponding GGA bands for equilibrium position and A1g
distortion, respectively. From Fig. 2(b), we notice that at
P = 0, the shift in energy (δE) over the atomic displacement
of 0.0276 ˚A is ∼0.12 eV in DFT-DMFT and ∼0.04 eV in
GGA, respectively. So as reflected from Fig. 2, the D is about
three times higher in DFT-DMFT for this particular region
of the Brillouin zone. If we notice carefully in Fig. 2(b), the
shift of the bands due to A1g distortion is very nonuniform
in DFT-DMFT; a strong deformation potential is noticed only
in # to Z region, while for the other part of the Brillouin
zone, deformation potential is found to be small. This leads
to a strong nonuniform EPC at P = 0, which is reflected in
Fig. 2(a) where maximum D is found to be about three times
higher than the average. We found this similar nonuniform
EPC for P = 1.4, 2.6, and −2.0 GPa.
We estimate λ usingD (see Supplemental Material [60] for
details). While the average λ is still small, the maximum λ in
DFT-DMFT is found to be 0.98 at P = 0. At P = 2.6 GPa,
the maximum λ reaches 1.159. We found that only certain
electronic states have very strong λ, while the average λ is not
strong enough to explain 37 K. So the conventional electron-
phonon mechanism seems unlikely. On the other hand, this also
indicates that local EPC can be important and one can use a po-
laron model, where a single electron can strongly couple with
the lattice and form polarons. Formation of polarons has been
experimentally found in both Fe superconductors [42,63,64]
and cuprates [49]. The anomalous temperature dependence of
the local Fe-As displacement, observed in Ref. [45], indicates
that local rather than global electron-lattice interaction is
present in Fe-based superconductors and as suggested in
Ref. [48], polaron formation is responsible for the observed
anomalies [45]. Though the formation of polarons depends
on a lot of factors, such as the band filling, temperature,
EPC strength, phonon frequency, etc., our results suggest
the use of a polaron model. We consider the electronic state
corresponding to maximum λ (∼1) forms a polaron, which is
a quasiparticle consisting of an electron and the surrounding
lattice distortion. Then the polaronic binding energy (Ep)
will linearly depend [65,66] on maximum λ and hence on
the square of the maximum deformation potential. Taking
the polaronic band into account, Alexandrov and Mott [65]
described that Tc exponentially depends on the function of
Ep. Under hydrostatic pressure, we found that electronic
properties change monotonically, while only |Dm|2 (and hence
Ep) initially grows (up to 3.4 GPa) and then drops, similarly to
experimental Tc. This indicates that a strong local EPC plays
an important role in Fe-based superconductors.
It is important to mention that Tc was found to increase
rapidly for the low pressure range (0–3 GPa) and can reach
up to 27 K at 1.48 GPa [67]. The disagreement in the
pressure dependence of experimental Tc and our DFT-DMFT
calculation of maximum D can be due to the presence
of the mixed phase in low temperature crystal structure
in experiment, while our calculations are based on room
temperature tetragonal (PbO-type) structure.
The behavior of the DFT-DMFT deformation potential
with pressure hints that superconductivity in FeSe may have
partially phonon or polaron origin and local EPI plays a
very important role in superconductivity in the unconventional
superconductors. Analysis of the contributions of each many-
body state reveals that charge fluctuations due to correlations
and charge transfer from Fe to Se are coupled to theA1g mode.
Our computations predict that applied pressure significantly
changes the FS around the # point. We show the Fermi surface
220502-3
• Pressure dependence tracks Tc of 
FeSe
• Phonons boost SC in FeSe
• eDMFT suggests up t  one order of 
magnitude stronger e-ph coupling 
th n DFT (A1g mode)
Electron-phonon coupling in FeSe
DFT DFT+eDMFT(2014)
Experiment
zSe(r.l.u) 0.2456 0.27 0.2653
fA1g(THz) 6.5±0.3 5.7
ΔExz/yz/ΔzSe(meV/pm) -1.6±0.2 -10.3 to -13.4
DFT+eDMFT Prediction: 
Mandal, Cohen, & Haule,  PRB 89, 220502(R) (2014).
position of Se
A1g frequency
e-ph coupling
DFT DFT+eDMFT(2014)
Experiment
(2017)
zSe(r.l.u) 0.2456 0.27 0.2653
fA1g(THz) 6.5±0.3 5.7 5.30±0.05
ΔExz/yz/ΔzSe(meV/pm) -1.6±0.2 -10.3 to -13.4 -13.0±2.5
position of Se
A1g frequency
e-ph coupling
Stanford pioneering exp: direct measurement of e-ph c.
DFT+eDMFT Prediction: 
Mandal, Cohen, & Haule,  PRB 89, 220502(R) (2014).
Experiment: 
S. Gerber, …,Z.X. Shen et.al., Science 357, 71 (2017).
Comparison with these studies shows that the
first and second bands are of dominant dxz/yz
anddz2 orbital character, respectively. Electronic
band dispersions calculated by density func-
tional theory (DFT) are overlaid in Fig. 2A with
an overall renormalization factor of 3, yielding
good agreement with both the dxz/yz and dz2
bands. Dashed lines denote bands that do not
appear in trARPES, likely because of unfavorable
photoemission matrix elements and the limited
energy resolution.
The peak energies of the dxz/yz and dz2 bands
are extracted by fitting two Gaussians to constant-
momentum cuts of the spectra (supplementary
text). Figure 2B shows the dxz/yz band disper-
sions at an incident fluence F = 0.62 mJ/cm2
and four representative delay times. At all momenta,
the band energy oscillates with the A1g frequency
f = 5.25 ± 0.02 THz. The extracted oscillation
amplitudes exhibit a momentum k|| dependence
of up to 20% between k|| = −0.22 and −0.13 Å−1,
yet this is comparable in magnitude to the over-
all uncertainties (supplementary text). Therefore,
we average the energy dynamics within this
momentum range and display the averaged dy-
namics for the dxz/yz and dz2 bands in Fig. 2, C
and D, respectively. We use exponentially decay-
ing cosine fits with a quadratic background to ex-
tract the peak-to-peak amplitudes DE at time zero.
Figure 3A compares the selenium displace-
ment dzSe(t) extracted from trXRD with the energy
dynamics of the two electronic bands hExz/yz(t)i
and hEz2 ðtÞi from trARPES. Time zero is indepen-
dently determined in the two experiments, each
yielding an uncertainty of ~20 fs. Within this
accuracy, the lattice and electronic oscillations
are synchronous: Both bands shift toward lower
energy as the selenium atoms move away from
the Fe planes (Fig. 3B). This correspondence is the
same as that derived for the related compound
BaFe2As2 (29).
The A1g deformation potential near the Brillouin
zone center is quantified by linear fitting of the
fluence-dependent amplitudes DzSe and DExz=yz;z2
shown in Fig. 3, C and D, respectively. We correct
for the amplitude reduction caused by the finite
time resolutions (supplementary text). Further-
more, for the calculation of the deformation
potentials, we include factors to account for the
fluence averaging owing to finite pump and
probe beam profiles, as well as for the effective
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Fig. 1. Experimental geometry and coherent lattice dynamics. (A) FeSe/
SrTiO3 films were measured by trXRD and trARPES. Dt denotes the delay of
the x-ray (turquoise) and UV (purple) probe pulse with respect to the IR
pump pulse (red). (B) X-ray intensity of the (004) Bragg peak as a function
of Dt. Photoexcitation (F = 1.83 mJ/cm2) initiates a coherent A1g phonon
(left inset), resulting in oscillations of the x-ray signal at the A1g frequency
(right inset). FT, Fourier transform; arb. u., arbitrary units. (C) Coherent
x-ray signal at T = 20 and 180 K (blue and orange, respectively; raw data are
shown in fig. S1) after subtracting a smooth background [dotted black
line in (B)]. (D) Dependence of the x-ray signal on the incident fluence at
T = 20 K. (E) Corresponding displacement dzSe. Time zero is determined
by the exponentially decaying initial intensity drop [dotted black line in
(D), convolved with the overall time resolution]. Errors of the frequency in
(C) denote 1 standard deviation obtained from the fitting. In (C), (D),
and (E), solid black lines indicate fits of the data, and curves are offset for
clarity by the amounts indicated in each panel.
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to excite A1g phonon
measure time resolved X-ray
measure time resolved ARPES
excitation densities per FeSe layer, as determined
by the pump and probe penetration depths
(supplementary text). The fluence dependences
indicate that both the trXRD and trARPES ex-
periments sample a linear response, confirming
that the coherent signal remains representative
of the ground state. The coherent lock-in ap-
proach directly yields deformation potentials
of DExz/yz/DzSe = −13.0 ± 2.5 and Ez2=DzSe ¼
"16:5 T 3:2 meV=pm.
The extracted EP deformation potentials allow
a comparison with different theoretical approaches.
Table 1 shows that canonical DFT, calculated in a
nonmagnetic state, underestimates the selenium
height and overestimates the A1g frequency. More-
over, the theoretical dxz/yz deformation potential
is one order of magnitude smaller than in the
experiment. In contrast, the calculated defor-
mation potential of the dz2 band is comparable
to the experimental value within a factor of 2.
The failure of DFT to reproduce these basic
properties of FeSe (5, 15, 30) exemplifies the
substantial effect of electron correlations on the
EP coupling.
These properties can be quantitatively repro-
duced by using self-consistent DFT–dynamical
mean field theory (DFT+DMFT) to incorporate
electron-electron correlation effects (5, 14). For
FeSe, this approach (5) yields the correct band
structure and selenium height, leading to a softer
A1g mode, consistent with experiments (Table 1).
In particular, Mandal et al. (5) reported a band-
averaged (maximum) A1g deformation potential
of |DExz/yz/DzSe| = 10.3 meV/pm (13.4 meV/pm)
for the dxz/yz band—in agreement with our
experimental value.
Our results differ from previous work (10) on
BaFe2As2, which reported that the A1g defor-
mation potential obtained from DFT agrees
adequately with experiments. This discrepancy
may be associated with the non–orbital-resolved
nature of the comparison (9, 10) and differences
in the level of electron correlations in the two
compounds (14). In contrast, our orbital-resolved
lock-in experiment on FeSe establishes a clear
case of substantially enhanced EP coupling in
the presence of strong correlations.
The important role of correlation-enhanced EP
coupling is not universally accepted; most earlier
work on iron-based superconductors was focused
on spin fluctuations without acknowledging the
role of the EP coupling (14–17, 22). Moreover, a
direct experimental confirmation of the enhanced
EP coupling strength has been lacking; phonon
spectroscopies, such as Raman (15) and neutron
scattering (16, 17), lack orbital resolution, whereas
photoemission (7, 19, 20, 24) and tunneling (8)
spectroscopy do not resolve phonons directly. Our
method bridges this gap andmeasures all relevant
degrees of freedom directly, allowing us to test
Gerber et al., Science 357, 71–75 (2017) 7 July 2017 3 of 4
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Brag peak position is oscillating 
with A1g phonon frequency
Bands are oscillating with the 
same frequency.
Direct confirmation of DFT+eDMFT prediction
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Figure 3. (color online) (a)-(e) ARPES intensity plots of the
  band at 30 K, 50 K, 100 K, 150 K and 200 K, respectively.
(f)-(j) ARPES intensity plots of the   and   bands at 30 K,
50 K, 100 K, 150 K and 200 K, respectively. All spectra are
divided by the Fermi-Dirac function convoluted with the sys-
tem resolution. (k)-(p), DFT+DMFT calculated momentum-
and energy-resolved spectral function at 58 K, 116 K and 232
K. (k)-(m) and (n)-(p) are corresponding to hole bands and
electron bands, respectively.
sents non-quasi-particle regime. The area does not go
to zero because of the temperature correction, ⇡kBT , to
the self-energy. The 16 meV anomalies observed in both
 (k,!) and Z(k,!) are likely induced by electron-boson
couplings with negligible contributions of the antiferro-
magnetic spin-resonance[21].
Now we turn to the temperature dependence of the
QPs. Figures 3a-3e show ARPES intensity plots of the
  band at 30 K, 50 K, 100 K, 150 K and 200 K, respec-
tively. Figures 3f-3j show the temperature evolution of
the   and   bands. To reveal the electronic states above
EF , all spectra are divided by the Fermi-Dirac function
convoluted with the system resolution. As shown in Figs.
3a-3e, the   band, which is mainly composed of dxy or-
bital character, dramatically loses intensity and is nearly
invisible at 200 K, while the   band, which is mainly com-
posed of dxz/yz orbital, becomes broader and its intensity
remains relatively strong even at 200 K. This orbital de-
pendent intensity loss is consistent with previous report
on the same material, where the drop of peak intensity
on   band is much faster than it is on the ↵ and ↵’ band,
which are mainly composed of dxz/yz orbital[13, 21]. In
Fig. 3, we show the DFT+DMFT calculated hole bands
(Figs. 3k-3m) and electron bands (Figs. 3n-3p) at sev-
eral temperatures. The overall momentum and energy
resolved spectra agree quite well with experimental mea-
surements without any adjustment such as band renor-
malization and shift, which are usually needed for the
DFT band structure, validating the DFT+DMFT ap-
proach. It is also evident that the DFT+DMFT inten-
sity of the   band with dxy orbital is substantially weaker
than the dxz/yz bands at 232 K[21], which is consistent
with the experimental observations[21].
In order to quantitatively compare the di↵erence be-
tween the   band and the   band, we analyze the mea-
sured EDCs at k F and k
 
F , which are marked by blue
and red lines in Figs. 3a and 3f, respectively. In Figs.
4a and 4b, we show the EDCs of the   band and the  
band from 20 K to 200 K. All curves are fitted by the QP
spectral function plus a polynomial background and the
extracted QP peaks of the   and the   bands are plotted
in Figs. 4d and 4e, respectively[21]. The temperature-
dependent QP scattering rates are extracted and plotted
in Fig. 4c. The grey shaded background represents the
coherence-incoherence crossover regime where the deriva-
tive of the resistivity curve reaches a maximum and starts
to drop down[23]. Interestingly, in agreement with a re-
cent study[24], we find that the QP scattering rates on
both the   band and the   band also severely deviate
from their low-temperature T -quadratic behavior near
this temperature, indicating that the saturation of re-
sistivity is intimately connected to the high-temperature
QP scattering rate.
Although the scattering rates of the   band and the  
band show similar temperature evolutions, we find that
the total spectral weight (TSW) of the   and   bands
have di↵erent behaviors at high temperature. To extract
the spectral weight (SW), we integrate the extracted and
DFT+DMFT calculated QP spectral functions shown in
Figs. 4d and 4e[21] and plot the integrated SW of the
  and   bands in Fig. 4f. Both the experimental data
and the theoretical calculations show a nearly conserved
SW on the   band up to 200 K, and a dramatically re-
duced SW on the   band at high temperature[21]. In-
deed, the intensity change of the ↵ and ↵’ is similar to
the   band and much slower than the   band with in-
creasing temperature[13, 21], further proving the change
of SW is orbital dependent.
This orbital-dependent SW reduction with ele-
vated temperature is fully consistent with the Hund’s
metal picture where an orbital-di↵erentiated coherence-
incoherence crossover occurs at di↵erent temperatures
due to the strong Hund’s rule coupling[25, 26]. This
is further supported by a recent DMFT plus nu-
merical renormalization group study confirming that
the iron pnictides are Fermi liquids at low tempera-
ture and the orbital-di↵erentiated coherence-incoherence
crossover is driven by a Kondo-type screening with
the Kondo temperature determined by the strength of
Hund’s coupling[27]. In the Hund’s metal point of
view, both iron pnictides and iron chalcogenides have
Hund-di↵erentiated coherence-incoherence crossover. In-
deed, previous studies[7, 8] show that both FeTe
and KxFe2 ySe2 exhibit a similar orbital-di↵erentiated
3
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Figure 3. (color online) (a)-(e) ARPES intensity plots of the
  band at 30 K, 50 K, 100 K, 150 K and 200 K, respectively.
(f)-(j) ARPES intensity plots of the   and   bands at 30 K,
50 K, 100 K, 150 K and 200 K, respectively. All spectra are
divided by the Fermi-Dirac function convoluted with the sys-
tem resolution. (k)-(p), DFT+DMFT calculated momentum-
and energy-resolved spectral function at 58 K, 116 K and 232
K. (k)-(m) and (n)-(p) are corresponding to hole bands and
electron bands, respectively.
sents non-quasi-particle regime. The area does n t go
to zero because of the temperature correction, ⇡kBT , to
the self-en rgy. The 16 meV anomali s observed in both
 (k,!) and Z(k,!) are likely induced by electron-boson
couplings with negligible contributions of the antiferro-
magnetic spin-resonance[21].
Now we turn to the temperature dependence of the
QPs. Figures 3a-3e show ARPES intensity plots of the
  band at 30 K, 50 K, 100 K, 150 K and 200 K, respec-
tively. Figur s 3f-3j show the temperature evolution of
the   and   bands. To reveal the electronic states above
EF , all spectra are divided by the Fermi-Dirac function
convoluted with the system resolution. As shown in Figs.
3a-3e, the   band, which is mainly composed of dxy or-
bital character, dramatically loses intensity and is nearly
invisible at 200 K, while the   band, which is mainly com-
posed of dxz/yz orbital, becomes broader and its intensity
remains relatively strong even at 200 K. This orbital de-
p ndent intensity loss is consistent with previous report
on the sam m terial, where the drop of peak intensity
on   band is much faster than it is on the ↵ and ↵’ band,
which are mainly composed of dxz/yz orbital[13, 21]. In
Fig. 3, we show the DFT+DMFT calculated hole bands
(Figs. 3k-3m) and electron bands (Figs. 3n-3p) at sev-
eral temperatures. The overall momentum and energy
resolved spectra agree quite well with experimental mea-
surements without any adjustment such as band renor-
malization and shift, which are usually needed for the
DFT band structure, validating the DFT+DMFT ap-
proach. It is also evident that he DFT+DMFT inten-
sity of the   band with dxy orbital is substantially weaker
t an the dxz/yz bands at 232 K[21], which is consistent
with the experimental observations[21].
In order to quantitatively compare the di↵erence be-
tween the   band and the   band, we analyze the mea-
sured EDCs at k F and k
 
F , which are marked by blue
and red lines in Figs. 3a and 3f, respectively. In Figs.
4a and 4b, we show the EDCs of the   band and the  
band from 20 K o 200 K. All curve fit ed by the QP
spectral function plus a polynomial background and the
extracted QP peaks of the   and the   bands are plotted
in Figs. 4d and 4e, respectively[21]. The temperature-
dependent QP scattering rates are extracted and plotted
in Fig. 4c. The grey shaded background represents the
coherence-incoherence crossover regime where the deriva-
tive of the resistivity curve reaches a maximum and starts
to drop down[23]. Interestingly, in agreement with a re-
cent study[24], we find tha the QP scattering rates on
both the   band and the   band also seve ly deviate
from their low-temperature T -quadratic behavior near
this temperature, indicating that the saturation of re-
sistivity is intimately connected to the high-temperature
QP scattering rate.
Although the scattering rates of the   band and the  
band show similar temperature evolutions, we find that
the total spectral weight (TSW) of the   and   bands
have di↵erent behaviors at igh t mp rature. To extract
the spectral weight (SW), we int g ate the extracted and
DFT+DMFT calculated QP spectral functions shown in
Figs. 4d and 4e[21] and plot the integrated SW of the
  and   bands in Fig. 4f. Both the experimental data
and the theoretical calculations show a nearly conserved
SW on the   band up to 200 K, and a dramatically re-
duced SW on the   band at high temperature[21]. In-
deed, the intensity change of the ↵ and ↵’ is similar to
the   band and much slow r th n the   band with in-
c asing temperature[13, 21], fur her roving the change
of SW is orbital ependent.
This orbital-dependent SW reduction with ele-
vated temperature is fully consistent with the Hund’s
metal picture where an orbital-di↵erentiated coherence-
incoherence crossover occurs at di↵erent temperatures
due to the strong Hund’s rule coupling[25, 26]. This
is further supported by a rec nt DMFT plus nu-
merical renormalization group study confirming that
the i o pnictid s are Fermi liquid at low tempera-
ture and the orbital-di↵erentiated coherence-incoherence
crossover is driven by a Kondo-type screening with
the Kondo temperature determined by the strength of
Hund’s coupling[27]. In the Hund’s metal point of
view, both iron pnictides and iron chalcogenides have
Hund-di↵erentiated coherence-incoherence crossover. In-
deed, previous studies[7, 8] show that both FeTe
and KxFe2 ySe2 exhibit a similar orbital-di↵erentiated
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Approximation A
(DFT)
Approximation B
(DMFT)DC
Some part of exchange/correlations counted in both 
approximations. 
Important : Determines the oxidation state of correlated ion
only a degenerate Hubbard model approximation can “avoid” this problem
The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)].In the second and third sets
of experiments, we also observed metallization of B1 FeO,
confirming the first set of experiments (Fig. 1). The present
results demonstrate that the metal-insulator transition in B1
FeO occurs at around 70 GPa and 1900 K. The transition
boundary has a negative P-T slope, which was determined
from our data in a temperature range between 1400 and
2000 K (Fig. 1).
Knittle et al. [5] first reported the metallization of
Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and
thus higher temperatures, which also was evidence for
metallization. It was thought that this metallization corre-
sponds to the transition to the B8 structure [7] but it
now appears that the B8 structure does not appear until
higher pressures at these temperatures, and the metalliza-
tion we observe occurs in the B1 structure at high tem-
peratures. Electrical conductivity of metallic B1 phase
measured in this study is much lower than 106 S=m,
although positive temperature dependence of the B1 resist-
ance obviously indicates the metallic nature. The discrep-
ancy in the resistivity between present and previous
measurements could be derived from variant chemical
compositions in FeO (Fe0:94O; Knittle et al. [5], Fe0:96O;
this study). Indeed, the electrical conductivity of Fe0:91O is
twice as high as that of Fe0:94O at 1 bar and low tempera-
tures [16].
Our theoretical calculations also show metallization, are
consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [17], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [18]. The self-
consistency matrix equation is Pði! þ ! $ HKS $
E!0Þ$ 1 ¼ ði! $ Eimp $ ! $ "Þ$ 1, where P is the projec-
tion from the crystal with the LAPW representation to the
Fe local orbitals,! is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into the
crystal (inverse of P), !0 ¼ ! $ EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [19]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.
The impurity model was solved using continuous time
quantum Monte Carlo (CTQMC) [20,21]. On the order
of 100 DFT and DMFT cycles were required for self-
consistency. Calculations were fully self-consistent in
charge density, chemical potential and impurity levels,
the lattice and impurity Green’s functions, hybridizations,
and self-energies. The densities of states and conductivities
were computed from analytic continuation of the self-
energy from the imaginary frequency axis to real frequen-
cies using an auxiliary Green’s function and the maximum
entropy method, taking care that the zero frequency limit
of imaginary and real axis self-energies agree. The re-
FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,35].
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sistent with that found by Gramsch et al. [22] for LDAþU
with the preferred U of 4.6 eV for the strained ground state
monoclinic structure.
Our calculations do not agree with th DMFT computa-
t o s of Shorikov et al. [23] who found metallization at low
temperatures in FeO at 60 GPa persisting to over 140 GPa
with no spin crossov r. Their computations were restricted
to Fe 3d orbitals only (downfolded), and the calculations
were n t charge self-consistent. These approximations are
likely the reason f r the difference in the results. Shorikov
et al. [23] claim agreement with the metallization observed
by Knittle et al. [5] but neglected the fact that latter experi-
ments were performed at high temperatures.
Struzhkin et al. [24] also observed possible metallization
in FeO at ambient temperatures at megabar pressures. It is
not known whether t eir sample converted to the B8 struc-
ture stable under those conditions or not, but it could have
been the B1 (or rB1) phase since at room temperature rB1
is general preserved metastably in the stability field of B8
phase [25,26]. The high-spin metallic region we find may
be consistent with those experiments, and lattice strain,
magnetic ordering, and nonstoichiometry could shift or
broaden the range of metallization. More recently Ozawa
et al. [26] investigated the relation between crystal struc-
ture and spin state of FeO at room temperature after laser
heating. They showed that high-spin rB1 FeO transformed
at 100 GPa into inverse B8 phase with high-spin state that
may be insulator, and then underwent normal B8 phase
with low-spin state and metallic nature at around 120 GPa.
Just recently, Fischer et al. [27] presented measurements of
emissivity of FeO at high pressures and temperatures that
show metallization consistent with our results
FeO adopts the metallic B1 phase in the Earth’s lower-
most mantle and the top of uter core conditions (Fig. 1),
and it could exist there [28– 31]. Electrical conductivity
of metallic B1 FeO obtained in this study is about
FIG. 3 (color online). Densities of states (DOS) at 300 and 2000 K at two volumes, 540 bohr3 and 405 bohr3. The DOS were
computed from the DFT-DMFT results. Pressure values were determined from the P-V-T equation of state of B1 FeO [2]. (a) There is a
gap at ambient conditions (the small integrated DOS in the gap is numerical from the analytic continuation). The gap is of Mott and
charge-transfer character, having both Fe d and O p states on both sides on the gap. (b) Under pressure (68 GPa) a high-spin to low-
spin transition occurs, as can be seen from the decrease in eg and increase in t2g occupancies (DOS b low the Fermi level EF at 0).
(c) At high temperatures at low compression (13 GPa and 2000 K) the gap turns into a pseudogap, and FeO is a bad metal. (d) At high
temperatures and higher pressures (88 GPa and 2000 K) FeO is a good metal with no gap, or even a ‘‘filled gap’’ at EF.
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Metal-insulator transition in FeO (earth core)
Isostructural MIT in FeO predicted by DFT-DMFT theory.
Kenji Ohta, R. E. Cohen, et.al., PRL 108, 026403 (2012)
DMFT predict d MIT in FeO
High-spin to low spin 
transition occurs only in 
correct d6 valence state 
of iron.
high-spin : insulator 
low spin : metal
P21/n 
insulating
Importance of correct valence in RNiO3
S=1
fluctuating m.
small effective 
moment
Bond disproportionation: Ni1 is in d8 with S=1 while 
Ni2 +two ligand holes d8L2 with total S=0.
“Site	SelecHve	MoK	transiHon”,		
Hyowon Park, Andrew J. Millis, and Chris A. 
Marianetti, Phys. Rev. Lett. 109, 156402 (2012) .
The exact double-counting gives Ni d8 configuration.
G.	Sawatzky,	arXiv	1608.01645
Basic physical picture:
Haule & Pascut, ScientificReports7(2017)10375.
With two holes in the high-spin state, Hund’s coupling 
induces strong correlations and Mott physics.
The chemical picture suggest Ni d7 configuration.
Other approaches postulate d8 and 
can not justify without experiment.
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
EX [⇢] =  1
2
X
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Z
drdr0
⇢ (r, r0)⇢ (r0, r0)
|r  r0| (8)
However, the LDA method does not take into account the exact exchange term, but it approximates it with the
following approximation
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where f is the fermi function (at T = 0) and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.
The MFT approximates the exact exchange Eq. 8 by the following truncation of variables,
⇢! Pˆ⇢ (11)
V  =0c ! V  c (12)
hence the DMFT includes the following exchange term
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.
In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V  =0c with V
 
c and replace ⇢ in
the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density Pˆ⇢ by ⇢0 of electron gas, and determi e the fermi level EF by the density of the solid Pˆ⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
EX [⇢] =  1
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drdr0
⇢ (r, r0)⇢ (r0, r0)
|r  r0| (8)
However, the LDA method does not take into account the exact exchange term, but it approximates it with the
following approximation
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where ⇢0 is the charge density of the corresponding electron gas problem, namely,
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where f is the fermi function (at T = 0) and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.
The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
⇢! Pˆ⇢ (11)
V  =0c ! V  c (12)
hence the DMFT includes the following exchange term
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.
In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V  =0c with V
 
c and replace ⇢ in
the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density Pˆ⇢ by ⇢0 of electron gas, and determine the fermi level EF by the density of the solid Pˆ⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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2Pˆ⇢)2/3/(2m) = (2⇡2Pˆ⇢local)
2/3/(2m).
We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
 DFT+DMFTDC [⇢] = E
H
V  c
[Pˆ⇢] + EXCV  c [Pˆ⇢]. (16)
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LDA approximation: 
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
EX [⇢] =  1
2
X
 
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drdr0
⇢ (r, r0)⇢ (r0, r0)
|r  r0| (8)
However, the LDA method does not take into account the exact exchange term, but it approximates it with the
following approximation
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where ⇢0 is the charge density of the corresponding electron gas problem, namely,
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Z
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eik(r r
0)f(
k2
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where f is the fermi function (at T = 0) and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.
The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
⇢! Pˆ⇢ (11)
V  =0c ! V  c (12)
hence the DMFT includes the following exchange term
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counti g term.
In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V  =0c with V
 
c and replace ⇢ in
the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density Pˆ⇢ by ⇢0 of electron gas, and determine the fermi level EF by the density of the solid Pˆ⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
 DFT+DMFTDC [⇢] = E
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[Pˆ⇢] + EXCV  c [Pˆ⇢]. (16)
3
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n)
 Rµ
◆
  Tr(⇢ (VKS   Vnuc)
 Rµ
) +
 Enuc nuc
 Rµ
(32)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(33)
h jk!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A | ik!ni =  ij"k!n,i (34)
h ik!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A  "k!n,i| ik!ni = 0 (35)
h ik!n |
0@ (T + Vnuc + VH+XC) + X
mm0,Rµ
 (| µmi h µm|⌃i!n   VDC | µm0i h µm0 |)
1A   "k!n,i| ik!ni = 0 (36)
 "k!n,i =
X
Rµ,mm0
h ik!n | µmi h µm| (⌃  VDC)| µm0i h µm0 | ik!ni+ ... (37)
 (⌃  VDC)
Rµ
EHDMFT [⇢] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (38)
 DC,HartreeDMFT [{⇢}] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (39)
EHVC [⇢] =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (40)
VC ! VDMFT
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
&
3
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n)
 Rµ
◆
  Tr(⇢ (VKS   Vnuc)
 Rµ
) +
 Enuc nuc
 Rµ
(32)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(33)
h jk!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A | ik!ni =  ij"k!n,i (34)
h ik!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A  "k!n,i| ik!ni = 0 (35)
h ik!n |
0@ (T + Vnuc + VH+XC) + X
mm0,Rµ
 (| µmi h µm|⌃i!n   VDC | µm0i h µm0 |)
1A   "k!n,i| ik!ni = 0 (36)
 "k!n,i =
X
Rµ,mm0
h ik!n | µmi h µm| (⌃  VDC)| µm0i h µm0 | ik!ni+ ... (37)
 (⌃  VDC)
Rµ
EHDMFT [⇢] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (38)
 DC,H rtreeDMFT [{⇢}] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (39)
EHVC [⇢] =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (40)
EXVDMFT [⇢] =  
1
2
Z
drd 0(Pˆ⇢(r, r0))(Pˆ⇢(r0, r))VDMFT (|r  r0|) (41)
VC ! VDMFT
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
3
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n)
 Rµ
◆
  Tr(⇢ (VKS   Vnuc)
 Rµ
) +
 Enuc nuc
 Rµ
(32)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(33)
h jk!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A | ik!ni =  ij"k!n,i (34)
h ik!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A  "k!n,i| ik!ni = 0 (35)
h ik!n |
0@ (T + Vnuc + VH+XC) + X
mm0,Rµ
 (| µmi h µm|⌃i!n   VDC | µm0i h µm0 |)
1A   "k!n,i| ik!ni = 0 (36)
 "k!n,i =
X
Rµ,mm0
h ik!n | µmi h µm| (⌃  VDC)| µm0i h µm0 | ik!ni+ ... (37)
 (⌃  VDC)
Rµ
EHDMFT [⇢] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (38)
 DC,HartreeDMFT [{⇢}] =
1
2
Z
drdr0(Pˆ⇢(r))(Pˆ⇢(r0))VDMFT (r  r0) (39)
EHVC [⇢] =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (40)
EX [⇢] =  1
2
Z
drdr0⇢(r, r0)⇢(r0, r)VC(|r  r0|) (41)
EXVDMFT [⇢] =  
1
2
Z
drdr0(Pˆ⇢(r, r0))(Pˆ⇢(r0, r))VDMFT (|r  r0|) (42)
VC ! VDMFT
T (
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc ( VDC)) + ...
DMFT approximation 
density projected &
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3
Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
EX [⇢] =  1
2
X
 
Z
drdr0
⇢ (r, r0)⇢ (r0, r0)
|r  r0| (8)
However, the LDA method does not take into account the exact exchange term, but it approximates it with the
following approximation
EXLDA =  
1
2
X
 
Z
drdr0⇢0 (r, r
0)⇢0 (r
0, r)V  =0c (|r  r0|) (9)
where ⇢0 is the charge density of the corresponding electron gas problem, namely,
⇢0 (r, r
0) =
Z
d3k
(2⇡)3
eik(r r
0)f(
k2
2m
  EF ) (10)
where f is the fermi function (at T = 0) and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.
The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
⇢! Pˆ⇢ (11)
V  =0c ! V  c (12)
hence the DMFT includes the following exchange term
EXDMFT =  
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drdr0(Pˆ⇢ (r, r0))(Pˆ⇢ (r0, r0))V  c (|r  r0|) (13)
Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.
In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V  =0c with V
 
c and replace ⇢ in
the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density Pˆ⇢ by ⇢0 of electron gas, and determine the fermi level EF by the density of the solid Pˆ⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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0, r0)V  c (|r  r0|) (14)
where
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k2
2m
  EF ) (15)
and
EF = (2⇡
2Pˆ⇢)2/3/(2m) = (2⇡2Pˆ⇢local)
2/3/(2m).
We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
 DFT+DMFTDC [⇢] = E
H
V  c
[Pˆ⇢] + EXCV  c [Pˆ⇢]. (16)
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
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where f is the fermi function (at T = 0) and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.
The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approxi ation Eq. 7.
When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
Next we consider the exchange term. The exact exchange takes the following form:
EX [⇢] =  1
2
 
Z
drdr0
⇢ (r, r0)⇢ (r0, r0)
|r  r0| (8)
However, the LDA method does not take into account the exact exchange term, but it approximates it with the
following approximation
EXLDA =  
1
2
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Z
drdr0⇢0 (r, r
0)⇢0 (r
0, r)V  =0c (|r  r0|) (9)
where ⇢0 is th charge d nsity of the corresponding electron gas problem, namely,
⇢0 (r, r
0) =
Z
d3k
(2⇡)3
eik(r r
0)f(
k2
2m
  EF ) (10)
whe f is the fermi function (at T 0 and EF = (2⇡2⇢)2/3/(2m) .
Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢ (r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0 . The only way the real solid and electron gas problem are linked is throuh
determinati n of EF of th corr sponding electron gas problem.
The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
⇢! Pˆ⇢ (11)
V  =0c ! V  c (12)
hence the DMFT includes the following exchange term
EXDMFT =  
1
2
X
 
Z
drdr0(Pˆ⇢ (r, r0))(Pˆ⇢ (r0, r0))V  c (|r  r0|) (13)
Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how t perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.
In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V  =0c with V
 
c and replace ⇢ in
the electron gas f rmi level EF with ⇢local. When erforming LDA approximation on the DMFT functional Eq. 13, we
replace real density Pˆ⇢ by ⇢0 of electron gas, and determine the fermi level EF by the density of the solid Pˆ⇢ = ⇢lo al.
In both cases, we arrive at the xact intersection of the two methods (for exchange term):
EXDC =  
1
2
Z
drdr0⇢0 (r, r
0)⇢0 (r
0, r0)V  c (|r  r0|) (14)
where
⇢0(r, r0) =
Z
d3k
(2⇡)3
eik(r r
0)f(
k2
2m
  EF ) (15)
and
EF = (2⇡
2Pˆ⇢)2/3/(2m) = (2⇡2Pˆ⇢local)
2/3/(2m).
W can continu the same erivation for th correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
 DFT+DMFTC [⇢] = E
H
V  c
[Pˆ⇢] + EXCV  c [Pˆ⇢]. (16)
Result is:
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(beyond Hartree)
LDA approximation 
map to electron gas problem point by point
4
RLDAl (r)
V  c =
e  |r r
0|
|r  r0| (50)
Pˆ (51)
EH [⇢, VC ] =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (52)
 [G, VC ]! ELDAXC [⇢, VC ] =
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dr⇢(r)"VCxc (⇢(r)) (53)
 [G, VC ]!  [Glocal, V  C ] (54)
 exact[G, VC ]!  [Glocal, V  C ] (55)
Eelectron gas[⇢, VC ] =
Z
dr⇢(r)"VCxc (⇢(r)) (56)
 [Glocal,Ri ]
 DC,Hartree =
intersection of both approximations:
 electron gas problem with 
projected density and screened interaction
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Double 
counting:
electron gas interacting with screened Coulomb interaction
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Double-Counting of Correlations
in exact Φ replace
DMFT approximation 
4
EXVDMFT [{⇢}] =  
1
2
Z
drdr0
 X
mm0
hr| imi h im| ⇢ | im0i h im0 |r0i
! X
m00m000
hr0| im00i h im00 | ⇢ | im000i h im000 |ri
!
VDMFT (r  r0)
=  1
2
X
m,m0,m00,m00
h im|⇢| im0i h im00 |⇢| im000i
Z
drdr0 i⇤m000(r) 
i⇤
m0(r
0)VDMFT (r  r0) im00(r0) im(r)
=  1
2
X
m,m0,m00,m00
⇢imm0⇢
i
m00m000 h im000 im0 |VDMFT | im00 imi
 DC,X =  1
2
Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r  r0) (44)
EF =
⇣
2⇡2(Pˆ⇢)2/3
⌘
/(2m)
G! PˆG
VC ! VDMFT
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
4
EXVDMFT [{⇢}] =  
1
2
Z
drdr0
 X
mm0
hr| imi h im| ⇢ | im0i h im0 |r0i
! X
m00m000
hr0| im00i h im00 | ⇢ | im000i h im000 |ri
!
VDMFT (r  r0)
=  1
2
m,m0,m00, 00
h i |⇢| im0i h im00 |⇢| im000i
Z
drdr0 i⇤m000(r) 
i⇤
m0(r
0)VDMFT (r  r0) im00(r0) im(r)
=  1
2
X
m,m0, 00, 00
⇢imm0⇢
i
m00m000 h im000 im0 |VDMFT | im00 imi
 DC,X =  1
2
Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r  r0) (44)
EF =
⇣
2⇡2(Pˆ⇢)2/3
⌘
/(2m)
G! PˆG
VC ! VDMFT
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,m 0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
4
EXVDMFT [{⇢}] =  
1
2
Z
drdr0
 X
mm0
hr| imi h im| ⇢ | im0i h im0 |r0i
! X
m00m000
hr0| im00i h im00 | ⇢ | im000i h im000 |ri
!
VDMFT (r  r0)
=  1
2
X
m,m0,m00,m00
h im|⇢| im0i h im00 |⇢| im000i
Z
drdr0 i⇤m000(r) 
i⇤
m0(r
0)VDMFT (r  r0) im00(r0) im(r)
=  1
2
X
m,m0,m00,m00
⇢imm0⇢
i
m00m000 h im000 im0 |VDMFT | im00 imi
 DC,X =  1
2
Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r  r ) (44)
EF =
⇣
2⇡2(Pˆ⇢)2/3
⌘
/(2m)
G! PˆG
VC ! VDMFT
 VDMFT [{Glocal}]
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
4
EXVDMFT [{⇢}] =  
1
2
Z
drdr0
 X
mm0
hr| imi h im| ⇢ | im0i h im0 |r0i
! X
m00m000
hr0| im00i h im00 | ⇢ | im000i h im000 |ri
!
VDMFT (r  r0)
=  1
2
X
m,m0,m00,m00
h im|⇢| im0i h im00 |⇢| im000i
Z
drdr0 i⇤m000(r) 
i⇤
m0(r
0)VDMFT (r  r0) im00(r0) im(r)
=  1
2
X
m,m0,m00,m00
⇢imm0⇢
i
m00m000 h im000 im0 |VDMFT | im00 imi
 DC,X =  1
2
Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r  r0) (44)
EF =
⇣
2⇡2(Pˆ⇢)2/3
⌘
/(2m)
G! PˆG
VC ! VDMFT
 VDMFT [{Glocal}]
Eelectron gas[Pˆ⇢ = ⇢loc, VDMFT ] =
Z
dr⇢loc(r)"
VDMFT
c (⇢loc(r))
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
1
E[{⇢}] =
X
k,n2occ
 ⇤kn(r)
✓
 r
2
2m
◆
 kn +
Z
⇢(r)Vnuc(r) + EH [{⇢}] + EXC [{⇢}](1)
G 10 (r, r
0) =  (r  r0)

! + µ+
r2
2m
  Vnuc(r)
 
(2)
 DMFT [G] =
X
i
(3)
 imp[Gimp] =
X
i
(4)
 exact[G] = (5)
Glatticeii = Gimp (6)
 imp =  DMFT (7)
⌃ii =
  DMFT
 Gii
=
  imp
 Gimp
= ⌃imp (8)
Glocal,Ri,↵  =
Z
drdr0 ↵(r Ri)G(r, r0) ⇤ (r0  Ri) (9)
⌃(r, r0) =
X
Ri,↵
 ⇤↵(r Ri)⌃local,Ri,↵   (r0  Ri) (10)
 exactVC [{G}] (11)
1 [G] = Tr logG  Tr((G 10  G 1)G) + EH+XC [⇢] +  DMFT [Glocal]   H+XC [⇢local](1)
G 10 = i! + µ+r2   Vext(r)] (r  r0) (2)
Vc VDMFT VDMFT
Summary for Double-Counting
electron gas interacting with screened Coulomb interaction!
only the DMFT charge density enters.
Double-counting functional:
DMFT approximation on LDA functional  OR  LDA approximation on DMFT functional :
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EDMFTF Functional:
Embedded Dynamical Mean Field 
Theory Functional
Stationary Embedded DMFT functional extremized in real space.
Free energy functional can be analytically differentiated to give forces 
on all atoms.
Can predict complex crystal structures
see : Phys. Rev. B 94, 195146 (2016).
3sign of structural instability occurs, as shown in Fig. 1b. The free energy curve of the paramagnetic phase develops
a local minimum in the P21/n structure, where oxygen octahedra around Ni1 is expanded, and octahedra around
Ni2 is compressed. Using the technology to calculate forces, we optimized the structural parameters in this phase,
and we list them in table I. In the local minimum, the Mott gap opens up on Ni1 atom, while Ni2, through strong
hybridization with the environment, splits bands such that the band gap opens at the Fermi level, all consistent with
the “site-selective” Mott transition scenario22 (see Fig. 1f.). Just slightly away from this local minimum (80-90%
distortion), the insulator breaks down and strongly incoherent metallic state appears (Fig. 1d).
TABLE I: Optimized atomic positions in the metallic and insulating state of NdNiO3.
Experimental structure is from Ref.2. The GGA and GGA+U structure agrees with calculation in Ref.32.
Pbnm Exp. EDMFTF-PARA GGA
Ni (0.000, 0.000, 0.500) (0.000, 0.000, 0.500) (0.000, 0.000, 0.500)
O1 (0.216, 0.287, 0.539) (0.214, 0.287, 0.539) (0.207, 0.294, 0.547)
O2 (0.569, 0.490, 0.750) (0.573, 0.490, 0.750) (0.591, 0.477, 0.750)
Nd (0.496, 0.035, 0.750) (0.491, 0.044, 0.750) (0.488, 0.058, 0.750)ph(r  rexp)2i 0.0056 0.0190
P21/n Exp EDMFTF-PARA EDMFT-AFM GGA+U
Ni1 (0.000, 0.000, 0.000) (0.000, 0.000, 0.000) (0.000, 0.000, 0.000) (0.000, 0.000, 0.000)
Ni2 (0.000, 0.000, 0.500) (0.000, 0.000, 0.500) (0.000, 0.000, 0.500) (0.000, 0.000, 0.500)
O1 (0.575, 0.487, 0.752) (0.575, 0.489, 0.754) (0.574, 0.489, 0.750) (0.595, 0.475, 0.755)
O2 (0.214, 0.276, 0.527) (0.209, 0.284, 0.540) (0.209, 0.285, 0.540) (0.198, 0.291, 0.549)
O3 (0.719, 0.204, 0.447) (0.717, 0.209, 0.460) (0.717, 0.210, 0.460) (0.711, 0.198, 0.452)
Nd (0.493, 0.039, 0.750) (0.491, 0.044, 0.750) (0.493, 0.044, 0.750) (0.489, 0.056, 0.750)ph(r  rexp)2i 0.0090 0.0091 0.0180
In the Pbnm structure (zero distortion in Fig. 1b,h) the fluctuating moments are present, but they are not strong
enough to allow for the long range magnetic order, hence the system resolves its excess entropy in the Fermi liquid
state at low temperature. Once the Ni1 hybridization is reduced a bit due to small increase of the oxygen octahedra
(around 10% distortion), the correlations on Ni1 become strong enough so that the static magnetic moment appears
(see Fig. 1h) These correlations are primarily driven by the strong Hunds coupling on Ni ion, which aligns two holes on
the Ni1 site, but the static ordered moment is only about 2/3 of the maximum moment for spin one state. The static
moments on Ni2 however remains exactly zero, as the fluctuating moment on Ni2 gets even reduced in the distorted
(P21/n) structure, and the appearance of the band gap prevents any static moment on that site. The resulting
magnetic configuration, predicted by the present theory, is displayed in Fig. 1i. The magnetic unit cell quadruples,
and the Ni ions in the parallel planes in (1,0,1) direction are ferromagnetically aligned. However, every second Ni plane,
composed on Ni2 ions, has no moment, while the Ni1 planes which are two layers appart, couple antiferromagnetically.
This ordering of moments on Ni1 sites coincides with the model deduced from the neutron scattering29 and resonant
soft X-ray di↵raction31, but it di↵ers from both models due to Ni2 sites. In the model deduced from the neutron
scattering29 Ni2 moments were arranged antiferromagnetically within a single (1,0,1) plane, while in resonant soft X-
ray di↵raction31, Ni2 moments were arranged ferromagnetically, but 90 degrees rotated with respect to Ni1 moments,
so that the resulting magnetic structure is non-collinear. The only stable solution in the DFT-DMFT theory is the
one with no moment on Ni2, and we show in the supplementary that this magnetic configuration fits the neutron
scattering data as good as the model of Ref. 29.
Finally, the gain in free energy is considerable ones the magnetic long range order is turned on, hence this magnetic
order displayed in Fig. 1i is the theoretical ground state of the displayed unit cell. Table I lists the optimized structure
in the magnetic state, which shows almost no di↵erence as compared to the paramagnetic structure in P21/n symmetry.
From Fig. 1b we can also conclude that the magnetism is not necessary for the metal-insulator transition, but in Nd
compound, this paramagnetic insulator appears metastable, and energy gain due to long range magnetic order helps
to stabilizes the insulating state. In supplementary material we show that for smaller rare earth ion (LuNiO3) the
paramagnetic insulating state is stable at 100K in the absence of magnetism. Magnetism is thus just e cient way to
release the large entropy of fluctuating moment on Ni1 sites, which are formed with a help of much stronger Hund’s
coupling mechanism.
While the large Hun’s coupling is essential for the appearance of strong local moments on Ni sites, the MIT in these
materials is tuned by the reduced hybridization on Ni1 sites, displayed in Fig. 2a and b. It decreases for about 10%
in the bond-disproportionate structure, and this is su cient for a Mott localization of electrons on Ni1 site. Notice
that the largest contribution to the hybridization comes from Ni-oxygen overlap, and its reduction is also mostly
concentrated at the center of the oxygen states. On Ni2 sites however, the hybridization increases almost as much
Optimized Structure NdNiO3
With t e single functional 
we optimize all three structures. 
Agreement with experiment  
2-3 times better than the best 
of GGA or GGA+U.
Pbnm
P21/n P21/n magnetic
Distor9on
Energetic of the Mott transition in NdNiO3
•Paramagnetic Mott insulating state exists in NdNiO3 (we optimized it), 
but is metastable 
•Magnetism stabilizes the insulating state, but is not driving the MIT. 
Fluctuating moments release their entropy by ordering and system gains some energy.
Pbnm P21/n
2was invented in Ref. 11, which still requires integra-
tion over temperature for the entropy term. However,
as we will show below, the force requires only the first
derivative   [G]/ G, which is the familiar self-energy ⌃,
and which can be computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
be so accurately implemented. To compute the free en-
ergy itself, one needs  [G], which is hard to compute.
For the phonon spectra, which is the second derivative,
one needs  2 [G]/ G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
is used as the impurity solver.
As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free energy itself.
We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for evaluating the forces. More-
over, using the Hubbard-I impurity solver, they also ne-
glected the change of the DMFT self-energy with re-
spect to the atom displacement ( ⌃/ G =  2 / G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.
The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-
spect to the atom displacement, which is the well known
Hellmann-Feynman force. In part II B we derive a basis
set independent expression for the Pulay force, the addi-
tional force due to basis set discretization. In part II C
we show how is this formula evaluated in a mixed ba-
sis set, in which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.
II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT
The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.
A. The Luttinger-Ward approach
In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional  [G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
  [G]
 Rµ
=
 G
 Rµ
✓
@ [G]
@G
◆
Rµ
+
✓
@ [G]
@Rµ
◆
G
(1)
If the functional is stationary, it follows that⇣
@ [G]
@G
⌘
Rµ
= 0, and therefore only the second term con-
tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-
namical Mean Field Theory, the free energy functional
vanishes
Force on all atoms from derivative of the functional
The Hellman-Feynman force
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Force on all atoms from derivative of the functional
The DMFT projector is not 
fixed in space, but rather 
moves with the atom, and
the LAPW basis set also 
moves with the atoms.
“Pulay forces” appear
We need to differentiate the implemented 
expression for the free energy.
1 ↵(r Ri) ⌘ hr| i↵i (1)
Gilocal(r, r
0) =
X
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↵,  are orbital-spin indices
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Recall: 
at the DMFT solution the Dyson Eq. is satisfied 
Free energy expression again
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hence the free can be computed by 
nuclear-nuclear energy is added; 
 canonical ensemble needs +μ N
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To implement we compute generalized Kohn-Sham orbitals:
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Notice that (h |G| i)mm0 are the matrix elements of the
local Green’s function h µm|G| µm0i.
In the all-electron calculations of the free energy, the
spatial degrees of freedom are expanded in terms of a
mixed basis set, which includes atom centered basis func-
tions, therefore the Hellmann-Feynman force is very dif-
ferent from the derivative of the implemented free energy
Eq. 9. It is therefore essential to find the analytic deriva-
tive of the actually implemented free energy Eq. 9. This
is derived below. We will concentrate on the valence
electron contribution, as the core contribution within
DFT+EDMFTF is the same as in DFT.
To evaluate the logarithm of the Green’s function in
Eq. 9, we first solve the following frequency dependent
eigenvalue-problem
h jk!n | (T + Vnuclei + VH + Vxc +
X
mm0Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |) | ik!ni =  ij "k!n,i (10)
so that the Green’s function is simply given by
h jk!n |G| ik!ni =
 ij
i!n + µ  "k!n,i
(11)
and the free energy is evaluated by
F =  Tr log ( i!n   µ+ "k!n)  Tr((VH + Vxc)⇢)
+EH [⇢] + Exc[⇢] + Enuclei   Tr((⌃  VDC) h |G| i)
+
X
Rµ
 DMFT [Gµloc]   DC [⇢µloc] + µN(12)
This is the actual expression implemented in
DFT+EDMFTF code. To get the force on an atom, we
need to consider a small variation of this energy when
moving an atom at position Rµ
 F = Tr
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where we used the fact that
 (EH + Exc) = Tr((VH + Vxc) ⇢) (14)X
Rµ
  DMFT [Gµloc] +   
DC [⇢µloc] = Tr((⌃  VDC) Gloc)
and, as we work at constant electron density,  N = 0.
Inserting the Hellmann-Feynman forces Eq. 4, we arrive
at
 F = Tr
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  Tr(⇢  VKS)
 Tr(Gloc( ⌃   VDC)) 
X
µ
FHFµ  Rµ (15)
where VKS = VH + Vxc + Vnuclei.
Finally, we define the Pulay force on an atom FPuly as
the addition to the Hellmann-Feynman force (due to the
basis set in which the functional is implemented)  F =
 Pµ(FHFµ + FPulyµ ) Rµ. From Eq. 15 it follows that
the Pulay forces are
FPulyµ =  Tr
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This equation is still completely general expression for
the force within the DFT+EDMFTF, irrespectively of
the basis set employed.
C. Pulay forces expressed in a mixed basis set
To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by | Ki,
(as we have in mind LAPW basis set) but the details of
the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!ni are than expanded in
the chosen basis in the usual way
| ik!ni =
X
K
| KiARKi (17)
h ik!n | =
X
K
ALiK h K| (18)
Note that the eigenvectors | ik!ni are momentum and
frequency dependent, hence ARKi also inherit this momen-
tum and frequency dependence, i.e., ARKi = A
R
Ki(k,!n).
Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 readsX
KK0
ALjK0
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H0K0K + VK0K
⇤
ARKi =  ij "k!n,i (19)
where
H0K0K = h K0 |T + Vnuclei + VH + Vxc| Ki (20)
VK0K =
X
mm0Rµ
h K0 | µmi h µm|⌃  VDC | µm0i h µm0 | Ki
so that is diagonalized
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Free energy expression implementation
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
 [{G}] = Tr logG  Tr((G 10  G 1)G) + EH+XCVC [⇢] +
X
Ri2corr
 DMFTVDMFT [G
i
loc]   DCVDMFT [⇢iloc] (27)
F = Tr log(G)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (28)
+
X
Ri
  Tr((⌃imp V DC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
F =  Tr log( i!n   µ+ "k!n)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (29)
+
X
Ri
  Tr((⌃  VDC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n   µ)
 Rµ
◆
Tr(⇢
 VH+XC
 Rµ
) +
 Enuc nuc
 Rµ
+N µ (30)
 Tr
✓
Gloc
 ⌃+  VDC
 Rµ
◆
(31)
and
3
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n)
 Rµ
◆
  Tr(⇢ (VKS   Vnuc)
 Rµ
) +
 Enuc nuc
 Rµ
(32)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(33)
h jk!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | m0i h µm0 |
1A | ik!ni =  ij"k!n,i (34)
h ik!n |
0@T + Vnuc + VH+XC + X
mm0,Rµ
| µmi h µm|⌃i!n   VDC | µm0i h µm0 |
1A  "k!n,i| ik!ni = 0 (35)
h ik!n |
0@ (T + Vnuc + VH+XC) + X
mm0,Rµ
 (| µmi h µm|⌃i!n   VDC | µm0i h µm0 |)
1A   "k!n,i| ik!ni = 0 (36)
 "k!n,i =
X
Rµ,mm0
h ik!n | mi h µm| (⌃  VDC)| µm0i h µm0 | ik!ni+ ... (37)
 (⌃  VDC)
Rµ
Tr(
 "k!n
i! + µ  "k!n
) = Tr(| ik!ni
1
i! + µ  "k!n
h ik!n |
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(G
X
Rµ,mm0
| µmi h µm| (⌃  VDC)| µm0i h µm0 |) + ...
= Tr(Gloc (⌃  VDC)) + ...
The free energy :
Derivative of the free energy
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
F =  Tr log( i!n   µ+ "k!n)  Tr(VHXC)⇢) + EHXC [⇢] + Enuc nuc + µN (27)
+
X
Ri
  Tr((⌃  VDC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n   µ)
 Rµ
◆
  Tr(⇢ VHXC
 Rµ
) +
 Enuc nuc
 Rµ
+N µ (28)
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @E
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
F =  Tr log( i!n   µ+ "k!n)  Tr(VHXC)⇢) + EHXC [⇢] + Enuc nuc + µN (27)
+
X
Ri
  Tr((⌃  VDC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n  
 Rµ
Tr(⇢
 VHXC
 Rµ
) +
 E c nuc
 Rµ
+N µ (28)
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  T ((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
 [{G}] = Tr logG  Tr((G 10  G 1)G) + EH+XCVC [⇢] +
X
Ri2corr
 DMFTVDMFT [G
i
loc]   DCVDMFT [⇢iloc] (27)
F = Tr log(G)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (28)
+
X
Ri
  Tr((⌃imp   V DC)Giloc) + DMFT [Giloc]   DC [⇢iloc] 
F =  Tr log( i!n   µ+ "k!n)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (29)
+
X
Ri
  Tr((⌃  VDC Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
 F
 Rµ
= Tr
✓
1
i! "k!n
 ("k!n   µ)
 Rµ
◆
  Tr(⇢ VH+XC
 Rµ
) +
 Enuc nuc
 Rµ
+N µ (30)
 Tr
✓
Gloc
 ⌃+  VDC
 Rµ
◆
(31)
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
 [{G}] = Tr logG  Tr((G 10  G 1)G) + EH+XCVC [⇢] +
X
Ri2corr
 DMFTVDMFT [G
i
loc]   DCVDMFT [⇢iloc] (27)
F = Tr log(G)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (28)
+
X
Ri
  Tr((⌃imp   V DC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
F =  Tr log( i!n   µ+ "k!n)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (29)
+
i
r (⌃  VDC)Giloc) +  DMFT [Giloc]   DC [⇢iloc]
 
 F
 Rµ
= Tr
✓
i!
n µ)
µ
◆
 VH+
  µ
 nuc
  µ
+N µ (30)
 Tr
✓
Gloc
 ⌃+  VDC
 Rµ
◆
(31)
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] 7
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1 G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
 [{G}] = Tr logG  Tr((G 10  G 1)G) + EH+XCVC [⇢] +
X
Ri2corr
 DMFTVDMFT [G
i
loc]  
DC
VDMFT [⇢
i
loc] 7
F = Tr log(G)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (28)
+
Ri
  Tr((⌃imp   V DC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
F =  Tr log( i!n   µ+ "k!n)  +XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (29)
+
Ri
  Tr((⌃  VDC)Giloc) +  DMFT [Giloc]   DC [⇢iloc] 
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n   µ)
 Rµ
◆
  Tr(⇢ VH+XC
 Rµ
) +
 Enuc nuc
 Rµ
+N µ (30)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(31)3
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n)
 Rµ
◆
  Tr(⇢ (VKS   Vnuc)
 Rµ
) +
 Enuc nuc
 Rµ
(32)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(33)
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC (⇢(r)) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) +  [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc (23)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
(24)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Recall:
2
EHVC [{⇢} =
1
2
Z
drdr0VC(|r  r0|)⇢(r)⇢(r0) (15)
 VC [{G}]! ELDAXC [{⇢}] =
Z
dr⇢(r)"XCVC ( ( )) (16)
 VC [{G}]!  VDMFT [{Glocal}] (17)
VDMFT (r  r0) = e
  |r r0|
|r  r0| (18)
Fsolid = Fimp +Tr logG  Tr logGimp + EH + EXC + Enuc nuc    DC [{Pˆ⇢}] (19)
  [{G}]
 Rµ
=
@
@Rµ
 
Tr log(G)  Tr((G 10  G 1)G) + [{G}] + Enuc nuc
 
G
(20)
@
@Rµ
  Tr(G 10 (r, r0)G) + Enuc nuc  = (21)
=
@
@Rµ
  Tr  [i! + µ+r2   Vnuc(r)] (r  r0)G + Enuc nuc  (22)
= Tr(⇢
@
@Rµ
Vnuc) +
@
@Rµ
Enuc ( 3)
FHF =  Tr(⇢@Vnuc
@Rµ
)  @Enuc
@Rµ
( 4)
@G 10
@Rµ
=
@Vnuc
@Rµ
(25)
Tr log( G) =  Tr log( i!n   µ+ "k!n) (26)
 [{G}] = Tr logG  Tr((G 10 G 1)G) + EH+XCVC [⇢] +
X
Ri2corr
 DMFTVDMFT [G
i
loc]   DCVDMFT [⇢iloc] (27)
F = Tr log(G)  Tr(VH+XC)⇢) + EH+XC [⇢] + Enuc nuc + µN (28)
+
X
Ri
  Tr((⌃imp   V DC)Giloc) +  DMFT [Giloc]  DC [⇢iloc] 
F =  Tr log( i!n   µ+ "k!n)  Tr(VH+ ) ) H+XC [⇢] + Enuc nuc + µN ( 9)
+
X
Ri
 
Tr((⌃  VDC)Giloc) +   FT [Giloc]  DC [⇢iloc]
 
 F
 Rµ
= Tr
✓
1
i! + µ  "k!n
 ("k!n   µ)
 Rµ
◆
  Tr
R
 µ
 Rµ
(30)
 Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(31)
4so that the Green’s function is simply given by
h jk!n |G| ik!ni =
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and the free energy is evaluated by
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This is the actual expression implemented in
FDFT+EDMFT code. To get the force on an atom, we
need to consider a small variation of this energy when
moving an atom at position Rµ
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and, as we work at constant electron density,  N = 0.
Inserting the Hellmann-Feynman forces Eq. 4, we arrive
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where VKS = VH + Vxc + Vnuclei.
Finally, we define the Pulay force on an atom FPuly
as the additional force due to incomplete basis set in
which the DFT+DMFT functional is implemented  F =
 Pµ(FHFµ + FPulyµ ) Rµ. From Eq. 15 it follows that
the Pulay forces are
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This equation is still completely general expression for
the force within the FDFT+EDMFT, irrespectively of
the basis set employed.
C. Pulay forces expressed in a mixed basis set
To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by | Ki,
(as we have in mind LAPW basis set) but the details of
the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!ni are than expanded in
the chosen basis in the usual way
| ik!ni =
X
K
| KiARKi (17)
h ik!n | =
X
K
ALiK h K| (18)
Note that the eigenvectors | ik!ni are momentum and
frequency dependent hence ARKi also inherit this momen-
tum and frequency dependence, i.e., ARKi = A
R
Ki(k,!n).
Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 readsX
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h ik!n | =
X
K
ALiK h K| (18)
Note that the eigenvectors | ik!ni are momentum and
frequency dependent hence ARKi also inherit this momen-
tum and frequency dependence, i.e., ARKi = A
R
Ki(k,!n).
Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 readsX
KK0
ALjK0
⇥
H0K0K + VK0K
⇤
ARKi =  ij "k!n,i (19)
where
H0K0K = h K0 |T + Vnuclei + VH + Vxc| Ki (20)
VK0K =
X
mm0Rµ
h K0 | µmi h µm|⌃  VDC | µm0i h µm0 | Ki
Here H0 stands for the DFT part of the Hamiltonian,
and V for the additonal DMFT contributions.
The eigenvectors are orthogonalized in the usual wayX
KK0
ALiK0OK0KA
R
Kj =  ij
where OK0K = h K0 | Ki is the overlap matrix, hence the
eigenvalue problem Eq. 19 can be cast in the following
formX
K
⇥
H0K0K + VK0K
⇤
ARKi =
X
K
OK0KA
R
Ki "k!n,i (21)
or in short notation
[H0 + V ]AR = OAR"
Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have
[( H0) + ( V )]AR + [H0 + V ] AR
= ( O)AR"+O( AR)"+OAR " (22)
and multiplying with AL we get
AL[( H0) + ( V )]AR +AL[H0 + V ] AR
= AL( O)AR"+ALO( AR)"+  " (23)
We also use the fact that AL[H0+ V ] = "ALO to obtain
 " = AL[( H0) + ( V )]AR  AL( O)AR"
+"ALO( AR) ALO( AR)" (24)
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vented in Ref. 11, which still requires ntegration over
temperature for the entropy term. However, as we will
show below, the force requires only the first derivative
  [G]/ G, which is the familiar self-energy ⌃, and which
can be computed to very high accuracy in QMC method.
It turns ut that only the first derivative of the free en-
ergy functional, i.e., the force, can be so accurately im-
plemented. To compute the free energy itself, one needs
 [G], which is hard to compute. For the phonon spectra,
which is the second derivative, one needs  2 [G]/ G2,
which is the two particle vertex, and is again very hard
to accurately compute in practice. Therefore only the
force on atoms can be computed very precisely in the
DFT+embedded DMFT functional (DFT+EDMFTF)
method when the exact QMC method is used as the im-
purity solver.
As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams of
correlated solids, as the force can be converged to much
higher precision than the free energy itself.
We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigen-
energies, which are needed for evaluating the forces.
Moreover, using the Hubbard-I impurity solver, they also
neglected the change of the DMFT self-energy with re-
spect to the atom displacement ( ⌃/ G =  2 / G2),
which plays an importan role in our method. The work
of Leonov et. al. 15 report d computation of for s
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is usually neglected. These two
approximations are a source of inaccuracy, which is hard
to overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.
The manuscript is organized as follows: In Sec-
tion II we derive the equations for the forces within
DFT+Embedded DMFT functional. In part IIA we in-
troduce the Luttinger-Ward functional and its derivative
with respect to the atom displacement, which is the well
known Hellmann-F ynman force. In part II B we derive
a basis set independent expression for the Pulay force,
the additional force due to basis set discretization. In
part II C we show how is this formula evaluated in a
mixed basis set, in which the basis has both the atom-
centered and origin-less functions. In part IID we derive
Pulay forces in one such basis, namely the LAPW ba-
sis. In chapter III we apply this method to FeSe, and
show how quantum Monte Carlo noise cancels to large
extent when computing the force. In chapter III we also
show that FeSe is positioned in the critical region where
a small ncrease of the fluctuating moment on Fe leads to
substantial increase of Se-height, and consequently also
of the correlatio strength. In appendix A we give details
of the force evaluation within the LAPW basis set.
II. DERIVATION OF THE FORCE WITHIN
DFT+EDMFTF
The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
ributions, which are usually called Pulay forces17.
A. The Luttinger-Ward approach
In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional  [G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
  [G]
 Rµ
=
✓
@ [G]
@Rµ
◆
G
+
Z
drdr0
 G(rr0)
 Rµ
✓
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@G(rr0)
◆
Rµ
(1)
If the functional is stationary, it follows that⇣
@ [G]
@G
⌘
Rµ
= 0, and therefore only the first term con-
tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-
namical Mean Field Theory, the free energy functional
is best expressed by the stationary Luttinger-Ward func-
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so that the Green’s function is simply given by
h jk!n |G| ik!ni =
 ij
i!n + µ  "k!n,i
(11)
and the free energy is evaluated by
F =  Tr log ( i!n   µ+ "k!n)  Tr((VH + Vxc)⇢)
+EH [⇢] + Exc[⇢] + Enuclei   Tr((⌃  VDC) h |G| i)
+
X
Rµ
 DMFT [Gµloc]   DC [⇢µloc] + µN(12)
This is the actual expression implemented in
FDFT+EDMFT code. To get the force on an atom, we
need to consider a small variation of this energy when
moving an atom at position Rµ
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where we used the fact that
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and, as we work at constant electron density,  N = 0.
Inserting the Hellmann-Feynman forces Eq. 4, we arrive
at
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where VKS = VH + Vxc + Vnuclei.
Finally, we define the Pulay force o an atom FPuly
as the additional force due to incomplete basis set in
which the DFT+DMFT functional is implemented  F =
 Pµ(FHFµ + FPulyµ ) Rµ. From Eq. 15 it follows that
the Pulay forces are
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This equation is still completely general expression for
the force within the FDFT+EDMFT, irrespectively of
the basis set employed.
C. Pulay forces expressed in a mixed basis set
To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by | Ki,
(as we have in mind LAPW basis set) but the details of
the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!ni are than expanded in
the chosen basis in the usual way
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This equation is still completely general expression for
the force within the FDFT+EDMFT, irrespectively of
the basis set employed.
C. Pulay forces expressed in a mixed basis set
To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by | Ki,
(as we have in mind LAPW basis set) but the details of
the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!ni are than expanded in
the chosen basis in the usual way
| ik!ni =
X
K
| KiARKi (17)
h ik!n | =
X
K
ALiK h K| (18)
Note that the eigenvectors | ik!ni are momentum and
frequency dependent hence ARKi also inherit this momen-
tum and frequency dependence, i.e., ARKi = A
R
Ki(k,!n).
Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 readsX
KK0
ALjK0
⇥
H0K0K + VK0K
⇤
ARKi =  ij "k!n,i (19)
where
H0K0K = h K0 |T + Vnuclei + VH + Vxc| Ki (20)
VK0K =
X
mm0Rµ
h K0 | µmi h µm|⌃  VDC | µm0i h µm0 | Ki
Here H0 stands for the DFT part of the Hamiltonian,
and V for the additonal DMFT contributions.
The eigenvectors are orthogonalized in the usual wayX
KK0
ALiK0OK0KA
R
Kj =  ij
where OK0K = h K0 | Ki is the overlap matrix, hence the
igenvalu problem Eq. 19 can be cast in the following
formX
K
⇥
H0K0K + VK0K
⇤
ARKi =
X
K
OK0KA
R
Ki "k!n,i (21)
or in short notation
[H0 + V ]AR = OAR"
Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have
[( H0) + ( V )]AR + [H0 + V ] AR
= ( O)AR"+O( AR)"+OAR " (22)
and multiplying with AL we get
AL[( H0) + ( V )]AR +AL[H0 + V ] AR
= AL( O)AR"+ALO( AR)"+  " (23)
We also use the fact that AL[H0+ V ] = "ALO to obtain
 " = AL[( H0) + ( V )]AR  AL( O)AR"
+"ALO( AR) ALO( AR)" (24)
6FPulyµ =  Tr
✓e⇢A0†  H0
dRµ
A0   g(⇢")A0†  O
 Rµ
A0
◆
+Tr
✓
⇢
 VKS
 Rµ
◆
  Tr
✓
G¯
 V
 Rµ
◆
+Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(32)
We next simplify the interacting part (the third term
above), which contains interaction V (defined by Eq. 20):
Tr
 
G¯ V
 
=
1
 
X
i!,m0m
KK0
G¯KK0  (h K0 | m0i (⌃  VDC)m0m h m| Ki)
=
1
 
X
i!n,m
0m
KK0
G¯KK0(⌃  VDC)m0m  (h K0 | m0i h m| Ki)
+Tr (Gloc( ⌃   VDC)) (33)
where we used the fact that
(Gloc)mm0 =
X
KK0
h m| Ki G¯KK0 h K0 | m0i
Finally, the Pulay forces become
FPulyµ =  Tr
✓e⇢A0†  H0
 Rµ
A0   g(⇢")A0†  O
 Rµ
A0
◆
+Tr
✓
⇢
 VKS
 Rµ
◆
  1
 
X
i!n
X
KK0,m0m
G¯KK0(⌃  VDC)m0m   (h K0 | m0i h m| Ki)
 Rµ
(34)
This is still a basis independent expression of the Pulay
force, as we abstain discussing specifics of a given basis
set, but we nevertheless managed to avoid the expensive
frequency summations in all but the last term. To per-
form the expensive K and frequency summation in the
last term, we need to determine the derivative of the pro-
jector, which depends on the basis set and the choice of
a projector.
D. Pulay forces within LAPW basis and quasi
atomic orbital projector
Within the LAPW method22,23 the interstitial space is
spanned by the plane waves e K, while inside the mu n-
tin spheres, the plane waves are augmented and expanded
as a linear superposition of the atom-centered solutions
of the Schroedinger equation. We name these augmented
functions  K, and inside mu n-tin spheres we express
them in the atom centered coordinate system with the
proper phase factor  K(r) = ei(K+k)Rµ  ¯K(r Rµ). For
convenience of the derivation, we chose  ¯K to be the basis
function in the mu n-tin sphere, but without the phase
factor. The matrix elements of the Hamiltonian are then
computed by an integral of the form
h K0 |V | Ki =
Z
int
d3re ⇤K0(r)V (r)e K(r) +X
µ
ei(K K
0)Rµ
Z
MTµ
d3r ¯⇤K0(r)V (r+Rµ) ¯K(r) (35)
The first term runs over interstitial space between mu n-
tin (MT) spheres, while the second term is the MT part.
We are looking for a change when we move a single atom
µ at Rµ for a small amount ( Rµ). The plane-wave func-
tions e K do not change, while the augmented  ¯K in the
second integral move with the atom. In addition, be-
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+Tr
✓
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◆
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We next simplify the interacting part (the third term
above), which contains interaction V (defined by Eq. 20):
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This is still a basis independent expression of the Pulay
force, as we abstain discussing specifics of a given basis
set, but we nevertheless managed to avoid the expensive
frequency summations in all but the last term. To per-
form the expensive K and frequency summation in the
last term, we need to determine the derivative of the pro-
jector, which depends on the basis set and the choice of
a projector.
D. Pulay forces within LAPW basis and quasi
atomic orbital projector
Within the LAPW method22,23 the interstitial space is
spanned by the plane waves e K, while inside the mu n-
tin spheres, the plane waves are augmented and expanded
as a linear superposition of the atom-centered solutions
of the Schroedinger equation. We name these augmented
functions  K, and inside mu n-tin spheres we express
them in the atom centered coordinate system with the
proper phase factor  K(r) = ei(K+k)Rµ  ¯K(r Rµ). For
convenience of the derivation, we chose  ¯K to be the basis
function in the mu n-tin sphere, but without the phase
factor. The matrix elements of the Hamiltonian are then
computed by an integral of the form
h K0 |V | Ki =
Z
int
d3re ⇤K0(r)V (r)e K(r) +X
µ
ei(K K
0)Rµ
Z
MTµ
d3r ¯⇤K0(r)V (r+Rµ) ¯K(r) (35)
The first term runs over interstitial space between mu n-
tin (MT) spheres, while the second term is the MT part.
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µ at Rµ for a small amount ( Rµ). The plane-wave func-
tions e K do not change, while the augmented  ¯K in the
second integral move with the atom. In addition, be-
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Here H0 stands for the DFT part of the Hamiltonian,
and V for the additional DMFT contributions.
The eigenvectors are orthogonalized in the usual wayX
KK0
ALiK0OK0KA
R
Kj =  ij
where OK0K = h K0 | Ki is the overlap matrix, hence the
eigenvalue problem Eq. 19 can be cast in the following
formX
K
⇥
H0K0K + VK0K
⇤
ARKi =
X
K
OK0KA
R
Ki "k!n,i (21)
or in short notation
[H0 + V ]AR = OAR".
Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have
[( H0) + ( V )]AR + [H0 + V ] AR
= ( O)AR"+O( AR)"+OAR " (22)
and multiplying with AL we get
AL[( H0) + ( V )]AR +AL[H0 + V ] AR
= AL( O)AR"+ALO( AR)"+  " (23)
We also use the fact that AL[H0+ V ] = "ALO to obtain
 " = AL[( H0) + ( V )]AR  AL( O)AR"
+"ALO( AR) ALO( AR)" (24)
In Eq. 16 we only need the diagonal variation of the
eigenvalues ( ")ii, for which the last two terms cancel
because " is diagonal matrix, hence "i(ALO( AR))ii  
(ALO( AR)ii"i = 0. We thus obtain
( "k!n)ii =
X
KK0
ALiK0 [ H
0
K0K +  VK0K]A
R
Ki
 ALiK0  OK0KARKi "k!n,i (25)
This is a dynamic generalization of the DFT expression,
derived in Ref. 21.
Next we split the DMFT eigenvectors into the static
(Kohn-Sham) part, and the frequency dependent part
ARKi =
X
j
A0Kj(B
R
!n)ji (26)
ALiK =
X
j
(BL!n)ijA
0 †
jK (27)
or short AR = A0BR!n and A
L = BL!nA
0†. Here A0 satis-
fies the Kohn-Sham eigenvalue problem A0†H0A0 = "0.
In terms of the above defined quantities Eq. 16 takes
the form
FPulyµ =  Tr
✓
GdBL!n

A0†
✓
 H0
 Rµ
+
 V
 Rµ
◆
A0BR!n  A0†
 O
 Rµ
A0BR!n"k!n
 ◆
+Tr
✓
⇢
 VKS
 Rµ
◆
+Tr
✓
Gloc
 ⌃   VDC
 Rµ
◆
(28)
where we denoted
Gd =
1
i!n + µ  "k!n
,
andGd is the Green’s function in diagonal representation.
Next we define the following DMFT density matrices
e⇢ ⌘ 1
 
X
i!n
BR!n
1
i!n + µ  "k!n
BL! (29)
g(⇢") ⌘ 1
 
X
i!n
BR!n
"k!n
i! + µ  "k!n
BL!n (30)
which are the usual DMFT density matrices, but here
written in the Kohn-Sham basis. Note that the density
matrix e⇢ can also be expressed by e⇢ij = h 0i |⇢| 0j i where
| 0i are Kohn-Sham eigenvectors of H0 and ⇢ is the self-
consistent charge density of DFT+EDMFTF method.
We also recognize the Green’s functions written in the
| Ki basis
G¯KK0 = (A
0BR!n
1
i!n + µ  "k!n
BL!nA
0†)KK0 (31)
The overline her is used to stress that the Green’s func-
tion is expressed in the basis of | Ki (rather than in real
space). This allows us to simplify
depends on the “non-trivial" DMFT density matrices
Success: Forces do not depend on              or   
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vented in Ref. 11, which still requires integration over
temperature for the entropy term. However, as we will
show below, the force requires only the first derivative
  [G]/ G, which is the familiar self-energy ⌃, and which
can be computed to very high accuracy in QMC method.
It turns out that only the first derivative of the free en-
ergy functional, .e., the force, can be so accurately im-
plemented. To compute the free energy itself, one needs
 [G], which is hard to compute. For the phonon spectra,
which is the second derivative, one needs  2 [G]/ G2,
which is the two particle vertex, and is again very hard
to accurately compute in practice. Therefore only the
force on atoms can be computed very precisely in the
DFT+embedded DMFT functional (DFT+EDMFTF)
method when the exact QMC method is used as the im-
purity solver.
As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams of
correlated solids, as the force can be converged to much
higher precision than the free energy itself.
We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond deriva ive of the DFT+DMFT funct onal with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigen-
energies, which are needed for evaluating the forces.
More ver, using the Hub ard-I impurity solver, they also
neglected the change of the DMFT self-energy with re-
spect to the atom isplacement ( ⌃/ G =  2 / G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solv rs, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is usually neglected. These two
approximations are a source of inaccuracy, which is hard
to overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.
The manuscript is organized as follows: In Sec-
tion II we derive the equations for the forces within
DFT+Embedded DMFT functional. In part IIA we in-
troduce the Luttinger-Ward functional and its derivative
with respect to the atom displacement, which is the well
known Hellmann-Feynman force. In part II B we derive
a basis set independent expression for the Pulay force,
the additional force due to basis set discretization. In
part II C we show how is this formula evaluated in a
mixed basis set, in which the basis has both the atom-
centered and origin-less functions. In part IID we derive
Pulay forces in one such basis, namely the LAPW ba-
sis. In chapter III we apply this method to FeSe, and
show how quantum Monte Carlo noise cancels to large
extent when computing the force. In chapter III we also
show that FeSe is positioned in the critical region where
a small increase of the fluctuating moment on Fe leads to
substantial increase of Se-height, and consequently also
of the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.
II. DERIVATION OF THE FORCE WITHIN
DFT+EDMFTF
The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tribu ions, which are usually called Pulay forces17.
A. The Lutting r-Ward approach
In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional  [G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
  [G]
 Rµ
=
✓
@ [G]
@Rµ
◆
G
+
Z
drdr0
 G(rr0)
 Rµ
✓
@ [G]
@G(rr0)
◆
Rµ
(1)
If the functional is stationary, it follows that⇣
@ [G]
@G
⌘
Rµ
= 0, and therefore only the first term con-
tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-
namical Mean Field Theory, the free energy functional
is best expressed by the stationary Luttinger-Ward func-
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I. INTRODUCTION
The theoretical crystal structure prediction is n of
the most fundamental challenge in condensed matter
physics and material science, but it was not until 90s
that computers became su ciently powerful to allow
predictions of crystal structures from first principles of
very simple materials.1,2 The last decade has wit essed
a tremendous advance in our ability to predict crystal
structures from ab-initio, mostly due to the development
of e cient minimization algorithms for finding minimums
in complex total energy landscape of solids3–5, and be-
cause of prior development of e cient implementations
of the Density Functional Theory (DFT) methods. The
core of almost all these algorithms is based on the DFT
stationary functional, which delivers the total energy of
the solid and the forces on all atoms in the unit cell. How-
ever DFT, in its semilocal approximations such as the lo-
cal density approximation (LDA) or generalized gradient
approximation (GGA), fails to predict the ground state
of many correlated electron materials, such as the Mott
insulators and correlated metals, therefore the crystal
structure predictions in such systems are severely ham-
pered by inaccuracy of available DFT functionals.
It is well known that the DFT total energies are many
times surprisingly good, even when the electronic s ruc-
ture is completely wrong, such as for example in high-Tc
cuprates. This is because the DFT total energy func-
tional is stationary, i.e., the first derivative of the energy
with respect to electronic charge vanishes. Therefor a
relatively small reorganization of the low energy vale ce
charge density gives not too large correction to the total
energy.
There are nevertheless many documented failures of
LDA and GGA in predicting crystal structures of cor-
related materials such as in Ce metal, Pu, and tran i-
tion metal oxides such as FeO. For the Hund’s metals6,7,
such as the iron superconductors, the pnictogen height is
grosly underestimated by DFT for about 0.15A˚.
To account for the correlation e↵ects beyond semi-local
approximations of DFT, more sophisticated many body
methods have been developed. Among them, one of the
most successful algorithms is the combina ion of the dy-
namical mean-field theory (DMFT) and DFT8–10, which
is also based on the idea of locality of correlations, but in
the case of DMFT only the locality of correlations to a
given atom is explored, which is much less restrictive than
locality to a point in 3D space in DFT semi-local approx-
imations. This DFT+DMFT method has achieved great
success in numerous cor lated mate ials (f r a review
see Ref. 10), but its potential for structural optimization
has not been much explored. This is mostly because the
majority of the implementations of this method are not
implementing the DFT+DMFT functional. Instead they
typically build the low energy model first, and then solve
the Hubbard-like model by the DMFT method, thus los-
ing the stationarity property, and hence the precision of
the resulting total energies.
The stationary implementation of the DFT+embedded
DMFT functional has been ac ieved recently11, which
opened the possibility of computing forces to high-eno gh
precision for theoretical optimization of structures. The
present manuscript details how this is chieved very e -
ciently within all electron Linearized Augmented Plane-
wave (LAPW) implementation.
We will also show that in combi ation with the Quan-
tum Monte Carlo (QMC) impurity solver, the forces can
be converged to even higher accuracy than th f e en-
ergy itself, which seems surprising at first, as only the
free energy is statio ary, while the forces are not. But
as expl ined below, this is because some quantities can
be more accurately omputed by QMC than others. As
QMC method has inherent statistical noise, such noise
cancel tion in computing forces is very wellc me a d x-
tre ely u eful for practical implementations.
The reason that the free energy is hard to compute by
the exact QMC impurity solv r, is at it is ot pos ible
to accurately sample the interacting part of the free en-
ergy functio al, the so-called Baym-Kadano↵ functional
 [G]. E sentially,  [G] contains the entropy of the sys-
tem, which is notori usly hard to compute within the
Monte Carlo methods.12 An altern tive approach was in-
which are hard to compute.
Final results for forces in a mixed basis set
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derivative of the DMFT projector, because 
the DMF basis moves with the atom
DFT-like terms
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I. INTRODUCTION
The theoretical crystal structure prediction is one of
the most fundamental challenges in condensed matter
physics and material science, but it was not until 90s
that computers became su ciently powerful to allow
predictions of crystal structures from first principles of
very simple materials.1,2 The last decade has witnessed
a tremendous advance in our ability to predict crystal
structures from ab-initio, mostly due to the development
of e cient minimization algorithms for finding minimums
in complex total energy landscape of solids3–5, and be-
cause of prior development of e cient implementations
of the Density Functional Theory (DFT) methods. The
core of all these algorithms is based on the DFT sta-
tionary functional, which delivers the total energy of the
solid and the forces on all atoms in the unit cell. How-
ever DFT, in its semilocal approximatons such as the lo-
cal density approximation (LDA) or generalized gradient
approximation (GGA), fails to predict the ground state
of many correlated electron materials, such as the Mott
insulators and correlated metals, therefore the crystal
structure predictions in such systems are severely ham-
pered by inacuracy of available DFT functionals.
It is well known that the DFT total energies are many
times surprisingly good, even when the electronic stru-
cure is completely wrong, such as for example in high-Tc
cuprates. This is because the DFT total energy func-
tional is stationary, i.e., the first derivative of the energy
with respect to electronic charge vanishes. Therefore a
relatively small reorganization of the low energy valence
charge density gives a small correction to the total en-
ergy.
There are nevertheless many documented failures of
LDA and GGA in predicting crystal structures of cor-
related materials such as in Ce metal, Pu, and transi-
tion metal oxides such as FeO. For the Hund’s metals6,7,
such as the iron superconductors, the pnictogen height is
grosly underestimated by DFT for about 0.15A˚.
To account for the correlation e↵ects beyond semi-local
approximations of DFT, more sophisticated many body
methods have been developed. Among them, one of the
most successful algorithms is the combination of the dy-
namical mean-field theory (DMFT) and DFT8–10, which
is also based on the idea of locality of correlations, but in
the case of DMFT only the locality of correlations to a
given atom is explored, which is much less restrictive than
locality to a point in 3D space in DFT semi-local approx-
imations. This DFT+DMFT method has achieved great
success in numerous correlated materials (for a review
see Ref. 10), but its potential for structural optimization
has not been much explored. This is mostly because the
majority of the implementations of this method are not
implementing the DFT+DMFT functional. Instead they
typically build the low energy model first, and then solve
the Hubbard-like model by the DMFT method, thus los-
ing the stationarity property, and hence the precision of
the resulting total energies.
The stationary implementation of the DFT+embedded
DMFT functional has been achieved recently11, which
opened the possibility of computing forces to high-
enough precision for theoretical optimizaton of struc-
tures. The present manuscript details how this is
achieved very e ciently within all electron Linearized
Augmented Planewave (LAPW) implementation.
We will also show that in combination with the Quan-
tum Monte Carlo (QMC) impurity solver, the forces can
be converged to much higher accuracy than the free en-
ergy itself, which seems surprising at first, as only the
free energy is stationary, while the forces are not. But
as explained below, this is because some quantities can
be more accurately computed by QMC than others. As
QMC method has inherent statistical noise, such noise
cancelation in computing forces is very wellcome and ex-
tremely useful for practical implementations.
The reason that the free energy is hard to compute
by the exact QMC impurity solver, is that it is not pos-
sible to accuractely sample the interacting part of the
free energy functional, the so-called Baym-Kadanof func-
tional  [G]. Essentially,  [G] contains the entropy of
the system, which is notoriously hard to compute within
the Monte Carlo methods.12 An alternative approach
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was invented in Ref. 11, which still requires integra-
tion over temperature for the entropy term. However,
as we will show below, the force requires only the first
derivative   [G]/ G, which is the familiar self-energy ⌃,
and which can be computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
be so accurately implemented. To compute the free en-
ergy itself, one needs  [G], which is hard to compute.
For the phonon spectra, which is the second derivative,
one needs  2 [G]/ G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
is used as the impurity solver.
As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free energy itself.
We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for evaluating the forces. More-
over, using the Hubbard-I impurity solver, they also ne-
glected the change of the DMFT self-energy with re-
spect to the atom displacement ( ⌃/ G =  2 / G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.
The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-
spect to the atom displacement, which is the well known
Hellmann-Feynman force. In part II B we derive a basis
set independent expression for the Pulay force, the addi-
tional force due to basis set discretization. In part II C
we show how is this formula evaluated in a mixed ba-
sis set, in which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.
II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT
The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.
A. The Luttinger-Ward approach
In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional  [G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
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If the functional is stationary, it follows that⇣
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= 0, and therefore only the second term con-
tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-
namical Mean Field Theory, the free energy functional
hard to compute
(needed for free energy)
hard to compute
(needed for dynamical matrix)
easy to compute
only this is needed for the force
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FIG. 1: (Color online): Force on Se atom when displaced
in z-direction. The fr e energy is calcul ted from the free
energy functional and is compared to integrated force. We
show both the free energy F and F + TSimp. The latter is
directly computed in our method, while the former requires
additional integration over the temperature. The quantum
Monte Carlo noise is approximatley one order of magnitude
smaller when computing energy di↵erence from the force than
computing the free energy directly, and the estimated error
on the force is approximately 10-times smaller.
Here we used the modified eigenvectors
A = A0B (64)
A = A0B (65)
The resulting Eqs. 61,62,63 have now very similar form
as the DFT Pulay forces within LAPW method23, except
in DFT A and A are both equal to the KS-eigenvectors,
and wi’s are fermi functions fi and (w")i are fermi func-
tion times KS-eigenvalues (fi"i). The last term in Eq. 63
bares some resemblance to the LDA+U force26, but is
di↵erent due to dynamic nature of ⌃ and Gloc. The al-
gorithm to evaluate these terms is given in appendix A.
III. RESULTS
We tested the method on several transition metal ox-
ides, pnictides and chalchogenides.41 In this section, we
show result for FeSe, one of the most studied member of
iron superconductor family, which has attracted tramen-
dous attention recently.
Bulk FeSe crystalizes in tetragonal P4/nmm structure
(No. 129). It is superconducting below 10K under ambi-
ent pressure27, and the superconducting Tc is increases
to 37K under pressure28,29. By substitution of Se by Te,
Tc can also be increased to 15K30,31, and by intercala-
tion with spacer layers, Tc can also be boosted to over
40K32.
First we test the implementation of forces within
FDMFT+EDMFT by computing force on Se, located at
FIG. 2: (Color online): The convergence of free energy F +
TSimp and force with the number of DMFT iterations. Per
each DMFT iteration (self-energy updates) we performe up
to 10 charge iterations (DFT updates). The last seven steps
are converged, but display typical Monte Carlo noise, which
can be reduced only with better MC statistics. While the
free energy shows considerable a fluctuations when converged,
the force shows several times less noise. When the force is
multiplied with the dispacement from equilibrium, which has
the units of energy, the noise is an order of magnitude smaller
than by computing free energy. This is done for the zSe =
0.25. For clarity we subtracted a constant from both the
energy and force.
Wicko↵ position 2c (1/4, 1/4, zSe) versus the Se height
zSe. As shown in Fig. 1 the force is almost linear around
the equilibrium position, and its integral matches quite
well (within the statistical noise) to the free energy of the
system. Note that there is always some systematic error
due to frozen radial augmentation approximation, i.e., in
computing the force we do not di↵erentiate the solutions
of the radial Schroedinger equation ul. In Fig. 1 we show
both the free energy, and the free energy withouth the
impurity entropy. The latter quantity is computed di-
rectly from the Green’s function, while the former needs
additional integration over temperature11. Notice that
the error-bars in computing the force are significantly
smaller than the error-bars on the free energy.
To make this point more clear, we show in Fig. 2 the
free energy and the force from our simulation. We count
as a start of the new iteration whenever the DMFT self-
energy is updated, but note that we perform approxi-
mately 10 charge self-consistent steps for each self-energy
update, so that the charge is practically converged at
each iteration. As is clear from Fig. 2, the Mon e Carlo
noise in computing the free energy, of the order of a few
meV, is present even when the free energy is converged,
and only better statistics in the QMC solver can reduce
this noise. The calculated force, measured in meV per
atomic unit, has almost factor of five smaller noise than
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was invented in Ref. 11, which sti l require integr
tion over temperature for the e t opy term. However,
as we will show below, the force requires only th first
derivative   [G]/ G, which is the familiar self-energy ⌃,
and which can b computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
be s accurately implemented. To compute the free en-
ergy tself, one needs  [G], which is hard to compute.
For the phonon spectra, which is the second derivative,
one needs  2 [G]/ G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
i used as the impurity solver.
A a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
pert rbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free nergy itself.
We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond d rivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the p onon spec-
tra. T ey onsid red only the finite wav vector q, to
avoid the need f di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for valuating the forces. More-
over, using the Hubbard-I impurity solver, they als n -
glected the change of th DMFT self-en rgy with re-
spect to the atom displacement ( ⌃/ G =  2 / G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Henc alternative approaches are
needed for practical predictions f crystal structures for
correlated electron solids.
The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-
spect o the atom displacement, whic is the well known
Hellmann-Feynma force. In part II B we derive a basis
set independ nt expression for the Pulay force, the addi-
tional force due to basis set discretization. I part II C
we show how is this formula evaluated in a mixed ba-
sis set, i which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.
II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT
The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.
A. The Luttinger-Ward approach
In ab-initio electro ic structure metho s, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional  [G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
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If the functional is stationary, it follows that⇣
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= 0, and therefore only the second term con-
tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-
namical Mean Field Theory, the free energy functional
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Forces more stable than free energies
free energy noise ~1meV
MC noise at consta t statistics
force noise ~ 0.2 meV/a.u.
For es very stable!
Can be downloaded: http://hauleweb.rutgers.edu/tutorials
Electronic structure package: eDMFTF
Database:  
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downloading in the full potential 
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• Continuous time quantum Monte Carlo, 
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• Stationary implementation of free energy 
• Forces on all atoms 
• Structural optimization within DFT+DMFT
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2of an impurity solver providing accurate and reliable re-
sults for the self-energy function ⌃ on the real frequency
axis for both very low and very high temperatures. This
problem has only recently been solved in Ref. [5], almost
25 years after the formulation of the DMFT theory. The
resistivity of the Hubbard model is now known for all den-
sities and all values of U, including U =1. This is a set
of exact results for the resistivity in interacting metallic
systems resulting from inelastic scattering, and therefore
represent an important advance in the field. The DMFT
results5,6 o↵er a unique opportunity to test a variety of
techniques and approximate methods for computing this
variable. The ECFL formalism, on the other hand, is in
its early stages of development and several technical in-
novations are ongoing so as to enable reliable calculations
in the challenging regimes of the density n <⇠ 13,7.
Lastly, in a recent work Ref. [8] our group has pub-
lished a voluminous high-temperature study using series
expansion techniques adapted for very strong correla-
tions, thus extending our understanding of the resistivity
to the full range of temperatures. This study is on the
same model as the present work and extends the results
of Ref. [5] to much higher temperatures. In these stud-
ies the e↵ect the superexchange J is absent due to the
U = 1 limit, and therefore there is no superconduct-
ing regime that one might expect from a t-J model
in finite dimensions. By taking the limit of infinite U
we have also banished the static superexchange that the
DMFT includes for finite U9–17. However, these studies
do capture the notoriously di cult nonperturbative lo-
cal Gutzwiller correlation e↵ects on the resistivity quan-
titatively. It seems fair to say that our understanding of
the strong correlation problem has advanced significantly
with these recent works.
In summary, at the lowest temperatures these ear-
lier studies5–8 found a Fermi-liquid type resistivity with
⇢ / T 2. This regime extends only up to TFL( ), a Fermi-
liquid temperature scale dependent on the hole density
(  ⌘ 1  n). We shall term this the Gutzwiller correlated
Fermi liquid (GCFL) regime. This regime is followed
by three distinguishable regimes with linear in T resis-
tivity having di↵erent slopes and intercepts, which are
separated by crossovers; a Gutzwiller correlated strange
metal (GCSM) followed by a “bad metal” and finally a
“high-T metal” regime, as discussed below (see Fig. 1).
The nomenclature stresses that these regimes originate
purely from Gutzwiller correlations (i.e., double occu-
pancy avoidance). In particular the regimes have no de-
pendence upon the superexchange energy J or other en-
ergy scales which might be additionally involved in pro-
ducing the related strange metal found in cuprates18,19.
In order to understand the low-temperature regimes,
we would like to throw light on the factors that lead to ex-
traordinarily low values of the Fermi temperature TFL( )
that are found. We also wish to provide a detailed un-
derstanding of the behavior of constituent variables that
lead to a linear resistivity in the GCSM regime, starting
FIG. 1. A schematic view of the di↵erent regimes of tem-
perature dependent resistivities found in the calculations of
Ref. [5–8]. The various temperature scales are schematic.
At the lowest T we have a Gutzwiller-correlated-Fermi liq-
uid regime (GCFL) with ⇢ / T 2. This quadratic varia-
tion terminates at a characteristic Fermi temperature TFL( ),
which is found to be surprisingly small relative to TBR =  D,
the Brinkman-Rice temperature scale (2D is the bandwidth).
Upon warming we reach the Gutzwiller-correlated-strange
metal (GCSM) regime, which is the main focus of this work.
This gives way at higher T to the so-called bad-metal regime
with a resistivity that increases linearly beyond the Io↵e-
Regel-Mott value ⇢0 characteristic of disordered metals. The
temperature scale of this regime is TBR discussed above. Fi-
nally at the highest T we reach the high T regime with
⇢ / T that can be extrapolated back to pass through the ori-
gin. We thus find a total of four regimes separated by three
crossovers. It should be noted that in both theories consid-
ered here, the approximate range of the temperatures scales
are TFL ⇠ 0.004  0.01D, and the crossover to the bad-metal
regime occurs at T ⇠ 0.04 0.06D for the densities considered
(n = 0.75 to n = 0.85).
at this low temperature. Here the ECFL theory provides
us with a great advantage since it is largely analytical,
and one can inspect the various constituents in detail.
It is also interesting to seek a possible causal relation-
ship between the linear temperature dependence of ⇢ in
the GCSM regime and the nature of incipient order (ei-
ther spin or charge) that might be present. For this pur-
pose, it is useful to compute, by using the techniques
of Ref. [5 and 7], the entropy and heat capacity, the
magnetic susceptibilities and compressibility. For com-
pleteness we also study the thermoelectric transport, as
well as a few dynamical quantities such as the self en-
ergy of the electrons. In a following paper we present
other dyamical variables such as the optical conductiv-
ity. These quantities provide a complete picture of the
metallic states having various temperature dependences
sketched in Fig. 1.
The lowest temperature Gutzwiller-correlated Fermi
liquid (GCFL) with ⇢ / T 2 shows enhancements of cer-
Generic sketch f DMFT resistivity for the 
Hubbard-type model: 𝜌0 is the Ioffe-Regel limit, 
TFL ca  be v nishingly small close to the MIT, 
different scal s are very mo el dependent.
