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Abstract
This paper describes the effect of a periodic, rapidly-oscillating potential on the motion of
particles. We show that addition to the well-known ponderomotive force (which is responsible
for the stabilization of a particle in a rapidly-rotating saddle potential, and in particular for
confinement of ions in the saddle traps), an additional magnetic-like force appears. Previous
studies either neglected this force (it appears at a higher order than the ponderomotive force),
or computed it only for the rotating saddle; the present work thus unifies and generalizes these
results. The results are applied to a tethered satellite (two masses joined by a massless rod)
moving in the Earth’s gravitational field. It is found that the satellite’s rotation causes orbital
precession, although in this case the magnetic-like force is dominated by lower-order corrections.
1 Introduction
Almost a century has passed since the appearance of the original paper by Brouwer [2] which
analyzed the motion of a particle in a rotating saddle potential. Brouwer considered a particle
sliding without friction on a saddle surface in the presence of gravity, as in Figure 1, and analyzed
the linearized equations near the equilibrium. One consequence of this analysis was the conclusion
that the equilibrium is linearly stable if the two principal curvatures are equal and the rotation
is sufficiently rapid. The rotating saddle problem arises in numerous settings in physics, a long
list of which can be found in [5] and [7]. We mention only one example: the motion of asteroids
near the equilateral Lagrangian points L4 and L5. The same old problem acquired new relevance
starting in the 1990s due to physical applications—a rotating saddle potential can be used to trap
charged particles, for instance—and it has since been studied more extensively, both analytically
and numerically [3, 6]. Stabilization caused by rapid rotation of the saddle is, at least at the first
glance, quite counterintuitive, although it admits a simple heuristic explanation. However, the
surprise does not end there.
A related phenomenon which shares this counterintuitive defiance of gravity is the stabilization
of an inverted pendulum through rapid vibration of its pivot; this was discovered more than a
century ago (1908) by Stephenson [15] but is often referred to as the Kapitsa effect, having been
studied by Kapitsa [4] in the 1950s. In fact, the inverted pendulum was a motivation for the
invention of the Paul trap used to confine charged particles, for which W. Paul was awarded the
1989 Nobel Prize in physics [13]. The Kapitsa effect also has unexpected connections to differential
geometry [9] and non-holonomic systems [11].
In this paper we extend the above mentioned results as follows.
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Figure 1: A rotating saddle potential.
First, we prove a general averaging theorem which accounts for the effects of rapid periodic
changes in a potential force field acting on a particle. According to this theorem, the particle is
subject to a magnetic-like force in addition to an effective potential, the latter resulting in the
so-called ponderomotive force. Special cases of the ponderomotive force have been well studied,
but the magnetic-like force does not seem to have been explored apart from [7] and [14].
Second, we apply our averaging theorem to a tethered satellite in the gravitational field of a
planet, observing that the rotation of the satellite gives rise to a magnetic-like force which causes
precession of the perihelion of the satellite’s orbit. As it turns out, this precession, although
interesting theoretically, is dwarfed by another effect mentioned in Section 5.
2 Two theorems on averaging
We consider the motion of a particle in a rapidly oscillating potential
x¨ = −∇U(x, t/ε), x ∈ Rn, (1)
where the gradient is taken with respect to x, the function U is periodic in the second variable
U(x, τ) = U(x, τ + 1),
and ε is a small parameter. This general form covers the two special cases of rotating and oscillating
potentials mentioned in the previous section. Note that (1) is equivalent to the Hamiltonian system
with the Hamiltonian
H(x, p, t/ε) =
1
2
p2 + U(x, t/ε). (2)
To state our results, we introduce the following temporal antiderivatives of U :
V (x, τ) =
∫
[U(x, τ) − U(x)] dτ, S(x, τ) =
∫
V (x, τ) dτ, A(x, τ) =
∫
S(x, τ) dτ, (3)
where U = U(x) is the time average of U over one temporal period, and where each of the indefinite
integrals is chosen to have zero time average:
V = S = A = 0.
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Figure 2: The motion of a particle in a potential which includes both vibrating and rotating terms.
Remark 1. If S is interpreted as the position of a particle at time t, then the antiderivative A is
called the absement. Physically the absement can be interpreted as follows. Let us think of S as
the distance by which the gas pedal of a car is depressed, and assume that the car’s acceleration
equals the pedal’s depression: a = S. Then the velocity is
∫
a(τ) dτ =
∫
S(τ) dτ . In other words,
the absement of the pedal depression S equals the velocity of the car.
Remark 2. From now on, for the sake of brevity, the x-derivative of a function f : Rn → R will
be denoted by a prime ′ rather than by ∇. Similarly, the second derivative, i.e. the Hessian, will
be denoted by two primes, so that
U ′ = ∇U, U ′′ = ∇2U, etc.
The first of the two main results in this section adresses the transformation of the Hamiltonian
(2); the second addresses the transformation of the Newtonian system (1). We assume throughout
the paper that U is of class C3 on Rn.
Theorem 1. For any fixed ball in R2n there exists ε0 > 0 such that for each positive ε < ε0 there
is a time-parametrized family of symplectic transformations
ψτ = ψτε : (x, p) 7→ (X,P )
defined on the ball and periodic of period one in τ , such that the time-dependent transformation
ψt/ε turns the system with the Hamiltonian (2) into the system with the Hamiltonian
K(X,P, t/ε) =
1
2
P 2 + U +
ε2
2
V ′ · V ′ − ε3S′′V ′P +O(ε4), (4)
which is time independent to third order.
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For the Newtonian formulation (1) we have the following, recalling the notation from (3).
Theorem 2. Any solution x = x(t) of (1) has the associated “guiding center”
X = x+ ε2S′(x, t/ε) − 2ε3A′′(x, t/ε)x˙ +O(ε4) (5)
which behaves as a particle subject to potential and magnetic forces:
X¨ = −U ′(X) − ε2W ′(X) + ε3B(X)X˙ +O(ε4), (6)
where W = 12V
′ · V ′ and B is the skew-symmetric matrix given by B = (b′)T − b′, with b = S′′V ′.
We do not specify the O(ε4) term in (5) for the sake of simplicity; it can easily be obtained
from the proof if desired.
Remark 3. The term B(X)X˙ in (6) can be interpreted as the force produced by a magnetic field.
In dimension n = 2, the strength of this field (normal to the plane) is 2 curl b, where curl denotes
the scalar curl in R2.
Remark 4. It is interesting to note that although the original system is fully nonlinear, its averaged
counterpart (6) is, to leading order, linear in the velocity.
Theorem 2 is an extension of the main result in [7] to the nonlinear case. An attempt at
a straightforward extension of the method used there quickly becomes too cumbersome, and is
probably close to the borderline of what is realistically doable without invoking computer-assisted
proofs. We achieve a drastic simplification of the proof by using the Hamiltonian nature of the
system. The proof is given in Section 6.1.
In the next section we discuss some implications and applications of Theorem 2.
3 Applications of the averaging theorem
The examples of this section give particularly simple illustrations of Theorem 2. These are:
1. The rotating saddle potential;
2. The oscillatory potential arising in the Paul trap and in the inverted pendulum with a vi-
brating pivot;
3. A potential whose graph is a rotating ruled surface.
3.1 The rotating saddle
In this special case of physical interest (as described in [5]), the potential U is quadratic and rapidly
rotating, i.e. of the form
U = U0
(
R−1(t/ε)x
)
,
where U0(x) = (x
2
1 − x22)/2, x = (x1, x2) ∈ R2, and
R(τ) =
(
cos τ − sin τ
sin τ cos τ
)
is the counterclockwise rotation. In this case the transformation (5) takes the form
X = x− ε2Q(t/ε)(x− 2εJx˙) +O(ε5)
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with ε = (2ω)−1 (note the absence of the ε4-term, as explained in Remark 6) and
Q(τ) =
(
cos τ sin τ
sin τ − cos τ
)
, J =
(
0 −1
1 0
)
,
and the averaged equation becomes
X¨ = −ε2X − 2ε3JX˙ +O(ε4),
in agreement with the result in [7] (note that the ε in that paper is twice the present ε).
3.2 The purely oscillatory potential
Another special case of physical importance is
x¨ = −a(t/ε)U ′(x), (7)
where a is real-valued and periodic. This equation describes, among other things, the motion of
charged particles in the Paul trap [13], in which an electric field is generated by oscillating voltages
on electrodes. The inverted pendulum with oscillating suspension is another example. The averaged
equation (6) becomes
X¨ = −aU ′(x)− ε2 v2 U ′′(x)U ′(x) +O(ε4),
where v(τ) =
∫
a(τ) dτ with v = 0. Note that the cubic terms vanish and in particular there is no
magnetic term in this case. This is a refinement of the result in [10], where the cubic terms were
not addressed.
3.3 A rotating ruled surface
The averaged equations take a particularly simple form if the graph of U is a rotating ruled surface
given by
U(x, τ) = h(θ − τ),
where θ is the polar angle of x, and h is a smooth 2pi-periodic function. Such a potential has a
singularity at the origin, and so we apply our averaging theorem to the complement of a neigh-
borhood of the origin. A somewhat lengthy computation which we omit shows that the averaged
equations are
X¨ = ε3 h
1
|X|3 JX˙ +O(ε
4), where h =
1
2pi
∫ pi
0
h(θ) dθ,
so that the “magnetic field” strength ε3 h/|X|3 falls off as the inverse cube of the distance to the
origin.
4 Averaging in potentials with small oscillations
When analyzing the problem of tethered satellites (two masses connected by a string and rotating
about one another in an ambient gravitational field) we were led to consider the motion of a particle
in a potential of the form
U(x, t/ε) = U0(x) + εU1(x, t/ε), (8)
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where the leading term is time independent. The Hamiltonian corresponding to (8) is
H(x, p, t/ε) =
1
2
p2 + U0(x) + εU1(x, t/ε). (9)
In Section 5 we explain how (8) arises in the study of tethered satellites (and similar problems);
here we state the analogs of Theorems 1 and 2 for systems of this form.
Theorem 3. For any fixed ball in R2n there exists ε0 > 0 such that for each positive ε < ε0 there
is a symplectic family of transformations
ψτ = ψτε : (x, p) 7→ (X,P )
defined on the ball and periodic in τ of period one, such that the map ψt/ε turns the system with
the Hamiltonian (9) into the system with the Hamiltonian
K(X,P, t/ε) =
1
2
P 2 + U0 + εU1 +
1
2
ε4V ′ · V ′ − ε5S′′V ′P +O(ε6), (10)
which is time independent to fifth order.
Theorem 4. If x = x(t) is a solution of (1) with the potential (8), then the function
X = x+ ε3S′(x, t/ε) − 2ε4A′′(x, t/ε)x˙+O(ε5), (11)
where S and A are defined by (3) with U1 in place of U , satisfies the averaged equation
X¨ = −U ′0(X)− εU ′1(X)− ε4W ′(X) + ε5B(X)X˙ +O(ε6), (12)
with W and B as defined in Theorem 2.
As with Theorem 2, we do not give the ε5-term in (11) explicitly, but it can easily obtained
from the proof, which we omit. As one may suspect from comparing equations (10)–(12) to (4)–(6),
the proofs are almost identical to those of Theorems 1 and 2, the only difference being that certain
terms will appear at different orders of ε, on account of the special form of the potential in (8).
5 Averaging applied to tethered satellites
In this section we consider a small, rapidly-spinning dumbbell, depicted in Figure 3, moving in a
gravitational field. We show that, with some simplifying assumptions, this system is described by
the motion of a particle in a potential of the form (8). We next apply Theorem 3 to demonstrate
the appearance of a magnetic-like force and to find the expression for this force.
√
ε
√
ε
Figure 3: The rotating dumbbell of radius
√
εmoving in a potential field, parametrized by its center
of mass z and angle θ.
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5.1 The model
We consider two equal unit masses connected by a rigid, massless rod of length 2
√
ε, in an ambient
potential force field with potential U(x, y). Letting z = (x, y) and u = (cos θ, sin θ), the potential
energy of the dumbbell is
V (z, θ) = U(z +
√
εu) + U(z −√εu) = 2U(z) + ε 〈U ′′(z)u(θ),u(θ)〉+O(ε2). (13)
The kinetic energy of the dumbbell is
K = x˙2 + y˙2 + εθ˙2,
and so the Lagrangian, after deleting O(ε2) terms, is
z˙2 + εθ˙2 − 2U(z)− ε 〈U ′′u,u〉 ∣∣∣
(z,θ)
, (14)
where z˙2 = x˙2+ y˙2. The Euler–Lagrange equation for θ (after canceling ε and deleting higher-order
terms) becomes
2θ¨ = − ∂
∂θ
〈
U ′′u,u
〉
. (15)
To motivate the following simplification of this model, recall that the Earth’s gravitational
potential is U = −gR2/r, where R is the Earth’s radius and r is the distance to the Earth’s center.
For r ≈ R, the angular acceleration in (15) has the order of magnitude
gR2
r3
≈ g
R
≈ 9.8
6.4 · 106 sec
−2 ≈ 1.5 · 10−6 sec−2.
For a satellite tumbling with the angular velocity ω = 2pi (one revolution per second), the change
∆ω during one orbital period (on the order of four hours for an orbit one Earth radius above the
Earth’s surface) is
∆ω ≈ (4 · 3, 600 sec)(1.5 · 10−6 sec−2) ≈ 2 · 10−2 sec−1,
a small fraction of ω. This suggests that we treat θ as a linear function of time. And for large θ˙ there
is an additional averaging effect which makes ∆ω even smaller. Indeed, consider (15) as an ODE for
θ, treating z as a given function of time (in reality z is coupled to θ). Setting 12 〈U ′′u,u〉 = P (θ, t),
we then write (15) as
θ¨ = −Pθ(θ, t),
the equation for a particle in a periodic time-dependent potential on the line. One can show that
this system has an adiabatic invariant in the region of large |θ˙|, by writing this system in the action–
angle variables and by repeated averaging; see [1], [8] and [12]. The adiabatic invariant in this case
is the area under a curve of the “frozen” system on the phase cylinder, and is approximately equal
to 2piθ˙. This gives an extra motivation for treating θ˙ as a constant for a longer time than the size
of θ¨ may suggest.
Remark 5. The system associated with (13) is of the form{
z¨ = F (z, θ)
θ¨ = G(z, θ);
(16)
the systems considered in this paper are of the form z¨ = F (z, t/ε) and thus are a special case, with
G = 0. We do not develop the averaging theory for (16) here, preferring to focus on the simplest
nontrivial case.
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To summarize, we simplify the problem by treating θ˙ as a constant, and choose the rotation
rate so as to fix the angular momentum of the dumbbell:
L = 2m(
√
ε)2θ˙ = 2mεθ˙.
Setting L = 2 for convenience, and recalling that m = 1, we then have θ = t/ε. Substituting this
into (13), we obtain an approximate potential of the form (8) with
U0(z) = 2U(z), U1(z, t/ε) =
〈
U ′′(z)u(t/ε),u(t/ε)
〉
, u(θ) = (cos θ, sin θ). (17)
5.2 Application of Theorem 3
We now restrict our attention to the Newtonian gravitational potential U(z) = 1/r, where r =
|z| =
√
x2 + y2. To apply the averaging theorem we must identify U0 and U1, integrate the latter
to obtain V and S, and then compute the averaged quantities V ′ · V ′ and S′′V ′.
From (17) we see that U0 = 2/r. To find U1 we compute the Hessian
U ′′ =
1
r5
(
3x2 − r2 3xy
3xy 3y2 − r2
)
.
Writing the center of mass in polar coordinates, (x, y) = (r cosφ, r sinφ), and recalling that u =
(cos θ, sin θ), we obtain
U1 =
〈
U ′′u,u
〉
=
1
2r3
[1 + 3 cos(2(θ − φ))] .
It follows that U1(z) = 1/(2r
3), hence
V (z, θ) =
∫
[U1(z, θ)− U1(z)] dθ = 3
4r3
sin(2(θ − φ)).
This can be written in the general form V (z, θ) = B(z) cos 2θ + C(z) sin 2θ, with
B(z) = −3xy
2r5
, C(z) =
3(x2 − y2)
4r5
,
from which we obtain
V ′ · V ′ = 1
2
(
B′ ·B′ + C ′ · C ′) = 117
32
1
r8
(18)
and
S′′V ′ =
1
4
(
B′′C ′ − C ′′B′) = 171
32
1
r10
(
y
−x
)
. (19)
Now using (18) and (19), we apply Theorem 3 to obtain the Hamiltonian of the transformed
system:
H(z, p) =
1
2
p2 +
2
r
+
ε
2r3
+
117
64
ε4
r8
− 171
32
ε5
r10
(
y
−x
)
· p+O(ε6). (20)
The O(ε5) term in (20) gives a magnetic-like force. This force causes Keplerian ellipses to precess,
as illustrated by Figure 4. However, this precession is dwarfed by the effects of the O(ε) term, at
least in this application.
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Figure 4: Precession of ellipses caused by higher-order terms in (20).
6 Proof of Theorems 1 and 2
6.1 The general pattern
Before proceeding with the proof, we describe the recurring inductive step in the normal form
reduction. This step starts with the Hamiltonian
Hk(x, p, t/ε) = H0 + εH1 + · · · + εk−1Hk−1 + εkH˜k + εk+1H˜k+1 + · · · , (21)
where the time dependence has been eliminated in the terms without the tilde: Hj = Hj(x, p) for
j ≤ k − 1, while H˜k = H˜k(x, p, t/ε). Wishing to eliminate the time dependence in H˜k by a (time–
periodic) symplectic transformation (x, p) 7→ (x′, p′), we seek the generating function G(x, p, τ),
periodic in τ of period 1, for such a transformation:
x′ = x + εk+1Gp(x, p
′, t/ε)
p = p′ + εk+1Gx(x, p
′, t/ε).
(22)
If G is bounded in the C1 norm in (x, p′), then by the implicit function theorem (22) defines a map
ϕ : (x, p) 7→ (x′, p′), depending on the parameter t, and ϕ−1 is given by
x = x′ − εk+1Gp(x′, p′, t/ε) +O(ε2k+2)
p = p′ + εk+1Gx(x
′, p′, t/ε) +O(ε2k+2),
(23)
where the remainder is a function of x′, p′ and τ = t/ε. The C1-boundedness of G will be established
in the course of its construction. The transformed Hamiltonian is given by
Hk+1(x′, p′, t/ε) = Hk(x, p, t/ε) + εk+1∂tG(x, p′, t/ε), (24)
where x and p are functions of the new independent variables x′ and p′ by virtue of (23), and where
∂tG(x, p
′, t/ε) = ε−1∂τG(x, p, τ) with τ = t/ε,
so that the correction term in (24) is of order εk:
Hk+1(x′, p′, t/ε) = Hk(x, p, t/ε) + εk∂τG(x, p′, t/ε). (25)
Substituting (21) and (23) into (25), we obtain the transformed Hamiltonian:
Hk+1 = H0 + · · ·+ εk−1Hk−1 + εk
(
H˜k + ∂τG
)
+O(εk+1), (26)
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where all the functions are now evaluated at the new variables (x′, p′). To complete the inductive
step, we make H˜k + ∂τG time independent by setting G = −
∫
(H˜k − H˜k) dτ , with the constant of
integration chosen so as to have G = 0.
Note that the terms of order ≤ k − 1 are not affected by the transformation. The Poisson
bracket {H0, G} appears in the εk+1-term, while ∂τG appears in the εk-term; this mismatch is due
to the rapid time dependence of the Hamiltonian. When implementing this general scheme we will
have to keep track of the higher-order terms, as they will be averaged in subsequent steps.
6.2 Proof of Theorem 1
We start with the Hamiltonian
H(x, p, t/ε) =
1
2
p2 + U(x, t/ε); (27)
to eliminate time dependence in the ε0-term U , consider a generating function G(1)(x, p, τ) of period
1 in τ (the superscript refers to the first step in the averaging). Such a function defines a symplectic
map (x, p) 7→ (x1, p1) implicitly via
x1 = x+ εG
(1)
p (x, p1, t/ε)
p = p1 + εG
(1)
x (x, p1, t/ε),
and the transformed system is Hamiltonian with the new Hamiltonian H1 = H +
∂
∂t(εG
(1)) =
H +G
(1)
τ , where G
(1)
τ denotes the derivative with respect to the last variable:
H1(x1, p1, t/ε) = H(x, p, t/ε) +G
(1)
τ (x, p1, t/ε).
Recalling the form of H, we have
H1 =
1
2
p21 + U(x, t/ε) +G
(1)
τ +O(ε).
We now choose G(1) so as to cancel the time dependence in U :
−G(1)(x, p1, τ) = V (x, τ) :=
∫
[U(x, τ)− U(x)]dτ,
with the constant of integration chosen so that V = 0. Since such G(1) is independent of p1, the
transformation simplifies to
x1 = x
p = p1 − εV ′(x, t/ε),
(28)
and so the Hamiltonian is
H1 =
1
2
p21 + U(x1)− εp1 · V ′(x1, t/ε) +
ε2
2
[V ′(x1, t/ε)]
2,
where (V ′)2 := V ′ · V ′.
To average the O(ε) terms, i.e. make them time independent, we repeat the above transforma-
tion, setting
x2 = x1 + ε
2G(2)p(x1, p2, t/ε)
p1 = p2 + ε
2G(2)x (x1, p2, t/ε)
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for some new generating function G(2) to be determined. Since the new Hamiltonian will have the
form
H2 = H1 + εG
(2)
τ =
1
2
p22 + U(x2)− εp2 · V ′(x1, t/ε) + εG(2)τ +O(ε2),
we choose G(2)(x1, p2, t/ε) = p2 · S′(x1, t/ε), where S(x1, τ) =
∫
V (x1, τ)dτ is chosen to have zero
mean. Therefore the transformation is
x2 = x1 + ε
2S′(x1, t/ε)
p1 = p2 + ε
2S′′(x1, t/ε)p2.
(29)
To find H2, we first compute
x1 = x2 − ε2S′(x2, t/ε) +O(ε4)
and
p21 = p
2
2 + 2ε
2
〈
S′′(x2, t/ε)p2, p2
〉
+O(ε4).
Therefore
H2 = H1 + εG
(2)
τ
=
[
1
2
p22 + ε
2
〈
S′′(x2, t/ε)p2, p2
〉]
+
[
U(x2)− ε2U ′(x2)S′(x2, t/ε)
]
− εp1 · V ′(x1, t/ε) + εp2 · V ′(x1, t/ε) + ε
2
2
[V ′(x1, t/ε)]
2 +O(ε4),
which simplifies to
H2 =
1
2
p22 + U(x2) + ε
2
[〈
S′′p2, p2
〉− U ′ · S′ + 1
2
V ′ · V ′
]
− ε3(p2 · S′′V ′) +O(ε4),
with all terms on the right-hand side evaluated at x2 and t/ε. Note that the O(ε) terms have
averaged to zero.
For the next averaging step we set
x3 = x2 + ε
3G(3)p (x2, p3, t/ε)
p2 = p3 + ε
3G(3)x (x2, p3, t/ε).
(30)
Since
H3 = H2 + ε
2G(3)τ =
1
2
p23 + U(x3) + ε
2
[〈
S′′p2, p2
〉− U ′ · S′ + 1
2
V ′ · V ′ +G(3)t
]
+O(ε3)
we choose
G(3)(x2, p3, τ) =
∫ [
U
′
(x2) · S′(x2, τ)−
〈
S′′(x2, τ)p3, p3
〉
+
1
2
V ′ · V ′(x2)− 1
2
V ′ · V ′(x2, τ)
]
dτ
with the constant of integration such that G(3) = 0. Letting A(x2, τ) =
∫
S(x2, τ)dτ , with A¯ = 0,
we have
G(3)(x2, p3, τ) = U
′
(x2) · A′(x2, τ)−
〈
A′′(x2, τ)p3, p3
〉
+
1
2
∫ [
V ′ · V ′(x2)− (V ′ · V ′)(x2, τ)
]
dτ.
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Then the transformation (30) takes form
x3 = x2 − 2ε3A′′(x2, t/ε)p3
p2 = p3 + ε
3G(3)x (x2, p3, t/ε)
(31)
and the corresponding Hamiltonian is
H3 =
1
2
p23 + U(x3) +
ε2
2
V ′ · V ′(x3) + ε3
[
G(3)x · p3 − U ′(x3)G(3)p − S′′V ′p3
]
+O(ε4) (32)
where we have used
x2 = x3 − ε3G(3)p (x3, p3, t/ε) +O(ε6)
p2 = p3 + ε
3G(3)x (x3, p3, t/ε) +O(ε
6),
obtained from (30). Finally, to eliminate the time dependence in the bracketed term in (32) we
make one more transformation
x4 = x3 + ε
4G(4)p (x3, p4, t/ε)
p3 = p4 + ε
4G(4)x (x3, p4, t/ε)
(33)
yielding the new Hamiltonian
H4 = H3 + ε
3G(4)τ .
As before, one can choose G(4) so replace the bracketed term in (32) by its average; since G(3) = 0,
only the last terms in brackets survives, and
H4(x4, p4, t/ε) =
1
2
p24 + U(x4) +
ε2
2
V ′ · V ′ − ε3S′′V ′p4 +O(ε4). (34)
Combining the transformations, we obtain
x4 = x2 − 2ε3A′′(x2, τ)p3 = x+ ε2S′(x, τ)− 2ε3A′′(x, τ)x˙+O(ε4); (35)
we do not provide an explicit form for the coefficient of ε4 since it is rather cumbersome. This
completes the proof of Theorem 1 ♦
Remark 6. In the linear case, described in Section 3.1, the O(ε3) term Gx·p3−U ′(x3)Gp−p2S′′V ′ is
time independent, hence does not need to be averaged. In other words, the coordinate transformation
does not contain an ε4-term, and so x4 = x3. By contrast, in the general nonlinear case it is
necessary to explicitly average the ε3-term and to compute the corresponding transformation for x4.
6.3 Proof of Theorem 2
Hamilton’s equations associated with the Hamiltonian (4) are
X˙ = P − ε3(S′′V ′P )P +O(ε4)
P˙ = −W ′ + ε3(S′′V ′P )′ +O(ε4), (36)
where (·)P denotes P -derivative of (·). It is tempting to differentiate the first of the above equations
and substitute into the result the expression for P˙ from the second. The problem, however, is that
the remainder in the first equation in (36) depends on t/ε and differentiation lowers the order of
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magnitude to ε3. We remedy this problem by making one more transformation of the Hamiltonian
(4) via
X1 = X + ε
5G(5)p (X,P1, t/ε)
P = P1 + ε
5G(5)x (X,P1, t/ε),
(37)
choosing G(5) so as to kill the time dependence in the coefficient of ε4 in the remainder of H. Now
(36) transforms into
X˙ = P − ε3(S′′V ′P )P + ε4E(X,P ) +O(ε5)
P˙ = −W ′ + ε3(S′′V ′P )′ + ε4F (X,P ) +O(ε5),
(38)
where we dropped the subscripts, writing X, P instead of X1, P1 and where E and F are time
independent.
Observe that (S′′V ′P )P = S′′V ′. Differentiating the first equation in (38) now yields
X¨ = P˙ − ε3(S′′V ′)′X˙ +O(ε4). (39)
Note that (S′′V ′P )′ = [(S′′V ′)′]TP , where [·]T denotes the transpose. Substitution of the second
equation in (36) into (39) leads to the claim (6) and completes the proof of Theorem 2. ♦
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