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Abstract
This paper proposes an empirical model which can be used to estimate the international transmission
of volatility shocks. Using this model we estimate that a one standard deviation increase in the
volatility of the shock to US real GDP leads to a decline in UK GDP of 1% relative to trend and a
0.7% increase in UK CPI relative to trend at the two-year horizon. Using a nonlinear open-economy
DSGE model, we find that these empirical estimates are consistent with the response to a perturbation
to the volatility of foreign “supply” type shocks, while an increase in the volatility of demand shocks
has a negligible impact. (JEL: JEL, F42, F47, C32)
1. Introduction
A vast body of empirical research has focused on estimating the domestic impact
of structural economic shocks originating from the rest of the world. Structural
vector autoregressions, (S)VARs, originally proposed by Sims (1980), have featured
prominently in this literature as they offer a flexible data-driven approach to modeling
the international transmission mechanism. Prominent papers that adopt this approach
include VAR studies by Cushman and Zha (1997), Kim (2001), and Scholl and Uhlig
(2008) amongst many others.
While the international transmission mechanism of these shocks has been studied
deeply, the role played by changes in the volatility of these shocks has been ignored in
this literature. Most of the adopted SVAR models in these papers assume homoskedastic
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2 Journal of the European Economic Association
shocks. Studies that do allow for time-varying shock volatility (see for example Mumtaz
and Sunder-Plassmann 2010) do not incorporate a direct impact of the shock variance
on the endogenous variables. Given that a growing body of theoretical work (see for
example Fernandez-Villaverde et al. 2009) has identified various channels through
which changes in volatility can affect the real economy, the omission of this possible
source of international shock transmission is a potential problem.
This paper attempts to fill this gap in the literature by using an extended SVAR
model to estimate the effect of an increase in the volatility of shocks to US real activity
on the UK economy. The extensions to the SVAR model proposed in this paper
include: (1) allowing for time-varying variance of structural shocks via a stochastic
volatility specification and (2) by allowing a dynamic interaction between the level of
the endogenous variables in the VAR and this time-varying volatility. This extended
VAR model can therefore be used to not only gauge the effect of foreign shocks but
also the impact of changes in the volatility of the shock in question.
We focus the paper on the potential impact of the volatility of shocks to US real
activity because of the policy relevance of this question. In particular, during the recent
recession and financial crisis, uncertainty about growth in the United States (and the
euro area) has been a key concern for policy makers. The methodology proposed in
this paper is used to quantify the potential impact of this uncertainty.
Using this extended SVAR model we find that a one standard deviation increase
in the volatility of US real activity shocks has a persistent impact on the UK economy
and leads to a 1% decline in UK GDP relative to trend at the two-year horizon. In
contrast, UK CPI inflation increases and CPI level rises by 0.7% relative to trend at
the two-year horizon.
We next use a nonlinear small open-economy New Keynesian DSGE model
calibrated to the US and UK economies to investigate what kind of structural
uncertainty shock could generate the dynamic behavior obtained by the empirical
model. The model simulations illustrate that supply type volatility shocks in the United
States can produce the negative conditional co-movement in UK inflation and output.
In the model, UK inflation rises as a result of supply volatility shocks because firms
and workers bid up wages and prices to hedge against unfavorable Calvo contracts.
In addition, an increase in wage and price dispersion makes production less efficient
and causes marginal costs to rise in the United Kingdom. Output falls because agents
are risk averse and save more in the face of rising uncertainty. In contrast, we find that
innovations to the volatility of US demand type shocks have a negligible impact on the
UK economy.
The analysis in the paper adds to the literature on international transmission by
systematically investigating the cross-country impact of uncertainty. In addition, the
analysis generalizes the empirical and theoretical literature on the real effects of
uncertainty shocks by considering an international channel of transmission. Finally,
the empirical model proposed in the paper builds upon existing VAR models by
simultaneously allowing the estimation of time-varying shock volatility and the impact
of this volatility on the endogenous variables.
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Mumtaz and Theodoridis The International Transmission of Volatility Shocks 3
Our results have important implications. Our finding that volatility shocks lead to a
negative co-movement between output and inflation highlights the fact that the impact
of uncertainty may not always resemble the effect of demand shocks and thus supports
the conclusions reached in Fernandez-Villaverde et al. (2011b). This is important from
a policy perspective because it suggests that these shocks cannot be easily mitigated by
the monetary authorities due to the negative trade-off between inflation and output. Our
results also offer an explanation of why: (i) inflation in the United Kingdom remained
elevated (on average) during the great recession while GDP contracted significantly
and (ii) recovery has been so slow.
The paper is organized as follows: Sections 2 and 3 introduce the SVAR model
and discuss the estimation method. The results from the VAR model are presented in
Section 4. We introduce the open-economy DSGE model in Section 5 and present the
model simulation in Section 5.4.
2. Empirical Model
We estimate the following VAR model with stochastic volatility:
Zt D c C t C
PX
jD1
ˇjZtj C
JX
jD0
j
Qhtj C 1=2t et ; et  N.0; 1/; (1)
where
t D A1HtA1
0
: (2)
In equation (1) c denotes intercepts, t is a linear time trend, Zt denotes the N
macroeconomic variables (log US GDP growth, log US CPI, the federal funds rate,
log UK GDP, log UK CPI, and Bank Rate in our benchmark application that follows),
while Qht D Œh1t ; h2t ; : : : ; hNt  refers to the log volatility of the structural shocks in
the VAR. This latter feature can be seen more clearly by considering our application
where N D 6: The structure of Ht in equation (2) is then given by
Ht D
0
BBBBBB@
exp

h1t

0 0 0 0 0
0 exp

h2t

0 0 0 0
0 0 exp

h3t

0 0 0
0 0 0 exp

h4t

0 0
0 0 0 0 exp

h5t

0
0 0 0 0 0 exp

h6t

1
CCCCCCA
:
(3)
The structure of the A matrix is chosen by the econometrician to model the
contemporaneous relationship amongst the reduced-form shocks. We discuss our
choice of the structure of the A matrix in Section 3.2.
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4 Journal of the European Economic Association
The transition equation for the stochastic volatility is given by
Qht D ˛ C  Qht1 C t ; t  N.0;Q/; E

et ; t
 D 0; (4)
where ˛ is a vector of constants and  is a diagonal matrix implying that each element
of Qht follows an AR(1) process. There are two noteworthy features about the complete
system defined by equations (1), (2), and (4). First, equation (1) allows the volatility
of the structural shocks Qht to have an impact on the endogenous variables Zt . In our
specification the log volatility enters the VAR equations rather than its level. This is
primarily because the level of the volatility is sensitive to scaling of the endogenous
variables which can sometimes result in computational instability. Second, note that
the structure of the matrix A in equation (2) determines the interpretation of structural
shocks and hence their volatility Ht : In the previous six-variable example with Zt
containing US GDP, US CPI, the federal funds rate, UK GDP, UK CPI, and Bank
Rate (in that order), a lower triangular structure for At would imply that one could
interpret h1t as the log volatility of the shock to US real activity, where this shock
is identified via the assumption that UK shocks have no contemporaneous impact on
US real activity. The ability to place an economic interpretation on some or all of
the shocks is important as it allows the model to tackle the analysis of the impact of
volatility in a theoretically consistent manner.
Note that equation (4) makes the simplifying assumption that the shocks to the
volatility equation t and the observation equation et are uncorrelated and Q is a
diagonal matrix. With these assumptions in place, one can interpret an innovation in
t as a shock to volatility of the structural shock of interest and then calculate the
response of ht and Zt . On the other hand, if these assumptions are relaxed, further
identifying restrictions are required to distinguish amongst the volatility shocks and
to separate the innovation to the volatility from the innovation to the level. Note that
in this more general scenario (i.e., with a full covariance matrix amongst the volatility
and level innovations), identification of the volatility shocks is substantially more
involved. In particular, there is no simple way to assign elements of Qht to a particular
structural shock (as done in the previously proposed model) and the researcher has to
take a stand on the restrictions to place on the contemporaneous relationships amongst
the volatilities. In contrast, the assumptions in equation (4) allow the use of standard
identification schemes (that apply to the contemporaneous relationships amongst the
level of the reduced-form shocks rather than their volatility). To retain this ease of
interpretation of Qht we incorporate the assumption of a diagonal Q and no correlation
between et and t in the benchmark empirical model.
The time series model considered in this section may be seen as a simplification of
the reduced-form version of a small open-economy DSGE model with stochastic
volatility. The studies of Fernandez-Villaverde et al. (2011a,b) and Fernandez-
Villaverde and Rubio-Ramirez (2010) argue that in order to study the effects of
volatility on a DSGE economy we are required to approximate agents’ decision rule
at least up to the third order. This approximation of the DSGE model expresses the
endogenous variables as functions of the volatility shocks. In our empirical model, this
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Mumtaz and Theodoridis The International Transmission of Volatility Shocks 5
relationship is summarized by matrices j . Note however, that the mapping from the
theoretical to empirical model is not one to one, as there are several nonlinear terms in
the third-order approximation that are not included in equation (1). However, the time
series model appears rich enough to capture the macroeconomic aggregates responses
to uncertainty perturbations. We show in the Online Appendix that when the VAR is
estimated on data generated from a nonlinear DSGE model, the VAR estimates of the
impulse response to a volatility shock match the underlying DSGE responses quite
closely.
The previously proposed model is related to a number of recent contributions.
For example, the structure of the stochastic volatility model used closely resembles
the formulations used in time-varying VAR models (see Cogley and Sargent 2005;
Primiceri 2005). Our model differs from these studies in that it allows a direct impact
of the volatilities on the level of the endogenous variables. The proposed model can
be thought of as a multivariate extension of the stochastic volatility in mean model
proposed in Koopman and Uspensky (2000) and applied in Berument, Yalcin, and
Yildirim (2009), Kwiatkowski (2010) and Lemoine and Mougin (2010). In addition,
our model has similarities with the stochastic volatility models with leverage studied
in Asai and McAleer (2009) and the nonlinear model proposed in Aruoba, Bocola,
and Schorfheide (2011). However, unlike these contributions, the proposed model is
formulated with the aim of characterizing the dynamic effects of volatility of structural
shocks.
This feature also distinguishes our empirical model from those used in Bloom
(2009), Leduc and Liu (2012) , Colombo (2013), and Alexopoulos and Cohen (2009).
These papers estimate VARs augmented with measures of economic uncertainty that
are calculated independently of the empirical model. Examples of such measures
include estimates of stock market volatility (Bloom 2009; Leduc and Liu 2012) and an
economic uncertainty series based on textual analysis (Alexopoulos and Cohen 2009).
The volatility measures used in these VARs are by construction more general than
the stochastic volatility associated with an orthogonalized shock to an endogenous
variable in the empirical model. In other words, the empirical model used in this
paper focuses on the impact of innovations to the volatility of structural shocks
of interest rather than attempting to analyze the effect of an increase in economic
uncertainty.
3. Estimation
3.1. The Gibbs Sampling Algorithm
The nonlinear state-space model consisting of the observation equation (1) and
transition equation (4) is estimated using a Gibbs sampling algorithm. The Online
Appendix presents details of the priors and the conditional posterior distributions
while a summary of the algorithm is presented in what follows.
The Gibbs sampling algorithm proceeds in the following steps:
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6 Journal of the European Economic Association
1. Conditional on a draw for the stochastic volatility Qht , and the matrix A; equation (1)
represents a VAR model where the disturbances are heteroskedastic and correlated
with the regressors Qht (if the contemporaneous value of Qht is included in the right-
hand side of equation (1)). However, conditional on Qht , and the matrix A, the
form of heteroskedasticity and this correlation is known and can be removed via
a simple GLS transformation of the model. Once this is done, standard results for
conditional posterior distribution of the VAR coefficients apply to  D Œc; ˇ; :
Note that we use rejection sampling to impose stability on the VAR coefficients.
2. Conditional on a draw for Qht and  , and assuming a lower triangular structure for
A, the elements of this matrix can be drawn using methods for linear regression
models that describe the relationship amongst the elements of the residual matrix
vit D 1=2t eit as shown in Cogley and Sargent (2005). Conditional on Qht , the
constants ˛i , autoregressive parameters i , and variances Qi can be drawn using
standard results for linear regressions.
3. Conditional on ;A; i , and Qi , the stochastic volatilities are simulated using a
date by date independence Metropolis step as described in Cogley and Sargent
(2005) and Jacquier, Polson, and Rossi (1994) (see also Carlin, Polson, and Stoffer
1992).
We use 100,000 replications and base our inference on the last 10,000 replications.
The recursive means of the retained draws (see Online Appendix) show little
fluctuation, providing support for convergence of the algorithm.
3.2. Model Specification and the Identification of the Shock to US Real Activity
In our application, the vector of endogenous variables Zt contains quarterly data on
log US GDP, log US CPI, the federal funds rate, log UK GDP, log UK CPI, and the
Bank Rate over the period 1975Q1 to 2011Q3. The US data are obtained from the
FRED database. The FRED codes are as follows: (1) Real GDP: GDPC96, (2) CPI:
CPIAUCSL, (3) Federal Funds rate: FEDFUNDS. UK real GDP is obtained from the
Office for National Statistics (code ABMI). UK CPI and Bank Rate are obtained from
the Bank of England database.
We employ the following benchmark VAR specification:
Zt D c C t C
2X
jD1
ˇjZtj C
1X
jD0
j
Qhtj C 1=2t et : (5)
The structure of the prior on ˇ and the  matrices (described in the Online
Appendix) incorporates a small open-economy assumption for the United Kingdom.
In particular, we incorporate the prior belief that the lagged UK variables and (lagged
and contemporaneous) stochastic volatilities have a negligible impact on the United
States.
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Mumtaz and Theodoridis The International Transmission of Volatility Shocks 7
The lag length of the endogenous variables is set at two, reflecting convention in
studies employing similar VAR models to quarterly data (see for example Cogley and
Sargent 2005; Primiceri 2005). In our benchmark model, the contemporaneous and
the lagged value of Qhit is allowed to affect Zt . Given that we employ quarterly data,
we allow the possibility of an impact of Qht within a three-month period. We show in
the sensitivity analysis that the benchmark results are not affected if longer lags of
volatility are included in the mean equations.
In order to identify the US real activity shock we consider the following recursive
structure for QA D A1:
QA D
0
BBBBBB@
1 0 0 0 0 0
Qa2;1 1 0 0 0 0
Qa3;1 Qa3;2 1 0 0 0
Qa4;1 Qa4;2 Qa4;3 1 0 0
Qa5;1 Qa5;2 Qa5;3 Qa5;4 1 0
Qa6;1 Qa6;2 Qa6;3 Qa6;4 Qa6;5 1
1
CCCCCCA
: (6)
Given the ordering of the endogenous variables (as US GDP, US CPI, the federal funds
rate, UK GDP, UK CPI, and Bank Rate) this structure for QA implies that the first shock is
identified as an exogenous innovation in US real activity. As described in the following
sensitivity analysis, the results do not change substantially when US GDP growth is
ordered second or third within the US block. Note that since the United Kingdom is
ordered after the United States, shocks to the UK economy have no contemporaneous
impact on the United States. This, together with the a priori structure of the lagged
coefficient matrices, implements a small open-economy restriction for the UK.
The structure of QA identifies a shock to US real activity but does not provide
information about the source of the shock. In order to infer the possible source, we
use the nonlinear DSGE model in Section 5. In particular, we use simulations from the
model to analyze the response to an increase in the volatility of this shock and consider
alternative sources of the shock within the model. This approach is in the spirit of
identification via sign restrictions in the sense that we investigate which shocks in
the DSGE model match the VAR responses. However, the caveat of the approach is
that this investigation is done ex post and the DSGE sign restrictions are not imposed
directly on QA.1
1. In our setting, this agnostic approach has a distinct computational advantage. Imposing a full set of
sign restrictions implies a nonrecursive structure for QA which implies that step 2 of the Gibbs sampler
described in Section 3 becomes substantially more involved. Unlike a standard VAR model, QA cannot be
rotated post-estimation to impose sign restrictions. This is because changes to QA have an impact on the
stochastic volatility which in turn affects the VAR coefficients as it enters the VAR equations. Note that
Canova and Forero (2012) present an algorithm to sample the elements of a nonrecursive QA with zero
restrictions in the context of time-varying VAR model.
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8 Journal of the European Economic Association
4. Results
4.1. The Impact of US Real Activity Volatility Shocks on the UK Economy
We first compare the fit of the benchmark model with a standard BVAR with
stochastic volatility—that is, a model where the stochastic volatility does not affect
the endogenous variables. The model comparison is carried out via the Bayesian
deviance information criterion (DIC). Introduced in Spiegelhalter et al. (2002), the
DIC is a generalization of the Akaike information criterion—it penalizes model
complexity while rewarding fit to the data. As described in the Online Appendix,
the DIC can be calculated as DIC D xD C pD where xD measures goodness
of fit and pD approximates model complexity. A model with a lower DIC is
preferred. The restricted model has an estimated model complexity pD equal to
104:22 and its DIC estimate is 549:92. In contrast, the benchmark model has
a higher estimated model complexity with a pD equal to 121:67. However, the
goodness of fit of the benchmark model more than compensates for this increase
in complexity and the estimated DIC equals 857:01. This indicates strong evidence
in favor of the model that allows the volatility of shocks to affect the endogenous
variables.
Figure 1 presents the estimated volatility of the shock to US GDP where this shock
is identified using the recursive structure in equation (6). The volatility of this shock is
highest in the pre-1985 period reaching its peak during the late 1970s. The post-1985
period contains smaller increases at the time of the first Gulf war during the early
1990s, the recession of 2000 and then towards the end of the sample coinciding with
the recent financial crisis. It is interesting to note that this shock volatility displays a
reasonable correlation with the policy uncertainty index proposed in Baker, Bloom,
and Davis (2012), especially over the recent financial crisis.
Figure 2 plots the impulse response (median and the 68% highest posterior density
intervals, HPDI) to a one standard deviation increase in the variance of the US real
activity shock. A one standard deviation shock increases the log volatility of the real
activity shock by around 20%. It is worth noting from Figure 1 that the increase in the
log variance of this shock over the crisis period (2008Q1 to 2009Q1) was approximately
50%.
The shock generates a negative co-movement between GDP and CPI in both
countries. GDP declines in the United States and United Kingdom by about 1% at
the two-year horizon. The magnitude of this decline is similar to that estimated by
Christiano, Motto, and Rostagno (2014) after a one standard deviation increase in
cross-sectional idiosyncratic uncertainty and to the fall in production due to a volatility
shock reported in Bloom (2009). The level of CPI is estimated to increase by about
0.7% at the two-year horizon in both countries two years after the shock with the
implied increase in inflation equaling about 0.1%.
Tables 1 and 2 present the estimated contribution of the US real activity volatility
shock to the forecast error variance (FEV) of the endogenous variables. At short
horizons, the contribution of the volatility shock is small with the maximum share
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FIGURE 1. Standard deviation of shock to the US GDP VAR equation. BBD index refers to the
policy uncertainty measure proposed in Baker, Bloom, and Davis (2012).
TABLE 1. Contribution of US real activity volatility shocks to the forecast error variance of US
variables.
Horizon GDP CPI Federal funds rate
1 Q 0.674 2.316 0.1423
(0.15,2.80) (0.86,4.59) (0.13,0.74)
4 Q 3.901 8.482 0.6954
(0.52,12.65) (4.42,15.16) (0.07,3.65)
8 Q 8.167 15.530 1.8651
(1.37,22.51) (7.44,27.65) (0.22,9.31)
12 Q 11.819 21.590 2.9536
(2.48,29.58) (9.82,37.04) (0.38,13.65)
around 2%. At the two-year horizon, this shock contributes about 10% to GDP of
both countries. In contrast, the contribution of this shock to the federal funds rate and
the bank rate remains negligible. The volatility shock appears to be more important
at longer horizons—its contribution to US GDP FEV is around 12% at the three-year
horizon. Similarly, the shock contributes about 12% to the FEV of UK GDP. These
estimates are similar to those found by Christiano, Motto, and Rostagno (2014) who
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FIGURE 2. Impulse response to a shock to the volatility of US output using the benchmark VAR
model. The impulse responses are expressed in percentage terms.
TABLE 2. Contribution of US real activity volatility shocks to the forecast error variance of UK
variables.
Horizon GDP CPI Policy Rate
1 Q 1.652 0.5563 0.0428
(0.27,4.2) (0.06,2.15) (0.003,0.19)
4 Q 6.335 3.217 0.1927
(1.52,14.07) (0.62,8.86) (0.03,0.78)
8 Q 9.950 6.705 0.5229
(2.22,23.01) (1.61,16.15) (0.10,2.02)
12 Q 11.988 9.728 1.0260
(2.87,27.79) (2.71,22.36) (0.20,3.85)
estimate that unanticipated uncertainty explains about 20% of the variance of US
GDP.2
In summary, these results indicate that innovations to the volatility of the US real
activity shock have important implications for the UK economy. In particular, this
2. In the Online Appendix we present a simple counterfactual experiment that shows that the US volatility
shock was moderately important for GDP fluctuations in the United States and United Kingdom during
the recent financial crisis.
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Mumtaz and Theodoridis The International Transmission of Volatility Shocks 11
shock results in a fall in UK GDP and an increase in UK CPI. The impact on the US
economy is estimated to be similar.
In an extensive sensitivity analysis (see Online Appendix) we show that this result
is robust to various changes in the specification of the benchmark model. In particular,
the same results are obtained if a larger VAR system that includes monetary and
financial variables is used. Similarly, the impulse responses to the US GDP volatility
shock are unaffected by the ordering of US GDP within the US block. Finally, the
results survive the use of different detrending methods and alternative choice of prior
distributions.
4.1.1. Time Variation in the VAR Coefficients. One possible shortcoming of the
model in equation (5) is the fact that the VAR coefficients are fixed over time. In
this section we relax this assumption and extend the model to allow for time-varying
coefficients. In particular we estimate the following specification:
Zt D cS
t
C
PX
jD1
ˇS
t
jZtj C
JX
jD0
j
Qhtj C 1=2t et : (7)
Here St follows a first-order M -state Markov chain with a restricted transition
probability matrix with elements pij D p

St D j jSt1 D i

that are given by
pij > 0 if i D j
pij > 0 if j D i C 1
pMM D 1
pij D 0 otherwise. (8)
In other words, this specification allows for M  1 unknown break points in the
coefficients on the lagged endogenous variables (see Chib 1998). Given our relatively
small sample (and thus the possibility of a small number of observations in each regime)
we limit the maximum number of breaks to 2 in our application.3 The estimated DIC
pD

for the model with two regimes is 629:62 .239:10/ while the estimates for the
model with three regimes are 305:59 .381:10/. Note that the model with two regimes is
strongly preferred over the three-regime alternative. Note also that the DIC of the two
regime model is higher than that of the fixed coefficient benchmark. This difference
is driven by a deterioration in fit and an increase in model complexity once regime
switching is allowed for. This result echoes the conclusions reached in Sims and Zha
(2006) who show (using US data) that once heteroskedastic disturbances are allowed
for, evidence for time variation is limited. Nevertheless it is interesting to examine
3. We use linearly detrended data in the switching model. We show in the Online Appendix that the same
results are obtained using GDP growth and CPI inflation instead. The appendix also describes the extended
Gibbs algorithm for this model.
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FIGURE 3. Results from the regime switching version of the benchmark VAR model. The impulse
responses are expressed in percentage terms.
the results from the two-regime model presented in Figure 3. Note that the estimated
date of regime change is 2001Q1. This break is associated with a striking change in
detrended CPI in both countries with these variables moving below trend after this date
(see Online Appendix). The regime-1 impulse responses shown in the top panel of the
figure closely mimic the benchmark results. GDP falls in both countries in response
to the volatility shock and CPI rises. The magnitude of the decline in GDP is larger in
both countries in regime 2. This possibly reflects the fact that the recent financial crisis
(associated with a large increase in volatility and a large fall in GDP) is contained in
this regime. The dynamics of CPI display more differences vis-a`-vis regime 1. There
is an initial increase in CPI in both countries, but this then reversed in one to two years.
However, in the case of both countries, the HPDIs associated with the regime-2 CPI
response contains 0 over most of the horizon.
Keeping in mind the fact that the fixed-coefficient model is preferred to the regime-
switching model based on the DIC criteria, this change in the response of CPI represents
a mild caveat to the main estimates previously presented.
5. Explaining the Results: A Nonlinear DSGE Model
5.1. The Model
We use a small open-economy DSGE model with stochastic volatility to study the
theoretical plausibility of the results obtained from the SVAR model. In particular,
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TABLE 3. The description and value of the DSGE parameters that have been estimated using
simulated methods of moments.
Parameters Description Value
	d Calvo probability: domestic producer prices 0.75

d Indexation: domestic producer prices 0.21
g STD: government spending shock 0.0020


d
Persistence: domestic prices markup SV shock 0.98


w
Persistence: wages markup SV shock 0.99

 
Persistence: labor supply SV shock 0.99

z
Persistence: productivity SV shock 0.99

d
Persistence: preference SV shock 0.97

g
Persistence: government spending SV shock 0.96


d
STD: domestic prices markup SV shock 0.060


w
STD: wages markup SV shock 0.062

 
STD: labor supply SV shock 0.070

z
STD: productivity SV shock 0.065

d
STD: preference SV shock 0.085

g
STD: government spending SV shock 0.065
we examine which volatility shocks in the DSGE model can generate a negative co-
movement between output and inflation as suggested by the VAR results previously
described.
The structural model used in this study is a simplified version of the model
developed by Adolfson et al. (2007). Our specification does not contain capital
dynamics and, instead of assuming exogenous driving processes for all foreign
variables (Justiniano and Preston 2010b; Adolfson et al. 2007), we explicitly model
the foreign economy (Bauerle and Menz 2008; Justiniano and Preston 2010a).4The
model is described in detail in the longer online version of the paper. Here we provide
a summary of the key features and present the key equations in Tables 2 and 3
in the online appendix. Following Christiano, Eichenbaum, and Evans (2005) and
Smets and Wouters (2007) both domestic and foreign economies are characterized by
a number of nominal and real frictions such as sticky prices, sticky wages, working
capital—firms borrow money from a financial intermediate to finance part of their wage
bill—and habit persistence. Moreover, both economies are populated by a continuum
of infinitely lived households that consume and supply labor. Domestic and foreign
households have monopoly power over their labor and they set wages based on Calvo
4. We abstract from capital to make our model parsimonious and computationally tractable. In Section 7
of the Online Appendix we illustrate that the results are robust when capital is added to the model in a
simple manner.
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type staggered pricing contracts and backward indexation rules. Domestic households
can invest in either domestic or foreign one-period bonds, while foreign agents are
restricted from holding domestic bonds. The interest rates on both domestic foreign
bonds are subject to risk-premia, which are functions of the net foreign asset position
and lagged deviations from the uncovered interest rate parity.
On the supply side of the economy, there is a continuum of monopolistically
competitive firms producing a variety of domestic goods used for the production of the
final good, which can be either consumed domestically by agents or the government
or—in the domestic economy—be exported. There is also a monopolistically
competitive retail sector, which consists of firms that buy a homogeneous good in
the world market that it is turned into a differentiated consumption good. All sectors
are assumed to follow Calvo staggered pricing schemes and backward indexation rules.
Monetary authorities in both countries adjust their instruments—short-term interest
rates—based on a Taylor type policy rule. Additionally, we assume that domestic
authorities respond to real exchange variations to reduce the stabilization trade-
off between inflation and output caused by incomplete pass-through (see Gali and
Monacelli 2005). The foreign economy is subject to six heteroskedastic disturbances
(government spending, consumption preference, labor supply, price markup, wage
markup, and productivity), while the domestic economy is affected by seven
heteroskedastic shocks (government spending, consumption preference, labor supply,
domestic price markup, import price markup, export price markup, wage markup, and
productivity).
5.2. Calibration
In order to ensure that the structural model displays features of the actual data we select
the parameters of the foreign stochastic volatility processes (government spending,
consumption preference, labor supply, price markup, wage markup, and productivity),
the parameters of the foreign price Phillips curve and the standard deviation of the
government spending (level) shock to match the standard deviation and the first-order
auto-correlation of the linear detrended US GDP, US CPI, and the Federal Funds rate
via a simulated methods of moments (SMM) exercise. Since our focus is on the impact
of foreign shocks on the domestic economy, we “switch off” domestic shocks in the
SMM optimization and use just the foreign economy block of the model to match the
US data moments. This simplification reduces the computer memory requirements for
this exercise and makes the SMM minimization feasible in a reasonable length of time.
The moments presented in Table 4 show that the DSGE model does a fairly good job
at matching the data moments.5
The remaining parameters are calibrated using values from existing studies. Details
of the calibration are presented in Section 6 of the Online Appendix.
5. The exact simulation steps to produce Table 4 are discussed in Section 5 of the Online Appendix. All
the calculations have been implemented using Dynare 4.4.0 and the codes are available online.
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TABLE 4. Second moments in the model and the data. STD refers to standard deviation, while AR(1)
is the first-order partial autocorrelation.
Model Data
Variables STD AR(1) STD AR(1)
US GDP 3.157 0.993 3.365 0.966
US inflation 0.822 0.936 0.774 0.742
US policy rate 0.846 0.962 0.776 0.949
UK GDP 0.703 0.976 3.757 0.967
UK inflation 0.357 0.958 1.271 0.818
UK policy rate 0.727 0.990 0.801 0.944
5.3. Solution
The model is solved using third-order perturbation methods (see Judd 1998) since for
any order below three, stochastic volatility shocks (our main objects of interest) do
not enter into the decision rule as independent components. One difficulty of using
these higher-order solution techniques is that paths simulated by the approximated
policy function often explode. As explained by Kim et al. (2008), regular perturbation
approximations are polynomials that have multiple steady states and can yield
unbounded solutions. In other words, this approximation is valid only locally, and
along the simulation path we may enter into a region where its validity is not preserved
anymore.
To avoid this problem Kim et al. (2008) suggest to “prune” all those terms that
have an order that is higher than the approximation order, while Andreasen, Fernandez-
Villaverde, and Rubio-Ramirez (2013) show how this logic can be applied to any order.
Although there are studies that question the legitimacy of this approach (see Haan and
Wind 2010), it has by now been widely accepted as the only reliable way to get the
solution of nth-order approximated DSGE model (where n > 1).
Finally, we follow Fernandez-Villaverde et al. (2011b) and generate the responses
of model variables to stochastic volatility shocks using generalized impulse responses
developed by Koop, Pesaran, and Potter (1996). The exact details of this simulation
are described in Section 5 of the Online Appendix.
5.4. Impulse Response Analysis
5.4.1. Supply Uncertainty Shocks. The first exercise examines how agents in both
economies respond to foreign (US) supply type uncertainty shocks. Stochastic volatility
shocks increase the uncertainty of foreign level supply shocks by 20%. Figure 4
illustrates agents’ optimal responses to (i) productivity uncertainty shocks (red solid
line), (ii) wage markup and productivity uncertainty shocks (black dashed-dotted line),
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FIGURE 4. The response to supply type uncertainty shocks in the DSGE model. Uncertainty shocks
increase supply shock volatility by 20%. The impulse responses are expressed in percentage terms.
(iii) wage markup, productivity and labor supply uncertainty shocks (dark blue dashed
line), and (iv) to wage markup, productivity, labor supply, and price markup uncertainty
shocks (purple diamonds).
There is no doubt that these shock have a large effect on the economy, with
the productivity uncertainty shock having the largest effect. Foreign output falls
persistently below its steady state by almost 0:4% and it does not recover even ten years
after the shock. The magnitude of the decline in GDP is smaller than the VAR estimate.
This possibly reflects the fact that the DSGE model does not include features such as
financial/banking frictions and thus does not contain mechanisms such as the financial
accelerator. Foreign inflation rises by almost 0:1% above the target and stays elevated
for more than 40 quarters. Another interesting observation is that the maximum impact
of the shock takes place three years later.
The effects on the domestic economy are of similar order. Domestic GDP contracts
by almost 0:1% while home inflation rises by 0:05%. Recession and “stagflation” are
also the key features of the VAR responses of UK GDP and inflation, making the
supply stochastic volatility shocks a candidate structural interpretation of the empirical
evidence. In contrast, as described in what follows, demand stochastic volatility shocks
have a negligible impact on the two economies.
Foreign Economy. Consider the transmission mechanism underlying these results.
Foreign agents are risk averse and respond to higher uncertainty by decreasing
consumption and increasing savings, which leads to a reduction in foreign GDP.
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Although demand contracts, inflation increases because the (real) marginal cost rises
due to higher (real) wage (see Figure 4). In our model we assume that wage and
price decisions are staggered a` la Calvo (Calvo 1983) and this creates wage and price
dispersion. As explained in Ascari and Rossi (2012), Ascari and Sbordone (2013) and
Schmitt-Grohe and Uribe (2007), in the Calvo model the cost of nominal rigidities
(wage and price dispersion) creates a wedge between aggregate hours and aggregate
output, making aggregate production less efficient (see market clearing condition in
Table 3 in the Online Appendix). As we see in what follows, the higher the dispersion
of prices and wages, the higher is the labor input needed to produce a given amount of
aggregate output. Then it follows from the labor supply curve that, for any given level
of output, price and wage dispersion increases the equilibrium real wage and hence
the marginal cost of the firms.
To see this, consider the price that maximizes the expected profits of the firms that
are allowed to reset prices:
p
new;
t D dt
Et
1X
jD0

ˇ	d
j tCj
t


dt

dt
1
tCj mc

tCjydtCj
Et
1X
jD0

ˇ	d
j tCj
t

1

dt
1
tCj y
d
tCj
: (9)
Here for reasons of simplicity and without loss of generality we ignore indexation.
Note that 
dt
denotes the foreign price markup shock, ˇ is the preference discount
factor, 	
d
is the probability of resetting foreign prices, t stands for the foreign
marginal utility of consumption, mct is used to denote foreign marginal cost, t is
foreign inflation and, finally, ydt is foreign output.
The numerator in equation (9) is the present discounted value of future marginal
costs, while the denominator can be interpreted as the present discounted value of
marginal revenues for a unit change in the optimal reset price. Future expected inflation
rates enter both the numerator and the denominator, affecting the relative weights on
future variables. The intuition behind this is simple. Firms are aware that they may be
stuck with the price set in the current period while inflation will reduce their markup
as time progresses. They, therefore, discount future marginal costs taking into account
future expected inflation rates. From equation (9) it is clear that the higher these future
expected inflation rates, the higher the relative weights on expected future marginal
costs, implying that firms become more forward-looking and place more weight on
the future economic conditions than current ones. In other words, uncertainty becomes
more important. From equation (9) we also see that firms place more weight on the
marginal cost .
dt
/=.
dt
 1/ as compared to the marginal revenue 1=.
dt
 1/.6
Thus an increase in uncertainty increases wage and price dispersion and that leads to
higher marginal costs via the labor supply schedule. The higher weight attached to
6. As explained in Ascari and Sbordone (2013) and Schmitt-Grohe and Uribe (2007) this reflects the
different elasticity of marginal costs and of marginal revenues to a change in the relative price on the
expected profits.
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the marginal cost offsets the effects from the lower demand and causes pnew;t and,
consequently, inflation to rise.7
It remains, therefore, to show how an increase in uncertainty leads to higher pnew;t .
We do that in two steps, first we identify the mapping between wage/price dispersion
and marginal cost. Next we discuss how higher uncertainty is associated with higher
wage/price dispersion. Let us consider the market clearing condition (see Table 3 in
the Online Appendix)
ydt D
zt hdt

p
t
D z

t h

t

p
t 
w
t
; (10)
where pt and wt are measures of the price and wage dispersion respectively. As
shown by Schmitt-Grohe and Uribe (2007), pt > 1 and wt > 1. It is clear from
the right-hand side of expression (10) that the higher the dispersion of prices and
wages is, the higher is the labor input needed to produce a given amount of aggregate
output. This translates into a higher equilibrium real wage (via the labor supply curve
as agents dislike labor and demand higher compensation for the additional input) and,
consequently, marginal cost and inflation. As shown in Figure 4, as the uncertainty
of supply shocks increases wage and price dispersion rises leading to a higher wage,
marginal cost and, finally, inflation. The policy rate rises in response to higher inflation
and that causes the foreign GDP to contract further.
Domestic Economy. Domestic households and firms act in a manner that is similar
to their foreign counterparts when they form decisions about consumption and prices,
respectively. The persistent exchange rate depreciation leads to a series of trade
surpluses that result in a higher stock of foreign debt. This echoes the discussion
of Benigno, Benigno, and Nistico (2011) who argue that when the exchange rate is
expected to depreciate, then investing in foreign bonds is a good strategy as it offers
a better return when it is actually required. In other words, the depreciation of the
exchange rate more than offsets the fall in the price of foreign assets and it generates
a positive valuation effect. In this case an increase in the net foreign asset position
“shields” the domestic economy from the consequences of the foreign uncertainty
shock.
Although the foreign demand falls, exports increase due to the persistent exchange
rate depreciation and that offsets some of the fall in the domestic GDP. The exchange
rate depreciation induces import price inflation to rise and that puts further upward
pressure on CPI inflation. Again the policy rate increases in response to higher inflation
and that has an adverse effect on domestic GDP.
Demand Stochastic Volatility Shocks. In the Online Appendix we show what happens
to both foreign and domestic economies when the uncertainty of US discount factor—
ˇ—and government spending shocks rise by 20% (Figure 19). Interestingly, demand
7. As shown in Figure 3, there is weak empirical evidence that this transmission channel may be smaller
in the later part of the sample, with US inflation falling in response to the volatility shock. Note, however,
that this empirical model is rejected by the data.
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Mumtaz and Theodoridis The International Transmission of Volatility Shocks 19
stochastic volatility shocks do not seem to have a significant impact on the economy
when compared to supply uncertainty shock that we studied earlier. The impact of these
shocks is about two or three orders of magnitude smaller than the supply uncertainty
shocks.
This difference arises because of the following reason: a demand level shock
moves output and inflation in the same direction and as a consequence the policy
maker can easily offset the impact of this shock. For instance, a negative demand
shock that lowers output also decreases inflation. Economic agents are less concerned
about uncertainty regarding this shock as they are aware that monetary authorities will
follow an expansionary policy to restore both output and inflation. Note that supply
level shocks move output and inflation in different directions. Higher uncertainty
regarding the realization of supply shocks implies that agents are less certain about
the “support” they can receive from the monetary authority (in the face of negative
shocks) and as a consequence the precautionary savings mechanisms are employed
more intensively.
5.4.2. Discussion. The simulations reported previously represent fairly strong
evidence in favor of the hypothesis that the real activity uncertainty shocks identified
in our VAR model are consistent with uncertainty about supply type shocks in the
DSGE model. As shown in the Online Appendix, the same results are obtained in a
version of this model where (a) firms do not face working capital frictions or (b) we
use a different risk premium function. In contrast, when we allow wages to adjust
freely, then the impact of the foreign supply uncertainty shock is significantly smaller
(see Figure 20 in the Online Appendix). This suggests that wage dispersion is more
distortionary than price dispersion. In other words, frictions in the labor market are key
drivers of the impact of the uncertainty shocks in our nonlinear DSGE model. Note
that the analysis in Christiano, Eichenbaum, and Evans (2005), Smets and Wouters
(2007) and Justiniano, Primiceri, and Tambalotti (2010) demonstrates convincingly
that labor market frictions are needed in DSGE models in order to match the time
series properties of wages in the US economy. Similarly, Harrison and Oomen (2010)
present evidence on the importance of labor market frictions for the UK economy.
The model simulation results indicate that uncertainty can lead to large periods of
stagflation, supporting the conclusions reached in Fernandez-Villaverde et al. (2011b)
and Born and Pfeifer (2013). These papers provide further support for our argument that
shocks that generate marginal cost uncertainty have the largest impact on the economy.
Note, however, that from a quantitative point of view the impact of uncertainty in our
model is larger than that reported by Born and Pfeifer (2013). This reflects the fact
that Born and Pfeifer (2013) allow wages in their model to adjust freely—a strong
assumption in the light of the results in Smets and Wouters (2007) and related papers.
Leduc and Liu (2012), instead, highlight the aggregate demand channel of
uncertainty shock transmission and argue that when a DSGE model with price
stickiness is augmented by search frictions, the demand effects of uncertainty are
amplified. In contrast, the DSGE analysis in Basu and Bundick (2012) provides support
for the idea that demand uncertainty shocks may have small effects. Basu and Bundick
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(2012) argue that uncertainty shocks have large effects when the monetary authority is
constrained and cannot follow expansionary policy to unwind the impact of the shock.
This is precisely the mechanism that leads to supply type uncertainty shocks having
large effects in our modeling framework.
6. Conclusion
This paper investigates the international transmission of US real activity uncertainty
shocks to the UK economy. To do this, we develop an open-economy structural VAR
model that allows the volatility of US real activity shocks to be time varying and to
have an impact on the endogenous variables. Innovations to US real activity shock
uncertainty in the VAR model result in an increase in US and UK inflation and a fall
in US and UK output.
We then use a nonlinear open-economy DSGE model to try and distinguish between
different structural uncertainty shocks that are consistent with these empirical results.
In particular, we consider an increase in foreign supply shock uncertainty and foreign
demand shock uncertainty, respectively. We find that the sign and magnitude of the
VAR responses are consistent with the supply uncertainty shocks. These shocks lead to
higher inflation in both economies through higher marginal costs and to lower output
due to precautionary savings.
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