Abstract-We investigate the problem of continuous-time causal estimation under a minimax criterion. Let X T = {X t , 0 ≤ t ≤ T } be governed by the probability law P θ from a class of possible laws indexed by θ ∈ , and Y T be the noise corrupted observations of X T available to the estimator. We characterize the estimator minimizing the worst case regret, where regret is the difference between the causal estimation loss of the estimator and that of the optimum estimator. One of the main contributions of this paper is characterizing the minimax estimator, showing that it is in fact a Bayesian estimator. We then relate minimax regret to the channel capacity when the channel is either Gaussian or Poisson. In this case, we characterize the minimax regret and the minimax estimator more explicitly. If we further assume that the uncertainty set consists of deterministic signals, the worst case regret is exactly equal to the corresponding channel capacity, namely the maximal mutual information attainable across the channel among all possible distributions on the uncertainty set of signals. The corresponding minimax estimator is the Bayesian estimator assuming the capacity-achieving prior. Using this relation, we also show that the capacity achieving prior coincides with the least favorable input. In addition, we show that this minimax estimator is not only minimizing the worst case regret, but also essentially minimizing regret for most of the other sources in the uncertainty set. We present a couple of examples for the construction of a minimax filter via an approximation of the associated capacity achieving distribution.
I. INTRODUCTION

R
ECENT work on relations between information and estimation has shown fundamental links between the causal estimation error and information theoretic quantities. In [1] , Duncan showed that causal estimation error of an additive white Gaussian noise (AWGN) corrupted signal is equal to the mutual information between the input and output processes divided by the signal-to-noise ratio. In [2] , Weissman extended the result to the case of mismatched estimation, where the estimator assumes that the input signal is governed by a law Q while its true law is P. In this case, the cost of mismatch, which is half the difference between the mismatched causal estimation error and the optimum (non-mismatched) causal estimation error, is given by the relative entropy between the laws of output processes when the input processes have laws P and Q, respectively. In [3] , Atar and Weissman showed that parallel information-estimation relations exist in the Poisson channel for both mismatched and non-mismatched settings.
In this paper, we investigate the continuous-time causal estimation problem. We assume that the input process is governed by a probability law from a known uncertainty class P although the estimator does not know the true law. In particular, suppose that the input process is governed by a law P θ ∈ P, where θ ∈ and is the uncertainty set known to the decoder. In this setting, it is natural to consider the minimax estimator which minimizes the worst case regret, where regret is defined as the difference between the causal estimation error of the estimator and that of the optimum estimator. If there is a minimum achieving estimator, we will call it a minimax estimator or minimax filter. One of the main contributions of this paper is characterizing the minimax estimator, showing that it is in fact a Bayesian estimator under the distribution which is the capacity-achieving mixture of distributions associated with the channel whose input is a source in the uncertainty set.
We can find similar arguments in classical universal source coding theory. In universal source coding theory, the encoder only knows that the source is governed by some law from an uncertainty set. The goal is to construct the universal code that minimizes the gap between its expected code length and that under the optimum encoding strategy for the true law. Redundancy capacity theory [4] tells us that the minimum of the worst case redundancy (minimax redundancy) coincides with the maximum mutual information between input and output of the channel whose input is a choice of a law from the uncertainty set and whose output is a realization of that law.
Using these ideas, we show similar results for our causal estimation problem. If the channel is either Gaussian or Poisson, we can combine the results of mismatched estimation and the above redundancy capacity theorem in order to relate the minimax regret to the corresponding channel capacity. Indeed, the minimax regret turns out to equal to the maximum mutual information between the input index and the corresponding output which we shall refer to as regret capacity. Moreover, the minimax filter is Bayesian with respect to the same prior that achieves maximum mutual information. Therefore, if we know the distribution that maximizes mutual 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
information, we can induce the minimax estimator. Further, we shall see that if the class of measures P is a set of deterministic signals, this mutual information reduces to the mutual information between input and output processes X T and Y T . This allows us to harness well known results from channel coding to characterize and construct the minimax filter.
The relation between the capacity achieving prior and the minimax filter gives us a new link between estimation and information which is the probability law over input signals that results in the worst causal mean loss. In particular, using the regret-capacity theorem, we show that the capacity achieving prior coincides with the least favorable input.
Since the goal in minimax estimation is to minimize the worst case regret, one may argue that the minimax estimator might not be a good estimator for many other sources in the class. However, in universal source coding theory, Merhav and Feder [5] showed that the minimax encoder works well for "most" distributions in the uncertainty set, where "most" is measured with respect to the capacity-achieving prior which is argued to be the "right" prior. Indeed, the framework of [5] strengthened and generalized the results of this nature that were established for parametric uncertainty sets by Rissanen in [6] . We apply this idea to our minimax estimation setting. These results imply that the minimax estimator not only minimizes the worst case error, but does essentially at least as well as any other estimator for most sources.
Our results for the Gaussian and the Poisson channel carry over to accommodate the presence of feedback. In this paper, feedback means that the input process at time t, X t , is also affected by previous outputs {Y s : 0 ≤ s < t}. We show that all the theorems are still valid in this case by substituting mutual information with directed information.
The rest of the paper is organized as follows. Section II describes the concrete problem setting. In Section III, we present and discuss the main results. Relation between the capacity achieving prior and the least favorable input is presented in Section IV. Section V provides proofs of the theorems. In Sections VI and VII, we provide examples of experiments with simulated signals. We conclude with a summary in Section VIII.
II. PROBLEM SETTING
Let the right-continuous input process X T = {X t , 0 ≤ t ≤ T } be governed by the probability law P θ from some class of possible laws indexed by θ ∈ . Throughout the paper, we will assume that the collection of laws P = {P θ : θ ∈ } is tight. P and are uncertainty sets known to the estimator. Let Y T be the noise corrupted observations of X T , and therefore the probability law of Y T also depends on the specific θ ∈ . However, we assume that the noise corruption mechanism P Y T |X T is fixed and known to the decoder. Denote the input and reconstruction alphabets by X andX , respectively. In other words, X t ∈ X andX t ∈X , where both X and X are closed subsets of R. Let the measurable 1 l(·, ·) :
1 From this point on we tacitly assume measurability of all functions introduced.
X ×X → [0, ∞) be a given loss function. For simplicity and transparency of our arguments, we assume that l(·, ·) satisfies the following properties:
variables X on X . The squared error loss function and the natural loss function l(x,x) = x log(
) − x +x, introduced in [3] , are examples of loss functions satisfying these properties. Note that all Bregman loss functions satisfy (P2). Moreover, if E[X] is a unique minimizer of E[l(X,x)] for all random variables X (i.e., (P2) with uniqueness), then l(·, ·) is a Bregman loss function (up to an additive constant) [7] . However, Bregman loss functions are not convex in the second argument in general.
Define the causal estimatorX t (·) as a function of the output process up to time t, i.e., Y t = {Y s , 0 ≤ s ≤ t} and also define the causal mean loss associated with the filterX
where
III. MAIN RESULTS
A. Minimax Causal Estimation Criterion
If the estimator knows the true law P θ , property (P2) implies that the optimum filter will be the Bayesian estimator with respect to the law P θ , i.e., the estimate at time t will be E P θ [X t |Y t ]. However, since the estimator does not know the true law P θ , the estimator can be optimized for law Q (while the active law remains P θ ). Then the estimator is the Bayesian estimatorX Bayes Q , whereX 
The corresponding mismatched causal mean loss will be
We can treat cml(θ,X Bayes P θ ) as our benchmark since it minimizes the causal mean loss when the P θ is exactly known. Therefore, we define regret of the filterX when the active source is P θ by
B. Statement of Results
Theorem 1: Suppose there exists some reference symbol
Let Q denote the convex hull of the closure of the uncertainty set P, i.e., Q = conv(cl({P θ ; θ ∈ })). Let l(·, ·) be a loss function with properties (P1) and (P2). Then, the minimax estimator is a Bayesian estimator, i.e.,
Consider the following two canonical continuous-time channel models which define the conditional law P Y T |X T .
1) Gaussian Channel:
Suppose that under all P θ ∈ P, the output process Y T is the AWGN corrupted version of X T , i.e.,
where W T is a standard Brownian motion independent of X T . We consider half the squared loss function which is l(x,x) = 1 2 (x −x) 2 , where we introduce the factor 1/2 to streamline the exposition that follows.
2) Poisson Channel: Suppose that under all P θ ∈ P, the output Y T is a non-homogeneous Poisson process with intensity X T , where X T is a nonnegative stochastic process. As in [3] , we employ the natural loss function l(x,x) = x log(x/x) − x +x. This loss function is a natural choice for the Poisson channel, see [3, Lemma 2.1].
Let define a virtual channel which takes θ ∈ as an input. The corresponding output of the virtual channel is Y T which is a realization of the output process when the input has law P θ . Then the capacity of the virtual channel is sup w∈μ( ) I ( ; Y T ) where is a random variable that takes a value from and μ( ) denotes the class of all probability measures on the set . We are now ready to state our main results. 
for all θ ∈ with the possible exception of points in a subset B ⊂ , where
Consider the case of the presence of feedback where X t is also affected by previous output {Y s : 0 ≤ s < t}. More precisely, X t can be viewed as a function of Y t −δ and U for some δ > 0 where U is an additional randomness independent of all other processes. Let P be a class of joint laws of (X T , Y T ) and be a set of indices of laws. Let the definition of minimax( ) and R(θ,X Bayes Q ) remain the same. Then, the following theorem tells us that all the above results hold essentially verbatim, i.e., Theorem 5 (Presence of Feedback):
Moreover, if the setting is either Gaussian or Poisson, then
is the directed information from X T to Y T , as introduced in [8] . Directed information in continuous-time is also precisely defined in Section V-A.2.
C. Discussion
Theorem 1 implies that the minimax filter is a Bayesian filter under some law Q. Furthermore, this minimax optimal Q is a mixture of P θ 's. Therefore, in order to find the minimax filter, it is enough to restrict the search space to that of Bayesian filters. This is equivalent to finding an optimum prior Q * , or optimum weights w * over laws {P θ }. Note that we have not assumed anything on the statistics of the input and output processes but only the aforementioned properties of the loss function l(·, ·).
If we assume that the noise corruption mechanism is either Gaussian or Poisson, Theorem 2 implies that the minimax regret coincides with the capacity of the virtual channel. We present the parallel results from universal coding in Section V-A.1. Furthermore, Theorem 3 provides a prescription for such a filter in cases. Note that the mutual information
where the first term is the mutual information between input and output when the input distribution is Q = θ P θ w(dθ). If the uncertainty set is a class of deterministic laws (e.g., each θ corresponds to a Dirac measure concentrated at some signal x T that satisfies the input constraints of the channel) then the right hand side of (2) boils down to a supremum over all distributions on the set of allowable channel inputs, i.e.,
where Q = conv(cl(P)). (3) follows because X T is deterministic given , and therefore
Note that the right hand side of (3) is the capacity of the channel whose input is constrained to lie in the uncertainty set of signals. Moreover, letting Q * denote the capacity achieving distribution, the minimax estimator is the Bayesian estimator with respect to the law Q * . More interestingly, Q * turns out to coincide with the classical notion of the least favorable prior from estimation theory. We establish this connection in Section IV. These results show the strong relation between minimax estimation and channel coding problems. In Theorem 4, we can see that the minimax estimator minimizes not only the worst case regret, but also regret for most θ ∈ , under distribution w * . See [4] for a discussion of the significance and implications of this result. For example, it implies that when is a compact subset of R k and the parametrization of the input distributions P θ is sufficiently smooth, the minimax filter is essentially optimum not only in the worst case sense for which it was optimized, but in fact on "most" of the sources over all possible filters. Note that we are not restricting filters to be Bayesian. "Most" here means that the Lebesgue measure of the set of parameters indexing sources is vanishing, as the value of minimax( ) grows without bound. It is often the case that minimax( ) is growing without bound as T increases. For example, if the uncertainty set consists of a set that constrains the possible underlying signals rather than their laws, we have seen that minimax( ) is equal to T times the channel capacity, which is growing linearly with T .
Theorem 5 implies that the above result can be extended to the case where feedback exists. Similar to (3), if P is a class of deterministic laws, i.e, X t is a function of θ and previous outputs, then,
Recall, this is T times the channel capacity in the presence of feedback. Again, if we can find the capacity achieving scheme, it will give us the minimax filter.
IV. LEAST FAVORABLE INPUT
In Section III, we saw a relation between the capacity achieving prior for a virtual channel, and the minimax estimator. More precisely, the minimax estimator is the Bayesian estimator with respect to law Q * , where Q * is the capacity achieving prior. In this section, we will show that Q * coincides with the "least favorable prior" from estimation theory. This is another interesting relation between information and estimation theory.
A. Notation and Definitions
Suppose S is a class of possible input signals with corresponding index class , i.e., S = { f θ } θ∈ . The input process X t is equal to f θ (t) for some θ ∈ which is unknown to the filter. Instead of the minimax criterion that we discussed thus far, we can consider the same problem in a Bayesian setting, namely where the input signal {X t , 0 ≤ t ≤ T } is governed by a probability law defined on S where estimator knows the true distribution of the source. We also assume that the channel is either Gaussian or Poisson. Define average loss, where the input prior is Q and the estimator employs the optimum Bayesian filter
The goal is to find the least favorable input distribution Q ∈ μ(S) which causes the greatest average loss (rather than regret). We refer to [9, Ch. 5] for a similar concept in point estimation theory. More formally, we define the least favorable prior as follows. Definition 1: A prior distribution Q * is least favorable if r Q * ≥ r Q for all prior distributions Q.
We define P θ to be a deterministic measure such that P θ (X t = f θ (t) for all 0 ≤ t ≤ T ) = 1 and consider the corresponding minimax estimation problem. Note that cml(θ,X Bayes P θ ) = 0, since the input process is deterministic under P θ , and therefore
In this setting, the minimax estimator can be viewed as an achiever of minX sup θ∈ cml(θ,X). We already showed in (3) that the minimax estimator is the Bayesian estimator with respect to Q * where Q * is a capacity achieving prior.
B. Relation to the Least Favorable Input
The relation between the minimax estimator and the least favorable input is characterized in the following theorem.
Theorem 6: Suppose that Q * is a distribution on S such that
This implies
Therefore,X Bayes Q * is a minimax estimator.
2) By assumption, (4) holds with equality only ifX t (Y
This implies the uniqueness of the minimax estimator. 3) For any prior Q,
This implies Q * is least favorable. When l(·, ·) is a Bregman divergence, the minimizer of minx E[l(X,x)] is unique, and thereforeX
is the unique minimax filter.
Theorem 6 provides a sufficient condition for Q * to be least favorable. Using this theorem, we can show that the least favorable input is equal to the capacity achieving prior.
Theorem 7: If Q * is a capacity achieving prior of the channel when the input is restricted to the set S, then Q * is a least favorable input.
Proof: Since our uncertainty set is a collection of deterministic measures, we can apply (3);
Since Q * achieves both the minimum and supremum of min Q∈μ(S) sup θ∈ cml(θ,X Bayes Q ) and sup Q∈μ(S) I (X T ; Y T ), respectively, we can write
where the probability law of X T in (5) is Q * . Line (6) is due to the relation between mutual information and the causal estimation loss. See [1] , [3] for Gaussian and Poisson cases respectively. This result tells us that Q * satisfies the condition of Theorem 6, and therefore the capacity achieving prior Q * is least favorable.
C. Examples
We have shown that the least-favorable prior and the capacity-achieving prior always coincide in continuous-time causal estimation. However, this may not be true in general estimation problem. Consider the problem of minimax estimation of a bounded normal mean. We have a noisy observation On the other hand, consider the corresponding peak power constrained Gaussian channel capacity problem:
I (X; X + Z ).
Sharma and Shamai showed that
δ a achieves capacity for all a ≤ 1.671 ( [11] , [12] ). Therefore the least favorable prior and the capacity achieving distributions do not coincide when 1.05 < a < 1.671. This example shows that the least favorable prior and the capacity achieving distribution do not coincide in general. Now let us examine an analogous but contrasting continuous-time causal estimation problem. Consider the input process X t ≡ x for all 0 ≤ t ≤ T = 1, where x ∈ [−a, a] is a bounded scalar parameter and a > 0. We observe Y T , the output of AWGN channel dY t = X t dt + dW t . In this setting, the least favorable input can be defined by
On the other hand, the corresponding channel capacity problem remains the same, i.e.,
Theorem 7 tells us that the least favorable prior coincides with the capacity achieving prior. Therefore, both the capacity achieving prior and the least favorable prior are Q * =
V. PROOF
A. Preliminaries 1) Redundancy Capacity Theory:
It is worth reviewing some results from universal source coding theory, since the techniques will be useful in proving some of our results. In the context of universal source coding, let x n = (x 1 , . . . , x n ) be a sequence of symbols. Let {P θ : θ ∈ } be a set of probability laws of sequences. Define redundancy by
where L(X n ) is length of codewords for given uniquely decodable (UD) code and H θ (X n ) is an entropy of sequence with respect to P θ . Then, define minimax redundancy as
In [4] , Gallager showed that minimax redundancy is equal to the capacity of the virtual channel, where its input is θ ∈ and output is drawn by probability measure P θ (x n ), i.e., R n = C n where C n = sup w I ( ; X n ) and the supremum is over all priors of random variable on .
Furthermore, the minimum achieving length function L * is related to the supremum achieving weights w * in the following manner:
where Q * = θ∈ P θ w * (dθ). Merhav and Feder [5] proved the strong version of redundancy capacity theorem which is for any length function L of a UD code and every > 0,
for all θ ∈ except for points in a subset B ⊂ where
In (7), the choice of probability measure w * is reasonable because it captures variety in sets (Merhav and Feder [5] ). This theorem implies that L * is not only the minimum of worst case redundancy, but also close to minimum redundancy for most of other sources.
2) Directed Information: Given two random vectors X n and Y n , we can define directed information.
Definition 2 (Discrete-Time Directed Information):
In [8] , Weissman et al. extended this definition to the continuous-time setting, i.e., directed information between two random processes X T and Y T . For given vector t = (t 0 , . . . , t n ) where 0
) and treat X T ,t 0 as a n dimensional vector. Using this notation, we can define the directed information between two random processes.
Definition 3 (Continuous-Time Directed Information):
where the infimum is over all finite dimensional vectors t. We refer to [8] for more on the properties of directed information and its significance in communication and estimation.
B. Proof of Theorem 1
Proof: We denote the class of measures on by μ( ), i.e., w ∈ μ( ) can be viewed as a weight function of each probability distribution in P θ where θ ∈ . Then we have
let P av = P θ w(dθ). Use Fubini's theorem; since there exists some reference symbolx 0 ∈X such that
The remaining proof of
appears at the top of the next page where:
• (10) is because the loss function l satisfies property (P2) (expectation minimizes the loss function).
• (11) is because of Sion's minimax theorem. In order to apply Sion's minimax theorem, we have to show the following four conditions; -Q has to be a compact convex subset of a linear topological space -μ( ) has to be a convex subset of a linear topological space -We have to show that
is upper semi-continuous and quasiconcave on μ( ) for all Q ∈ Q. -We also have to show that
is lower semi-continuous and quasi-convex on Q for all w ∈ μ( ). Consider the topology of weak convergence of probability laws. Since P = {P θ : θ ∈ } is tight and X is a Polish space, we can apply Prohorov's theorem which implies that the closure of P is compact. Since convex hull of compact set is always compact, and therefore Q is compact. Convexity of μ( ) and upper semicontinuity are clear. Lower semi-continuity is clear since we assumed that l(·, ·) is a lower semi-continuous in the second argument. This guarantees that
is lower semi-continuous in Q ∈ Q.
• Note that (12) also holds due to a similar argument with (8) .
= sup w∈μ( )
= sup
= min
The opposite direction is trivial, that is
Therefore,
C. Proof of Theorems 2 and 3
Proof: For both Gaussian and Poisson setting, the cost of mismatch is related to relative entropy between outputs corresponding to input laws P θ and Q, respectively [2] , [3] . In other words, if (P θ ) Y T is the distribution of Y T where the law of the input process is P θ , and if Q Y T is defined similarly, we have
Using similar argument from classical minimax redundancy theory, we can get
In (14), we applied the minimax theorem again where weak lower semi-continuity in Q follows from the property of the relative entropy. All other conditions for minimax theorem are the same as the proof in the previous section. This completes the proof of Theorem 2. In (15), if a supremum achieving w * exists, the minimum achieving Q * is P av , i.e.,
which implies the minimax estimator is a Bayesian estimator based on law Q * , i.e.,
D. Proof of Theorem 4
Proof: The idea of proof is similar to that in [5] . For given estimatorX * and > 0, define the set B = {θ :
Consider as a random variable with measure w * where w * achieves the supremum of (2). Let Z = 1 { ∈B} be a binary random variable. Clearly we have P(Z = 1) = w * (B).
( ). (16) (16) is because I ( ; Y T |Z = 1) = minimax(B) and I ( ; Y T |Z = 0) ≤ minimax( ). Finally, we get
which implies
E. Proof of Theorem 5
Proof: Proofs of Theorem 1 and 4 are still valid even with a feedback. Moreover, since the result of cost of mismatch also valid with feedback [3] , the only non-trivial part is to show
Recall the definition of directed information in continuoustime setting. For fixed time intervals 0 = t 0 < t 1 < t 2 < · · · < t n = T ,
where (17) 
VI. EXAMPLES
A. Gaussian Channel and Sparse Signal
We first apply our theorems to the problem of sparse signal estimation under Gaussian noise.
1) Setting:
We assume output process Y T is an AWGN corrupted version of X T as we discussed in Section III-B.1. The input process X T is sparse (the meaning will be explained). Recall that we are using half of a mean squared error as a distortion measure, l(x,x) =
be a given orthonormal signal set which is known to the estimator. Suppose X T is a linear combination of φ i (t)'s, i.e.,
are random variables with unknown distribution. However, we assume that the estimator knows that the signal X T is power constrained and is sparse, by which we mean that the fraction of nonzero elements in {A i } n i=1 should be smaller than q (i.e., at most nq number of A i 's can be nonzero). Let P be a class of all probability measures P θ of vector A = (A 1 , . . . , A n ) indexed by θ which satisfies these two constraints almost surely, i.e.,
A 2 i because of orthonormality, and therefore it is equivalent to consider 1 n n i=1 A 2 i ≤ P as the power constraint. Define an uncertainty set be the set of such indices. It is clear that P = {P θ : θ ∈ } is a convex set.
We further define P D as a class of deterministic measures P θ ∈ P (i.e., P θ ({a n }) = 1 for some a n ∈ R n ), and the corresponding set of indices as D . Note that conv(P D ) = P. We also define the class of sparse signals with average constraints
and the corresponding index set av .
We can understand P D as a class of Dirac measures at some a n , and P av as a class of measures that satisfy average power and sparsity constraints in expectation while measures in P satisfies constraints with Probability 1. In classical minimax statistical theory, P D is often called the set of point uncertainty, and P av is called minimax Bayes relaxation. Also, define the corresponding set of indices as D and av , respectively. There are some simple relations among these sets.
• P D ⊂ P ⊂ P av and D ⊂ ⊂ av .
• P is a convex closure of P D , i.e., P = conv(P D ).
The goal is to find minimax( ) and the minimax filter that achieves it.
A similar non-causal minimax problem was studied by Pinsker [13] . Pinsker considered the non-causal estimation problem with only the power constraint. Although Pinsker's approach does not directly apply to our setting because of the difference between non-causal and causal estimation, we will use a similar idea to argue that the approximated version of the minimax filter works well.
2) Application of the Theorem: It is easy to show that P, P D and P av are tight, and therefore we can apply the theorems. Theorem 2 implies that
Since our optimum causal minimax estimator is a Bayesian estimator under the distribution Q * = P θ w * (dθ) where w * achieves the supremum, we are interested in w * . Rather than maximizing the difference between mutual informations, we can find an equivalent problem which is much easier to handle by exploiting the relation between minimax( ) and minimax( D ).
Lemma 8:
minimax( D ) = minimax( ). Appendix I is dedicated to the proof of Lemma 8. Since P D is a set of deterministic measures, we can get more explicit formula of minimax( D ) as we showed in Section III-C,
In (19), X T is governed by the law P θ w(dθ) which is an element of P. Therefore, finding a supremum achiever w * in (19) is equivalent to find the maximum prior P * θ in P, thus, (20) holds. Moreover, the minimum achiever Q * of minimax( D ) coincides with that of minimax( ). Thus, it is enough to consider minimax( D ) which is much simpler to solve. Now, consider the minimax( av ).
where (21) is because Bayesian estimator with prior Q * ∈ P is optimum over all possible filters and we can always extend the search space. We will use this relation between minimax( ) and minimax( av ) to approximate the minimax filter.
3) Sufficient Statistics: Since the channel input signal is a linear combination of orthonormal signals, sufficient statistics of the channel output signal at time t = T are projections on each φ i 's, i.e., {
. Therefore, the above mutual information I (X T ; Y T ) can be further simplified as
Since we assumed an orthonormal basis, B n can be viewed as the output of a discrete-time additive white Gaussian channel, i.e., B i = A i + W i where W i is i.i.d. standard Gaussian noise and independent of A n . This implies that our problem of maximizing the mutual information over the continuous-time channel is equivalent to maximizing the mutual information between n channel inputs and n channel outputs over the discrete AWGN channel, with the input distribution constrained as in (18).
Recall that above result shows that sufficient statistics for estimating X T given Y T are projections, i.e.,
, in other words, the following Markov relation holds
Since we are looking for a causal estimator, we need a similar result for time t < T . The following lemma shows that
are sufficient statistics for estimating X t given Y t .
Lemma 9: The following Markov relation holds for all t ∈ [0, T ],
Proof of Lemma 9 is given in Appendix II. Using this lemma, we will show that we can compute E[X t |Y t ] easily.
4) Bayesian Estimator:
Let Q * be the minimum achieving law of minimax( ) so that the optimum causal minimax estimator is a Bayesian estimator assuming the prior Q * , i.e.,
This conditional expectation is hard to compute in general. However, the sufficient statistics provide us a practical implementation of the estimator.
Let us first , define a projection vector
The vectorỸ(t) indicates a projection of Y t on the basis space. Similarly, definẽ
Let further define a n by n matrix (t) where
Note thatW(t) is Gaussian with zero mean and covariance matrix (t) since
From Lemma 9, for fixed t, the causal estimation problem is reduced to the following vector estimation problem
Y(t) =X(t) +W(t) = (t)A +W(t)
where N (0, (t) ), and the corresponding Bayesian estimator will bê
This implies that it is enough to find E Q * [ A i |Ỹ]. If (t) is invertible, this problem is simple. If (t) is not invertible, we can use the following tricks. Suppose the eigenvalue decomposition of matrix (t) is (t) = V (t) (t)V (t) T where V (t) = [v 1 (t), . . . , v n (t)] is an orthonormal matrix and (t)
We can rewrite the problem as
Clearly we have V (t) TW (t) ∼ N (0, (t)).
Let m be the number of zero eigenvalues, i.e., λ 1 (t) = · · · = λ m (t) = 0 < λ m+1 (t). As first m elements can be removed, we can define effective vectors as
. . , λ n (t)).
Therefore, the above vector estimation problem can further be simplified as
which is equivalent to
Note that eff ∈P I (A n ; B n ) . Instead, we can use an approximated version of the priorQ. One natural choice ofQ is the capacity achieving distribution of sup P θ ∈P av I (A n ; B n ). This problem was recently considered by Zhang and Guo in [14] , where they referred to it as "Gaussian channels with duty cycle and power constraints". They showed that the distribution on A n that maximizes this mutual information is i.i.d. and discrete. In other words, letting P d denote the supremum achieving distribution of
where B = A + W and W is a standard Gaussian noise W , then
where [I (A; B)] P A =P d denotes the mutual information between A and B when the probability law of A is P d . Then, our choice ofQ will be P n d . The authors of [14] also showed that P d is discrete and has infinite number of mass points, and that it can be easily approximated with arbitrary precision.
Then the following question is the performance of this alternative filter compare to that of the minimax filter. More specifically, let define L( ,Q) by
Following lemma gives an upper bound of L(
Proof of Lemma 10 is given in Appendix III. This result implies that if these two mutual informations are close enough, then we are not losing much by using approximated version of optimum filter. Since
The following lemma suggests that above two mutual informations are close for large n.
Lemma 11:
Proof of Lemma 11 is given in Appendix IV. Thus, if the number of basis are large enough, the performance of Bayesian filterX
is close to the optimum.
B. Poisson Channel and Direct Current Signal
Consider direct current (DC) signal estimation over the Poisson channel. The input process is X t ≡ X for all 0 ≤ t ≤ T, where X is a random variable bounded by a ≤ X ≤ A for some positive constants a and A. We can define the uncertainty set such that {P θ : θ ∈ } is the set of all possible probability measures on X under which a ≤ X ≤ A holds almost surely. The estimator observes a Poisson process with rate X t and performance is measured under the natural loss function l(x,x) = x log(x/x) − x +x.
Similar to the previous section, we can define D and prove minimax( ) = minimax( D ). It is clear that {P θ : θ ∈ } is convex and tight. Since Y T is a sufficient statistic of Y T for X T (which is constant at X), we have
where the maximization is over all distributions on X supported on [a, A]. The corresponding communication problem is the capacity achieving problem of the discrete-time Poisson channel. Discrete-time Poisson channel takes nonnegative, real valued X as an input, and outputs a Poisson random variable with parameter T X. Note that we have additional input constraint that a ≤ X ≤ A almost surely. In this scenario, Shamai [15] showed that capacity achieving distribution is discrete with finite number of mass points. Let P s be this capacity achieving distribution. Using Theorem 3, we can conclude that the minimax causal estimator is conditional expectation of X given Y t with respect to the distribution P s , i.e.,
Although an analytic expression of P s and capacity of the channel has yet to be found, we can approximate the distribution numerically to arbitrary precision.
VII. EXPERIMENTS
A. Gaussian Channel and Sparse Signal
Consider the setting of Section VI-A. As described in [14] , we approximate P d with finite number of mass points. Initially, find an maximum mutual information for three mass points, then increase the number of mass points until the increment of maximum mutual information is smaller than 10 −5 . Using approximated version of P d , we can construct the Bayesian filter which is close to the optimum as described in Section VI-A. 5 .
In order to compare the performance of the suggested minimax filter, we introduce some possible estimators. One naive choice of estimator is the maximum likelihood (ML) estimator. For equation (22), the ML estimation of vector A is given aŝ
where X † is Moore-Penrose pseudo-inverse of matrix X. Since A is sparse, we can further improve the estimator with thresholding. For example, estimator can do ML estimation and then take the largest nq elements ofÂ. Another possible estimator is the minimax estimator that lacks the sparsity information. Since the estimator does not know that the signal is sparse, it assumes the uncertainty set is P L S = {P θ : P θ ( 1 n ||A|| 2 2 ≤ P) = 1}. Using similar ideas in the previous section, we can relate this minimax optimization problem to the channel coding problem on the Gaussian channel with average power constraint. Moreover, we can find the almost minimax filter which is Bayesian with i.i.d. Gaussian prior, i.e., A ∼ N (0, P I n ). Note that this filter turns out to be linear which is easy to implement. Using the result of the previous section, we have
Since every components are Gaussian, we can easily compute the conditional expectation. Recall, A ∼ N (0, P I n ), and eff
We can also consider the genie-aided scheme which allows additional information of the source. Suppose the decoder knows the position of nonzeros i 1 , . . . , i k , i.e., the estimator knows the fact that A i 1 , · · · , A i k are nonzero and all others are zero. Clearly, this scheme should outperform all other schemes. Let A nonzero be a k dimensional vector that consists of nonzero elements of A. Since the decoder has additional information, it is enough to estimate A nonzero . Using similar argument from the minimax estimator that lacks the sparsity information, we can show that the optimum minimax estimator is a Bayesian estimator with prior N 0, n P k I k . Recall equation (22) and let U eff be a matrix consisting of columns of eff (t) 1/2 V eff (t) T which coincides with nonzero position of A. Then we can rewrite the equation (22) as
It is clear that eff
We compare the performance of estimators in Figure 1 . We choose n = 7, k = 2, P = 10 0.4 (4dB), and Haar basis as an orthonormal signal set. We generate the random sparse coefficients by drawing the k nonzero coefficients according to Gaussian distribution. For each realization of coefficients, we generate 100 output signals and take an average of causal loss. Finally, we take the maximum causal mean loss for each estimators among 100 simulations in order to check the worst case performance. We can see that minimax estimator outperforms maximum likelihood estimators and minimax estimator without sparsity knowledge. Note that the performance of minimax estimator is comparable to genieaided estimator even though the genie-aided estimator used additional information.
B. Poisson Channel and DC Signal
Optimum filter can be approximated using similar technique from Section VII-A. For comparison, we present some other natural estimators. First is the ML estimator,
Another possible estimator is a Bayesian estimator which assumes X has uniform distribution, i.e., X ∼ U [a, A]. In this case, the optimum Bayesian estimator iŝ
. Figure 2 shows numerical results for a = 0.5, A = 2 case. We take an average of causal mean loss error over 100 times for X = 0.5, 1, 1.5, 2 and find an worst case error. The minimax estimator outperforms the other estimators as expected.
VIII. CONCLUSIONS
We considered minimax estimation, focusing on the case of causal estimation when the noise-free object is a continuoustime signal and governed by a law from a given uncertainty set. We showed that the minimax filter is a Bayesian filter if the distortion criterion satisfies certain properties. We also characterized the worst case regret and the minimax estimator in the case of Gaussian and Poisson channels by relating it to a familiar communication problem of maximizing mutual information. We further showed that the capacity achieving prior coincides with the least favorable input. Using the idea of strong redundancy/regret-capacity theorem, we showed that our minimax estimator is optimum in a sense much stronger than it was designed to optimize for. Using these results, we presented two examples: sparse signal estimation under Gaussian setting and DC signal estimation under Poisson setting, for which we have used our results to derive and implement the minimax filter and exhibit its favorable performance in practice.
Our estimation framework can be applied to many other estimation problems. One possible extension is to apply Theorem 5 to stochastic learning problems of the type considered by Bento et al. in [16] . In this setting, the process Y T is defined by stochastic equation
where
A is an unknown random parameter and W T is a standard Brownian motion. We can set X t = F(Y t ; A) and consider our estimation framework with feedback. We can apply our frameworks to estimate X T in the minimax sense and learn A. It will be interesting to investigate how an estimator guided by this approach would compare to that in [16] .
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APPENDIX I PROOF OF LEMMA 8
Since D ⊂ , we have
On the other hand,
It is clear that
and therefore
≤ q} is a set of vector a n that satisfies constraints. This implies that
Finally, these two inequalities imply
holds for any Q ∈ P in general.
APPENDIX II PROOF OF LEMMA 9
Proof: At time t, output process Y t can be discretized as
ThisȲ can be approximated as
It is easy to see thatW ∼ N (0,
This approximation is similar to the idea from Ito's integral, and it is enough to prove the lemma based on this approximation. Therefore, the lemma holds if and only if p(A|Ȳ ) = p(A|¯ TȲ ) for allȲ which is enough to show that
is constant (independent of choice of A) for allȲ .
Throughout the proof, we assume¯ T¯ is invertible, however, it is not difficult to derive the similar result when¯ T¯ is not invertible.
It is easy to check that log p(Ȳ |A)
where det(·) denotes the determinant of the matrix. Thus,
Therefore, the fraction
is independent of choice of A. This completes the proof of lemma.
APPENDIX III PROOF OF LEMMA 10
Proof: Let define a class of all deterministic laws P D,all = {P θ : P θ (a n ) = 1 for some a n ∈ R n } with corresponding index set
P θ w(dθ) ∈ P av } which is a class of measure on D,all that satisfies P θ w(dθ) ∈ P av . Then,
where we used minimax theorem in (24). Therefore, we can conclude that P n d achieves the minimum of (23), i.e.,
On the other hand, we have
APPENDIX IV PROOF OF LEMMA 11
Proof:
It is trivial that sup w∈μ( ) I (A n ; B n ) ≤ n [I (A; B)] P A =P d for all n. Therefore, it is enough to find an upper bound of n [I (A; B)] P A =P d − sup w∈μ( ) I (A n ; B n ) that converges to 0 as n grows. Recall that sup w∈μ( ) I (A n ; B n ) is equal to sup P θ ∈P I (A n ; B n ).
Let probability law P d, be a capacity achieving distribution of Gaussian channel with power constraint P − and duty cycle constraint q − . In other words, P d, is a supremum achiever of where B is an output of standard Gaussian channel. Denote the measure Q p by projection of P n d, on T (n) , i.e.,
0 o t h e r w i s e where T (n) = {a n ∈ R n : P n d, (a n ) = 0, 1 n n i=1 a 2 i ≤ P, 1 n n i=1 1(a i = 0) ≤ q} is a set of point of masses a n that satisfies constraints. Alternatively, let N (n) = {a n ∈ R n : P n d, (a n ) = 0} \ T (n) , namely set of point masses that are not in the set T (n) . Recall that P n d, is discrete, and therefore both Q p and P n d, are probability mass functions. It is clear that Q p ∈ P and Q p (a n ) = P n d, (a n |A n ∈ T (n) ). Denote
then this implies 
Note that
By rearranging the terms, we can get
We know
is nonnegative for all b n from (26). Also, we can bound − log P n d, (b n ) using Jensen's inequality.
= n log( √ 2π) + 1 2 a n P n d, (a n )||b n − a n || 
