This paper presents our ongoing research on view synthesis of free-viewpoint 3D multi-view video for 3DTV. With the emerging breakthrough of stereoscopic 3DTV, we have extended a reference free-viewpoint rendering algorithm to generate stereoscopic views. Two similar solutions for converting free-viewpoint 3D multi-view video into a stereoscopic vision have been developed. These solutions take into account the complexity of the algorithms by exploiting the redundancy in stereo images, since we aim at a real-time hardware implementation. Both solutions are based on applying a horizontal shift instead of double execution of the reference free-viewpoint rendering algorithm for stereo generation (FVP stereo generation), so that the rendering time can be reduced by as much as 30-40 %. The trade-off however, is that the rendering quality is 0.5-0.9 dB lower than when applying FVP stereo generation. Our results show that stereoscopic views can be efficiently generated from 3D multi-view video by using unique properties in stereoscopic views, such as identical orientation, similarities in textures and small baseline.
INTRODUCTION
Three-dimensional television (3DTV) at high resolution is likely to be the succeeding step after the broad acceptance of HDTV. The introduction of depth signals along with texture videos enables rendering views from different angles. This technique is called Depth Image Based Rendering (DIBR) and is a popular research topic in recent years. One attractive feature of DIBR is Free-Viewpoint (FVP) [1] , where the user chooses the view position from which he would like to watch a video. To enable free-viewpoint, we assume that we have several input video streams captured by multi-view cameras and each stream consists of a texture and depth signal. In the European iGlance project [2] , a combination of the above-mentioned technologies is pursued for developing a real-time FVP 3DTV receiver. One of the main goals of this project is the development of a state-of-the-art FVP rendering algorithm. Taking into account the emerging breakthrough of stereoscopic screens, we extend this reference FVP rendering algorithm to create stereoscopic vision, by rendering left and right views for the user, thus enabling a 3D viewing experience. For this purpose, we have developed two methods for generating stereoscopic views from multi-view video using the reference FVP rendering algorithm. Recent research shows that stereoscopic views can be generated from various types of video signals. Zhang et al. [3, 4] employ monocular video with an additional depth signal to synthesize virtual stereo images. Knorr et al. [5] generate stereo images from a 2D video sequence with camera movement. An approach using omnidirectional cameras is developed by Yamaguchi et al. [6] and Hori et al. [7] for creating separate views for each eye. However, none of these methods utilize multiview video and they are therefore not applicable to our situation. Our starting point is a free-viewpoint 3D system configuration, from which there are possibilities to create a stereo signal. As multi-view processing in 3D is inherently expensive, we aim at developing options with a low complexity which is suited for a real-time implementation. Evidently, the solutions should have a sufficiently high quality.
In Section 2, we briefly introduce the reference FVP rendering algorithm. In Section 3, we describe the two methods we have developed for generating stereoscopic views using the reference FVP algorithm. In Section 4, these two methods are evaluated and in the last section, conclusions and recommendations are presented.
VIEW SYNTHESIS ALGORITHM
In this section, we explain the reference FVP rendering algorithm, which is used for generating stereoscopic views in the next section. The principal steps of this FVP rendering algorithm are depicted in Fig. 1 and will now briefly be described. A more detailed description can be found in [8] . In the first step, a virtual view is created by projecting or warping from the two nearest cameras to a user-defined position. The second step closes cracks and holes that are caused by view projection. Then the two projected images are blended and in the last step, the remaining disocclusions are inpainted. This FVP rendering algorithm is similar to [3, 9, 10, 11] but it has three distinguishing properties.
• Ghosting artifacts are reduced by omitting the areas at 978-1-4244-7493-6/10/$26.00 c ⃝2010 IEEE ICME 2010edges between foreground and background from projecting to the virtual view position.
• A median filter is employed to close holes that are created by projection of one view to another.
• The quality of disocclusion inpainting is increased by taking into account the depth information at the edges of the disoccluded areas. Fig. 1 . Sequence of the principal steps in the reference FVP rendering algorithm.
In the next section, we present two methods for generating stereoscopic views by extending the reference FVP rendering algorithm and trying to limit the required amount of operations.
CONVERTING MULTI-VIEW VIDEO TO STEREOSCOPIC VIEWS
Let us now study the generation of stereoscopic views from 3D multi-view video. Both solutions are based on generating a virtual view using the reference FVP rendering algorithm described in the previous section. In general, stereo images can be generated by applying this algorithm twice: one time for each channel of the stereo signal. However, this leads to the double amount of operations compared to generating a single view. To minimize the computational effort, we propose two solutions.
In the first solution, the second view is not generated with the reference FVP rendering algorithm but instead, it is created by horizontal shifting the virtual view to the right. In this case, the shift is proportional to the baseline of the stereoscopic vision. A drawback of this method is that the horizontal shifting produces large disocclusions, from which it is known that they cause very annoying artifacts [9, 8] . The second solution combats the large disocclusions by first generating a virtual view with the reference FVP rendering algorithm and subsequently performing a horizontal shift to the left and right of this virtual viewpoint for obtaining stereoscopic views. In this way, the disocclusions are divided between the two views. We will explain the horizontal shifting with a brief example. In Fig. 2 , a pair of stereo images is depicted. It can be seen that the orientation of the two images is identical. From [12] , we know that the warping of one image to another is described by Equation (1):
where K n , and R n , for n ∈ [1, 2] , are the intrinsic camera parameters and the rotation matrices, respectively, from the stereo images. Since we have a pair of stereo images, the K n and R n matrices for both the left and right views are equal. The values λ 1 and λ 2 denote the relative depth of an object to the viewpoint. Since the left and right views have an identical orientation, λ 1 and λ 2 are equal. The translations t 1 and t 2 describe the relative position or offset of the viewpoint in relation to the absolute xyz-coordinate system. Because the two viewpoints have an identical orientation, the difference t 2 − t 1 is only nonzero in the x-direction. When we apply the above observations, we can rewrite Equation (1) as λp 2 = λp 1 +K(t 2 −t 1 ), which can be worked out to
.
The coordinates of the left view are represented by x 1 and y 1 , and x 2 and y 2 represent the projected coordinates at the right view. We can clearly see that the horizontal shift operator does not change the y-position. Furthermore, the x-position is shifted by an amount proportional to the baseline (△x) of the stereo pair and the depth value (λ) of the projected coordinate. The primary advantage of performing a horizontal shift compared to normal projection is the low complexity of computation. This is clearly seen when we compare Equation (1) with Equation (2) . From the latter equation, we note that the displacement calculation of the x-coordinate involves only one addition, one multiplication and one division. Furthermore, because of the identical orientation of the viewpoints in the stereo image pair, the displacement of the y-coordinate is always zero.
The first solution for generating stereoscopic views from multiview video involves the interpolation of one virtual view (the left view) with the reference FVP rendering algorithm and the creation of a second virtual view by horizontal shifting to the right. Fig. 3 depicts the diagram and stepwise visualization of our first method for generating stereo images from multi-view video. First, we use the reference FVP rendering algorithm to create a virtual left image. From this image, we apply a horizontal shift to the right-hand side to generate a right stereo image. As mentioned earlier, the horizontal shifting produces disocclusions which appear at the right stereo image. The disoccluded regions are located at the right-hand side of foreground objects and can be filled in by a two-step approach (inpainting by projection) as follows, 1. We determine the depth value of every disoccluded pixel by searching for the nearest background in a circular direction.
2. The disoccluded areas are inpainted by projecting to the right reference camera, driven by the depth values found in the first step. We inpaint only the disoccluded pixels that have a similar depth value as the warped depth value at the right reference image.
After these two steps, there still may be remaining disocclusions due to the geometry of the scene. These areas can then be inpainted by the method used in the reference FVP rendering algorithm (FVP inpainting).
Method 2: generating left and right stereo images from a virtual image in between
The largest drawback of the previously described method is the considerable amount of disocclusions, which is proportional to the length of the baseline. One way to reduce this problem is to generate a virtual viewpoint between the left and right stereo images and perform a horizontal shift to the left and right-hand side to create two stereo images. The disocclusions will then be divided between the two virtual stereo images, resulting in the spreading of disocclusion artifacts over the two images. From the authors disocclusion inpainting research in [8] , we expect that this method of generating stereo vision from multi-view video should give less annoying artifacts than our first method. we generate a virtual image between the positions of the left and right stereo images with the reference FVP rendering algorithm. Then we perform a horizontal shift to the left and right from this virtual image by applying Equation (2) of Section 3. The disocclusions produced by horizontal shifting are inpainted by projection and the remaining disocclusions are filled in by FVP inpainting. It should be noticed that now the baseline (△x) is half of the baseline of the previous solution and thus the displacement of the x-coordinate for each stereo image is reduced by a factor of two as well. Comparing the second method with the first method, we can say that we have reduced the large disocclusions and spread the disocclusions over two images to gain a higher image quality, by applying two times a horizontal shift.
In the next section we analyze each processing step of Fig. 3 and Fig. 4 , and evaluate the overall performance of Method 1 and 2, where both are compared to applying twice the reference FVP rendering algorithm for stereo generation (FVP stereo generation).
STEREO IMAGE QUALITY ASSESSMENT
In order to evaluate the quality of the images generated by the algorithms presented in this article, we perform two series of experiments, where we measure the PSNR (Peak Signal-to-Noise Ratio) between these images and the "ground truth" and the timings of each algorithm. We synthesize a 3D model that contains three cubes of different sizes rotating in a room with paintings on its walls. Having this model allows us to obtain the ground truth that can be compared to our stereo image generation re-sults. We define a viewpoint for which a couple of stereo images has to be generated. We employ two cameras -one from each side -around this viewpoint. The angle between these two cameras is 8 • . Fig. 5 presents the PSNR for 100 frames for the following three cases:
• the right image of the stereo pair is generated by the ref-
erence FVP rendering algorithm and compared to ground truth; the resulting curve ('FVP') gives the best performance;
• the right image is generated by performing a horizontal shift from the left image as described by Method 1. This produces the worst results in terms of PSNR ('Method 1');
• the right image is obtained by horizontal shifting from a virtual image in between the stereo images as described by Method 2 ('Method 2'). The performance in terms of PSNR is better than Method 1. . PSNR for the right images of stereo pairs generated by FVP and two methods described above.
We present the quality measured for the right image because it is the worst-case scenario for our algorithms. We can observe in Fig. 5 that Method 2 from Section 3.2 provides better results compared to the single shift approach (Method 1). This is explained by the reduced number of disoccluded areas, since we do have a virtual image in between and only need to perform small shifts to obtain the left and right stereo images. The generated disocclusions form an intensity shadow at the right-hand side of the cubes in Fig. 6 and 7 . This intensity shadow is significantly reduced at the same locations in Fig. 7 .
Let us now investigate in more detail the performances of Method 1 and 2, and compare those to FVP stereo generation. The average results of 100 frames for these three algorithms are summarized in Table 1 . The second and fourth row show the rendering time of each algorithm for both the left and right stereo images, implemented in MATLAB. The fifth row indicates the percentage of disocclusions from the total image prior to FVP inpainting for the left and right stereo image and the last row consists of the average PSNR for the left and right stereo image generated by the three methods. From Table 1 we conclude that generating stereoscopic views from an FVP image can be performed very efficiently. We note that Method 1 is about 40% faster than FVP stereo generation but loses 1.3 dB in rendering quality for the right stereo image. Using Method 2, the loss in rendering quality can be reduced to an average of 0.6 dB compared to FVP stereo generation. However, since we have applied horizontal shifting twice, the rendering time of Method 2 is only 30% smaller than that of FVP stereo generation. The efficiency of Method 1 and 2 can be explained by three aspects. First, the horizontal shifting operator only computes the displacement of the x-coordinates. Second, median filtering is not used since horizontal shifting produces almost no holes or cracks. Third, the remaining disoccluded areas of Method 1 and 2 are 2-5 times smaller than those of FVP stereo generation.
CONCLUSIONS
Our study is directly applicable to free-viewpoint stereoscopic vision with recent 3D screens. Such viewing will provide a stereo pair of images for a viewpoint chosen by the user. Generating stereo images from multi-view video with texture and depth signals is a challenging problem, especially when computational cost should be low to obtain an efficient hardware implementation. In this paper, we have presented two ways of stereo image generation from 3D multi-view video that avoid a double execution of the reference FVP rendering algorithm. This reduces the amount of required operations, but the quality of the results is a concern. We have evaluated this quality in terms of PSNR and found that generating a virtual image in the middle of the stereo pair position and shifting it to the left and right-hand side (Method 2) provides the better performance. By measuring the rendering duration of the two methods for creating stereo images, we have observed that the rendering time for Method 1 and 2 can be reduced by 40% and 30%, respectively, compared to FVP stereo generation. However, the reduction in rendering time comes with a trade-off. On the average, the rendering quality of Method 1 and 2 is 0.7 dB and 0.6 dB, respectively, lower than that of FVP stereo generation. Our evaluation of the two methods for stereo generation from multi-view shows us that it is possible to exploit the redundancy in stereo images for developing highly efficient stereo generation algorithms. However, further research is needed in order to make a well-grounded choice between Method 1 and 2. An interesting question is the subjective stereo-experience of users when we compare Method 1 with Method 2 using reallife multi-view video.
