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SIMPLICIAL STRUCTURES FOR HIGHER ORDER HOCHSCHILD
HOMOLOGY OVER THE d-SPHERE
SAMUEL CAROLUS AND JACOB LAUBACHER
Abstract. For d ≥ 1, we study the simplicial structure of the chain complex associated
to the higher order Hochschild homology over the d-sphere. We discuss HS
d
• (A,M) by way
of a bar-like resolution Bd(A) in the context of simplicial modules. Besides the general
case, we give explicit detail corresponding to S3. We also present a description of what
can replace these bar-like resolutions in order to aid with computation. The cohomology
version can be done following a similar construction, of which we make mention.
Introduction
In 1971, higher order Hochschild (co)homology was implicitly defined by Anderson in [1].
Then in 2000, Pirashvilli gave an explicit description regarding any simplicial set in [18].
In particular, the original Hochschild (co)homology, introduced in [11], is realized when the
simplicial set is taken to be S1. More generally, the d-sphere was investigated by Ginot in
[9]. Higher order Hochschild (co)homology has been commonly used to study deformations
of algebras and modules (see [6], [7], or [8]), and has recent applications to string topology
and topological chiral homology (see [2] and [10], respectively). In the correct setting, the
definition was extended to accommodate multi-module coefficients in [3], and generalized
to include a not necessarily commutative algebra in [4].
In [14] the concept of simplicial modules over a simplicial algebra was introduced. With
these simplicial structures, one can generate appropriate chain complexes which allow the
module structures to be different in each dimension. This was a necessary modification
to accommodate the secondary Hochschild cohomology (introduced in [19]), which was the
primary objective of these simplicial structures. The main ingredient was a bar simplicial
module which behaves similarly to that of the well-known bar resolution associated to an
algebra. As a consequence, these simplicial structures have been associated to the usual
Hochschild (co)homology of the associative algebra A with coefficients in the A-bimodule
M in [14]. Taking A to be commutative and M to be A-symmetric, this means that we
have the structure for the higher order Hochschild homology over the d-sphere for d = 1,
denoted HS
1
• (A,M). The case for d = 2 was done in detail in [13]. In this paper we expand
and give detail for the chain complex associated to the higher order Hochschild homology
over Sd (for any d ≥ 1), using concepts and techniques from [14].
There are four sections of this paper. First, in Section 1, we present the preliminary
results needed so as to be self-contained. Then, in Section 2, we give a general formula for
constructing the simplicial algebra and modules corresponding to Sd. With these in hand,
we conclude that the homology of the associated chain complex is precisely HS
d
• (A,M)
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(see Theorem 2.7). For the sake of detail and example, Section 3 is dedicated to the case
d = 3 with all necessary arguments. Finally, in Section 4 we give a sufficient condition for
replacing these bar simplicial modules. This could have wide impact for computation, since
secondary Hochschild (co)homology was seen to have a similar construction in [14].
1. Preliminaries
For this paper we fix k to be a field and we let all tensor products be over k unless
otherwise stated (that is, ⊗ = ⊗
k
). We set A to be a commutative k-algebra and M an A-
bimodule which is A-symmetric. Furthermore, we assume all k-algebras have multiplicative
unit.
1.1. The simplicial category ∆. The results from this section can be found in [16], [17],
or [21].
Let ∆ be the category whose objects are ordered sets n = {0, 1, . . . , n} for any integer
n ≥ 0. The morphisms in ∆ are nondecreasing maps. We note that any morphism in ∆
can be written as the composition of face maps di : n −→ n+ 1 and degeneracy maps
si : n −→ n− 1 which are given by
di(u) =
{
u if u < i
u+ 1 if u ≥ i
and si(u) =
{
u if u ≤ i
u− 1 if u > i
.
It can be shown that the above satisfy the following identities:
(1.1)
djdi = didj−1 if i < j,
sjsi = sisj+1 if i ≤ j,
sjdi = disj−1 if i < j,
sjdi = id if i = j or i = j + 1,
sjdi = di−1sj if i > j + 1.
Definition 1.1. ([16],[17],[21]) Let C be a category. A simplicial object in C is a functor
X : ∆op −→ C. Here ∆op signifies the opposite category of ∆. In other words, the simplicial
object X is a contravariant functor from ∆ to C. The image of any morphism ϕ in ∆ is
denoted X(ϕ). Due to being contravariant, we have that for any ϕ,ψ ∈ ∆, X(ϕ ◦ ψ) =
X(ψ) ◦X(ϕ).
One can see that a simplicial object X is a collection of objects X0,X1,X2, . . . in C such
that for any morphism ϕ ∈ ∆ with ϕ : n −→ m we have that X(ϕ) : Xm −→ Xn for all n
and m.
Setting δi = X(d
i) and σi = X(s
i) for 0 ≤ i ≤ n, one can apply X to (1.1) and see that
one has the following identities:
(1.2)
δiδj = δj−1δi if i < j,
σiσj = σj+1σi if i ≤ j,
δiσj = σj−1δi if i < j,
δiσj = id if i = j or i = j + 1,
δiσj = σjδi−1 if i > j + 1.
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1.2. Simplicial structures. The results from this section are from [14]. A simplicial k-
algebra is simply a simplicial object in the category of k-algebras. There is a detailed
definition below.
Definition 1.2. ([14]) A simplicial k-algebra A is a collection of k-algebras An together
with morphisms of k-algebras
δAi : An −→ An−1 and σ
A
i : An −→ An+1
for 0 ≤ i ≤ n such that (1.2) is satisfied.
Definition 1.3. ([14]) We say that M is a simplicial left module over the simplicial
k-algebra A if M = (Mn)n≥0 is a simplicial k-vector space (satisfies (1.2)) together with
a left An-module structure on Mn for all n ≥ 0 such that we have the following natural
compatibility conditions:
δMi (anmn) = δ
A
i (an)δ
M
i (mn) and σ
M
i (anmn) = σ
A
i (an)σ
M
i (mn)
for all an ∈ An, for all mn ∈Mn, and for 0 ≤ i ≤ n.
One can define a simplicial right module and the corresponding cosimplicial modules in
an analogous way.
Lemma 1.4 (Tensor Lemma). ([14]) Suppose that (X , δXi , σ
X
i ) is a simplicial right module
over a simplicial k-algebra A, and (Y, δYi , σ
Y
i ) is a simplicial left module over the same
simplicial k-algebra. Then M = (X ⊗A Y,Di, Si) is a simplicial k-module where Mn =
Xn ⊗An Yn for all n ≥ 0, and we take
Di :Mn = Xn ⊗An Yn −→ Xn−1 ⊗An−1 Yn−1 =Mn−1
determined by
Di(xn ⊗An yn) = δ
X
i (xn)⊗An−1 δ
Y
i (yn).
Similarly, take
Si :Mn = Xn ⊗An Yn −→ Xn+1 ⊗An+1 Yn+1 =Mn+1
determined by
Si(xn ⊗An yn) = σ
X
i (xn)⊗An+1 σ
Y
i (yn).
There is a similar result (the Hom Lemma), also presented in [14], which produces a
cochain complex in the same context. We omit it here, but the construction combines a
simplicial left module X and a cosimplicial left module Y (both over a simplicial k-algebra
A) to generate a cosimplicial k-module, which we denote HomA(X ,Y). Using simplicial
structures, one can then define the secondary Hochschild (co)homologies, which are studied
in [5], [12], [13], [19], and [20].
1.3. Higher order Hochschild homology. For this section we refer to [1], [9], [15] and
[18]. The explicit construction involving any simplicial set was defined in [18].
Let V be a finite pointed set. We can identify V with v+ = {0, 1, 2, . . . , v} where |V | =
v+1. We let L(A,M) be a functor from the category of finite pointed sets to the category
of k-vector spaces. Here we define
L(A,M)(V ) = L(A,M)(v+) =M ⊗A
⊗v,
and for ϕ : V = v+ −→ W = w+ we have
L(A,M)(ϕ) : L(A,M)(v+) −→ L(A,M)(w+)
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which is determined as follows:
L(A,M)(ϕ)(m0 ⊗ a1 ⊗ · · · ⊗ av) = m0b0 ⊗ b1 ⊗ · · · ⊗ bw
where
bi =
∏
{j∈v+ : j 6=0, ϕ(j)=i}
aj.
Take X• to be a pointed simplicial set such that |Xn| = sn + 1. We identify Xn with
(sn)+ = {0, 1, 2, . . . , sn}. Define
CX•n = L(A,M)(Xn) =M ⊗A
⊗sn .
For 0 ≤ i ≤ n and di : Xn −→ Xn−1 we define d
∗
i := L(A,M)(di) and take ∂n : C
X•
n −→
CX•n−1 as
∂n :=
n∑
i=0
(−1)id∗i .
Definition 1.5. ([1],[18]) The higher order Hochschild homology of A with values
in M over the simplicial set X• is defined to be the homology of the above complex,
and is denoted HX•• (A,M).
2. Higher Order Hochschild Homology Over the d-Sphere
The goal of this section is to produce a chain complex (in the context of simplicial
structures) whose homology associates to the higher order Hochschild homology over the
d-sphere for any d ≥ 1. This has been done for d = 1 in [14] under the usual Hochschild
homology construction (via the bar resolution), and has been done in detail for d = 2 in
[13].
2.1. A classic description over the d-sphere. One can see [9] for a classic construction,
however we also present one here.
Let the d-sphere Sd be obtained from the d-simplex © = [01 · · · d] by identifying the
boundary to a single point. Then denote a0ad©
···aj
··· as having aj additional copies of the vertex
[j] for all 0 ≤ j ≤ d. Calling the complex Xd•, we have that Xn = {∗n} for 0 ≤ n ≤ d− 1,
and Xn = {∗n} ∪ {
a0
ad
©
···aj
··· : a0, . . . , ad ∈ N, a0 + · · ·+ ad + d = n} for n ≥ d. Notice that
|Xn| = 1 for 0 ≤ n ≤ d− 1, and |Xn| = 1 +
n(n−1)···(n−d+1)
d! = 1 +
(
n
d
)
for n ≥ d.
For 0 ≤ i ≤ n define di : Xn −→ Xn−1 by
(2.1)
di(
a0
ad
©
···aj
··· ) =
{
∗n−1 if aj = 0 and i = a0 + · · · + aj−1 + j,
a0
ad
©
···aj−1
··· if aj 6= 0 and a0 + · · ·+ aj−1 + j ≤ i ≤ a0 + · · ·+ aj + j,
where 0 ≤ j ≤ d.
In general, for Sd, we have M ⊗ A⊗(
n
d) in dimension n. We identify Xn with (0, . . . , 0)
(d-times) for 0 ≤ n ≤ d− 1, and for n ≥ d we identify Xn with
xn+ = {(0, . . . , 0), (j1, . . . , jd) : 1 ≤ j1 ≤ · · · ≤ jd ≤ n− d+ 1}
in the following way: we identify a0ad©
···aj
··· ∈ Xn to the position
(2.2) (a0 + 1, . . . , a0 + · · ·+ aj + 1, . . . , a0 + · · ·+ ad−1 + 1)
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of an element in M ⊗A⊗(
n
d), which can be represented in an (n−d+1)d-hypercube matrix.
Making this identification, (2.1) becomes:
di
(
(2.2)
)
=


(0, . . . , 0) if aj = 0 and i = a0 + · · · + aj−1 + j,
(a0 + 1, . . . , a0 + · · ·+ aj−1 + 1, a0 + · · ·+ aj, . . . , a0 + · · ·+ ad−1)
if aj 6= 0 and a0 + · · · + aj−1 + j ≤ i ≤ a0 + · · · + aj + j,
where 0 ≤ j ≤ d.
We then have that di : Xn −→ Xn−1 induces d
∗
i := L(A,M)(di), and so
d∗i

m0,...,0 ⊗ ⊗
(0,...,0)6=(j1,...,jd)∈x
n
+
aj1,...,jd

 = m0,...,0b0,...,0 ⊗ ⊗
(0,...,0)6=(k1,...,kd)∈x
n−1
+
bk1,...,kd
where
bk1,...,kd =
∏
{(i1,...,id)∈x
n
+ : (i1,...,id)6=(0,...,0), di(i1,...,id)=(k1,...,kd)}
ai1,...,id .
Taking ∂n :M ⊗A
⊗(nd) −→M ⊗A⊗(
n−1
d ) as ∂n :=
∑n
i=0(−1)
id∗i , we have defined the chain
complex
. . .
∂n+2
−−−−→M ⊗A⊗(
n+1
d )
∂n+1
−−−−→M ⊗A⊗(
n
d) ∂n−−−→M ⊗A⊗(
n−1
d )
∂n−1
−−−−→
. . .
∂d+2
−−−−→M ⊗A⊗d+1
∂d+1
−−−−→M ⊗A
∂d−−→M
∂d−1
−−−−→M
∂d−2
−−−−→ . . .
∂1−−→M −→ 0
which we denote by C
Xd•
• (A,M).
Definition 2.1. ([1],[9],[18]) The homology of the complex C
Xd•
• (A,M) is called the higher
order Hochschild homology of A with values in M over Sd and is denoted by
HS
d
• (A,M).
2.2. Simplicial structures over the d-sphere. Here we produce the necessary simplicial
algebra and modules to generate the desired chain complex.
Example 2.2. Define the simplicial k-algebra Ad(A) by setting An = A
⊗(n+d+1d )−(
n
d) for
all n ≥ 0. An element from An will have the form
(2.3)
⊗
0≤j1≤···≤jd≤n+1
αj1,...,jd
such that
(i) j1 = 0, or
(ii) jd = n+ 1, or
(iii) js = js+1 for some 1 ≤ s ≤ d− 1.
We can arrange an element from An in an (n+ 2)
d-hypercube in a natural way.
Define δAi
(
(2.3)
)
as follows: we multiply αj1,...,jd with αk1,...,kd when js = i, ks = i + 1,
and jt = kt for all t 6= s, where 1 ≤ s ≤ d.
Define σAi
(
(2.3)
)
as follows: send αj1,...,jd to the entry position (k1, . . . , kd), where for
1 ≤ s ≤ d, we have that
ks =
{
js if 0 ≤ js ≤ i,
js + 1 if i+ 1 ≤ js ≤ n+ 1.
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Then, for all entry positions (k1, . . . , kd) with 0 ≤ k1 ≤ · · · ≤ kd ≤ n + 2, if ks = i + 1 for
some 1 ≤ s ≤ d, we put a 1.
Proof. An easy verification of the definition. 
Example 2.3. Define the simplicial left module Bd(A) over the simplicial k-algebra Ad(A)
(see Example 2.2) by setting Bn = A
⊗(n+d+1d ) for all n ≥ 0. An element from Bn will have
the form
(2.4)
⊗
0≤j1≤···≤jd≤n+1
aj1,...,jd .
We can again arrange an element from Bn in an (n+ 2)
d-hypercube in a natural way.
The multiplication on Bn is given by entry-wise multiplication. That is,
(
(2.3)
)
·
(
(2.4)
)
is as follows: if αj1,...,jd is an entry in An, we multiply it to the entry aj1,...,jd in Bn.
Furthermore, for 0 ≤ i ≤ n define δBi
(
(2.4)
)
as follows: we multiply aj1,...,jd with ak1,...,kd
when js = i, ks = i+ 1, and jt = kt for all t 6= s, where 1 ≤ s ≤ d.
Define σBi
(
(2.4)
)
(for 0 ≤ i ≤ n) as follows: send aj1,...,jd to the entry position (k1, . . . , kd),
where for 1 ≤ s ≤ d, we have that
ks =
{
js if 0 ≤ js ≤ i,
js + 1 if i+ 1 ≤ js ≤ n+ 1.
Then, for all entry positions (k1, . . . , kd) with 0 ≤ k1 ≤ · · · ≤ kd ≤ n + 2, if ks = i + 1 for
some 1 ≤ s ≤ d, we put a 1.
Proof. An easy verification of the definition. 
Remark 2.4. Notice that Bd(A), equipped with the multiplication map µ : B0 −→ A, can
be viewed as a type of resolution of A. In [21] this is termed an augmented simplicial
object, and here it is acyclic as a k-chain complex. This can be seen by way of the extra-
degeneracy map σB−1 : Bn −→ Bn+1 where σ−1
(
(2.4)
)
sends aj1,...,jd to the entry position
(j1+1, . . . , jd+1), and puts a 1 in every entry position (0, k2, . . . , kd). Notice that B−1 := A.
Example 2.5. Define the simplicial right module Md(M) over the simplicial k-algebra
Ad(A) (see Example 2.2) by setting Mn =M , δ
M
i = idM , and σ
B
i = idM for all n ≥ 0. The
multiplication on Mn is given by
m ·
(
(2.3)
)
= m
∏
αj1,...,jd .
Proof. An easy verification of the definition. 
Remark 2.6. Notice how the simplicial algebras and simplicial modules of the known cases
for d = 1 (see [14]) and d = 2 (see [13]) coincide with the construction of this general case.
Theorem 2.7. We have that Md(M)⊗Ad(A)B
d(A) is a simplicial k-module. In particular,
H•(M
d(M)⊗Ad(A) B
d(A)) ∼= HS
d
• (A,M).
Proof. Lemma 1.4 implies Md(M) ⊗Ad(A) B
d(A) is a simplicial k-module with face maps
Di. To see the isomorphism, we first notice that both complexes agree in dimension n,
which is
Mn ⊗An Bn =M ⊗
A
⊗(n+d+1d )−(
n
d)
A⊗(
n+d+1
d ) ∼=M ⊗A⊗(
n
d).
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Let ϕn (and hence ϕ
−1
n ) denote the natural isomorphism above. One can then verify that
d∗i = ϕn−1 ◦Di ◦ ϕ
−1
n for all 0 ≤ i ≤ n and all n ≥ 0. 
Remark 2.8. One can also define a cosimplicial left module Nd(M) over the simplicial k-
algebra Ad(A) (see Example 2.2) by setting Nn = M , δiN = idM , and σ
i
N = idM for all
n ≥ 0. The multiplication on Nn is given by(
(2.3)
)
·m =
(∏
αj1,...,jd
)
m.
We then get a result corresponding to the cohomology. Namely,
H•(HomAd(A)(B
d(A),Nd(M))) ∼= H
•
Sd(A,M).
3. A Detailed Example
In this section we give a very detailed example corresponding to d = 3, so as to help
visualize the construction from Section 2. As noted, the cases for d = 1 and d = 2 have
been studied.
3.1. A classic description over the 3-sphere. Here we give an explicit description for
HS
3
• (A,M). There is nothing new here; this is simply a worked-out example of what can
be found in [9] or [18]. Let the 3-sphere S3 be obtained from the 3-simplex  = [0123]
by identifying the boundary to a single point. Denote ad
b
c as having a additional copies
of the vertex [0], b additional copies of the vertex [1], c additional copies of the vertex [2],
and d additional copies of the vertex [3]. Calling the complex X3•, we have that X0 = {∗0},
X1 = {∗1}, X2 = {∗2}, and Xn = {∗n} ∪ {
a
d
b
c : a, b, c, d ∈ N, a + b + c + d + 3 = n} for
n ≥ 3. Notice that |Xn| = 1 for 0 ≤ n ≤ 2 and |Xn| = 1 +
n(n−1)(n−2)
6 for n ≥ 3.
For 0 ≤ i ≤ n define di : Xn −→ Xn−1 by
(3.1) di(
a
d
b
c) =


∗n−1 if a = 0 and i = 0,
a−1
d
b
c if a 6= 0 and 0 ≤ i ≤ a,
∗n−1 if b = 0 and i = a+ 1,
a
d
b−1
c if b 6= 0 and a+ 1 ≤ i ≤ a+ b+ 1,
∗n−1 if c = 0 and i = a+ b+ 2,
a
d
b
c−1 if c 6= 0 and a+ b+ 2 ≤ i ≤ a+ b+ c+ 2,
∗n−1 if d = 0 and i = a+ b+ c+ 3,
a
d−1
b
c if d 6= 0 and a+ b+ c+ 3 ≤ i ≤ n.
Following Section 1.3, we see that C
X
3
•
n (A,M) = L(A,M)(Xn) =M ⊗A
⊗n(n−1)(n−2)
6 . We
identify Xn with (0, 0, 0) for 0 ≤ n ≤ 2 (making (0, 0, 0) correspond to ∗n), and for n ≥ 3
we identify Xn with
xn+ = {(0, 0, 0), (i, j, k) : i, j, k ∈ N, 1 ≤ i ≤ j ≤ k ≤ n− 2}
in the following way: we identify ad
b
c ∈ Xn to the position
(3.2) (a+ 1, a + b+ 1, a+ b+ c+ 1)
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of an element in M ⊗A⊗
n(n−1)(n−2)
6 , which is represented in an (n − 2) × (n − 2) × (n − 2)
matrix
(3.3) m0,0,0 ⊗
n−2⊗
k=1


a1,1,k a1,2,k · · · a1,k,k
a2,2,k · · · a2,k,k
. . .
...
ak,k,k

 ,
where each k represents a different face. Making this identification, (3.1) becomes:
di
(
(3.2)
)
=


(0, 0, 0) if a = 0 and i = 0,
(a, a+ b, a+ b+ c) if a 6= 0 and 0 ≤ i ≤ a,
(0, 0, 0) if b = 0 and i = a+ 1,
(a+ 1, a+ b, a+ b+ c) if b 6= 0 and a+ 1 ≤ i ≤ a+ b+ 1,
(0, 0, 0) if c = 0 and i = a+ b+ 2,
(a+ 1, a+ b+ 1, a+ b+ c) if c 6= 0 and a+ b+ 2 ≤ i ≤ a+ b+ c+ 2,
(0, 0, 0) if d = 0 and i = a+ b+ c+ 3,
(a+ 1, a+ b+ 1, a+ b+ c+ 1) if d 6= 0 and a+ b+ c+ 3 ≤ i ≤ n.
We then have that di : Xn −→ Xn−1 induces d
∗
i := L(A,M)(di), and so
d∗i
(
(3.3)
)
= m0,0,0b0,0,0 ⊗
n−3⊗
k=1


b1,1,k b1,2,k · · · b1,k,k
b2,2,k · · · b2,k,k
. . .
...
bk,k,k


where
bi,j,k =
∏
{(x,y,z)∈xn+ : (x,y,z)6=(0,0,0), di(x,y,z)=(i,j,k)}
ax,y,z.
Taking ∂n : M ⊗ A
⊗n(n−1)(n−2)
6 −→ M ⊗ A⊗
(n−1)(n−2)(n−3)
6 by ∂n :=
∑n
i=0(−1)
id∗i , we have
defined the chain complex
. . .
∂n+1
−−−−→M ⊗A⊗
n(n−1)(n−2)
6
∂n−−−→M ⊗A⊗
(n−1)(n−2)(n−3)
6
∂n−1
−−−−→ . . .
. . .
∂6−−→M ⊗A⊗10
∂5−−→M ⊗A⊗4
∂4−−→M ⊗A
∂3−−→M
∂2−−→M
∂1−−→M −→ 0
which we denote by C
X3•
• (A,M).
Definition 3.1. ([1],[18]) The homology of the complex C
X3•
• (A,M) is called the higher
order Hochschild homology of A with values in M over S3 and is denoted by
HS
3
• (A,M).
Remark 3.2. Consider dimension 4. Recall X4 consists of the elements ∗4,
1
0
0
0,
0
0
1
0,
0
0
0
1,
and 01
0
0. Making the identifications, we have
d0(2, 2, 2) = d0(
1
0
0
0) =
0
0
0
0 = (1, 1, 1)
d1(2, 2, 2) = d1(
1
0
0
0) =
0
0
0
0 = (1, 1, 1)
d2(2, 2, 2) = d2(
1
0
0
0) = ∗3 = (0, 0, 0)
d3(2, 2, 2) = d3(
1
0
0
0) = ∗3 = (0, 0, 0)
d4(2, 2, 2) = d4(
1
0
0
0) = ∗3 = (0, 0, 0),
d0(1, 2, 2) = d0(
0
0
1
0) = ∗3 = (0, 0, 0)
d1(1, 2, 2) = d1(
0
0
1
0) =
0
0
0
0 = (1, 1, 1)
d2(1, 2, 2) = d2(
0
0
1
0) =
0
0
0
0 = (1, 1, 1)
d3(1, 2, 2) = d3(
0
0
1
0) = ∗3 = (0, 0, 0)
d4(1, 2, 2) = d4(
0
0
1
0) = ∗3 = (0, 0, 0),
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d0(1, 1, 2) = d0(
0
0
0
1) = ∗3 = (0, 0, 0)
d1(1, 1, 2) = d1(
0
0
0
1) = ∗3 = (0, 0, 0)
d2(1, 1, 2) = d2(
0
0
0
1) =
0
0
0
0 = (1, 1, 1)
d3(1, 1, 2) = d3(
0
0
0
1) =
0
0
0
0 = (1, 1, 1)
d4(1, 1, 2) = d4(
0
0
0
1) = ∗3 = (0, 0, 0),
d0(1, 1, 1) = d0(
0
1
0
0) = ∗3 = (0, 0, 0)
d1(1, 1, 1) = d1(
0
1
0
0) = ∗3 = (0, 0, 0)
d2(1, 1, 1) = d2(
0
1
0
0) = ∗3 = (0, 0, 0)
d3(1, 1, 1) = d3(
0
1
0
0) =
0
0
0
0 = (1, 1, 1)
d4(1, 1, 1) = d4(
0
1
0
0) =
0
0
0
0 = (1, 1, 1).
Therefore, we see that
d∗0
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0b0,0,0⊗b1,1,1 = m0,0,0a1,1,1a1,1,2a1,2,2⊗a2,2,2,
d∗1
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0b0,0,0⊗b1,1,1 = m0,0,0a1,1,1a1,1,2⊗a1,2,2a2,2,2,
d∗2
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0b0,0,0⊗b1,1,1 = m0,0,0a1,1,1a2,2,2⊗a1,1,2a1,2,2,
d∗3
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0b0,0,0⊗b1,1,1 = m0,0,0a1,2,2a2,2,2⊗a1,1,1a1,1,2,
and
d∗4
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0b0,0,0⊗b1,1,1 = m0,0,0a1,1,2a1,2,2a2,2,2⊗a1,1,1.
Thus, ∂4 :M ⊗A⊗A⊗A⊗A −→M ⊗A is given by
∂4
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
=
4∑
i=0
(−1)id∗i
(
m0,0,0 ⊗ (a1,1,1)⊗
(
a1,1,2 a1,2,2
a2,2,2
))
= m0,0,0a1,1,1a1,1,2a1,2,2⊗a2,2,2−m0,0,0a1,1,1a1,1,2⊗a1,2,2a2,2,2+m0,0,0a1,1,1a2,2,2⊗a1,1,2a1,2,2
−m0,0,0a1,2,2a2,2,2 ⊗ a1,1,1a1,1,2 +m0,0,0a1,1,2a1,2,2a2,2,2 ⊗ a1,1,1.
One can do similar constructions for any n ≥ 1. In general we have that ∂n : M ⊗
A⊗
n(n−1)(n−2)
6 −→M ⊗A⊗
(n−1)(n−2)(n−3)
6 with ∂n :=
∑n
i=0(−1)
id∗i is determined by
d∗0
(
(3.3)
)
= m0,0,0
∏
1≤j≤k≤n−2
a1,j,k ⊗
n−2⊗
k=2


a2,2,k a2,3,k · · · a2,k,k
a3,3,k · · · a3,k,k
. . .
...
ak,k,k

 ,
d∗i
(
(3.3)
)
= m0,0,0
i−1∏
j=1
aj,i−1,i−1
n−2∏
k=i
ai,i,k ⊗
i−3⊗
k=1


a1,1,k a1,2,k · · · a1,k,k
a2,2,k · · · a2,k,k
. . .
...
ak,k,k


⊗


a1,1,i−2a1,1,i−1 a1,2,i−2a1,2,i−1 · · · a1,i−2,i−2a1,i−2,i−1
a2,2,i−2a2,2,i−1 · · · a2,i−2,i−2a2,i−2,i−1
. . .
...
ai−2,i−2,i−2ai−2,i−2,i−1


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⊗
n−2⊗
k=i


a1,1,k · · · a1,i−1,ka1,i,k a1,i+1,k · · · a1,k,k
. . .
...
...
. . .
...
ai−1,i−1,kai−1,i,k ai−1,i+1,k · · · ai−1,k,k
ai,i+1,kai+1,i+1,k · · · ai,k,kai+1,k,k
. . .
...
ak,k,k


for 1 ≤ i ≤ n− 1, and
d∗n
(
(3.3)
)
= m0,0,0
∏
1≤i≤j≤n−2
ai,j,n−2 ⊗
n−3⊗
k=1


a1,1,k a1,2,k · · · a1,k,k
a2,2,k · · · a2,k,k
. . .
...
ak,k,k

 .
3.2. Simplicial structures over the 3-sphere. Our goal is to represent HS
3
• (A,M) as
the homology of a complex corresponding to simplicial structures. To do this, we will need
to define an appropriate simplicial k-algebra along with simplicial modules.
Example 3.3. Define the simplicial k-algebra A3(A) by setting An = A
⊗(n+3+13 )−(
n
3) =
A⊗2n
2+4n+4 for all n ≥ 0. An element from An will have the form
(3.4)
⊗
n⊗
k=0


α0,0,k α0,1,k α0,2,k · · · α0,k−2,k α0,k−1,k α0,k,k
α1,1,k α1,k,k
α2,2,k α2,k,k
. . .
...
αk−2,k−2,k αk−2,k,k
αk−1,k−1,k αk−1,k−1,k
αk,k,k


⊗


α0,0,n+1 α0,1,n+1 α0,2,n+1 · · · α0,n−1,n+1 α0,n,n+1 α0,n+1,n+1
α1,1,n+1 α1,2,n+1 · · · α1,n−1,n+1 α1,n,n+1 α1,n+1,n+1
α2,2,n+1 · · · α2,n−1,n+1 α2,n,n+1 α2,n+1,n+1
. . .
...
...
...
αn−1,n−1,n+1 αn−1,n,n+1 αn−1,n+1,n+1
αn,n,n+1 αn,n+1,n+1
αn+1,n+1,n+1


.
Define
δAi
(
(3.4)
)
= ⊗
i−1⊗
k=0


α0,0,k α0,1,k α0,2,k · · · α0,k−2,k α0,k−1,k α0,k,k
α1,1,k α1,k,k
α2,2,k α2,k,k
. . .
...
αk−2,k−2,k αk−2,k,k
αk−1,k−1,k αk−1,k−1,k
αk,k,k


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⊗


α0,0,iα0,0,i+1 α0,1,iα0,1,i+1 · · · α0,i−1,iα0,i−1,i+1 α0,i,iα0,i,i+1α0,i+1,i+1
α1,1,iα1,1,i+1 α1,i,iα1,i+1,i+1
. . .
...
αi−1,i−1,iαi−1,i−1,i+1 αi−1,i,iαi−1,i+1,i+1
αi,i,iαi,i,i+1αi,i+1,i+1αi+1,i+1,i+1


⊗
n⊗
k=i+2


α0,0,k α0,1,k · · · α0,i,kα0,i+1,k · · · α0,k−1,k α0,k,k
α1,1,k α1,k,k
. . .
...
αi,i,kαi+1,i+1,k αi,k,kαi+1,k,k
. . .
...
αk−1,k−1,k αk−1,k,k
αk,k,k


⊗


α0,0,n+1 α0,1,n+1 · · · α0,i,n+1α0,i+1,n+1 · · · α0,n+1,n+1
α1,1,n+1 · · · α1,i,n+1α1,i+1,n+1 · · · α1,n+1,n+1
. . .
...
. . .
...
αi,i,n+1αi,i+1,n+1αi+1,i+1,n+1 · · · αi,n+1,n+1αi+1,n+1,n+1
. . .
...
αn+1,n+1,n+1


and
σAi
(
(3.4)
)
= ⊗
i⊗
k=0


α0,0,k α0,1,k α0,2,k · · · α0,k−2,k α0,k−1,k α0,k,k
α1,1,k α1,k,k
α2,2,k α2,k,k
. . .
...
αk−2,k−2,k αk−2,k,k
αk−1,k−1,k αk−1,k−1,k
αk,k,k


⊗


10,0 10,1 10,2 · · · 10,i−1 10,i 10,i+1
11,1 11,i+1
12,2 12,i+1
. . .
...
1i−1,i−1 1i−1,i+1
1i,i 1i,i+1
1i+1,i+1


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⊗
n⊗
k=i+1


α0,0,k α0,1,k · · · α0,i,k 1 α0,i+1,k · · · α0,k−1,k α0,k,k
α1,1,k α1,k,k
. . .
...
αi,i,k αi,k,k
1 1
αi+1,i+1,k αi+1,k,k
. . .
...
αk−1,k−1,k αk−1,k,k
αk,k,k


⊗


α0,0,n+1 α0,1,n+1 · · · α0,i,n+1 1 α0,i+1,n+1 · · · α0,n,n+1 α0,n+1,n+1
α1,1,n+1 · · · α1,i,n+1 1 α1,i+1,n+1 · · · αi,n,n+1 α1,n+1,n+1
. . .
...
...
...
. . .
...
...
αi,i,n+1 1 αi,i+1,n+1 · · · αi,n,n+1 αi,n+1,n+1
1 1 · · · 1 1
αi+1,i+1,n+1 · · · αi+1,n,n+1 αi+1,n+1,n+1
. . .
...
αn,n,n+1 αn,n+1,n+1
αn+1,n+1,n+1


for 0 ≤ i ≤ n.
Proof. An easy verification of the definition. 
Remark 3.4. Notice that An can be thought of as the “boundary” of the tetrahedron.
Example 3.5. Define the simplicial left module B3(A) over the simplicial k-algebra A3(A)
(see Example 3.3) by setting Bn = A
⊗(n+3+13 ) = A⊗
(n+2)(n+3)(n+4)
6 . An element from Bn will
have the form
(3.5) ⊗
n+1⊗
k=0


a0,0,k a0,1,k · · · a0,k−1,k a0,k,k
a1,1,k · · · a1,k−1,k a1,k,k
. . .
...
...
ak−1,k−1,k ak−1,k,k
ak,k,k

 .
The multiplication on Bn is given by(
(3.4)
)
·
(
(3.5)
)
= ⊗
n⊗
k=0


α0,0,ka0,0,k α0,1,ka0,1,k · · · α0,k−1,ka0,k−1,k α0,k,ka0,k,k
α1,1,ka1,1,k · · · a1,k−1,k α1,k,ka1,k,k
. . .
...
...
αk−1,k−1,kak−1,k−1,k αk−1,k,kak−1,k,k
αk,k,kak,k,k


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⊗


α0,0,n+1a0,0,n+1 α0,1,n+1a0,1,n+1 · · · α0,n,n+1a0,n,n+1 α0,n+1,n+1a0,n+1,n+1
α1,1,n+1a1,1,n+1 · · · α1,n,n+1a1,n,n+1 α1,n+1,n+1a1,n+1,n+1
. . .
...
...
αn,n,n+1an,n,n+1 αn,n+1,n+1an,n+1,n+1
αn+1,n+1,n+1an+1,n+1,n+1

 .
Furthermore, define
δBi
(
(3.5)
)
= ⊗
i−1⊗
k=0


a0,0,k a0,1,k · · · a0,k,k
a1,1,k · · · a1,k,k
. . .
...
ak,k,k


⊗


a0,0,ia0,0,i+1 a0,1,ia0,1,i+1 · · · a0,i−1,ia0,i−1,i+1 a0,i,ia0,i,i+1a0,i+1,i+1
a1,1,ia1,1,i+1 · · · a1,i−1,ia1,i−1,i+1 a1,i,ia1,i,i+1a1,i+1,i+1
. . .
...
...
ai−1,i−1,iai−1,i−1,i+1 ai−1,i,iai−1,i,i+1ai−1,i+1,i+1
ai,i,iai,i,i+1ai,i+1,i+1ai+1,i+1,i+1


⊗
n+1⊗
k=i+2


a0,0,k · · · a0,i,ka0,i+1,k · · · a0,k,k
. . .
...
. . .
...
ai,i,kai,i+1,kai+1,i+1,k · · · ai,k,kai+1,k,k
. . .
...
ak,k,k


and
σBi
(
(3.5)
)
= ⊗
i⊗
k=0


a0,0,k a0,1,k · · · a0,k,k
a1,1,k · · · a1,k,k
. . .
...
ak,k,k

⊗


10,0 10,1 · · · 10,i 10,i+1
11,1 · · · 11,i 11,i+1
. . .
...
...
1i,i 1i,i+1
1i+1,i+1


⊗
n+1⊗
k=i+1


a0,0,k · · · a0,i,k 1 a0,i+1,k · · · a0,k,k
. . .
...
...
...
. . .
...
ai,i,k 1 ai,i+1,k · · · ai,k,k
1 1 · · · 1
ai+1,i+1,k · · · ai+1,k,k
. . .
...
ak,k,k


for 0 ≤ i ≤ n.
Proof. An easy verification of the definition. 
Remark 3.6. Observe that Bn can be thought of as a “solid” tetrahedron. The action of An
on Bn is a matter of multiplying elements with the same index. Notice that δ
B
i collapses
the ith and i+ 1st row, column, and face onto each other.
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Example 3.7. Define the simplicial right module M3(M) over the simplicial k-algebra
A3(A) (see Example 3.3) by setting Mn = M , δ
M
i = idM , and σ
M
i = idM for all n ≥ 0.
The multiplication on Mn is given by
m ·
(
(3.4)
)
= m
∏
αi,j,k.
Proof. An easy verification of the definition. 
From Lemma 1.4 we note thatM3(M)⊗A3(A) B
3(A) is a simplicial k-module. In dimen-
sion n, we have
Mn ⊗An Bn =M ⊗A⊗2n2+4n+4 A
⊗ (n+2)(n+3)(n+4)
6 .
Following Lemma 1.4, the maps
Di :M ⊗A2n2+4n+4 A
⊗ (n+2)(n+3)(n+4)
6 −→M ⊗
A⊗2n
2+2 A
⊗ (n+1)(n+2)(n+3)
6
(for 0 ≤ i ≤ n) are
Di

m⊗A⊗2n2+4n+4 ⊗
n+1⊗
k=0


a0,0,k a0,1,k · · · a0,k−1,k a0,k,k
a1,1,k · · · a1,k−1,k a1,k,k
. . .
...
...
ak−1,k−1,k ak−1,k,k
ak,k,k




= δMi (m)⊗A⊗2n2+2 δ
B
i

⊗
n+1⊗
k=0


a0,0,k a0,1,k · · · a0,k−1,k a0,k,k
a1,1,k · · · a1,k−1,k a1,k,k
. . .
...
...
ak−1,k−1,k ak−1,k,k
ak,k,k




= m⊗
A⊗2n
2+2 ⊗
i−1⊗
k=0


a0,0,k a0,1,k · · · a0,k,k
a1,1,k · · · a1,k,k
. . .
...
ak,k,k


⊗


a0,0,ia0,0,i+1 a0,1,ia0,1,i+1 · · · a0,i−1,ia0,i−1,i+1 a0,i,ia0,i,i+1a0,i+1,i+1
a1,1,ia1,1,i+1 · · · a1,i−1,ia1,i−1,i+1 a1,i,ia1,i,i+1a1,i+1,i+1
. . .
...
...
ai−1,i−1,iai−1,i−1,i+1 ai−1,i,iai−1,i,i+1ai−1,i+1,i+1
ai,i,iai,i,i+1ai,i+1,i+1ai+1,i+1,i+1


⊗
n+1⊗
k=i+2


a0,0,k · · · a0,i,ka0,i+1,k · · · a0,k,k
. . .
...
. . .
...
ai,i,kai,i+1,kai+1,i+1,k · · · ai,k,kai+1,k,k
. . .
...
ak,k,k

 .
Next we identify M ⊗
A⊗2n
2+4n+4 A
⊗ (n+2)(n+3)(n+4)
6 with M ⊗ A⊗
n(n−1)(n−2)
6 under the iso-
morphisms
ϕn :M ⊗A⊗2n2+4n+4 A
⊗ (n+2)(n+3)(n+4)
6 −→M ⊗A⊗
n(n−1)(n−2)
6
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and
ϕ−1n :M ⊗A
⊗n(n−1)(n−2)
6 −→M ⊗
A⊗2n
2+4n+4 A
⊗ (n+2)(n+3)(n+4)
6 ,
both given in the natural way.
Remark 3.8. Consider the particular case of ∂4. We have that
∂4
(
m⊗ (a)⊗
(
b c
d
))
:= ϕ3 ◦
4∑
i=0
(−1)iDi ◦ ϕ
−1
4
(
m⊗ (a)⊗
(
b c
d
))
= ϕ3 ◦ (D0 −D1 +D2 −D3 +D4)
(
m⊗A⊗52 (1) ⊗
(
1 1
1
)
⊗

1 1 11 1
1


⊗


1 1 1 1
1 a 1
1 1
1

⊗


1 1 1 1 1
1 b c 1
1 d 1
1 1
1

⊗


1 1 1 1 1 1
1 1 1 1 1
1 1 1 1
1 1 1
1 1
1


)
= ϕ3
(
m⊗A⊗34 (1)⊗
(
1 1
1
)
⊗

1 a 11 1
1

⊗


1 b c 1
1 d 1
1 1
1

⊗


1 1 1 1 1
1 1 1 1
1 1 1
1 1
1


)
− ϕ3
(
m⊗A⊗34 (1)⊗
(
1 1
1
)
⊗

1 1 1a 1
1

⊗


1 1 1 1
b cd 1
1 1
1

⊗


1 1 1 1 1
1 1 1 1
1 1 1
1 1
1


)
+ ϕ3
(
m⊗A⊗34 (1)⊗
(
1 1
1
)
⊗

1 1 11 a
1

⊗


1 1 1 1
1 bc 1
d 1
1

⊗


1 1 1 1 1
1 1 1 1
1 1 1
1 1
1


)
− ϕ3
(
m⊗A⊗34 (1)⊗
(
1 1
1
)
⊗

1 1 11 1
1

⊗


1 1 1 1
1 ab c
1 d
1

⊗


1 1 1 1 1
1 1 1 1
1 1 1
1 1
1


)
+ ϕ3
(
m⊗A⊗34 (1)⊗
(
1 1
1
)
⊗

1 1 11 1
1

⊗


1 1 1 1
1 a 1
1 1
1

⊗


1 1 1 1 1
1 b c 1
1 d 1
1 1
1


)
= mabc⊗ d−mab⊗ cd+mad⊗ bc−mcd⊗ ab+mbcd⊗ a.
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One can do similar constructions for any n ≥ 1. In general we have that
(ϕn−1 ◦D0 ◦ ϕ
−1
n )
(
(3.3)
)
= m0,0,0
∏
1≤j≤k≤n−2
a1,j,k ⊗
n−2⊗
k=2


a2,2,k a2,3,k · · · a2,k,k
a3,3,k · · · a3,k,k
. . .
...
ak,k,k

 ,
(ϕn−1 ◦Di ◦ ϕ
−1
n )
(
(3.3)
)
= m0,0,0
i−1∏
j=1
aj,i−1,i−1
n−2∏
k=i
ai,i,k ⊗
i−3⊗
k=1


a1,1,k a1,2,k · · · a1,k,k
a2,2,k · · · a2,k,k
. . .
...
ak,k,k


⊗


a1,1,i−2a1,1,i−1 a1,2,i−2a1,2,i−1 · · · a1,i−2,i−2a1,i−2,i−1
a2,2,i−2a2,2,i−1 · · · a2,i−2,i−2a2,i−2,i−1
. . .
...
ai−2,i−2,i−2ai−2,i−2,i−1


⊗
n−2⊗
k=i


a1,1,k · · · a1,i−1,ka1,i,k a1,i+1,k · · · a1,k,k
. . .
...
...
. . .
...
ai−1,i−1,kai−1,i,k ai−1,i+1,k · · · ai−1,k,k
ai,i+1,kai+1,i+1,k · · · ai,k,kai+1,k,k
. . .
...
ak,k,k


for 1 ≤ i ≤ n− 1, and
(ϕn−1 ◦Dn ◦ ϕ
−1
n )
(
(3.3)
)
= m0,0,0
∏
1≤i≤j≤n−2
ai,j,n−2 ⊗
n−3⊗
k=1


a1,1,k a1,2,k · · · a1,k,k
a2,2,k · · · a2,k,k
. . .
...
ak,k,k

 .
Taking ∂n :M⊗A
⊗n(n−1)(n−2)
6 −→M⊗A⊗
(n−1)(n−2)(n−3)
3 by setting ∂n :=
∑n
i=0(−1)
i(ϕn−1 ◦
Di ◦ ϕ
−1
n ), we produce a chain complex of the form
. . .
∂n+1
−−−−→M ⊗A⊗
n(n−1)(n−2)
6
∂n−−−→M ⊗A⊗
(n−1)(n−2)(n−3)
6
∂n−1
−−−−→ . . .
. . .
∂6−−→M ⊗A⊗10
∂5−−→M ⊗A⊗4
∂4−−→M ⊗A
∂3−−→M
∂2−−→M
∂1−−→M −→ 0.
Comparing this to the construction of HS
3
• (A,M) from Definition 3.1, we have the fol-
lowing:
Proposition 3.9. We have that
H•(M
3(M)⊗A3(A) B
3(A)) ∼= HS
3
• (A,M).
Proof. Follows from the above discussion. In particular, for each dimension n we have
M ⊗A⊗
n(n−1)(n−2)
6 , and d∗i = ϕn−1 ◦Di ◦ ϕ
−1
n for all n ≥ 0 and 0 ≤ i ≤ n. 
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4. Morphisms and Replacements
As we just saw, higher order Hochschild (co)homology over the d-sphere can now be
expressed using these simplicial structures. For the sake of computation, it is natural to
wonder when we can replace the simplicial left module Bd(A). The aim of this section is to
approach that topic.
We fix A to be a simplicial k-algebra and B and C to be simplicial left modules over A.
Definition 4.1. Define a presimplicial morphism f between B and C as a family of
An-module morphisms fn : Bn −→ Cn such that
(4.1) fn−1 ◦ δ
B
i = δ
C
i ◦ fn
for all n ≥ 0 and 0 ≤ i ≤ n.
Definition 4.2. A presimplicial homotopy h between two presimplicial morphisms f, g :
B −→ C is a family of maps hi : Bn −→ Cn+1 for 0 ≤ i ≤ n and n ≥ 0 such that
(i) hi(anbn) = σ
A
i (an)hi(bn) for all an ∈ An and bn ∈ Bn, and
(ii) the following are satisfied:
(4.2)
δCi hj = hj−1δ
B
i for i < j,
δCi hi = δ
C
i hi−1 for 0 < i ≤ n,
δCi hj = hjδ
B
i−1 for i > j + 1,
δC0h0 = fn,
δCn+1hn = gn.
Lemma 4.3. Presimplicial homotopy defines an equivalence relation.
Proof. First observe that since C is a simplicial left module over A, it is endowed with de-
generacy maps σCi . One can check that the following homotopies show reflexivity, symmetry,
and transitivity.
Reflexive: to see that f ∼ f we define the presimplicial homotopy h as follows: define
hi : Bn −→ Cn+1 for 0 ≤ i ≤ n by
hi := σ
C
i fn.
Symmetric: we suppose that f ∼ g under the presimplicial homotopy h. To see that
g ∼ f we define the presimplicial homotopy t as follows: define ti : Bn −→ Cn+1 for
0 ≤ i ≤ n by
ti := σ
C
i (fn + gn)− hi.
Transitive: we suppose that f ∼ g under the presimplicial homotopy h, and that g ∼ l
under the presimplicial homotopy t. To see that f ∼ l we define the presimplicial homotopy
s as follows: define si : Bn −→ Cn+1 for 0 ≤ i ≤ n by
si := hi + ti − σ
C
i gn.
Hence, presimplicial homotopy defines an equivalence relation. 
Definition 4.4. We say that a presimplicial morphism f : B −→ C is a presimplicial
homotopy equivalence if there exists a presimplicial morphism g : C −→ B such that
there is a presimplicial homotopy between gf and idB, and a presimplicial homotopy between
fg and idC .
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4.1. Replacing the simplicial left modules. Here we present a notion of how to replace
the bar-like resolutions Bd(A).
Proposition 4.5. LetM be a simplicial right module over A. If there exists a presimplicial
homotopy equivalence f : B −→ C, then
H•(M⊗A B) ∼= H•(M⊗A C).
Proof. We are given presimplicial morphisms f : B −→ C and g : C −→ B such that gf
is presimplicially homotopic to idB and fg is presimplicially homotopic to idC . Thus, for
all n ≥ 0 and 0 ≤ i ≤ n there exists maps hi : Bn −→ Bn+1 and ti : Cn −→ Cn+1 such
that each satisfies Definition 4.2 appropriately. Without loss of generality, we say that
δB0 h0(b) = gnfn(b) and δ
B
n+1hn(b) = b. Likewise δ
C
0 t0(c) = fngn(c) and δ
C
n+1tn(c) = c.
Recall that DBi :Mn ⊗An Bn −→Mn−1 ⊗An−1 Bn−1 is given by
DBi (m⊗An b) = δ
M
i (m)⊗An−1 δ
B
i (b)
for all n ≥ 0 and 0 ≤ i ≤ n. Likewise for DCi :Mn ⊗An Cn −→Mn−1 ⊗An−1 Cn−1.
Define h′i :Mn ⊗An Bn −→Mn+1 ⊗An+1 Bn+1 by
h′i(m⊗An b) = σ
M
i (m)⊗An+1 hi(b)
for 0 ≤ i ≤ n. One can check that h′i is well-defined. Likewise for t
′
i : Mn ⊗An Cn −→
Mn+1 ⊗An+1 Cn+1.
Next, define F :M⊗A B −→M⊗A C by
Fn(m⊗An b) = m⊗An fn(b).
Notice that for all n ≥ 0 and 0 ≤ i ≤ n we have that
Fn−1D
B
i (m⊗An b) = Fn−1(δ
M
i (m)⊗An−1 δ
B
i (b)) = δ
M
i (m)⊗An−1 fn−1δ
B
i (b),
and
DCi Fn(m⊗An b) = D
C
i (m⊗An fn(b)) = δ
M
i (m)⊗An−1 δ
C
i fn(b),
which are equal due to (4.1). One can verify that F is well-defined. Hence F is a morphism
of presimplicial k-modules. Likewise for G :M⊗A C −→M⊗A B.
Our goal will be to show that h′i is a presimplicial homotopy (as k-modules) between GF
and idM⊗AB (from M⊗A B −→M⊗A B). Likewise for t
′
i between FG and idM⊗AC (from
M⊗A C −→M⊗A C).
Observe that for all n ≥ 0 we have (4.2) as k-modules. That is, for i < j
DBi h
′
j(m⊗An b) = D
B
i (σ
M
j (m)⊗An+1 hj(b)) = δ
M
i σ
M
j (m)⊗An δ
B
i hj(b)
= σMj−1δ
M
i (m)⊗An hj−1δ
B
i (b) = h
′
j−1(δ
M
i (m)⊗An−1 δ
B
i (b)) = h
′
j−1D
B
i (m⊗An b).
For 0 < i ≤ n
DBi h
′
i(m⊗An b) = D
B
i (σ
M
i (m)⊗An+1 hi(b)) = δ
M
i σ
M
i (m)⊗An δ
B
i hi(b)
= δMi σ
M
i−1(m)⊗An δ
B
i hi−1(b) = D
B
i (σ
M
i−1(m)⊗An+1 hi−1(b)) = D
B
i h
′
i−1(m⊗An b).
For i > j + 1
DBi h
′
j(m⊗An b) = D
B
i (σ
M
j (m)⊗An+1 hj(b)) = δ
M
i σ
M
j (m)⊗An δ
B
i hj(b)
= σMj δ
M
i−1(m)⊗An hjδ
B
i−1(b) = h
′
j(δ
M
i−1(m)⊗An−1 δ
B
i−1(b)) = h
′
jD
B
i−1(m⊗An b).
Finally we have that
DB0 h
′
0(m⊗An b) = D
B
0 (σ
M
0 (m)⊗An+1 h0(b)) = δ
M
0 σ
M
0 (m)⊗An δ
B
0 h0(b)
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= m⊗An gnfn(b) = Gn(m⊗An fn(b)) = GnFn(m⊗An b),
and
DBn+1h
′
n(m⊗An b) = D
B
n+1(σ
M
n (m)⊗An+1 hn(b)) = δ
M
n+1σ
M
n (m)⊗An δ
B
n+1hn(b)
= m⊗An b = idM⊗AB(m⊗An b).
Thus h′i is a presimplicial homotopy between GF and idM⊗AB (as k-modules). Likewise
we get that t′i is a presimplicial homotopy between FG and idM⊗AC (as k-modules).
Hence our result follows. 
Switching to the context of cosimplicial modules by way of the Hom Lemma (discussed
in [14]), we get an analogous result.
Proposition 4.6. LetM be a cosimplicial left module over A. If there exists a presimplicial
homotopy equivalence f : B −→ C, then
H•(HomA(B,M)) ∼= H
•(HomA(C,M)).
Proof. Similar to that of Proposition 4.5. 
4.2. Applications. Recall the simplicial k-algebra Ad(A) (Example 2.2) and some of its
modules: the simplicial left module Bd(A) (Example 2.3), the simplicial right module
Md(M) (Example 2.5), and the cosimplicial left module Nd(M) (Remark 2.8).
Example 4.7. If C is a simplicial left module over the simplicial k-algebra Ad(A) such that
there exists a presimplcial homotopy equivalence f : Bd(A) −→ C, then
H•(M
d(M)⊗Ad(A) C)
∼= HS
d
• (A,M).
Likewise,
H•(HomAd(A)(C,Nd(M)))
∼= H•Sd(A,M).
Example 4.8. Recall the bar simplicial left module B(A,B, ε) over the simplicial k-algebra
A(A,B, ε), along with S(M), L(A,B, ε), C(M), and H(A,B, ε), which are used to define
the secondary Hochschild (co)homologies (see [14]).
If D is a simplicial left module over the simplicial k-algebra A(A,B, ε) such that there
exists a presimplicial homotopy equivalence f : B(A,B, ε) −→ D, then
(i) H•(S(M) ⊗A(A,B,ε) D) ∼= H•((A,B, ε);M),
(ii) H•(L(A,B, ε) ⊗A(A,B,ε) D) ∼= HH•(A,B, ε),
(iii) H•(HomA(A,B,ε)(D, C(M))) ∼= H
•((A,B, ε);M), and
(iv) H•(HomA(A,B,ε)(D,H(A,B, ε))) ∼= HH
•(A,B, ε).
4.3. Some Observations. For the higher order, one would like to know if a similar con-
struction can be done for any simplicial set. That is, given a simplicial set X•, can one
associate a simplicial structure for the chain complex associated to HX•• (A,M)?
Moreover, can we categorize which simplicial left modules have a presimplicial homotopy
equivalence to the respective bar simplicial modules? What properties must C have for
there to exist a presimplicial homotopy equivalence f : Bd(A) −→ C?
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