While the effect of financial innovation on money demand has been widely researched in industrialised countries, because of its major role in monetary policy, few studies have focussed on developing countries. This is surprising given the considerable growth in financial innovation in SubSaharan Africa in recent years and its potential implications for developing country macroeconomic policy. This paper investigates the development of financial innovation and its impact on money demand in the region using panel data estimation techniques for 34 countries between 1980 and 2013. The results indicate that there is a negative relationship between financial innovation and money demand. This implies that financial innovation plays a crucial role in explaining money demand in Sub-Saharan Africa and given innovations such as mobile money in the region this can have important implications for future policy design.
Introduction
Understanding the relationship between money demand and its determinants has been an important research focus over the years, mainly because of its importance for monetary policy. In particular, countries that conducted monetary policy through monetary aggregate targeting needed money demand to be predictable and stable 1 . Recently, the stability of money demand relations has become an issue of debate, with suggestions that the traditional money demand relationships have changed in a number of countries. This instability has been argued to have been an important reason for the failure in the 1 monetary aggregate targeting, in a number of countries such as New Zealand, United Kingdom, Canada, and Sweden among others, leading them to move to inflation targeting (Mishkin, 1999) . As well as instability, traditional money demand functions have also exhibited highly auto correlated errors, implausible parameter estimates and persistent over prediction (Arrau et al., 1995) . A potential explanation for this instability and misspecification of the money demand function is the rapid growth in financial innovation, which has been apparent in developed economies and has been an increasing characteristic of developing economies (Lieberman, 1977 and Arrau and De Gregorio, 1991) .
While Studies based on industrialised countries, such as Lippi and Secchi (2009), Attanasio et al. (2002) Arrau and De Gregorio (1993) and Alvarez and Lippi (2009) have found financial innovation to have had an impact on money demand, few have analysed this relationship in developing countries. Kararach (2002) , Ndirangu and Nyamongo (2015) and Augustina et al. (2010) provide useful case studies. This is despite the fact that Sub-Saharan Africa has seen considerable financial innovation, particularly in the last decade. Following the financial reforms and liberalization of exchange rate and interest rates in the 1980s and 1990s, recent innovations have included the introduction of ATMs, debit cards and more recently mobile money, which started in Kenya in 2007 and quickly spread to other countries. 2 This growth in financial innovation could have important implications for monetary policy in the region, as most countries in Africa still use monetary aggregate targeting, except for a few countries such as South Africa, Ghana and Uganda that moved to inflation targeting. This paper considers the impact of financial innovation and money demand in Sub-Saharan Africa, using a panel of 34 countries for the period 1980 to 2013. It specifies a money demand equation that takes account of financial innovation and estimates it using dynamic panel data estimation techniques and so evaluates the likely impact of the innovations. The next section provides a review of the literature, followed by the data, model specification and estimation method in section 3. Section 4 then presents and discusses the results and some conclusions are considered in sections 5.
Literature Review
A range of theories exist to link the quantity of money demanded to the real sector of the economy (Sriram, 2000) . Classical economists argued that money is a medium of exchange and developed the transaction demand for money, which depicts the relationship between the quantity of money in circulation and the volumes of transactions and price. This led to the quantity theory of money, which sees income as the primary determinant of money (Serletis 2007 ). Keynes and the Keynesians then developed the quantity theory of money to include interest rates, arguing that individuals hold money for three reasons the transaction/business motive, the precautionary motive, and the speculative motive. The transaction demand and precautionary demand reflect money as the medium of exchange, with income playing a major role in determining money demand, while speculative demand reflects the role of money as a store of value, with individuals deciding between holdings of money or bonds. This makes interest rates important in the money demand specification and negatively related to money demand (Serletis, 2007 and Sriram1999) . A third set of theories, commonly referred to as post-Keynesian are often grouped based on whether money is used as a medium of exchange or a store of value (Sriram, 1999) . Theories that are grouped under money as medium of exchange are referred to as transactions theories and these include the Baumol-Tobin model, the shopping time model and the cash in advance models. Portfolio theories assume that money serves as a store of value and include the overlapping generation models and the Tobin's theory of liquidity preference (Serletis, 2007) .
In empirical work, money demand specifications have generally included income and interest rates as the main determinants of money demand and increasingly have recognised the potential role of financial innovation in reducing transaction costs. There are some differences in definition, however, with Melnik and Yashiv (1994) defining financial innovation as the "introduction of new liquid assets that partially replace traditional money in agent's portfolios, technological progress in banking services that reduces the costs of transactions and changes in the regulatory environment that facilitate transactions." (p2) and, more recently, Frame and White (2004) considering financial innovation as something new that satisfies participant's demands through reduced costs, reduced risks and improved products. Other definitions have shifted the focus away from the cost reduction argument, with Arrau et al. (1995) considering financial innovation as a permanent change to the money demand that is not caused by opportunity cost (i.e. interest rates and scale variables such as GDP) and Arrau and De Gregorio (1991) defining it to include both technological processes and financial regulation or deregulation.
Different forms of financial innovations can have different effects on the money demand. For example new products such as ATMS/ Debit cards or financial instruments could potentially improve efficiency and reduce transaction costs, as cash that would have been carried in wallets is replaced by these innovations and this could lead to a decline in demand for cash. Similarly, as individuals move away from more liquid assets (cash or M1) to less liquid assets (broad money or M2, M3), they are more likely to demand less money. In contrast, financial innovations could potentially lead to an increase in money demand if payments systems improve but individuals demand more liquid assets. For example in the case of M-PESA, where individuals demand electronic money and cash through the use of cell phone technology but do not necessarily move away from more liquid assets to less liquid assets.
Not accounting for these new financial innovations in money demand functions could be an important source of misspecification and could lead to unstable money demand (Arrau et al., 1995; Goldfeld and Sichel, 1990) . Empirical studies redefined money or including a proxy for reduced transaction costs as a result of financial innovation in the money demand specification, as excluding was found to bias the money demand coefficient estimates and lead to autocorrelated errors, persistent over prediction and implausible parameter estimates (Arrau et al., 1995 Judd and Scadding, 1982; Lieberman, 1977) .
As it is difficult to measure financial innovation directly, various proxies have been developed to measure financial innovation in both industrialised and developing countries for example, ATM concentration, bank concentration, M2/M1 and M3/M1 and dummy variables capturing periods of innovation, growth rate in private sector credit. The general finding is of a significant negative relationship between financial innovation and money demand, underlining the importance of accounting for financial innovation in analysing money demand 5 . Cross country studies on money demand have used panel data methods to analyse the long run relationship. These include Nautz and Rondolf (2010) who investigate the instability of money demand in the Euro Area while Hamdi et al. (2014) investigates the long run money demand function for the Gulf Cooperation Council countries. 6 The only cross country studies for Africa are Hamori (2008) and Salisu (2013) , who investigating the money demand equation but do not consider financial innovation.
Data, Model Specification and Estimation
In studying Sub-Saharan African, the choice of frequency of the data and the number of countries were all the result of data availability. A full unbalanced panel allowed a larger number of countries than a balanced panel. Annual data for 34 countries was collected, with the balanced panel comprised of 17 countries over a period of 34 years (1980-2013 In this analysis, real M1 is computed by dividing M1 by the consumer price index and then taking the log of the real money variable (LRM1). Financial innovation is then proxied using the commonly used ratio of M2 and M1 (M2/M1), which is readily available for most Sub-Saharan African countries 7 . The motivation for using this measure is that as financial innovations grow, individuals tend to move away from more liquid assets, which are reflected in M1, to less liquid assets, which are reflected in M2. The ATMs concentration, bank concentration and private sector credit as a percent of GDP were also considered as alternative proxies for measuring financial innovation. However, the (M3/M1) proxy for financial innovation was not used in this analysis due to the limited data availability.
As Figure 1 shows, the increase in financial innovation in SSA, as reflected in (M2/M1) started in the 1980s and 1990s during the period of major financial reforms in the region. There was also a rise in innovations in the mid-2000s specifically in the East African region, probably reflecting the growth in new technologies such as mobile money. The South African Development Community (SADC) has continuously dominated the region in terms of growth in financial innovation with countries such as Mauritius registering the highest financial innovation (M2/M1) of 7.3 compared to an average of 1.88 for SubSaharan Africa. (See Summary Statistics in Table I ). While ATM and Bank concentration figures have much less available data, they paint a similar picture, showing growth in financial innovation over time highly driven by SADC countries (See Figure II) , though other regions also show an increase in innovation in 2012 compared to 2004.
Real GDP is the log of GDP at constant 2005 US$(LRGDP) and the log of the nominal exchange rate (LNER) is measured as the average local currency per US$. The inflation rate is used to capture the opportunity cost of holding money rather than the interest rates partly because of the limited data on interest rates for Sub-Saharan African countries and also due to the fact that some of these countries do not have well developed financial markets. It follows BahmaniOskooee and Gelan (2009) and Suliman and Dafaalla (2011) who incorporate inflation. The inflation rate (INF) is based on consumer price index but unlike the other variables used in the study, no logs were taken. Table (I) depicts the detailed summary statistics of all the variables used in the analysis for both the balanced and unbalanced panel.
Following Hamori (2008) an extended traditional money demand specification is shown in equation (1), where money demand is a function of income, the opportunity cost of holding money and the exchange rate. This is then extended to include financial innovation and uses inflation as the opportunity cost of holding money.
Where LRM1 represents the log of real money M 1, IN F represents inflation rate, LRGDP represent income as measured by the log of real GDP , LN ER represents the log of nominal exchange rate and F IN OV financial innovation (M 2/M1).
Theory would predict a positive relation between income and money demand and this is generally found. 8 Studies do, however, differ in the size of the coefficients with some finding a coefficient of GDP less than 1(see Hamori Interest rates are often used to capture the effect of the opportunity cost of holding money on money demand and would be expected to have a negative sign. While most studies find this, the size of the coefficient varies but is mainly less than one 9 The expected sign of the exchange rate coefficient is ambiguous, as it is dependent on whether wealth effects or substitution effects are greater. For example if there is evidence of a wealth effect, the sign of the exchange rate is positive implying that a depreciation of the exchange rate leads to an increase in money demand. Put differently, a depreciation in the exchange rate leads to an increase in foreign assets by domestic residents and thus a rise in wealth (Dobson and Ramlogan, 2001) . If the sign of the exchange rate is negative, however, then money demand is expected to decline due to the substitutability of domestic currency for foreign currency or bonds since there are higher returns from holding foreign money (Sriram, 2000) . While M2/M1 is commonly used in the literature as a broad proxy measure of financial innovation, particularly for developing economies where data is limited, there is the potential problem of endogeneity, as (M2/M1) may be correlated to the error term and the demand for money which could influence the negative relationship. Despite these limitations, the results seem to follow the literature. However, for robustness checks, other potential measures of financial innovation such as ATM concentration, bank concentration and private sector credit as a percent of GDP are considered.
Given the importance of dynamics and the potential for heterogeneity in estimating a demand for money function for Sub Saharan Africa a number of panel data methods are used, Dynamic Fixed Effects (DFE), Mean Group (MG) and the Pooled Mean Group (PMG) estimation techniques for comparison 11 . An ARDL specification allows for a dynamic structure, the Dynamic Fixed effects estimators (DFE) allows the intercepts to vary while all coefficients are fixed, the Pooled Mean Group (PMG) estimator that restricts all coefficients in the long run to be equal while allowing for the short run coefficients and error variances for each cross section to vary and the Mean group estimator (MG) estimator allows all coefficients to vary The justification for using alternative 1 1 The Pooled Mean group (PMG) estimator by Pesaran et al. (1999) is often used to generate long run and short run estimates for data with large time series and cross sections where non stationarity may be an issue (Pesaran et al., 1999) . Unlike the FMOLS and DOLS, no stationarity test was formally proposed by Pesaran et al. (1999) , however, the asymptotic properties of the estimator for both stationary and non-stationary regressors was derived (Roudet et al., 2007) . In addition, Pesaran et al. (1999) do not exclusively test for cointegration but they do make assumptions for the existence of cointegration. The PMG allows for the identical long run coefficients while the short run coefficients and error variances are allowed to differ across groups. This defers from the Mean group (MG) estimator which is derived by estimating separate equations and calculating their coefficient means (Pesaran et al., 1999) . When it comes to panel data with long time dimension, the PMG and MG estimators are often preferred to the traditional panel data methods such as GMM. This is because traditional panel data methods yield inconsistent estimates while MG and PMG estimators yield consistent parameters with long time series and large cross sections. The PMG estimator may also be preferred to the MG with shorter time series since MG estimates tend to be biased with smaller time dimensions (See Asteriou and Hall 2007; and Pesaran et al. 1999 ). The main advantage of the PMG over the DOLS and FMOLS is that it is more flexible since it allows for homogeneity in the long run coefficients and heterogeneity only in the short run (Roudet et al., 2007) . The PMG also allows for the adjustment dynamic between the long run and short run that other panel data methods such as the DOLS and FMOLS do not account for (Bangake and Eggoh, 2012) . estimation techniques such as PMG and MG for data with large time dimensions is that other panel data estimation techniques such as the generalized method of moments (GMM) may yield inconsistent results with misleading coefficients with large time series data while PMG and MG are consistent with large cross section and large time series (Pesaran et al., 1999) . Similarly, the traditional fixed effects models could produce inconsistent parameters because of the endogeneity between the lagged dependent variable and the error term. However, if the time series component is large, the issue of inconsistent parameters appears to be less of a problem (Pesaran and Smith, 1995) .
The pooled mean group estimation is based on a maximum likelihood estimation procedure and it assumes that all the variables are either I (1) or I (0). Assuming the long run money demand function is equation 1, the appropriate lag length is determined using the Akaike Information Criteria (AIC) and the Bayesian Information Criterion (BIC) and the ARDL specified. For example, an ARDL (1,1,1,1,1) would mean rewriting equation 1 as:
which written as an error correction specification is:
Where,
∆ Represents first differences while the error term is represented by ε it . Although Pesaran et al. (1999) do not exclusively test for cointegration they do make some assumptions for the existence of cointegration. They argue that for a long run relationship to exist, Φ i should not be equal to zero. Although the MG estimator is consistent, it can be biased with misleading coefficient estimates in small samples and PMG estimates may appear more efficient if the parameters are homogeneous (Asteriou and Hall, 2007) . To determine the most efficient model, a Hausman test is used. If the null hypothesis of no difference between MG and PMG estimators is rejected, then the PMG estimates are inconsistent and MG estimates are preferred. However, if we fail to reject the null hypothesis then PMG is preferred (Pesaran et al. 1999) .
Starting with the dynamic fixed effects estimation procedure for the unbalanced panel, a comparison is made between money demand without financial innovation and with financial innovation. This is followed by the investigation of the effect of financial innovation on money demand using the balanced panel and all the three methods, the DFE, PMG and MG estimators. The exchange rate is then added and the results with and without financial innovation compared.
Empirical Results
Three sets of results are discussed in this section starting with the results for the full sample (unbalanced data) using the Dynamic Fixed Effects (DFE) estimation procedure depicted in Table ( II). This is followed by the limited sample (balanced data) results using the pooled mean group (PMG), Mean Group (MG) and DFE estimation procedures. Table (III) and Table ( IV) depict the results without and with exchange rates respectively. We start by assessing the optimum lag length. Using the AIC and BIC lag length criteria tests, we determine that a maximum lag length of 1 has the smallest AIC and BIC values implying that it is the optimum lag length for the regressions. The detailed lag length criteria tests can be found in Appendix, Table 3 .
The first set of results depicted in Table ( II) compare the models without financial innovation in columns (1) and (2) to those that include financial innovation (M2/M1) in columns (3) and (4) and those with the exchange rate in columns (2) and (4). We also correct for heteroscedasticity by adjusting the DFE standard errors with robust standard errors. The specifications for the models seem appropriate and in line with the money demand theory. The variables are statistically significant except for the exchange rate that is insignificant in the long run and the inflation rate that is insignificant in the short run. The exchange rate could be insignificant in the long run suggesting it does not have a significant impact on money demand. This could be due to the different exchange rate regimes in Sub-Saharan Africa such as the flexible exchange rate regimes in some countries and the fixed exchange rate regimes in others.
These results suggest that financial innovation plays a crucial role in determining money demand in both the long run and the short run regardless of whether the exchange rate is accounted for or not. Financial innovation is significant at a 1 percent level in both the long run and the short run. As depicted in columns (3) and (4), a percentage point increase in financial innovation leads to a 26.6 percent decline in money demand in the long run. Similarly, the short run results depict a negative relationship between financial innovation and money demand of 26.7 percent and 27.2 percent for columns (3) and (4) respectively. The results are in line with the literature and imply that as financial innovation increases, individuals are likely to move away from more liquid assets to less liquid assets thus leading to a decline in the demand for money. 12 The results as depicted in Appendix, Table 4 indicate that Bank and ATM concentration affect money demand positively in the long run and are insignificant in the short run. This is contrary to our expectations and this could be due to the fact that the results may be inconsistent. As mentioned, fixed effects parameter estimates with lagged dependent variable for a small time series are likely to be inconsistent even with large cross sections though the problem subsides with longer time series (Pesaran and Smith, 1995) . The Bank and ATM data is only available annually for a maximum of 9 years between 2004 and 2012 which is a short time period to determine a long run relationship and private sector credit as a percentage of GDP is insignificant suggesting that it is not a good proxy. Inflation is significant at a 1 percent level and negatively related to money demand in the long run while income captured by the real GDP has a positive impact on money demand in both the short run and long run (see Table ( II). 13 Although the signs and levels of significance are similar between the models without financial innovation (Table II , columns 1 and 2) and those with (columns 3 and 4), the coefficients appear to be slightly lower for those with financial innovation. For example, column (1) depicts an inflation coefficient of -2.6 percent compared to -2.7 percent in column (3). The income coefficients also appear to be lower as a one percent increase in GDP leads to a 1.46 percent increase in money demand as indicated in column (1) while column (3) indicates a 1.43 percent increase. Similarly, the short run results that capture financial innovation for columns (3) and (4) also appear to be smaller. The difference between the long run and short run results is that the exchange rate is not only significant in the short run but it is also positive. This suggests that there is evidence of wealth effects, since a depreciation in the exchange rate leads to an increase in money demand in the short run.
All the models indicate that the error correction term is negative and significant at a 1 percent level. This confirms that there is cointegration and money demand appears to be stable for Sub-Saharan Africa. All the models i.e. columns (1) to (4) indicate that 13 percent of the disequilibrium is eliminated in each short run period. In other words, the speed of adjustment would take approximately 8 years to return to equilibrium.
For the second set of results depicted in Table (III) , a limited sample (balanced panel) is used with and without financial innovation. The exchange rate is excluded for all the three estimation techniques earlier mentioned, PMG, MG and DFE. To reduce on the inconsistency between the lagged dependent variable and the error term for the DFE, we used the longest time series data available reducing the number of countries to 17. We also correct for heteroscedasticity by adjusting the standard errors using robust standard errors for the DFE estimator.
The results for models without financial innovation in columns (5), (6) and (7) are similar to those in Table (II) , with Inflation and Real GDP both significant at a 1 percent level, with inflation having a negative effect on money demand while income a positive effect. The results for the models with financial innovation in columns (8), (9) and (10) also indicate that income is positive and significant in all three models, while inflation is only significant with the PMG and DFE estimators and financial innovation is only significant for the PMG and DFE models. The short run results are also similar to Table (II) results with real GDP positive and significant in all the models, inflation insignificant in all the models except for column (9) , when financial innovation is included and financial innovation has a negative sign in the short run, with a significance level of 1 percent. The error correction terms are all significant and negative implying that cointegration indeed exists and money demand appears to be stable. The error correction terms do vary, with MG having the fastest speed of adjustment of 14 -17 percent which implies it takes about 6-7 years to return to equilibrium, DFE an ECM term of 6-7 percent and PMG with 6 percent, implying that it takes about 17-25 years and 17 years respectively for the disequilibrium to be eliminated from the DFE and PMG estimators. Unlike the MG estimation results, the PMG and DFE results give smaller coefficients when financial innovation is included, which is similar to the full sample results in Table(II) .
Given that PMG and DFE have higher precision and coefficients of similar magnitude while the MG differs somewhat with less precision and a higher speed of adjustment, some further investigation was undertaken. The Hausman test indicated that the PMG for this case was more efficient than the MG and the null hypothesis of no difference between the MG and PMG estimators for the models with financial innovation and those without could not be rejected. This could be the result of the limited number observations, or that the PMG assumption of homogeneous long run parameters is correct (Asteriou and Hall, 2007 and Pesaran et al., 1999) . Since fixed effects models are likely to have simultaneity bias due to the relationship between the error term and the lagged dependent variable, we tested for the extent of this bias using the Hausman test between MG and DFE. We fail to reject the null at a 1 percent level of significance implying that there is indeed relatively low bias and the DFE results are preferred to the MG results (Blackburne and Frank,2007) .
The final set of results depicted in Table ( IV) follow similar regression specifications as in Table ( III) but with addition of the exchange rate and using robust standard errors for the DFE results. The long run results are less consistent across the different methods, but the inflation rate and Real GDP are significant and with the appropriate negative and positive signs respectively for all the models. As in Table (II) , the exchange rate is insignificant in almost all the regressions except for the PMG results in column (11) , where it is positive and significant. Financial innovation is negative and highly significant, with the coefficients much larger than in Tables (II) and (III) and the inclusion of financial innovation no longer appear to give slightly lower coefficients, but markedly different coefficients.
In terms of the short run results, financial innovation and the real GDP are statistically significant at a 1 percent level and are negatively and positively related to money demand respectively as economic theory predicts. Inflation is insignificant and the exchange rate is only significant and positive with the use of DFE estimation, findings that are similar to the results in Table (II) . The error correction terms are also significant and negative with the fastest speed of adjustment recorded by the MG models with 16-18 percent per year followed by DFE and PMG at 7 percent and 2-4 percent respectively.
We checked for the most preferred model using the Hauman test. PMG is preferred to MG while DFE is preferred to MG regardless of whether financial innovation was included or not. Although the results are not as robust in terms of the level of significance in comparison to Table (III) results, the MG results with financial innovation seem to have improved with inclusion of the exchange rate. Comparing Tables (II) , (III) and (IV) shows that the PMG and DFE results appear closer than the MG results.
Overall, the results suggest that financial innovation has a significant effect on the demand for money in Sub-Saharan Africa. It is negatively related to money demand in both the long run and the short run regardless of the estimation method used. Most importantly, the coefficients of the traditional money demand determinants appear to be sensitive to the addition of financial innovation, with most results showing a decline in coefficients. This may imply that the exclusion of this variable could indeed lead to biased or misleading estimates of the money demand equation
Conclusions
The relationship between financial innovation and money demand is important especially in the implementation of monetary policy and it has been widely researched. However, few studies have focused on Sub-Saharan African countries, and those that have are generally country case studies. This paper has investigated the relationship between financial innovation and money demand in 34 Sub-Saharan African countries between 1980 and 2013, using panel data estimation techniques.
Financial innovation is found to be an important variable in determining money demand and to have a negative effect on the demand for money in both the long run and the short run. This supports the expectation that the growth in new financial innovation has led individuals to move away from more liquid assets to less liquid ones and that this lowers the demand for money. The traditional determinants for money demand such as the opportunity cost of holding money and income were negatively and positively related to money demand respectively as expected. Comparing the models with and without financial innovation, showed differing coefficients estimates for inflation and income. This suggests that excluding financial innovation, may have led to biased estimates in previous studies.
Introducing the exchange rate into the model did not suggest it plays a major role in determining money demand in the long run. This could be due to the fact that countries with different exchange rate regimes were included in the sample and some more detailed case study investigation of this would be valuable. There was some evidence of stability, with all of the error correction terms negative and significant, though the speed of adjustment varied across the different methods.
These results have important policy implications for future policy design given new financial innovations such as mobile money in the region. Not accounting for financial innovation means money demand models will not be well specified and can produce biased estimates. While some Sub-Saharan African countries such as Ghana, Uganda and South Africa have moved towards inflation targeting others retain monetary targets and monetary aggregates still remain relevant in guiding policy makers. A stable and well specified demand function is an important input into such decision making processes.
There are of course limitations to the analysis undertaken in this study, most of which are shared with other studies of money demand. Differences in the types of financial innovations across African countries suggest that using general proxies such as M2/M1 to measure financial innovation may not be adequate. What is true for the region may not necessarily be true for a particular country. A good example of this is the growth of mobile money in countries such as Kenya Tanzania and Uganda. Further work may need to be done using country case studies to investigate the effect of a specific type of financial innovation on money demand rather than relying on the broader measures of financial innovation. 
