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The multifractional Brownian motion (MBM) processes are locally self-similar Gaussian
processes. They extend the classical fractional Brownian motion processes BH ¼ fBH ðtÞgt2R by
allowing their self-similarity parameter H 2 ð0; 1Þ to depend on time.
Two types of MBM processes were introduced independently by Peltier and Le´vy-Vehel
[Multifractional Brownian motion: deﬁnition and preliminary results, Technical Report 2645,
Institut National de Recherche en Informatique et an Automatique, INRIA, Le Chesnay, France,
1995] and Benassi, Jaffard, Roux [Elliptic Gaussian random processes, Rev. Mat. Iber. 13(1) (1997)
19–90] by using time-domain and frequency-domain integral representations of the fractional
Brownian motion, respectively. Their correspondence was studied by Cohen [From self-similarity to
local self-similarity: the estimation problem, in: M. Dekking, J.L. Ve´hel, E. Lutton, C. Tricot (Eds.),
Fractals: Theory and Applications in Engineering, Springer, Berlin, 1999]. Contrary to what has been
stated in the literature, we show that these two types of processes have different correlation structures
when the function HðtÞ is non-constant.
We focus on a class of MBM processes parameterized by ðaþ; aÞ 2 R2, which contains the
previously introduced two types of processes as special cases. We establish the connection between
their time- and frequency-domain integral representations and obtain explicit expressions for
their covariances. We show, that there are non-constant functions HðtÞ for which the correlation
structure of the MBM processes depends non-trivially on the value of ðaþ; aÞ and hence, evensee front matter r 2005 Elsevier B.V. All rights reserved.
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distributions.
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Local self-similarity1. Introduction
The multifractional Brownian motions (MBM) are Gaussian processes which exhibit
local self-similarity. They have been introduced in the seminal papers of Peltier and Le´vy-
Vehel [9] and Benassi et al. [3] as extensions to the class of fractional Brownian motion
(FBM) processes. A Gaussian process BH ¼ fBH ðtÞgt2R is called fractional Brownian
motion, if it has mean zero and covariance function
EBH ðtÞBH ðsÞ ¼
s2
2
ðjtj2H þ jsj2H  jt  sj2H Þ; t; s 2 R, (1.1)
where s40 and H 2 ð0; 1Þ. The FBM process BH has stationary increments and is self-
similar with self-similarity parameter H. That is, for all c40;
fBH ðctÞgt2R¼dfcHBH ðtÞgt2R,
where ¼d means equal ﬁnite-dimensional distributions. The FBM process BH is (up to a
multiplicative constant) the only Gaussian process which is self-similar and has stationary
increments (see, for example, [13]).
The multifractional Brownian motion processes (MBM) are obtained by allowing the
self-similarity parameter H of BH to depend on time. This can be done by using various
representations of the FBM processes. Peltier and Le´vy-Vehel [9] have introduced the
MBM process
Y ð1;0ÞðtÞ :¼
Z
R
ððt  uÞHðtÞ
1
2þ  ðuÞHðtÞ
1
2þ ÞW ðduÞ, (1.2)
where xgþ ¼ xg; x40 and xgþ ¼ 0; xp0. Here the function HðtÞ takes values in the range
ð0; 1Þ and W ðduÞ denotes an independently scattered standard Gaussian measure on R. The
above integral is well-deﬁned in the L2-sense since 0oHðtÞo1 and it can be viewed as an
integral moving average type representation of the process Y ð1;0Þ.
On the other hand, Benassi et al. [3] have introduced another locally self-similar
Gaussian process, eY ¼ f eY ðtÞgt2R, based on a harmonizable integral representation of the
fractional Brownian motion. Namely,
eY ðtÞ :¼ Z
R
eitx  1
jxjHðtÞþ12
 ! eW ðdxÞ, (1.3)
where HðtÞ 2 ð0; 1Þ and where eW ðdxÞ denotes a complex-valued Gaussian measure (see
Section 2 below).
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Brownian motion processes with self-similarity parameter H. When HðtÞ is non-constant
but regular, then we expect that by continuity, the ﬁnite-dimensional distributions of the
MBM processes Y ð1;0ÞðtÞ and eY ðtÞ to be close to those of a FBM process BHðt0ÞðtÞ, in a
neighborhood of t0 2 R. Indeed, Benassi et al. [3] have shown, under some regularity
conditions on the function HðtÞ, that eY ðtÞ is locally asymptotically self-similar and that its
tangent process is the FBM process. For results about Y ð1;0Þ, see for example, Peltier and
Le´vy-Vehel [9] and also Stoev and Taqqu [11,12] for results about Gaussian and stable
inﬁnite variance processes. Peltier and Le´vy-Vehel [9] and Benassi et al. [3] have also shown
that, under regularity conditions on the function HðtÞ, the paths of Y ð1;0Þ and eY have
pointwise Ho¨lder exponent at t, equal almost surely to HðtÞ.
The processes Y ð1;0Þ and eY share many properties and it is important to establish their
precise connection. Cohen [4] has shown that the process eY has the following time domain
integral representation:
f eY ðtÞgt2R¼d KH ðtÞ Z
R
ðjt  ujHðtÞ12  j  ujHðtÞ12ÞW ðduÞ
 
, (1.4)
where KH ðtÞ is a deterministic function and where, the kernel is lnð1=jt  ujÞ  lnð1=j 
ujÞ; ua0; uat; if HðtÞ ¼ 1
2
.
Observe that the stochastic integrals in relations (1.2) and (1.4) involve different kernel
functions. Here, we study the correlation structures of the MBM processes Y ð1;0Þ and eY ,
extending results of Cohen [4] and Ayache et al. [2]. In fact, we show in Theorem 6.2 below,
that the MBM processes Y ð1;0Þ and eY have generally different correlation structures, when
the function HðtÞ is non-constant. In view of this result, the statement in Theorem 1
(involving Relation (24)) in Cohen [4] and the statement following Deﬁnition 2 in Ayache
et al. [2] should be revised.
The fact that Y ð1;0Þ and eY can have a different correlation structure also suggests
considering the following more general family of MBM processes.
Deﬁnition 1.1. Let HðtÞ 2 ð0; 1Þ; t 2 R, ðaþ; aÞ 2 R2nfð0; 0Þg, and set
Y ðaþ;aÞðtÞ :¼
Z
R
ðaþf þðt; HðtÞ; uÞ þ af ðt; HðtÞ; uÞÞW ðduÞ, (1.5)
where W ðduÞ is the standard Gaussian measure on R and where
f ðt; H; uÞ :¼ðt  uÞH
1
2
  ðuÞ
H12
 , (1.6)
with the convention xg :¼ðxÞgþ; x; g 2 R, and xgþ ¼ xg; x40, xgþ ¼ 0; xp0. The
Gaussian process Y ðaþ;aÞ ¼ fY ðaþ ;aÞðtÞgt2R is called a multifractional Brownian motion
with parameters aþ and a and local scaling function HðtÞ; t 2 R. ðaþ; aÞað0; 0Þ.
We have
f þðt;
1
2
; uÞ ¼
1½0;tÞðuÞ; t40;
1½t;0ÞðuÞ; to0;
(
and f ðt;
1
2
; uÞ ¼
1ð0;tðuÞ; t40;
1ðt;0ðuÞ; to0:
(
(1.7)
Observe that our convention (1.7) when H ¼ 1
2
is different from that of Cohen [4] who uses
logarithms. This point will be discussed in Section 5.
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frequency-domain stochastic integrals and present some technical lemmas. We then
establish, in Section 3, the connection between the time-domain and frequency-domain
representation of the multifractional Brownian motions Y ðaþ ;aÞðtÞ in (1.5). We show in
Theorem 3.1 that the relationship between the kernels of the time and frequency domains is
more complicated than one has come to expect from the second statement in [4, Theorem 1].
We also study how rich is the class of MBM processes Y ðaþ;aÞ as a function of the parameters
aþ and a when the local scaling function HðtÞ is ﬁxed. We ﬁrst derive, in Section 4, explicit
formulae for the correlations of the MBM processes and in Section 5 we discuss whether to use
indicator functions or logarithms for the kernel in the case H ¼ 1
2
. Then, in Section 6, we show
that, in general, two MBM processes Y ðaþ;aÞ and Y ðbþ;bÞ can have different correlation
functions, when the function HðtÞ is not constant. While the processes in the well-balanced cases
jaþj ¼ jaj and jbþj ¼ jbj can be related through a multiplicative deterministic function, this is
not the case, in general, when the pairs ðaþ; aÞ and ðbþ; bÞ are not proportional to each other
(see, Theorems 6.1 and 6.2). The class of MBM processes, it turns out, can be very rich.
2. Preliminaries
Following Meyer et al. [8], Cohen [4] and Ayache and Taqqu [1], we deﬁne the stochastic
integral
R
R
f ðuÞW ðduÞ for a deterministic function f ðuÞ, in terms of a series expansion. The
same series expansion can be used to deﬁne the frequency domain stochastic integralR
R
bf ðxÞ eW ðdxÞ, where the measures eW ðdxÞ and W ðduÞ are related, and where bf ðxÞ denotes
the Fourier transform of the function f ðuÞ. This perspective reveals the close
correspondence between the time and frequency domain stochastic integrals.
Let C ¼ fclgl2L be an orthonormal basis of the Hilbert space L2ðduÞ :¼
ff : R! R j R
R
f 2ðuÞduo1g, with inner product ðf ; gÞ :¼ R
R
f ðuÞgðuÞdu. One can take,
for example, C to be a wavelet basis, namely clðuÞ :¼ 2j=2cð2ju  kÞ; where l ¼
ðj; kÞ; j; k 2 Z and where the ‘‘mother wavelet’’ c is such that C is an orthonormal basis
(see, e.g. [5, Chapter 6]). Let bf ðxÞ ¼Fðf ÞðxÞ denote the Fourier transform operator in the
L2-sense of an element f ðuÞ 2 L2ðduÞ, deﬁned as bf ðxÞ :¼ð2pÞ12 R
R
eixuf ðuÞdu; x 2 R, ifR
R
jf ðuÞjduo1,and extended by continuity for arbitrary f ðuÞ 2 L2ðduÞ. The image of the
space L2ðduÞ with respect to the Fourier transform is bL2ðdxÞ :¼fh : R! C j R
R
jhðxÞj2 dxo1; hðxÞ ¼ hðxÞg, and we let hh1; h2i ¼
R
R
h1ðxÞh2ðxÞdx denote the correspond-
ing inner product.
Now, for any f ðuÞ 2 L2ðduÞ, and any hðxÞ 2 bL2ðdxÞ, deﬁne the stochastic integrals
Iðf Þ ¼
Z
R
f ðuÞW ðduÞ :¼
X
l2L
ðf ;clÞZl, (2.1)
and
JðhÞ ¼
Z
R
hðxÞ eW ðdxÞ :¼X
l2L
hh; bcliZl, (2.2)
where Z ¼ fZlgl2L is some ﬁxed collection of independent and identically distributed
(i.i.d.) standard Gaussian random variables. These series converge in the L2-sense, for all
f ðuÞ 2 L2ðduÞ and hðxÞ 2 bL2ðdxÞ, and one has
EIðf ÞIðgÞ ¼ ðf ; gÞ ¼ hbf ; bgi ¼ EJðbf ÞJðbgÞ, (2.3)
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integrals
R
R
f ðuÞW ðduÞ and R
R
hðxÞ eW ðdxÞ in (2.1) and (2.2), namely:
Proposition 2.1. For all f ðuÞ 2 L2ðduÞ and hðxÞ 2 bL2ðdxÞ, we have thatZ
R
f ðuÞW ðduÞ ¼a:s:
Z
R
hðxÞ eW ðdxÞ; if and only if bf ðxÞ ¼ hðxÞ; a:e. (2.4)
This is because the Parceval identity (2.3) implies that the right-hand sides of Relations
(2.1) and (2.2) coincide.
Whereas the random measure W satisﬁes EW ðAÞW ðBÞ ¼ jA \ Bj for any Borel sets
A; B  R of ﬁnite Lebesgue measures jAj; jBj, this is not the case with the measure eW ,
which is complex-valued. The random measure eW ðdxÞ in (2.2), can be recovered by using
the identity 2 eW ðAÞ :¼Jð1A þ 1AÞ  iJði1A  i1AÞ, valid for any Borel set A of ﬁnite
Lebesgue measure. One also has thateW ðAÞ ¼ eW ðAÞ and E eW ðAÞ eW ðBÞ ¼ jA \ Bj,
for any Borel sets A; B  R; with jAj; jBjo1. The measure eW ðdxÞ can be viewed as the
‘‘Fourier transform’’ of the measure W ðduÞ in the sense of (2.4).
We now present two technical results which are used in the rest of the paper.
Lemma 2.1. Let f ðxÞ; x 2 ð0;1Þ be a bounded continuous function such that f ðxÞ ¼ OðxpÞ;
as x # 0, for some p40. Then, the integral I f ðzÞ :¼
R1
0 f ðxÞxz1 dx is an analytic function of
z in the region fz 2 C : RðzÞ 2 ð0; pÞg.
Proof. The integral I f ðzÞ converges for all z 2 C, RðzÞ 2 ð0; pÞ. One can also show that
I f ðz þ hÞ  I f ðzÞ
h
 I 0f ðzÞ ¼
Z 1
0
f ðxÞxz1 x
h  1
h
þ ln ðxÞ
 
dx!0 as h ! 0,
(2.5)
for all z 2 C,RðzÞ 2 ð0; pÞ, where I 0f ðzÞ :¼
R1
0
f ðxÞ ln ðxÞxz1 dx. This follows by applying
the inequality jðecu  1Þ=u  cjpjujjcj2ejcuj with c :¼ ln ðxÞ and u :¼ h, to the integrand in
(2.5), and by exploiting the fact that ðln ðxÞÞ2f ðxÞ ¼ OðxpÞ; x ! 0, for any 40. Relation
(2.5) implies that I f ðzÞ is analytic in the region fz 2 C : RðzÞ 2 ð0; pÞg. &
Lemma 2.2. (a) For all H 2 ð0; 1Þ, we have
Z 1
0
ð1 cos ðxÞÞ
x2Hþ1
dx ¼
Gð2 2HÞ
2Hð1 2HÞ cos ðpHÞ; Ha
1
2
;
p=2; H ¼ 1
2
:
8><>: (2.6)
(b) For all a; b 2 R and H 2 ð0; 1Þ, we haveZ 1
0
sin ððaþ bÞxÞ  sin ðaxÞ  sin ðbxÞ
x2Hþ1
dx
¼
Gð2 2HÞ
2Hð1 2HÞ sin ðpHÞððaþ bÞ
h2Hi  ah2Hi  bh2HiÞ; Ha 1
2
;
ln jaja þ ln jbjb  ln jaþ bjaþb; H ¼ 1
2
:
8><>: ð2:7Þ
where xh pi denotes signðxÞjxjp, for all x; p 2 R.
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0
xm1 sin2 ðaxÞdx ¼ GðmÞ cos ðmp=2Þ
2mþ1am
¼ Gðmþ 2Þ cos ðmp=2Þ
mðmþ 1Þ2mþ1am (2.8)
for all a40 and m 2 C; RðmÞ 2 ð2; 0Þ. Here GðzÞ :¼ R10 xz1ex dx; z40 denotes the
Gamma function, which is deﬁned via analytic continuation for all z 2 C; za0;
1;2; . . . .
By applying (2.8) with m :¼ 2H 2 ð2; 0Þ and a :¼ 1
2
, and by using the fact that
2 sin ðx=2Þ2 ¼ 1 cos ðxÞ, we obtain (2.6) for Ha 1
2
. Observe that by Lemma 2.1, the
integral in (2.6) is an analytic function of H, for all RðHÞ 2 ð0; 1Þ. Therefore, its value
for H ¼ 1
2
equals the limit, as H ! 1
2
, of the expression in the right-hand side, that
is, p=2.
We now focus on part (b). Note ﬁrst that for all H 2 ð0; 1
2
Þ,Z 1
0
sin ðaxÞ
x2Hþ1
dx ¼ Gð2 2HÞ
2Hð1 2HÞ sin ðpHÞa
h2Hi. (2.9)
Indeed, by making the change of variables x :¼ ax, we see that it sufﬁces to consider
the case a ¼ 1. Now, since R x0 sin ðuÞdu ¼ 1 cos ðxÞ, by using integration by parts,
we obtainZ 1
0
sin ðxÞ
x2Hþ1
dx ¼ ð1 cos ðxÞÞxð2Hþ1Þ
1
0
þ ð2H þ 1Þ
Z 1
0
1 cos ðxÞ
x2Hþ2
dx
¼ ð2H þ 1Þ
Z 1
0
1 cos ðxÞ
x2Hþ2
dx, ð2:10Þ
since 1 cos ðxÞ ¼ Oðx2Þ; as x ! 0. The integral in the right-hand side of (2.10) is of the
form (2.6). Relation (2.6) (applied with 2H replaced by 2H þ 1) impliesZ 1
0
sin ðxÞ
x2Hþ1
dx ¼ Gð2 ð2H þ 1ÞÞð1 ð2H þ 1ÞÞ cos ðpH þ p=2Þ ¼
Gð2 2HÞ
2Hð1 2HÞ sin ðpHÞ,
where in the last relation we used the facts that cos ðx þ p=2Þ ¼  sin ðxÞ and xGðxÞ ¼
Gðx þ 1Þ; x40. This completes the proof of (2.9).
Observe that (2.9) implies (2.7) for H 2 ð0; 1
2
Þ. We will now show that Relation (2.7) is
valid for all H 2 ð0; 1Þ. Since the function f ðxÞ :¼ sin ððaþ bÞxÞ  sin ðaxÞ  sin ðbxÞ is
bounded, continuous and since f ðxÞ ¼ Oðx3Þ; as x # 0, Lemma 2.1 implies that the integral
in (2.7) is an analytic function of H when Rð2HÞ 2 ð0; 2Þ, that is, when RðHÞ 2 ð0; 1Þ.
Observe that the right-hand side of (2.7) is also an analytic function of H for all
H 2 C; RðHÞ 2 ð0; 1Þ and Ha 1
2
. Therefore, by analytic continuation the Relation (2.7) is
valid for all H 2 C; RðHÞ 2 ð0; 1Þ; Ha 12. The value of the integral at H ¼ 12 is obtained
by continuity, since by the l’Hospital’s rule
ðaþ bÞh2Hi  ah2Hi  bh2Hi
1 2H ! ððaþ bÞ ln jaþ bj  a ln jaj  b ln jbjÞ,
as H ! 1
2
. &
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of stochastic integrals with respect to the measure eW ðdxÞ, deﬁned in Section 2.
Proposition 2.1 and Deﬁnition 1.1 imply that
Y ðaþ;aÞðtÞ ¼
Z
R
ðaþf þðt; HðtÞ; uÞ þ af ðt; HðtÞ; uÞÞW ðduÞ ¼
Z
R
hðxÞ eW ðdxÞ, (3.1)
where f  is deﬁned in (1.6) and
hðxÞ ¼Fðaþf þðt; HðtÞ; Þ þ af ðt; HðtÞ; ÞÞðxÞ.
In the following result, we give expressions for the Fourier transforms
cf ðt; H; xÞ :¼Fðf ðt; H ; ÞÞðxÞ; x 2 R; 0oHo1,
of the kernels f ðt; H ; uÞ, u 2 R. The Fourier transforms of the kernel functions f ðt; H; uÞ
cannot be computed by evaluating directly the integrals ð2pÞ12 R
R
eixuf ðt; H ; uÞdu, since
when 1
2
oHo1; for example, the functions f ðt; H ; uÞ are not integrable in u. If 0oHo 12,
the formula (3.2) follows from Lemma 3.1 and Proposition 3.3(3) in [10], where the Fourier
transform therein is deﬁned without a factor of 1=
ﬃﬃﬃﬃﬃ
2p
p
. We present an alternative proof
using generalized functions which is valid for 0oHo1.
Proposition 3.1. For all t 2 R; H 2 ð0; 1Þ; we have that
cf ðt; H; xÞ ¼ GðH þ 12Þﬃﬃﬃﬃﬃ
2p
p ðe
itx  1Þ
jxjHþ12
ei signðxÞðHþ
1
2Þp=2; x 2 Rnf0g, (3.2)
where signðÞ denotes the sign function.
Proof. To obtain the expression (3.2), we shall use generalized functions. By Gelfand and
Shilov [6, p. 171], the Fourier transform of the function gðuÞ ¼ ukþ; u 2 R; k 2 ð 12 ; 12Þ, in
the sense of generalized functions, is given by
FgðukþÞðxÞ ¼
Gðkþ 1Þﬃﬃﬃﬃﬃ
2p
p ieikp=2ðxþ i0Þðkþ1Þ ¼ Gðkþ 1Þﬃﬃﬃﬃﬃ
2p
p eiðkþ1Þp=2ðxþ i0Þðkþ1Þ, (3.3)
where
ðxþ i0Þl :¼ e
ilpjxjl; xo0;
xl; x40:
(
This is shown for 1oRðkÞo0; by regularizing the function ukþ at inﬁnity by considering
ukþe
tu, taking the Fourier transform and letting t # 0. Analytic continuation is used to
extend the result to RðkÞ 2 Rnf1;2;3; . . .g.
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2
2 ð 1
2
; 1
2
Þ, we obtain that
FgðuH
1
2þ ÞðxÞ ¼
GðH þ 12Þﬃﬃﬃﬃﬃ
2p
p e
i signðxÞðHþ12Þp=2
jxjHþ12
; xa0. (3.4)
Using (1.6), the linearity of the Fourier transform,Fgðhðt þ uÞÞðxÞ ¼ eitxFgðhðuÞÞðxÞ; t 2 R
and since FgðhðuÞÞðxÞ ¼FgðhðuÞÞðxÞ, we get
Fgðf þðt; H ; ÞÞðxÞ ¼Fgððt  uÞH
1
2þ ÞðxÞ FgððuÞH
1
2þ ÞðxÞ
¼ ðeitx  1ÞFððuÞH
1
2þ ÞðxÞ
¼ GðH þ
1
2Þﬃﬃﬃﬃﬃ
2p
p ðe
itx  1Þ
jxjHþ12
ei signðxÞðHþ
1
2Þp=2. ð3:5Þ
Observe also that the right-hand side of (3.5) is a well-deﬁned function for all x 2 R; xa0,
which belongs to the space bL2ðdxÞ. Indeed, its modulus is square integrable with respect to
x, since eitx  1 ¼ OðxÞ; x! 0; and since H 2 ð0; 1Þ. We also have thatFgðf þðt; H; ÞÞðxÞ ¼
Fgðf þðt; H; ÞÞðxÞ, x 2 R; xa0.
Recall that the kernel function f þðt; H; uÞ belongs to the space L2ðduÞ. Since the Fourier
transform operator F deﬁned on the space of functions L2ðduÞ coincides with the
Fourier transform operator Fg in the sense of generalized functions, the function
Fgðf þðt; H; ÞÞðxÞ; x 2 Rnf0g in (3.5) is also the Fourier transform of the kernel function
f þðt; H ; uÞ 2 L2ðduÞ in the L2-sense. Hence, Relation (3.2) holds for the function f þðt; H; Þ.
The fact that
f ðt; H ; uÞ  f þðt; H;uÞ; u 2 R.
and Relation (3.5) imply that (3.2) holds also for the kernel function f ðt; H; Þ. &
Relations (3.1) and the last result imply the following frequency domain or harmonizable
representation of the MBM process Y ðaþ ;aÞ.
Theorem 3.1. Let Y ðaþ ;aÞ ¼ fY ðaþ;aÞðtÞgt2R be a MBM process defined by (1.5) and leteY ðaþ ;aÞ ¼ f eY ðaþ;aÞðtÞgt2R be the process defined as
eY ðaþ;aÞðtÞ ¼ GðHðtÞ þ 12Þﬃﬃﬃﬃﬃ
2p
p
Z
R
ðeitx  1Þ
jxjHðtÞþ12
U ðaþ ;aÞðx; HðtÞÞ eW ðdxÞ, (3.6)
where
U ðaþ ;aÞðx; HðtÞÞ :¼aþei signðxÞðHðtÞþ12Þp=2 þ aei signðxÞðHðtÞþ12Þp=2
¼ ðaþ þ aÞ cosððHðtÞ þ 1
2
Þp=2Þ
þ i signðxÞða  aþÞ sin ððHðtÞ þ 1
2
Þp=2Þ. ð3:7Þ
Then, for all t 2 R;
eY ðaþ;aÞðtÞ ¼a:s: Y ðaþ;aÞðtÞ. (3.8)
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1. Observe that the absolute value of U ðaþ;aÞðx; HðtÞÞ in (3.7) does not depend on x, since
jU ðaþ;aÞðx; HÞj2 ¼ ðaþ þ aÞ2 cos2 ððH þ
1
2
Þp=2Þ
þ ðaþ  aÞ2 sin2 ððH þ 1
2
Þp=2Þ. ð3:9Þ
2. In view of (3.6) and (3.7), the process Y ð1;0ÞðtÞ in (1.2) can be represented as
Y ð1;0ÞðtÞ ¼
GðHðtÞ þ 1
2
Þﬃﬃﬃﬃﬃ
2p
p cosððHðtÞ þ 1
2
Þp=2Þ
Z
R
eitx  1
jxjHðtÞþ12
eW ðdxÞ 
þ sin ððHðtÞ þ 1
2
Þp=2Þ
Z
R
eitx  1
ixjxjHðtÞ12
eW ðdxÞ!.
3. In the special, well-balanced case aþ ¼ a ¼ aa0; we have U ða;aÞðx; HÞ ¼
2a cosððH þ 1
2
Þp=2Þ and hence by (3.6),
Y ða;aÞðtÞ ¼ 2a cos HðtÞ þ
1
2
 
p
2
 
GðHðtÞ þ 1
2
Þﬃﬃﬃﬃﬃ
2p
p
Z
R
ðeitx  1Þ
jxjHðtÞþ12
eW ðdxÞ
¼ 2a cos HðtÞ þ 1
2
 
p
2
 
GðHðtÞ þ 1
2
Þﬃﬃﬃﬃﬃ
2p
p eY ðtÞ; t 2 R, ð3:10Þ
where eY is deﬁned in (1.3).
The last relation shows that the processes Y ða;aÞ and eY have equal distributions, up to a
multiplicative deterministic function. This fact was ﬁrst established in [4, Theorem 1] (see
also Proposition 5.1). This does not imply equality in distribution up to a multiplicative
constant nor equality of the correlations. Indeed, if X ðtÞ ¼ f ðtÞ eX ðtÞ, then
corrðX ðtÞ; X ðsÞÞ ¼ signff ðtÞf ðsÞgcorrð eX ðtÞ; eX ðsÞÞ, (3.11)
for all t; s such that X ðtÞ; X ðsÞ; eX ðtÞ and eX ðsÞa0, almost surely. In our situation, if
HðtÞ; HðsÞa 1
2
, for all t; sa0, then
corrðY ða;aÞðtÞ; Y ða;aÞðsÞÞ ¼ sign cos HðtÞ þ
1
2
 
p
2
 
cos HðsÞ þ 1
2
 
p
2
  
corrð eY ðtÞ; eY ðsÞÞ. ð3:12Þ
This sign can be positive or negative depending on the respective values of HðtÞ and HðsÞ,
and thus Y ða;aÞ and eY are neither equal in distribution up to a multiplicative constant nor
have equal correlations.
4. The preceding remark concerned Y ð1;1Þ and eY while the present one involves Y ð1;1Þ
and Y ð1;0Þ. These processes do not have the same laws up to a multiplicative deterministic
function, contrary to what is claimed in [4, Theorem 1] (see, Theorem 6.1 and 6.2,
for general statements). In fact, in view of Proposition 3.1, if HðtÞa 1
2
, the Fourier
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f þðt; HðtÞ; sÞ ¼ ðt  sÞHðtÞ
1
2þ  ðsÞHðtÞ
1
2þ is not
eitx  1
ixjxjHðtÞ12
, (3.13)
contrary to the statement on page 13 in [4].
The second expression in (3.13) is, by Relation (3.2), the Fourier transform of the kernel
function
f þðt; HðtÞ; sÞ  f ðt; HðtÞ; sÞ
¼ ððt  sÞHðtÞ
1
2þ  ðsÞHðtÞ
1
2þ Þ  ððt  sÞHðtÞ
1
2  ðsÞHðtÞ
1
2 Þ,
with the multiplicative function 2GðHðtÞ þ 1
2
Þ sin ððHðtÞ þ 1
2
Þp=2Þ=
ﬃﬃﬃﬃﬃ
2p
p
.
4. The correlation structure of the MBM
We express here the correlations of the MBM processes by using their harmonizable
representation. The special, well-balanced case aþ ¼ a was already studied in Ayache et al. [2].
We need ﬁrst to evaluate the variance of Y ðaþ ;aÞðtÞ:
Lemma 4.1. For all ðaþ; aÞ 2 R2nfð0; 0Þg and t 2 R, we have
VarðY ðaþ ;aÞðtÞÞ ¼ EY ðaþ;aÞðtÞ2 ¼ C2H ðtÞjU ðaþ ;aÞðx; HðtÞÞj2 for any and all xa0,
(4.1)
where U ðaþ ;aÞðx; HÞ is defined in (3.7) and where
C2H ðtÞ :¼ jtj2HðtÞ
cosðHðtÞpÞGðHðtÞ þ 1
2
Þ2Gð2 2HðtÞÞ
pHðtÞð1 2HðtÞÞ if HðtÞa
1
2
;
1 if HðtÞ ¼ 1
2
:
8><>: (4.2)
Proof. Theorem 3.1implies that
EY ðaþ ;aÞðtÞ2 ¼
GðHðtÞ þ 1
2
Þ2
2p
Z
R
jeitx  1j2
jxj2HðtÞþ1 jU ða
þ ;aÞðx; HðtÞÞj2 dx. (4.3)
Since the term jU ðaþ ;aÞðx; HðtÞÞj2 does not depend on x (see (3.9)), Relation (4.3) implies
(4.1), where
CH ðtÞ2 :¼
GðHðtÞ þ 12 Þ2
2p
Z
R
jeitx  1j2
jxj2HðtÞþ1 dx.
By using the fact that jeitx  1j2 ¼ 2ð1 cosðtxÞÞ and Lemma 2.2(a), we obtainZ
R
jeitx  1j2
jxj2HðtÞþ1 dx
¼ 4
Z 1
0
1 cosðtxÞ
jxj2HðtÞþ1 dx ¼ 4jtj
2HðtÞ
cosðHðtÞpÞGð2 2HðtÞÞ
2HðtÞð1 2HðtÞÞ if HðtÞa
1
2
;
p=2 if HðtÞ ¼ 1
2
;
8><>:
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cosðtxÞ. &Remarks.1. Observe that the right-hand side of (4.2) is positive for all HðtÞ 2 ð0; 1Þ and ta0, since
cosðHðtÞpÞ=ð1 2HðtÞÞ40.2. If aþ ¼ a and HðtÞ ¼ 1
2
, then the kernel function in (1.5) is 1½0;tÞðuÞ þ ð1ð0;tðuÞÞ ¼ 0;
a.e., and hence Y ðaþ ;aÞðtÞ; t40; has variance 0. This is the only way that the
MBM process Y ðaþ;aÞðtÞ; ta0 can have zero variance. Indeed, by Relation (3.9),
jU ðaþ;aÞðx; HðtÞÞj ¼ 0, only if aþ ¼ a and cosððHðtÞ þ 12Þp=2Þ ¼ 0, i.e. aþ ¼ a and
HðtÞ ¼ 1
2
, because sin2 ððH þ 1
2
Þp=2Þ40; for all H 2 ð0; 1Þ. Since CH ðtÞ2a0, for all
t 2 R; ta0;
Y ðaþ ;aÞðtÞ ¼a:s: 0 () VarðY ðaþ ;aÞðtÞÞ ¼ 0 () aþ ¼ a and HðtÞ ¼
1
2
. (4.4)
Because of (4.4), the well-balanced case aþ ¼ a is more delicate and we will discuss it in
Section 5.It is convenient to introduce the angle function aðtÞ, associated with the parameters aþ,
a and the function HðtÞ,
aðtÞ :¼ArgðaþeiðHðtÞþ12Þp=2 þ aeiðHðtÞþ12Þp=2Þ 2 ½0; 2pÞ. (4.5)
Here ArgðzÞ 2 ½0; 2pÞ denotes the principal argument of the complex number za0. Note
that aðtÞ is not deﬁned if aþ ¼ a and HðtÞ ¼ 1
2
, because the right-hand side of (4.5)
becomes Argð0Þ.
Lemma 4.2. If xa0, then
U ðaþ ;aÞðx; HðtÞÞ ¼ jU ðaþ;aÞð1; HðtÞÞjei signðxÞaðtÞ. (4.6)
Proof. When x40, U ðaþ ;aÞðx; HðtÞÞ equals the argument of the Arg function in (4.5).
Also by (3.9), jU ðaþ ;aÞðx; HðtÞÞj does not depend on xa0. The result follows since
U ðaþ ;aÞðx; HðtÞÞ ¼ U ðaþ;aÞðx; HðtÞÞ. &
In the following theorem, we give an expression for the correlations
rðaþ ;aÞðt; sÞ :¼
EY ðaþ;aÞðtÞY ðaþ ;aÞðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
VarðY ðaþ ;aÞðtÞÞVarðY ðaþ;aÞðsÞÞ
p (4.7)
of the MBM process Y ðaþ;aÞ.
Theorem 4.1. Let Y ðaþ ;aÞ be a MBM process defined in (1.5), let t; s 2 Rnf0g and suppose
that Relation (4.4) holds.
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rðaþ;aÞðt; sÞ ¼
GðHðtÞ þ 1
2
ÞGðHðsÞ þ 1
2
Þ
2pCH ðtÞCH ðsÞ
Z
R
ðeitx  1Þðeisx  1Þ
jxj2Ht;sþ1
ei signðxÞðaðtÞaðsÞÞ dx
¼ DH ðt; sÞfcosðDat;s  pHt;s signðtÞÞjtj2Ht;s
þ cosðDat;s þ pHt;s signðsÞÞjsj2Ht;s
 cosðDat;s  pHt;s signðt  sÞÞjt  sj2Ht;sg, ð4:8Þ
where Dat;s :¼ aðtÞ  aðsÞ, CH ðtÞ is given in Lemma 4.1 and
DH ðt; sÞ ¼
GðHðtÞ þ 1
2
ÞGðHðsÞ þ 1
2
Þ
pCH ðtÞCH ðsÞ
Gð2 2Ht;sÞ
2Ht;sð1 2Ht;sÞ
. (4.9)
If Ht;s ¼ 12, then
rðaþ;aÞðt; sÞ ¼
GðHðtÞ þ 1
2
ÞGðHðsÞ þ 1
2
Þ
pCH ðtÞCH ðsÞ
ððp=2Þ cosðDat;sÞðjtj þ jsj  jt  sjÞ
 sin ðDat;sÞðt ln jtj  s ln jsj  ðt  sÞ ln jt  sjÞÞ. ð4:10Þ
This result excludes values of t and s, for which Y ðaþ ;aÞ is zero, since then the correlation is
not defined (see (4.4)).
Proof. Relations (3.6), (3.8) and (4.1) imply that
rðaþ;aÞðt; sÞ ¼
GðHðtÞ þ 1
2
ÞGðHðsÞ þ 1
2
Þ
2pCH ðtÞCH ðsÞ
Z
R
ðeitx  1Þðeisx  1Þ
jxj2Ht;sþ1
 U ðaþ ;aÞðx; HðtÞÞjU ðaþ ;aÞð1; HðtÞÞj
U ðaþ;aÞðx; HðsÞÞ
jU ðaþ;aÞð1; HðsÞÞj
dx. ð4:11Þ
Observe that by (4.6),
U ðaþ;aÞðx; HðtÞÞ
jU ðaþ;aÞð1; HðtÞÞj
¼ ei signðxÞaðtÞ and U ðaþ;aÞðx; HðsÞÞjU ðaþ;aÞð1; HðsÞÞj
¼ ei signðxÞaðsÞ.
By substituting the last two expressions in the right-hand side of (4.11), we obtain the ﬁrst
expression in (4.8).
We will now show that rðaþ;aÞðt; sÞ can be also expressed by the second formula in (4.8).
The integral in (4.8) equals
I ¼
Z
R
ðAðxÞ þ iBðxÞÞ
jxj2Ht;sþ1 ðx þ i signðxÞyÞdx, (4.12)
where x :¼ cosðDat;sÞ and y ¼ sin ðDat;sÞ; Dat;s :¼ aðtÞ  aðsÞ and where
AðxÞ :¼Rððeitx  1Þðeisx  1ÞÞ ¼ cosðxðt  sÞÞ  cosðtxÞ  cosðsxÞ þ 1
¼ 1 cosðtxÞ þ 1 cosðsxÞ  ð1 cosððt  sÞxÞÞ, ð4:13Þ
and
BðxÞ :¼Iððeitx  1Þðeisx  1ÞÞ ¼ sin ðxðt  sÞÞ  sin ðtxÞ þ sin ðsxÞ. (4.14)
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jAðxÞ þ iBðxÞj ¼ jðeitx  1Þðeisx  1Þj ¼ Oðjxj2Þ as x! 0,
and hence the integrals
R1
0 jAðxÞjdx=x2Ht;sþ1 and
R1
0 jBðxÞjdx=x2Ht;sþ1 involved in (4.12) are
ﬁnite, since 0oHðtÞ þ HðsÞo2. Therefore, by using the facts that AðxÞ ¼ AðxÞ and
BðxÞ ¼ BðxÞ, we obtain
I ¼ 2x
Z 1
0
AðxÞ
jxj2Ht;sþ1 dx 2y
Z 1
0
BðxÞ
jxj2Ht;sþ1 dx. (4.15)
The last expression involves no imaginary component since the imaginary part of the
integrand in (4.12) is an odd function.
Suppose now that Ht;sa 12. Lemma 2.2 implies thatZ 1
0
AðxÞ
x2Ht;sþ1
dx ¼ cosðHt;spÞGð2 2Ht;sÞ
2Ht;sð1 2Ht;sÞ
ðjtj2Ht;s þ jsj2Ht;s  jt  sj2Ht;sÞ (4.16)
and thatZ 1
0
BðxÞ
x2Ht;sþ1
dx ¼  sin ðHt;spÞGð2 2Ht;sÞ
2Ht;sð1 2Ht;sÞ
ðsignðtÞjtj2Ht;s  signðsÞjsj2Ht;s
 signðt  sÞjt  sj2Ht;s Þ. ð4:17Þ
These last two expressions, Relation (4.15), and the identity
cosðy1  signðxÞy2Þ ¼ cosðy1Þ cos ðy2Þ  signðxÞ sin ðy1Þ sin ðy2Þ,
yield the second expression in (4.8).
Suppose now Ht;s ¼ 12. By using the expressions in (2.6) and (2.7) in Lemma 2.2 with
H :¼Ht;s ¼ 12, we obtain that the left-hand sides of relations (4.16) and (4.17) are equal to:
p
2
ðjtj þ jsj  jt  sjÞ and t ln jtj  s ln jsj  ðt  sÞ ln jt  sj, (4.18)
respectively. Therefore, (4.11) and (4.15) imply (4.10). &
5. In the case H ¼ 1
2
; indicator functions or logarithms?
The meaning of the functions f ðt; H; uÞ ¼ ðt  uÞH
1
2
  ðuÞ
H12
 in (1.5) must be
speciﬁed when H ¼ 1
2
. Consider ﬁrst the well-balanced case aþ ¼ a ¼ a; which we take
equal to 1. One can interpret jt  uj0  juj0; tau; ua0, either as
lim
H!12
ðjt  ujH12  jujH12Þ ¼ 1 1 ¼ 0, (5.1)
as in Deﬁnition 1.1, or by dividing by the factor ðH  1
2
Þ, one can interpret it as
lim
H!12
jt  ujH12  jujH12
H  1
2
 !
¼ lim
H!12
jt  ujH12  1
H  1
2
 juj
H12  1
H  1
2
( )
¼ ln jt  uj  ln juj.
Note, however that in the non-balanced case aþaa (for example, aþ ¼ 1; a ¼ 0)
limH#12 ðH 
1
2
Þ1ððt  uÞH
1
2þ  ðuÞH
1
2þ Þ equals 1 when t4u40, and hence this
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in Deﬁnition 1.1, we interpret the kernel when H ¼ 1
2
as
lim
H!12
aþððt  uÞH
1
2þ  ðuÞH
1
2þ Þ þ aððt  uÞH
1
2  ðuÞH
1
2 Þ
¼ ðaþ1ðt4uÞ þ a1ðtouÞÞ  ðaþ1ðuo0Þ þ a1ðu40ÞÞ,
an expression which involves indicator functions and not logarithms.
In the well-balanced case, the interplay between the two interpretations of the kernel
(ln jt  uj  ln juj versus 0) is also evident when one contrasts eY ðtÞ deﬁned in (1.3) with
Y ð1;1ÞðtÞ deﬁned in (1.5). Cohen [4, Theorem 1], shows that eY ðtÞ and Y ð1;1ÞðtÞ are equivalent
up to a multiplicative deterministic function, that is, Y ð1;1ÞðtÞ ¼ f ðtÞ eY ðtÞ: The function f ðtÞ,
which is given in (3.10), vanishes when HðtÞ ¼ 1
2
, as it should, because of (5.1). The
following proposition focuses on the inverse relation. It recovers the result of [4] and
provides an expression for eY ðtÞ (including explicit multiplicative factors) which resolves the
degeneracy involved in (3.10), when HðtÞ ¼ 1
2
.
Proposition 5.1. Let eY and Y ð1;1Þ be defined as in (1.3) and (1.5), respectively, with the same
function HðtÞ; t 2 R. Suppose that the random measures eW ðdxÞ and W ðduÞ, involved in (1.3)
and (1.5) are as in Section 2. Then, for all fixed t 2 R,
eY ðtÞ ¼a:s: ﬃﬃﬃﬃﬃﬃﬃﬃp=2p
GðHðtÞ þ 1
2
Þ cos ððHðtÞ þ 1
2
Þp=2Þ Y ð1;1ÞðtÞ if HðtÞa
1
2
, (5.2)
and
eY ðtÞ ¼a:s: ﬃﬃﬃﬃﬃﬃﬃﬃ2=pp
GðHðtÞ þ 1
2
Þ
Z
R
ðln ð1=jt  ujÞ  ln ð1=j  ujÞÞW ðduÞ if HðtÞ ¼ 1
2
. (5.3)
Proof. Relation (5.2) follows from (3.10). We will now prove (5.3). Let HðtÞ ¼ 1
2
. Since the
left-hand side of (5.3) depends on the function H only through its value HðtÞ, without loss
of generality, we can assume that HðÞ is continuous and that HðtnÞ ! HðtÞ; HðtnÞa 12 ; for
some tn ! t; n !1.
By using (4.16), as in the proof of Theorem 4.1, one can show that, for all s1; s2 2 R,
covð eY ðs1Þ; eY ðs2ÞÞ ¼ Z
R
ðeis1x  1Þðeis2x  1Þ
jxjHðs1ÞþHðs2Þþ1 dx ¼ 2
Z 1
0
AðxÞ
jxjHðs1ÞþHðs2Þþ1 dx
¼ 2 cos ððHðs1Þ þ Hðs2ÞÞp=2ÞðHðs1Þ þ Hðs2ÞÞð1 Hðs1Þ  Hðs2ÞÞ
Gð2 Hðs1Þ  Hðs2ÞÞ
 js1jHðs1ÞþHðs2Þ þ js2jHðs1ÞþHðs2Þ  js1  s2jHðs1ÞþHðs2Þ
 
,
where AðxÞ ¼ cos ððs1  s2ÞxÞ  cos ðs1xÞ  cos ðs2xÞ þ 1 and where the value of
cos ðxp=2Þ=ð1 xÞ is interpreted as p=2 at x ¼ 1: Since the function H is continuous, the
above covariance function is also continuous. This implies that the Gaussian process eY is
continuous in the L2-sense and hence eY ðtnÞ!L2 eY ðtÞ; as n !1, where !L2 denotes the
convergence in the L2-sense. By (5.2)
eY ðtnÞ ¼ Z
R
gnðuÞW ðduÞ,
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gnðuÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
p
G HðtnÞ þ
1
2
 
cos HðtnÞ þ
1
2
 
p
2
  ðjtn  ujHðtnÞ12  j  ujHðtnÞ12Þ.
In view of Relation (2.3) and by the completeness of the Hilbert space L2ðduÞ, it follows
that eY ðtÞ ¼ R
R
gðuÞW ðduÞ; for some gðuÞ 2 L2ðduÞ; where kgnðuÞ  gðuÞkL2ðduÞ ! 0; as n !
1: The last convergence implies that gnðuÞ converge also in measure to gðuÞ; as n !1 and
hence for some subsequence nk !1; k !1, gnk ðuÞ ! gðuÞ; as k !1; for almost all
u 2 R.
Observe, however, that for all ua0 and uat, as nk !1;
gnk ðuÞ!
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
GðHðtÞ þ 1
2
Þ ðln ð1=jt  ujÞ  ln ð1=j  ujÞÞ. (5.4)
Indeed, this follows by the facts that ðHðtnÞ  12Þ=ðp cos ððHðtnÞ þ 12Þp=2ÞÞ ! 2=p; as
n !1 and ðxh  1Þ=h ! ln ð1=xÞ, as h ! 0, for all x40. Thus, by (5.4), gðuÞ equals the
right-hand side of (5.4), for almost all u, which implies (5.3). &
6. Comparing MBMs with different pairs ðaþ; aÞ
We want to compare the correlation structure of Y ðaþ ;aÞðtÞ and Y ðbþ;bÞðtÞ. In the special
case when aþ ¼ a ¼ aa0 and bþ ¼ b ¼ ba0; Relation (4.8) gives
rða;aÞðt; sÞ ¼ signðð
1
2
 HðtÞÞð1
2
 HðsÞÞÞrðb;bÞðt; sÞ, (6.1)
if HðsÞ; HðtÞa 1
2
(if HðsÞ or HðtÞ ¼ 1
2
, then VarY ða;aÞðtÞ ¼ 0 and rða;aÞðt; sÞ is not deﬁned). We
will see in the sequel, however, that there is a much greater difference when jaþjajaj or
jbþjajbj. We start by studying the angles aðtÞ, deﬁned in (4.5), which are used to express
the auto-correlation function of the MBM process Y ðaþ;aÞ.
By (4.5), we have
aðtÞ ¼ ArgðzðtÞÞ,
where
zðtÞ ¼ ðaþ þ aÞ cos ððHðtÞ þ 1
2
Þp=2Þ  iðaþ  aÞ sin ððHðtÞ þ 1
2
Þp=2Þ. (6.2)
The following lemma relates aðtÞ to HðtÞ, for special choices of the parameters aþ
and a.
Lemma 6.1. Let t 2 Rnf0g:(i) If aþ ¼ a and HðtÞa 1
2
, then
aðtÞ ¼
0 if ðaþ þ aÞ signð1
2
 HðtÞÞ40
p if ðaþ þ aÞ signð12 HðtÞÞo0:
(
(6.3)
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aðtÞ ¼
3p=2 if aþ  a40
p=2 if aþ  ao0:
(
(6.4)(iii) If jaþjajaj, then for all t; s 2 Rnf0g;
aðtÞ ¼ aðsÞ if and only if HðtÞ ¼ HðsÞ.Observe that this result excludes the case aþ ¼ a and HðtÞ ¼ 1
2
as do the assumptions of
Theorem 4.1. We study the case aþ ¼ a for all values of HðtÞ in the end of this section.
Proof. The proofs of parts (i) and (ii) follow by closely examining the relation
aðtÞ ¼ ArgðzðtÞÞ, and using that aþ ¼ a. We will now prove part (iii).
Let jaþjajaj. By using that zðtÞ ¼ jzðtÞjðcos ðaðtÞÞ þ i sin ðaðtÞÞÞ and also by expressing
zðtÞ as in Relation (6.2), we obtain
jzðtÞjjzðsÞjdet
cos ðaðtÞÞ sin ðaðtÞÞ
cos ðaðsÞÞ sin ðaðsÞÞ
 !
¼ ðaþ þ aÞða  aþÞ det
cos HðtÞ þ 1
2
 
p
2
 
sin HðtÞ þ 1
2
 
p
2
 
cos HðsÞ þ 1
2
 
p
2
 
sin HðsÞ þ 1
2
 
p
2
 
0BBBB@
1CCCCA.
ð6:5Þ
Now, if HðtÞ ¼ HðsÞ, then zðtÞ ¼ zðsÞ and hence aðtÞ ¼ aðsÞ. This proves the ‘‘only if’’ part
of (iii).
Conversely, if aðtÞ ¼ aðsÞ, then the determinant in the left-hand side of (6.5) is zero,
which implies that the determinant in the right-hand side of (6.5) is zero, because
ðaþ þ aÞðaþ  aÞ ¼ ðaþÞ2  ðaÞ2a0. However, that last determinant is equal to
sin ððHðsÞ  HðtÞÞp=2Þ ¼ 0. Hence ðHðsÞ  HðtÞÞp=2 ¼ kp; k 2 Z or, equivalently, HðsÞ 
HðtÞ ¼ 2k; k 2 Z: This implies HðtÞ ¼ HðsÞ, since HðtÞ  HðsÞ 2 ð2; 2Þ and establishes
part (iii) of the lemma. &
The following results show that the correlation structures of two MBM processes
Y ðaþ ;aÞ; jaþjajaj, and Y ðbþ;bÞ; jbþjajbj, with the same local scaling function
HðtÞ; t 2 R, are typically different, if the pairs ðaþ; aÞ and ðbþ; bÞ are not proportional.
Theorem 6.1. Let Y ðaþ;aÞ and Y ðbþ;bÞ be two MBM processes, defined as in (1.5) with the
same local scaling function HðtÞ 2 ð0; 1Þ; t 2 R: Suppose that
jaþjajaj; jbþjajbj and aþbaabþ.(a) If the function HðtÞ 2 ð0; 1Þ is continuous in t 2 R, then the functions ðt; sÞ 7!rðaþ;aÞðt; sÞ
and ðt; sÞ 7!rðbþ;bÞðt; sÞ are continuous in ðt; sÞ; for all t; sa0.
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such that
H 0ðsÞ ¼ dHðtÞ
dt

t¼s
a0; HðsÞa 1
2
and sin2 ðgÞa cacb
1þ cacb
, (6.6)
where
g :¼ðHðsÞ þ 1
2
Þp=2; ca :¼
aþ þ a
a  aþ and cb ¼
bþ þ b
b  bþ . (6.7)
In the case HðsÞ 2 ð1
2
; 1Þ, suppose in addition that
2HðsÞ
jsj a
p
2
H 0ðsÞcotg ðpHðsÞÞ ca
sin2 ðgÞ þ c2acos2 ðgÞ
þ cb
sin2 ðgÞ þ c2bcos2 ðgÞ
 !
, (6.8)
where g, ca and cb are as in (6.7).Then, there exists 40, such that (
rðaþ ;aÞðt; sÞarðbþ ;bÞðt; sÞ for all t 2
ðs; s þ Þ if s40
ðs  ; sÞ if so0: (6.9)
Proof. In this proof, we will exploit the expression (4.8) for the correlations rðaþ ;aÞðt; sÞ
and rðbþ ;bÞðt; sÞ. We start by relating the function aðtÞ in (4.8) which takes values in ½0; 2pÞ
to the function Arccotgðca cotg ððHðsÞ þ 12Þp=2ÞÞ, which takes values in ð0;pÞ, where
ca ¼ ðaþ þ aÞ=ða  aþÞ. We have
aðtÞ ¼ Arccotgðca cotg ððHðtÞ þ
1
2
Þp=2ÞÞ þ kp, (6.10)
where
k ¼ 0 if a
  aþ40;
1 if a  aþo0:

(When a  aþo0, the imaginary part of zðtÞ in (6.2) is negative, since
sin ððHðsÞ þ 1
2
Þp=2Þ40, thus aðtÞ 2 ðp; 2pÞ. Since Arccotg is in ð0;pÞ, the addition of kp
with k ¼ 1 in (6.10) yields aðtÞ 2 ðp; 2pÞ. Note also that ca 2 R is well-deﬁned because
aþaa.) One has similarly bðtÞ ¼ Arccotgðcb cotg ððHðtÞ þ 12Þp=2ÞÞ þ jp; where j ¼ 0; if
b  bþ40 and j ¼ 1, if b  bþo0, where
bðtÞ :¼ArgðbþeiðHðtÞþ12Þp=2 þ beiðHðtÞþ12Þp=2Þ
is deﬁned as the function aðtÞ.
We now prove part (a). By (6.10), the function aðÞ is continuous, if HðÞ is continuous.
Thus in Relation (4.8), the terms CH ðtÞ; DH ðt; sÞ, cosðDat;s  pHt;ssignðtÞÞ; cosðDat;s þ
pHt;ssignðsÞÞ; and jtj2Ht;s , jt  sj2Ht;s , jsj2Ht;s are continuous in ðt; sÞ, for all t; sa0. Observe
that the function cos ðDat;s  pHt;ssignðt  sÞÞ is continuous at ðt; sÞaðt; tÞ; ta0, since so is
the term signðt; sÞ. This function is also continuous at the points ðt; sÞ ¼ ðt; tÞ, since then
Dat;s ¼ 0 and cos ðpHt;sÞ ¼ cos ðpHt;sÞ, does not depend on the term signðt  sÞ. Thus
ðt; sÞ 7!rðaþ ;aÞðt; sÞ is continuous in ðt; sÞ, for all t; sa0. Similarly, ðt; sÞ 7!rðbþ ;bÞðt; sÞ is
continuous in ðt; sÞ, forall s; ta0. This proves part (a).
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neighborhood of s, by (6.10), so is aðtÞ and, similarly, bðtÞ. By using that
dArccotg
dy
ðca cotg ðyÞÞ ¼ 
1
1þ c2a cotg 2ðyÞ
 ca
sin2 ðyÞ
 
,
we get
da
dt

t¼s
¼ H
0ðsÞcaðp=2Þ
sin2 ððHðsÞ þ 1
2
Þp=2Þ þ c2a cos2 ððHðsÞ þ 12Þp=2Þ
(6.11)
and
db
dt

t¼s
¼ H
0ðsÞcbðp=2Þ
sin2 ððHðsÞ þ 1
2
Þp=2Þ þ c2b cos2 ððHðsÞ þ 12Þp=2Þ
. (6.12)
We will now show that
a0ðsÞ :¼da
dt

t¼s
ab0ðsÞ :¼db
dt

t¼s
. (6.13)
Since H 0ðsÞa0, by (6.11) and (6.12), it follows that a0ðsÞ ¼ b0ðsÞ is equivalent to
ðcb  caÞ
cbca þ 1
cbca
 
sin2 ððHðsÞ þ 1
2
Þp=2Þ ¼ cb  ca. (6.14)
One can verify directly that the equality ca ¼ cb is equivalent to bþa ¼ baþ. Therefore,
cb  caa0 and Condition (6.6) implies that Relation (6.14) cannot hold and thus, we
have (6.13).
Now, we turn to proving (6.9), that is, showing the correlations are different. Suppose
ﬁrst that t4s40. Observe that by Relation (4.8), it sufﬁces to show that the following
relation
ðcos ðDat;s  pHt;sÞ  cos ðDbt;s  pHt;sÞÞðt2Ht;s  ðt  sÞ2Ht;sÞ
þ ðcos ðDat;s þ pHt;sÞ  cos ðDbt;s þ pHt;sÞÞs2Ht;s ¼ 0 ð6:15Þ
does not hold for any t 2 ðs; s þ Þ; with some 40.
Observe that Dat;sjt¼s ¼ Dbt;sjt¼s ¼ 0 and hence
ðcos ðDat;s  pHt;sÞ  cos ðDbt;s  pHt;sÞÞjt¼s ¼ 0.
However, Relation (6.13) implies that
d
dt
ðcos ðDat;s  pHt;sÞ  cos ðDbt;s  pHt;sÞÞjt¼s ¼ sin ðpHðsÞÞða0ðsÞ  b0ðsÞÞa0,
since sin ðpHðsÞÞ40, for all HðsÞ 2 ð0; 1Þ. Therefore, there exists 40, such that the term
cos ðDat;s  pHt;sÞ  cos ðDbt;s  pHt;sÞ is non-zero, for all t 2 ðs; s þ Þ. Thus (6.15) is
equivalent to
cos ðDat;s þ pHt;sÞ  cos ðDbt;s þ pHt;sÞ
ðcos ðDat;s  pHt;sÞ  cos ðDbt;s  pHt;sÞÞ
¼ t
2Ht;s  ðt  sÞ2Ht;s
s2Ht;s
. (6.16)
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sufﬁcient to prove that
jðtÞacðtÞ for all t 2 ðs; s þ Þ for some 40. (6.17)
By using that cos ð2xÞ  cos ð2yÞ ¼ 2 sin ðy  xÞ sin ðx þ yÞ, we obtain that
jðtÞ ¼ sin ðpHt;s þ ðDat;s þ Dbt;sÞ=2Þ
sin ðpHt;s  ðDat;s þ Dbt;sÞ=2Þ
. (6.18)
By (6.18), we have that jðtÞ is continuous at t ¼ s and
jðsÞ ¼ 1 ¼ lim
t#s
cðtÞ.
Thus jðsÞ ¼ cðsþÞ (in the sense of the limit from the right). We will now show that
j0ðsÞac0ðsþÞ (where c0ðsþÞ denotes the derivative from the right of the function cðtÞ). By
evaluating the derivative of jðtÞ at t ¼ s, we obtain
j0ðsÞ ¼ cos ðpHðsÞÞ
sin ðpHðsÞÞ ða
0ðsÞ þ b0ðsÞÞ. (6.19)
Consider now the ratio ðcðtÞ  cðsþÞÞ=ðt  sÞ for t4s, where cðsþÞ ¼ 1. We have that
cðtÞ  cðsþÞ
t  s ¼
1
t  s
t2Ht;s  ðt  sÞ2Ht;s
s2Ht;s
 1
 
¼ 1
s2Ht;s
t2Ht;s  s2Ht;s
t  s  ðt  sÞ
2Ht;s1
 
.
Since Ht;s ¼ ðHðtÞ þ HðsÞÞ=2! HðsÞ; as t # s, we get
lim
t#s
ðt  sÞ2Ht;s1 ¼
1 if HðsÞo 1
2
;
1 if HðsÞ ¼ 12 ;
0 if HðsÞ4 1
2
:
8><>: (6.20)
For the case HðsÞ ¼ 1
2
, note that since H 0ðsÞ exists and 2Ht;s  2HðsÞ ¼ HðtÞ  HðsÞ ¼
Oðt  sÞ; as t # s, we have ln ððt  sÞ2Ht;s1Þ ¼ ð2Ht;s  1Þ ln ðt  sÞ ¼ Oðt  sÞ ln ðt  sÞ ! 0;
as t # s, so ðt  sÞ2Ht;s1 ! 1.
By (6.20) and the fact that limt#s ðt2Ht;s  s2Ht;sÞ=ðt  sÞ ¼ 2HðsÞs2HðsÞ1, we have
c0ðsþÞ ¼ lim
t#s
cðtÞ  cðsÞ
t  s ¼
1 if HðsÞo 1
2
;
0 if HðsÞ ¼ 1
2
;
2HðsÞ=s if HðsÞ4 1
2
:
8><>: (6.21)
We now want to compare (6.19) and (6.21). Suppose ﬁrst that HðsÞo 1
2
. We have
jðsÞ ¼ cðsþÞ ¼ 1, the derivative j0ðsÞ is ﬁnite and c0ðsþÞ ¼ 1. Hence (6.17) holds.
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2
and observe that by (6.11), (6.12) and (6.19), the right-hand side
(6.8) equals the derivative j0ðsÞ. By Condition (6.8), this derivative does not equal
c0ðsþÞ ¼ 2HðsÞ=s. Since jðsÞ ¼ cðsþÞ ¼ 1 and j0ðsÞac0ðsþÞ; this implies (6.17).
The proof in the case toso0 is similar. &
The following result covers the cases omitted in Theorem 6.1, namely comparing Y ða;aÞ
with Y ðbþ;bÞ, where jbþjajbj. In this case ca in (6.7) is either not deﬁned or 0.
Theorem 6.2. Let Y ðaþ ;aÞ and Y ðbþ;bÞ be two MBM processes, defined as in (1.5), with the
same local scaling function HðtÞ; t 2 R. Suppose that
aþ ¼ a ¼ aa0 and jbþjajbj.(a) If the function HðtÞ 2 ð0; 1Þ is continuous in t 2 R, then the function ðt; sÞ 7!rða;aÞðt; sÞ is
continuous for all t; sa0 and also ðt; sÞ 7!rða;aÞðt; sÞ is continuous in ðt; sÞ; for all t; sa0
such that HðtÞ; HðsÞa 1
2
.(b) Let sa0 and let HðtÞ be differentiable in a neighborhood of s, with
H 0ðsÞa0 and HðsÞa 1
2
,
and if HðsÞ 2 ð1
2
; 1Þ; suppose in addition, that
2HðsÞ
jsj a
p
2
H 0ðsÞcotg ðpHðsÞÞ cb
sin2 ðgÞ þ c2bcos2 ðgÞ
 !
, (6.22)where g ¼ ðHðsÞ þ 1
2
Þp=2 and where cb ¼ ðbþ þ bÞ=ðb  bþÞ.
Then, there exists 40; such that Relation (6.9) holds.
Proof. The proof of part (a) is similar to the proof of Theorem 6.1(a). Note, however, that
in the case of rða;aÞðt; sÞ, we also assume HðtÞ; HðsÞa 12 because if HðtÞ ¼ 12 say, then
VarY ða;aÞðtÞ ¼ 0 (see (4.4)), and rða;aÞðt; sÞ is not well-deﬁned.
The proof of part (b) is also similar to the proof of Theorem 6.1(b). We consider only the
case aþ ¼ a ¼ a (the case aþ ¼ a ¼ a is simpler).
Suppose that t4s40 and let aðtÞ :¼ArgðaþeiðHðtÞþ12Þp=2 þ aeiðHðtÞþ12Þp=2Þ. Observe
that by Lemma 6.1(i), aðtÞ equals 0 or p depending on whether the sign of að1
2
 HðtÞÞ
is positive or negative. Since HðsÞa 1
2
and since HðtÞ is continuous, the sign will not
change in a neighborhood of s and hence, there exists 40, such that a0ðtÞ ¼ 0, for all
t 2 ðs  ; s þ Þ.
Now, since H 0ðsÞa0 and cba0; it follows from (6.12) that a0ðsÞ ¼ 0ab0ðsÞ. Therefore, as
in the proof of Theorem 6.1, it sufﬁces to show that (6.17) holds, where jðtÞ and cðtÞ
denote the left- and the right-hand sides of (6.16). Since a0ðsÞ ¼ 0, we have from (6.19), that
j0ðsÞ ¼ cotg ðpHðsÞÞb0ðsÞ and therefore, in view of (6.12), Condition (6.22) implies that
j0ðsÞac0ðsþÞ and hence (6.17) holds.
The argument in the case toso0 is similar. &
Example. The function HðsÞ ¼ p1ArctanðsÞ þ 1
2
2 ð0; 1Þ; where ArctanðsÞ; s 2 R takes
values in ðp=2;p=2Þ, satisﬁes the assumptions of Theorem 6.1, if for example, 0oaoaþ
and 0 ¼ bþab.
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rather rich.
Corollary 6.1. Let ðaþ; aÞ; ðbþ; bÞ 2 R2, and jbþjajbj. Let also Y ðaþ ;aÞ and Y ðbþ;bÞ be
two MBM processes, defined as in (1.5) with the same local scaling function HðtÞ 2 ð0; 1Þ;
t 2 R: The following two results hold:
(a) Suppose aþb ¼ abþ. Then for all t; s 2 Rnf0g;
rðaþ ;aÞðt; sÞ ¼ rðbþ;bÞðt; sÞ. (6.23)(b) Suppose aþbaabþ and let HðtÞ 2 ð0; 1Þ be an arbitrary continuous function. Fix sa0.
Then for any d40, there exists a function HdðtÞ 2 ð0; 1Þ, with
sup
t2R
jHðtÞ  HdðtÞjod, (6.24)
such that
rðaþ ;aÞðt; s; HdÞarðbþ;bÞðt; s; HdÞ; for all t 2
ðs; s þ Þ if s40;
ðs  ; sÞ if so0;
(
with some 40, ð6:25Þ
where rðaþ;aÞðt; s; HdÞ denotes the correlation corrðY ðaþ ;aÞðt; HdÞ; Y ðaþ;aÞðsÞ; HdÞ, of a
MBM process Y ðaþ ;aÞð; HdÞ with local scaling function Hd.The proof of this result can be obtained by following closely the proofs of Theorems 6.1
and 6.2, and by using the fact that any continuous function can be approximated,
arbitrarily well, in the uniform norm on a compact interval by a continuously
differentiable function.
Corollary 6.2. The processes Y ðaþ ;aÞð; HdÞ and Y ðbþ;bÞð; HdÞ corresponding to (6.25),
cannot be related through a multiplicative deterministic function.
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