In many dynamic open systems, autonomous agents must interact with one another to achieve their goals. Such agents may be self-interested and, when trusted to perform an action, may betray that trust by not performing the action as required. Due to the scale and dynamism of these systems, agents will often need to interact with other agents with which they have little or no past experience. Each agent must therefore be capable of assessing and identifying reliable interaction partners, even if it has no personal experience with them. To this end, we present HABIT, a Hierarchical And Bayesian Inferred Trust model for assessing how much an agent should trust its peers based on direct and third party information. This model is robust in environments in which third party information is malicious, noisy, or otherwise inaccurate. Although existing approaches claim to achieve this, most rely on heuristics with little theoretical foundation. In contrast, HABIT is based exclusively on principled statistical techniques: it can cope with multiple discrete or continuous aspects of trustee behaviour; it does not restrict agents to using a single shared representation of behaviour; it can improve assessment by using any observed correlation between the behaviour of similar trustees or information sources; and it provides a pragmatic solution to the whitewasher problem (in which unreliable agents assume a new identity to avoid bad reputation). In this paper, we describe the theoretical aspects of HABIT, and present experimental results that demonstrate its ability to predict agent behaviour in both a simulated environment, and one based on data from a real-world webserver domain. In particular, these experiments show that HABIT can predict trustee performance based on multiple representations of behaviour, and is up to twice as accurate as BLADE, an existing state-of-the-art trust model that is both statistically principled and has been previously shown to outperform a number of other probabilistic trust models.
Introduction
In recent years, there has been an upsurge of interest in cross-enterprise service-oriented computing, which seeks to integrate computational resources seamlessly and dynamically across organisational boundaries. Perhaps the most prominent examples of such initiatives are the semantic web and cloud computing, but others include crowd-sourcing applications, peer-to-peer networks, sensor networks, and pervasive computing. A key attribute of all these systems is that individuals or organisations can offer data and software services that can be invoked remotely, with services from different organisations being used together toward some common goal. For example, companies such as Expedia 1 use web services from individual travel companies to find the best combination of travel and accommodation options to meet a customer's needs. Likewise, in a cloud computing scenario, a bioinformatician may process protein data hosted by one institution with a remote application server for data mining run by another, and then store the result on a public cloud data service [36] . Now, when composing services in this way, there may often be a number of competing service providers that can fulfil a given requirement, each with different quality of service (QoS) characteristics and a different price. Thus to fulfil a user's requirements, decisions must be made about which providers to use, and these choices can affect both the quality and cost of the resulting solution. However, the multi-institutional nature of these systems means that there will invariably be uncertainty surrounding the capabilities and incentives of the individuals offering these services.
For instance, in the cloud computing example above, different data mining services may vary in terms of the accuracy of the machine learning algorithms they use, or the processor speed of the servers on which they run. However, it may not be in the best interests of a service provider to truthfully reveal its QoS attributes, or it may behave fraudulently to receive payment without providing the requested service. Moreover, the possible failure of some services should always be considered, so systems must adapt dynamically and automatically to meet changing circumstances, and be equipped with a means to identify the most reliable services. Similar QoS issues can also occur in crowd-sourcing applications, in which members of the public can collaborate to collect and share data about some common subject of interest [26] . For example, an online navigation service may provide real time traffic information using data collected from users with GPS enabled devices. However, depending on the type of device they use, the reliability of data from different users may vary. Moreover, due to their open nature, such systems are vulnerable to malicious users, who may try to disrupt the system by deliberately providing false data.
In light of this, it has been argued that such systems should be modelled as multi-agent systems (MAS) [28] , since a core concern of MAS is the coordination of autonomous entities (agents), which must interact to achieve their goals despite potentially conflicting interests. However, in open and dynamic systems, the problem of trust among agents has been identified as a fundamental issue [50, 33] . That is, when an agent decides if and how to interact with its peers, it must assess the trustworthiness of those peers to ensure that it does not enter into suboptimal interactions with unreliable agents. In particular, through the use of trust, an agent can identify reliable agents with which to interact in pursuit of its goals.
In this context, trust can be viewed as the subjective probability with which an agent (the truster) believes another agent (the trustee) will perform an action that has an influence on the truster's goals. 2 To form this probability, the truster may need to draw on many sources of evidence to achieve a significant degree of accuracy. For example, in a large system, individual consumers may each only have a small number of prior experiences of a given provider, and thus need to pool their experiences to obtain sufficient observations to accurately assess the provider's reliability. For this reason, third party opinions, often referred to as a trustee's reputation, are a particularly important source of information in large open systems, where an agent may routinely come into contact with individuals with which it has little or no previous experience [63] . Unfortunately, reputation can be associated with many sources of inaccuracy not present in a truster's direct experiences. For instance, a reputation source may have biases toward or against a trustee, and so give either an unfairly high or low opinion. However, even if a reputation source does reveal its knowledge truthfully, it may not be a true reflection of how a trustee is likely to behave toward the truster. This may be either due to the trustee behaving differently toward different agents, or due to differences in the way that a truster and its reputation sources perceive and represent a trustee's behaviour.
In this context, there is a need to develop trust assessment models, or mechanisms, that can be used to aid decision making by autonomous agents operating in large-scale open service-oriented environments. In particular, such mechanisms are required to estimate the future behaviour of an agent's peers, so that it may decide how to interact with those peers, to minimise its risk and maximise its expected gain. Moreover, to achieve this goal, a trust model should make use of multiple information sources, such as reputation or direct experience, so that predictions are not sensitive to the absence or failure of any one source.
However, given the wide range of scenarios in which trust is important, we believe there can be no single trust assessment mechanism to best suit every possible domain. For example, the issues that influence how trust should be assessed include (but are not limited to) the following two factors:
Behaviour Representation: To adequately predict or compare the performance of different trustees, a truster must have some means to represent their behaviour in terms of a common set of attributes. However, precisely which attributes are appropriate for a given domain depends on the preferences of the truster that are relevant for comparison and the type of service being assessed. For example, when comparing Internet search engines, a truster's preferences are typically expressed in terms of the time taken to process a query and the number of relevant hits returned by the result. On the other hand, preferences about a provider of fresh fruit may be best expressed in terms of price and the condition of purchased fruit on delivery. This means that there is no single representation of behaviour that is correct for all domains, and so any generic trust model must be able to accommodate any choice of attributes that are appropriate for a target application.
Computational Resources: For most estimation or prediction problems, there is a wide range of statistical models that can potentially be used to automate their solution. However, not all are equivalent, and there is usually a trade-off between the generality and accuracy of a model, and the time or computational resources required to implement it. Trust assessment is no exception. For example, an application that requires time critical decisions deployed on a sensor network with limited computational resources will place much harder constraints on model complexity than one with access to a compute cluster.
From this analysis, it is clear that the design of a particular trust assessment model should be a domain-specific exercise. Nevertheless, the need to rely on multiple (potentially unreliable) information sources does apply to most trust assessment problems. Therefore, we believe that the way forward in this area is to provide an overarching framework that addresses these general issues but, at the same time, can be easily configured to meet the specific requirements of a given target domain. For this reason, we propose a generic Bayesian trust model, known as HABIT (Hierarchical And Bayesian Inferred Trust), which can be easily configured to predict trustee behaviour in a wide range of scenarios. To achieve this, HABIT comprises a two-level hierarchical model in which the opinions of different reputation sources are modelled in the bottom level, and the correlation between these opinions and actual trustee behaviour is modelled in the top level. By allowing different representations of trustee behaviour and agent opinions to be used interchangeably in both levels, HABIT has the flexibility required to meet a wide range of application specific requirements. However, no matter how the model is instantiated, the details of HABIT's hierarchical structure (discussed in Section 3.3) still impose sufficient constraints to enable accurate predictions in general, while at the same time, remaining robust in the presence of inaccurate or intentionally misleading information.
In common with a growing number of other statistically principled trust models, HABIT's foundation in probability theory enables it make predictions that are both logically consistent, and take full account of the degree of uncertainty due to incomplete information. In contrast, non-statistical trust models either cannot quantify uncertainty in a trustee's behaviour [39, 47] or do so by relying on ad hoc heuristics [62, 77] -the correctness of which is hard to verify (see Section 2.1). However, in addition to the benefits inherited by all probabilistic models, HABIT exhibits the following key features, which together form a significant contribution to the state-of-the-art:
1. HABIT is the first mechanism, for assessing trust based on reputation, that is statistically principled, enables computationally tractable inference, and yet is not tied to any particular representation of trustee behaviour. This contrasts with existing models of trust (discussed in Section 2), which either lack the strong theoretical foundation required to assess trust in a principled way, or can only perform feasible inference on a limited set of behaviour representations. To show this, in this paper we discuss how HABIT can be instantiated to meet the needs of different applications with different behaviour representations (see Section 4); provide a generic Monte Carlo Algorithm that can be used for tractable inference of trust in a wide variety of circumstances (see Section 5) ; and give an example instance in which trust can be inferred analytically, using a simple closed form equation (see Section 6). 2. With HABIT, a truster can assess a trustee based on reputation from sources that do not share a common representation of trustee behaviour. In contrast, most existing trust models assume that all information shared between a truster and its reputation sources is based on a commonly agreed set of attributes (e.g. service price and delivery time), which may not be appropriate if different agents have different preferences about how a trustee behaves. The only other mechanism that allows information sources to use different representations is BLADE (see Section 2). However, while HABIT can be used with any behaviour representation, BLADE can only deal with discrete representations of behaviour (see Section 4.4).
3. Regardless of whether agents share a common representation of behaviour, HABIT is the only probabilistic trust model (apart from BLADE) that can extract useful information from reputation with different semantics, or from sources that deliberately try to mislead the truster in a consistent way. For example, if a reputation source always reports that a trustee fulfils its contract when in fact it breaks it, and reports that it breaks its contract when in fact it keeps it, then HABIT can still use this information by assuming that the opposite of the report is always (or at least usually) true. Similarly if, for example, a rater on Amazon 3 were to consistently give 3 stars to a supplier to which the truster would award 5, HABIT can learn to adjust the report accordingly. This is because HABIT does not assume any particular interpretation for reputation, but instead learns from any statistical dependence it discovers between its own direct experience and reputation, be that an inverse correlation or otherwise. In contrast, models that use discount factors to reduce the weight of evidence provided by reputation [32, 68, 74] typically assume that the truster and its reputation sources always say and mean the same thing by a given behaviour representation, and penalise reputation sources that appear to report otherwise. As such, models that use discount factors would discard reputation in cases such as those above, even though they may still provide useful information. 4 . HABIT enables a truster to assess the behaviour of agents for which there is little or no previous experience, including reputation. To do so, it searches for correlations in the behaviour of groups of known agents, and uses this to predict the behaviour of other agents with similar attributes (such as organisation membership or the types of service they offer). This ability is particularly important for two reasons. First, upon initial entry to a system, a trustee will have no history of interactions with other agents. Thus, for any trustee, there will always be at least some point when it cannot be judged on its previous behaviour. As such, any complete trust and reputation system must have some means to assess a trustee that does not rely on prior experience. Second, even when there is a history of interactions with a trustee, any open system is still susceptible to the whitewasher problem [77] , in which unreliable agents adopt a new identity, thereby absolving themselves from blame for any previous wrong doing. Early solutions to this problem typically suggest treating unknown agents as completely unreliable, but this unfairly penalises potentially trustworthy agents that are yet to gain a good reputation. In contrast, HABIT can learn the reliability of newcomers in general, and so can adapt its decisions to account for the reliability of newcomers found in practice (see Section 4.3). 5. As demonstrated in our experiments, HABIT outperforms BLADE when applied to discrete representations of behaviour which, unlike HABIT, is the only type of representation to which BLADE can be applied, and so is the only type with which these models can be compared. In particular, we found that HABIT was up to twice as accurate as BLADE (in terms of the mean absolute error) at predicting a truster's expected utility for interacting with a trustee (see Section 7). Here, we chose BLADE as a benchmark because, by being statistically principled and sharing some (but not all) of the beneficial properties described above, it can be viewed as the state-of-theart among reputation-based trust models. In addition, BLADE has been previously shown to outperform a number of other probabilistic trust models [57] .
In the following sections, we elaborate on these claims and detail the theoretical basis for HABIT. Specifically, the rest of this paper is structured as follows: Section 2 discusses related work on trust assessment mechanisms; Sections 3 and 4 introduce the overarching HABIT model, and discuss how this can be applied to different applications; Section 5 details a Monte Carlo sampling algorithm, which can be used to perform practical inference in a large number of possible instances of the general model; Section 6 specifies two ways in which HABIT can be applied to discrete representations of behaviour; Section 7 presents an empirical analysis, in which these instances of HABIT demonstrate better performance than BLADE; further to this, Section 8 presents additional experiments using data from a real webserver domain, showing that HABIT can make accurate predictions about continuous (as well as discrete) behaviour representations, and its performance is robust against the complex statistical properties of a real system; and, finally, Section 9 summarises the main properties of the model and discusses future work.
Related Work
The issue of trust in multi-agent systems is one that is widely recognised, and has been addressed by a number of different models and mechanisms. Generally, however, existing approaches can be classified as one of two types: (1) those that try to enforce good behaviour by incentives or penalties [6, 51, 34, 35] ; and (2) those that try to predict how a given trustee will behave, so that a truster can choose to interact only with agents that it believes will behave beneficially toward it. While these two types of approach may be complementary, our focus in this paper is on the latter type, which tend to differ in how they represent an agent's behaviour and the information sources used to assess it. For example, with regard to information sources, we can use knowledge of the social rules and norms that apply in an environment [49, 52] , knowledge of an agent's incentives [25, 6] , or any relationships that are known to exist between agents [1] . However, although such evidence can play a significant role in some circumstances, it cannot be expected to be present in every domain. In contrast, perhaps the most widely available performance indicator across a number of domains is a trustee's past behaviour. Observations of past agent behaviour are thus widely recognised as an important and basic predictor in trust assessment, and so are adopted by the majority of trust models.
For this reason, this section reviews existing trust models, focusing on those that assess trust based on prior observations of agent behaviour. More specifically: Section 2.1 discusses the different types of approach that have been previously used to perform inference about trust; Section 2.2 discusses how trustee behaviour is represented in existing trust models, and how they cope with potentially unreliable reputation; and, finally, Section 2.3 reviews the different strategies that have been proposed to enable a truster to make decisions about trustees for which the truster has little or no direct or third party experience.
Approaches to Inference
With regard to inference, early mechanisms tend to adopt a heuristic approach, with improvised functions to account for different aspects of agent behaviour. For example, [62] introduces the REGRET system, which allows agents to evaluate each other's performance based on multiple domain dependent attributes (for example, service quality or price). Specifically, each time an agent interacts with a provider, it assigns a real value in the range [−1, 1] to each attribute on which the provider is assessed, where negative values are interpreted as poor performance, and positive values as good performance. For each attribute, an agent's overall assessment of a provider is then calculated as a weighted average of individual interaction evaluations, which may be made directly by the truster, or reported from third party interactions with the provider. In each case, the weight assigned to each evaluation may be chosen as a function of a number of attributes. For instance, weights may be chosen as a function of time, with greater weight assigned to more recent observations (to allow for changing behaviour), or based on the source of the evaluation (direct or third party).
However, such techniques tend to have few theoretical properties to characterise how they should perform under different conditions, or to show how they compare to any theoretical optimal performance. For instance, in the case of REGRET, evaluation weights are assigned purely using intuition; no consideration is given to if or how the precise functions used could be modified to improve provider assessment. Similar arguments can also be made against the use of fuzzy logic [71, 70, 44] , since it is difficult to define fuzzy sets in a way that is objective, or provably better than any other. More theoretically principled approaches include those based on formal logic, for example [47] and [39] , but, while such work has its place, such as constructing formal arguments for negotiation between agents [48] and enacting security polices for access control [9, 38] , the purely deductive style of reasoning performed cannot fully account for uncertainty about trustee behaviour.
In contrast, estimation problems involving uncertainty have been studied intensively within statistics, resulting in a large body of well established results and solutions (see [14] for an overview). These tend to have well defined goals and properties, with clear notions of what makes a solution optimal, and under what conditions optimality can be reached. Moreover, as argued by Jaynes [27] , probability theory uses the only complete set of rules for reasoning about degrees of uncertainty that guarantees logically consistent inference. In other words, probability theory guarantees that the same conclusions will be reached from the same data, no matter how its rules are applied. This does not mean that probability theory is the only possible formalism for reasoning about uncertainty, but it does mean that any formalism that disagrees with probability theory cannot guarantee consistent inference.
Of course, even if inference is consistent, it is not necessarily correct. This is especially true in most real-world inference problems involving uncertainty, because simplifying assumptions always have to be made to enable tractable solutions. As such, any inference is only as good as the assumptions on which it is based, and so it is not impossible for a non-statistical model based on good assumptions to outperform a statistical one based on bad assumptions. Nevertheless, given a certain set of assumptions, it always makes sense to perform inference using a tried and tested formalism that is guaranteed to produce logically consistent and often provably optimal results. Therefore, for problems that require reasoning under uncertainty, the obvious choice is probability theory and, consequently, a growing number of trust assessment mechanisms have been developed based on it. Moreover, the success of this approach has been demonstrated in the international ART testbed competition 4 [19, 46] in which, for two out of the three years the competition ran, the winning strategy was based on probability theory [67] .
One early example of a probability based trust assessment mechanism is the Beta Reputation System [32] , which represents a provider's performance in providing a particular service as a binary random variable: either the service meets the consumer's requirements, or it does not. The provider's general performance is then modelled by the probability that it will satisfy a consumer's requirements during a particular interaction. For example, if a provider provides a service ten times with a satisfaction probability of 0.4 then, on average, we would expect the consumer to be satisfied on four of those occasions, and unsatisfied on six. With this approach, each provider's satisfaction probability is assumed to be an intrinsic characteristic of its behaviour, which must be estimated based on available evidence. To do this, consumers cooperate by sharing reports of their frequency of satisfactory and unsatisfactory interactions with each provider, and based on this, apply Bayesian analysis to estimate the satisfaction probability for each provider. These estimated probabilities are then used to facilitate choices between providers, such that providers with high satisfaction probabilities are generally preferred to those with low satisfaction probabilities.
There are two main advantages to this approach. First, by pooling their experiences, each consumer essentially has multiple sources of information on which to assess a provider, so they can assess providers with which they have little or no direct experience. Second, by receiving frequencies of satisfactory and unsatisfactory interactions, a consumer can take proper account of the weight of evidence behind each reputation source's beliefs. This means that, when forming its own beliefs, a consumer will place more weight on an opinion based on a large number of interactions than one based on only a small number of interactions. In contrast, if each reputation source only reported an estimate of its satisfaction probability (for example 0.4 or 0.6) then a truster would not be able to aggregate reports optimally because the information about their certainty would be lost. By using reported frequencies rather than estimates, the Beta Reputation System avoids this problem, and so has been used as the basis for a number of other probabilistic trust models that share its binary representation of behaviour [74, 68, 75, 60] .
Unfortunately, the system exhibits two main limitations. First, by adopting a binary representation, the system cannot make predictions about more fine-grained attributes of trustee behaviour, which may have an important impact on a truster's decisions. For example, the utility of receiving a service may decrease in proportion to its delivery time or quality of service, neither of which can be represented by a binary variable. Second, there is no mechanism for dealing with malicious, or otherwise inaccurate, reputation. That is, one or more agents can decrease the accuracy of estimated satisfaction probabilities by introducing a bias into their reported experiences. This may be done intentionally, to manipulate a provider's reputation, or unintentionally, due to differences in the way different consumers assess performance. Although such effects may be reduced given sufficient reliable reports, the system is particularly vulnerable to malicious attacks if agents are allowed to report unlimited numbers of experiences unchecked. For example, if a provider wished to manipulate its reputation to increase its share of the market, it could (either anonymously or under a false identity) increase its estimated satisfaction probability by reporting an arbitrarily large number of satisfied transactions. For instance, if the total number of true experiences reported to the centre is 100, then by reporting 1,000,000 successful transactions, the provider could set its estimated satisfaction probability to greater than 0.9999.
Reputation Filtering and Behaviour Representation
To overcome the limitations of early trust assessment mechanisms, more recent work has developed statistical models that can assess trust based on a wider range of behaviour representations, and can filter out the effects of unreliable reputation. With respect to the former, this is achieved by replacing the binomial probability distribution used to model binary outcomes with one of a more expressive class of distributions capable of modelling richer behaviour representations. So far, this has typically been achieved using either Gaussian distributions, to model behaviour using continuous real-valued random variables [15, 66] ; or multinomial distributions, to model behaviour using discrete random variables [20, 40, 31, 56, 55, 57] .
Together, these two types of distribution can capture a number of important aspects of trustee behaviour, such as the mean and variability in an agent's performance, or the relationship between different measures of performance. For example, by using a multivariate Gaussian distribution, continuous attributes, such as price and delivery time, may be modelled together allowing correlations between them to be discovered. For instance, we may find that a courier that offers a low mean price tends to have longer or more variable delivery times. Similar characteristics, based on one or more attributes, can also be modelled using multinomial distributions. However, with these, attributes that are continuous in nature, such as delivery time, must first be converted into a finite set of possible values. As such, when using multinomial distributions, predictions about continuous variables can only be made w.r.t. value ranges, such as 1-2 days for delivery, versus 3 or more days.
While these abilities show that Gaussian and multinomial distributions are much more expressive than the binomial distributions used by other statistical trust models, they are not the only possibilities, and others may be more appropriate in different cases. For example, delivery times can often be more accurately modelled using Poisson distributions [14] , while some combinations of behaviour attributes may be best modelled using mixtures of discrete and continuous distributions. Unfortunately, neither of these possibilities, nor many others, are currently supported by current reputation models, which are all tied to one particular class of distribution.
The reason for this limitation is the difficulty in designing models of reputation that are both computationally efficient and effective for a range of situations and behaviour representations. This is particularly true in cases where reputation may be unreliable, due to the additional complexity in discovering potentially misleading opinions. Moreover, since unreliable reputation is to be expected in most real world applications, alleviating its effects is the key focus of most reputation models. In particular, three types of approach are prevalent in the literature, which we now describe, and refer to as the majority rules, all-or-nothing and reputation function approaches.
In the majority rules approach, the key intuition is that, when gathering opinions from multiple sources, the majority of sources are likely to be reliable. As such, identifying unreliable opinions boils down to identifying and discarding outlying opinions, which differ significantly from the norm. While this type of approach has so far only been applied to reputation using binary [76] and multinomial behaviour representations [40] , there are a number of general techniques for outlier detection in statistics, which could be applied to more general cases [8] . However, even if this approach can be generalised, there are two important cases in which its adoption may have a detrimental effect. First, when a trustee deviates from its usual behaviour in a small number of cases, sources that happen to interact with the trustee in these cases will legitimately have opinions that differ from the norm. To give a balanced view of the trustee, these opinions should thus be taken into account, rather than being discarded as outliers. Second, when a trustee is a newcomer to a system with which no agent has significant experience, then any reported experience from any source must be fictitious. Thus, unless the true number of service transactions can be reliably monitored, this approach is still open to manipulation.
Due to these limitations, the majority of reputation filtering mechanisms attempt to assess the reliability of each reputation source individually, based on the perceived accuracy of its previous opinions. This is the basic intuition behind both the all-or-nothing and reputation function approaches, which work by comparing each source's past predictions with subsequent trustee behaviour observed directly by the truster: reputation sources that provide opinions that are generally uncorrelated with observed trustee behaviour are assumed to be unreliable, and so have less weight placed in their opinions. 5 However, the details of how this is achieved differ between the two approaches. Of these two, the all-or-nothing approach is used to handle reputation in the majority of statistical models, including those described in [68, 72, 74] . Here, it is assumed that reports from a given reputation source are either completely unreliable or are equivalent to a truster's own direct experiences. If the former is known to be true, then a reputation source's reports are completely discarded, while if the latter is known, its opinions are given equal weight to the truster's own observations. 6 Typically however, neither of these are regarded as absolutely certain. Instead, a truster estimates the probability that a reputation source is reliable, which we refer to as the probability of accuracy, and uses this to weight the reputation source's observations. In practice, this generally means that reputation is neither completely discarded, nor given equal weight compared to a truster's own experiences, but is instead weighted according to its perceived level of accuracy. However, there are two main problems with this approach.
First, it is difficult to pin down exactly what it means for reputation to be accurate, and to calculate its probability. This is due to the large number of factors that usually influence opinion accuracy. For example, an opinion based on a small number interactions with a trustee cannot reasonably be expected to be as accurate as an opinion based on a large number of interactions, so it seems reasonable that a reputation source should be judged more on its confident opinions than on cases where it is not so confident. As result, many trust models of this kind, such as TRAVOS [68] and those proposed by Wang et al. [74] , resort to heuristics to both assess a reputation source's accuracy, and to weight its opinions accordingly. Thus, even if these models are otherwise probabilistic, they lack the theoretical performance guarantees that are typically ensured by a more rigorous application of probability theory (see Section 2.1). In fact, the only model of this type to be derived using probability theory, without resorting to heuristics, is described by Vogiatzis et al. [72] . However, this model only remains computationally tractable by adopting a binary behaviour representation, and only allowing reputation sources to provide an estimate of behaviour, without any measure of confidence. It thus remains to be seen if the reputation equivalence approach can be extended to other behaviour representations, in a principled way, without becoming computationally intractable.
The second problem with this approach is that it does not deal well with opinions that are in any way subjective. This is because any deviation between a reputation source's opinion and a truster's own experience is normally viewed as evidence that the reputation source is unreliable. For example, if trustee behaviour is awarded marks out of five, but a truster consistently awards one less mark than a reputation source, then this could eventually lead to the reputation source being ignored completely, even though it still provides useful information. This problem is partially solved by building in some level of tolerance, so that small differences in opinion are accepted [68] . Alternatively, subjectivity may be removed completely by forcing reputation sources to describe their experiences of a trustee in purely objective terms. For example, in the POYRAZ model [11] , an ontology is used to describe each transaction between a reputation source and a trustee in detail, so that a truster can then decide for itself how it would rate each transaction. Unfortunately, this may require a reputation source to provide more details about its experiences than it may be willing to volunteer, and in any case, eliminating all sources of subjectivity may not always be feasible.
Fortunately, this limitation is addressed by the reputation-function approach, in which reputation is modelled as an unknown stochastic function of trustee behaviour. By learning this function over time, a truster can extract useful information from reputation sources that adopt different behaviour representations and semantics, while at the same time, protect against unreliable reputation that bears little or no correlation to a trustee's actual behaviour. For example, in the case above, if a source consistently adds one to a truster's own score, then the truster could compensate for this by modelling it as a bias term in the reputation function, and then subtract this term from each opinion in order to extract useful information. In fact, useful information can even be extracted in more extreme cases, such as when a reputation source uses a completely different scoring system, or consistently reports that a trustee is bad when it is good and vice versa. This only requirement is that some statistical correlation can be observed between a reputation source's reports and truster's own experience, so that some useful information can be extracted. On the other hand, this approach is also robust against manipulation, since reports that show little or no correlation with a truster's own experience will be taken as evidence that the reputation source is unreliable.
So far, the only trust model to fully embrace this approach is BLADE [57] . In addition, the all-or-nothing approach can be viewed as a special case, in which a reputation function is either an identity function (i.e. reputation is equivalent to direct observations) or consists only of independent random noise, which provides no information about a trustee's actual behaviour. However, as we have seen, adopting this more simple approach loses most of the flexibility that the more general case has to offer. There is also a middle ground, occupied by TRAVOS-C [66] , which models any deviation from the identity function as added noise. As such, this also penalises any difference between reputation and direct experience, but relatively small deviations can be modelled with small noise terms, permitting some information to be extracted.
Unfortunately, as with all other existing statistical trust models, both BLADE and TRAVOS-C are tied to their respective representations of behaviour. Moreover, since they adopt a more general approach, the computational complexity of extending their use to other behaviour representations is likely to be worse than for all-or-nothing models. The reasons for this are discussed in more detail in Section 5, in which we also show how, by adopting an entirely new approach, HABIT is able to retain the advantages of these earlier models, while remaining computationally tractable across a wide range of domains.
Group Behaviour and Context Modelling
In all of the statistical trust models discussed so far, the sole source of information about a provider's behaviour is direct or third party experience of its past behaviour. However, this does not deal adequately with cases in which no agent has significant experience of a provider, for example when a provider enters the system for the first time, or obtains a new identity by whitewashing. To deal with such cases, Zacharia et al. [77] propose that new entries to a market should always be assigned the lowest possible rating, removing any incentive to adopt a new identity. Although this approach effectively removes the whitewasher problem completely, in practice a significant proportion of new identities are likely to belong to legitimate newcomers. Thus, to avoid penalising such providers unfairly, a more pragmatic solution is to trust each newcomer according to the average performance of other similar agents already in the system. For example, agents may be assigned to groups based on attributes such as professional accreditation, or the types of services they offer. Providers for which there is little or no specific experience can then be assessed based on the behaviour of other members of their group.
This type of solution has been proposed by Sun et al. [65] ; here trustees are assigned to different groups, and assigned a different initial trust value depending on the group they belong to. However, for this solution to work, the behaviour of group members generally needs to be correlated, so that the group's average performance gives a reasonable prediction for any given member. To this end, a number of techniques have been proposed to measure the similarity between agents, so that groups of agents with similar behaviour can be identified based on their shared attributes. For example, Liu et al. [42, 41] propose a technique whereby agent similarity is measured using a set of fuzzy logic rules, while Wang et al. [73] propose an alternative method, whereby agents that belong to social or business networks are assessed according to the behaviour of other agents with which they share links. However, both of these techniques have their limitations: in the former case, it is not clear how appropriate fuzzy logic rules can be chosen to reflect the similarity of agent behaviour in any given domain, while in the latter case, it is not always appropriate to assume that agents that share network connections will behave in a similar way.
To overcome these limitations, features that identify similar behaviour can be discovered automatically, rather than being specified in advance. For example, Burnett et al. [5] propose a method in which predicting an agent's trust value is treated as a regression problem using sets of observable binary feature variables as input. For instance, each feature may indicate whether the trustee holds a particular qualification, or belongs to a specific organisation. 7 Taken together, the set of all such features describing a trustee is then used to predict its trust value based on the observed trust value of others with shared features. The main advantage of this approach is that the relationship between observed features and trust does not need to be specified in advance, but can be learnt from observed data. Moreover, it can also be used in combination with any trust model (including many probabilistic models) that represents trust as a real-valued scalar.
Although Burnett et al.'s model is useful for providing an initial trust value for agents whose behaviour has not yet been observed, it does have two disadvantages. First, it does not provide a general mechanism for combining a trustee's initial value (based on other's behaviour) with evidence based on its own behaviour, such as a truster's direct experience with the trustee, or third party opinions. 8 Although a specific mechanism is suggested for combining evidence using the Beta Reputation System, it is not clear how this may be extended to other types of model, and in particular those that adopt a non-binary behaviour representation. This is important because, when no one source of evidence can provide a reliable prediction of behaviour, combining all the evidence in an appropriate way can often lead to better predictions. Second, when calculating a trustee's initial trust value, no account is made for the uncertainty in this value. This is because the model is trained based on a truster's opinions about any agent it has observed at least once, without regard to the amount of evidence or number of observations on which each opinion is based. When the amount of evidence is low, this may lead to predictions that are unduly biased toward certain types of behaviour, when in fact all types of behaviour are equally likely.
These problems are partially solved by Bayesian trust models, which provide not only an estimate of trustee behaviour, but also a measure of uncertainty based on the amount of evidence available. Using this additional information, evidence from different sources can be aggregated in a principled way by applying the rules of probability of theory. In particular, this ability is exhibited by TRAVOS-C, which learns the distribution of the behaviours of a group of agents to form prior beliefs about the behaviour of an individual, and by the IHRTM model, proposed by Rettinger et al. [58, 59] . In common with Burnett et al.'s model, the latter can also account for how external factors and contextual information should influence trust in an agent. For example, such factors may include current market conditions, qualifications or awards from professional bodies, the geographic origin of a product or the asking price. However, this approach does not include a sophisticated model of reputation, and so it can only incorporate rudimentary reputation information, such as the five star seller ratings supplied by e-Bay, 9 merely to provide context. Thus, with the exception of TRAVOS-C, there is no existing statistical trust model that can, in a principled way, combine evidence from direct experience, reputation and group behaviour. Of those that are statistically principled and can deal with potentially inaccurate reputation, all are tied to a specific (often coarse) representation of behaviour, and cannot be adapted to incorporate the properties of other statistical models in order to meet the specific requirements of a particular application.
The Generic HABIT Model
To overcome the limitations of existing trust models, we now introduce the HABIT model and discuss how it can be used to make rational decisions regarding the trust that an agent should place in its peers. To achieve this, the current section is divided into three parts: Section 3.1 introduces the basic notation used to define the HABIT model; Section 3.2 describes the role of HABIT in trust assessment by discussing how, in general, rational decisions involving trust can be made using decision theory; and finally, Section 3.3, defines the HABIT model at a generic level, independent of application-level considerations.
Basic Notation
In a MAS consisting of n agents, we denote the set of all agents as {1, 2, ..., n} = A. Over time, interactions take place between distinct pairs of agents from A, during which one of these agents is obliged to provide a service to the other. In each case, the agent receiving the service is the truster, denoted tr, and the agent providing the service is the trustee, denoted te.
With an aim to assess trustee performance, a truster records the outcome of each interaction as it perceives it, denoted as O tr→te . This is the outcome of interacting with te from the perspective of tr. From this interpretation, bilateral interactions in which both parties have obligations to each other can be seen as two separate interactions in which each agent plays the role of truster and trustee in turn. If such an event occurs between agents 1 and 2, then this will result in two recorded outcomes, denoted O 1→2 and O 2→1 . However, it is important to note that O 1→2 and O 2→1 are not necessarily equal, as each agent may represent the outcome only in terms that are relevant to it. For example, if 1 sells high quality apples to 2, for which 2 does not pay, then from 2's perspective the interaction results in the possession of some high quality apples, while from 1's perspective, goods are lost without payment.
With this in mind, it is useful to define a number of outcome instances, and sets involving them. First, we define the set of all possible outcomes in a particular context, C, as O C . Here, a context specifies both the type of interaction from which outcomes are derived and the way it is recorded. For instance, in the example given above, we could have O 2→1 ∈ O apples and O 1→2 ∈ O money , where each context is defined in terms of the services received by the respective truster.
Building on this, we divide time into discrete steps starting from time 0, and denote the outcome of an interaction that occurred between tr and te at time t as O t tr→te . In general, we wish to allow any number of interactions to occur between any agents at any time. However, to simplify our discussion, we will assume that at most one interaction can occur between a given truster and trustee in a given time step, and that each interaction is complete by the end of the time step in which it is said to occur. Furthermore, we denote the current time as t , and the set of all outcomes between tr and te from time t to t + r as O t:t+r tr→te . Thus, the history of all interactions between tr and te is given by O 0:t tr→te .
9 http://www.ebay.com/
Making Decisions about Trust
Now that we have a formal language for discussing interactions between agents, we can investigate how, in general terms, a truster can assess the value of interacting with a trustee, so that it may choose between a number of competing trustees, or perhaps choose a different course of action altogether. Intuitively, our aim is to make a truster choose actions that are likely to result in outcomes that it prefers, such as receiving a high quality of service from a reliable service provider. In essence, we can achieve this in two parts. First, we identify the possible outcomes of each course of action a truster may take, and identify how much the truster prefers each possible outcome. For example, if a truster chooses to purchase a movie service from a multimedia provider, possible outcomes include receiving a high quality video stream at low cost, receiving a low quality video at high cost, or paying for a contract that the provider decides not to honour at all. Clearly, in this case, a truster is more likely to prefer the first possibility over the latter two.
Second, for each action the truster may choose, we evaluate the likelihood of each possible outcome, based on all available evidence (including the truster's direct experiences and reputation). For example, it is reasonable to assume that a truster is more likely to receive a good quality service if it chooses to rely on a service provider that consistently provided good services in the past, rather than relying on one that has provided consistently poor quality of service. Based on this, a truster should then choose the course of action that is most likely to result in an outcome that it prefers, which may involve purchasing a service from a reliable provider, or opting out altogether.
To perform these two steps in practice, we turn to decision theory [2] , because this provides the most principled foundation for choosing between actions with uncertain outcomes (such as deciding between competing trustees or service providers). To apply this, we first quantify a truster's preferences by defining a utility function that depends on the outcome of the truster's choice of action. This means that the preferences of any tr with regard to interacting with te are encoded by a utility function U :
, and if tr has equal preference for x and y, then U(x) = U(y). Second, we assess the value of tr interacting with te by calculating the expected utility (EU) of each choice of action, which depends on the probability distribution of the possible outcomes of that action. More specifically, if p(O tr→te ) is a probability measure for possible outcomes of interactions between tr and te, then the expected utility for tr interacting with te is given by the Lebesgue integral 10 in Equation 1. Based on this, an agent can make the best possible decision in a given situation by choosing an action that maximises its expected utility, for example by choosing the best trustee.
The precise definitions of U(O tr→te ) and p(O tr→te ) depend on the particular application at hand, and so there is no specific solution that is appropriate to every domain. For instance, preferences about car insurance and the likely behaviour of a car insurance broker cannot be represented in exactly the same terms as the behaviour and preferences of Internet search engines. However, some aspects of p(O tr→te ) can be discussed in more general terms, including the types of evidence used to assess te and how they are fused to form p(O tr→te ). For example, as discussed in Section 2, we can use knowledge of the social rules and norms that apply in an environment or any relationships that are known to exist between agents. However, as such information may not be widely available across a variety of application domains, we choose to concentrate on observations of prior agent behaviour, and in particular the following three sources of such information:
1. the direct experience of the truster, gained through previous interactions with the trustee; 2. the reputation of the trustee, comprising all third party experiences reported to the truster; and 3. observations 11 of the behaviour of groups of agents that share characteristics with the trustee, such as organisational membership, the types of services they offer, or the length of time they have been present in a system.
In the next subsection, we introduce the generic HABIT model, which shows how trust can be modelled in general, using these three sources of information. 
Model Architecture
When designing a generic trust model, such as HABIT, a trade-off must be sought between its generality, and the ease with which it may best be applied. That is, while an over-specified model may only be applicable to a few domains, an under-specified model may provide little insight about how to solve a given problem. Therefore, to strike a balance between these two extremes, trust must be modelled with sufficient detail to enable practical inference, while as far as possible remaining agnostic to those parts of the problem that are domain dependent.
With this in mind, HABIT comprises two types of component: a reputation model, which accounts for group behaviour and reputation by representing the relationships that exist between the behaviour and observations of different agents; and multiple confidence models, one for each truster-trustee pair, which account for direct experience by representing how a trustee's behaviour is perceived by each truster. Together, these two component types form a two-layer hierarchy, in which the confidence models form the lower layer, which deals with individual agent behaviour, and the reputation model forms the higher layer, which models the connections between the behaviour of different agents (trustees and observers). Both component types are generic, and so under reasonable restrictions, can be instantiated in different ways to meet different requirements.
Although this hierarchical approach has not been applied to probabilistic trust models before, we believe it strikes a good balance between generality and specificity for two reasons. First, in contrast to existing probabilistic trust models (see Section 2), HABIT places no major constraints on how an individual trustee's behaviour is modelled or represented. As we shall see, this domain dependent problem may be easily solved by incorporating standard statistical models. Second, without sacrificing computational efficiency, HABIT can model more complex relationships between trustee behaviour and reputation than is currently possible using any other model. Thus, HABIT's power and sophistication is not limited by its generality. Evidence for this is provided throughout the following sections. However, before we can discuss these benefits further, we must first introduce HABIT's structure in more detail.
To this end, the key components of HABIT are illustrated by the Bayesian network in Figure 1 . In particular, for each truster, tr, and trustee, te, the role of the confidence model is to represent the probability distribution, p(O tr→te |θ tr→te ), of all observations O tr→te , where θ tr→te is a parameter vector 12 that specifies the distribution. From tr's perspective, this parameter vector is of primary interest because it characterises how te is likely to behave during an interaction and, consequently, what utility tr can expect to receive.
For example, suppose that te is a search engine from which tr requests information, and O tr→te is a real number specifying the time taken to respond to a request. If, over multiple requests, O tr→te is assumed to follow a Gaussian distribution, then θ tr→te could comprise the mean, µ, and variance, σ 2 , of the distribution. Small values of µ would imply that, on average, te is quick to respond to a request, while small values of σ 2 would imply that it does so consistently. Similarly, large values for µ and σ 2 would result in long average response times that vary greatly from order to order. The effect of these values on an agent's expected utility would depend on the precise definition of its utility function. Intuitively, however, a truster is likely to derive greater expected utility by interacting with a trustee that delivers low mean and variance than by interacting with an agent with high mean and variance.
Moreover, it is not necessary that every truster represents trustee behaviour using the same confidence model. For instance, while one truster may represent behaviour only in terms of response time (which is reasonable if its utility function only depends on this factor), another truster may also have preferences involving the number of relevant hits. In this case, the joint distribution of these two aspects of behaviour would need to be modelled, possibly using a multivariate Gaussian distribution, or some more appropriate combination of conditional distributions. 13 Unfortunately, an agent is unlikely to know the true values of these parameters in practice, and so must perform inference given the evidence available. From a Bayesian perspective, this is achieved by treating the parameters themselves as random variables, and modelling their distributions based on an agent's beliefs and observations. In the case of a truster assessing a trustee in a single context using only its direct experience with the trustee in that context, this process is straightforward and can be achieved using standard techniques [22] . The difficultly arises when a truster has little or no direct experience of a trustee's behaviour in a given context, and so must rely on observations of other agents, or third party observations.
In these cases, it is difficult to determine how much (if any) information such experience can give about an agent. For example, third party observations of a search engine may be unreliable if the source of those observations is lying, if it assesses trustee behaviour according to different criteria, or if the search engine delivers varying quality of service to different users. Likewise, there is no guarantee that any search engines will offer similar quality of service, and so an agent's experience of one service may not provide useful information about the likely behaviour of another. Nevertheless, some search engines may provide a similar quality of service (for example, if they employ similar technology) and most probably offer similar quality of service to different users. The key challenge -and the main contribution of this paper -is to determine precisely what these relationships are, so that an agent can make valid generalisations to assess an agent based on all available observations from different (but related) sources and contexts. This is achieved automatically, based on the data observed in any given context, by applying the reputation model illustrated in Figure 1 . Here, each θ ·→ j is a vector of all parameters used to model trustee j by all known observers. That is, θ ·→ j is formed by concatenating all parameter vectors, θ i→ j , where i ∈ A (see Table 3 .3). In Figure 1 , for example, θ ·→te 1 therefore contains θ tr 1 →te 1 and θ tr 2 →te 1 , hence they are dependent as represented by the connecting vertices. As described above, the figure also shows that, for each i and j, an interaction outcome O i→ j depends on the corresponding parameter vector, θ i→ j . However, we now introduce an additional vector, φ, that specifies the joint distribution of all parameter vectors for each pair of agents, where each θ ·→ j is independent and identically distributed (i.i.d.) according to φ.
14 Intuitively, this means that φ characterises the relationship that exists between the distributions of observations made by different sources of different trustees. This allows a truster to perform inference about a specific trustee, given observations of any trustee from any source (direct or third party), and so satisfies the objective of modelling trust based on multiple information sources, as discussed in Section 1. However, just as an agent is unlikely to know the precise value of any of the parameter vectors, θ i→ j , it is also unlikely to know the value of φ. Nevertheless, it is possible for a truster to learn about φ using Bayesian techniques, just as it can learn about θ tr→te through repeated interaction with te. It can then apply its knowledge of φ to make more informed inferences about te based on all available evidence. 
Vector
Set Definition
Applying the HABIT Model to Specific Domains
So far, we have discussed the theoretical aspects of HABIT in general terms, independent of any particular scenario. However, since each application places its own unique requirements on how trust should be modelled, different modelling assumptions and probability distributions are required to suit each target scenario. Fortunately, in its generic form, HABIT provides a clear and well-defined framework that may be easily instantiated for a given domain. Therefore, in this section, we outline the steps required to apply HABIT to a specific problem, and discuss the issues that should be considered when fulfilling these steps and how they can be addressed. More specifically, the rest of this section is structured as follows: Section 4.1 outlines the steps required to fully instantiate the generic version of the model introduced in the previous section; Section 4.2 discusses the trade-off between model sophistication (for making more informed decisions) and time complexity; Section 4.3 describes how HABIT can assess a previously unencountered trustee based on the behaviour of other agents, and discusses how this can be used to address the whitewasher problem; and finally, Section 4.4 describes how HABIT can incorporate information about the context of an interaction with a trustee, and use reputation from sources that adopt different representations of trustee behaviour.
Instantiating the Generic HABIT Model
As described in the previous section, the aim of HABIT is to enable a truster to estimate the expected utility of interacting with a trustee in a specific context (see Equation 1 ). To achieve this, a truster can make use of its own personal observations O 0:t tr→te , and all observations O 0:t i→ j reported by an arbitrary observer, i, about an arbitrary trustee, j. More precisely, if R is the set of all agent pairs (i, j), including (tr, te), such that O 0:t i→ j is observed or reported to tr, and E = (i, j)∈R O 0:t i→ j is the set of all such evidence, then the goal is to estimate:
Here, the predictive distribution, p(O tr→te |E), is derived by marginalising out 15 the unknown model parameters from the joint distribution, p(O tr→te , Φ|E), which is defined by the Bayesian network illustrated in Figure 1 . As we discuss in later sections, this marginalisation is the key to HABIT's beneficial (and intuitive) properties, because it allows us to account for the different types of uncertainty that exist at each level of the model. For example, it seems reasonable to assume that a confident opinion, based on many reported interactions, will be more accurate than an uncertain opinion based on few interactions. As a consequence, when predicting a trustee's behaviour or assessing the reliability of a reputation source, it would seem sensible to pay more attention to confident opinions compared to uncertain opinions. This intuition is naturally captured by the marginalisation process, since uncertain opinions correspond to relatively flat probability distributions, which have limited influence on HABIT's parameter distributions, after marginalisation.
However, precisely how these parameters are defined and how they affect the observed outcomes is domain dependent, and so is not stipulated by the generic HABIT model. Instead, these must be instantiated to suit the specific requirements of the target domain. In particular, these requirements may comprise constraints on the amount of time and computational resources available to perform inference with the model, the level of accuracy required in estimating expected utilities and the aspects of trustee behaviour that affect a truster's utility. In any case, to fully instantiate the model, four sets of probability distributions must be defined along with their associated domains, probability measures 16 (p.m.s) and parameters:
1. for each confidence model (i.e. each truster-trustee pair), the conditional distribution of interaction outcomes, O i→ j , given a chosen parameter vector, θ i→ j , with p.m. p(O i→ j |θ i→ j ); 2. the prior distribution (that is, without knowledge of any observed outcomes) of each parameter vector θ i→ j , with p.m. p(θ i→ j ); 3. the conditional distribution of all joint parameter vectors, θ ·→ j , given the hyperparameter vector φ, with p.m.
p(θ ·→ j |φ); and 4. the prior distribution of the hyperparameter vector, φ, with p.m. p(φ).
Although having this number of unspecified components may seem like a weakness of the model, this is the minimum required to allow HABIT the flexibility to be adapted to any domain in an unconstrained way. Nevertheless, choosing these distributions is a straightforward matter, which can be achieved by matching the specific requirements of an application to the well known properties of standard distributions. The result is then a full instance of HABIT tailored to a specific domain, which automatically inherits the beneficial properties of the generic version. In particular, this includes the ability to predict behaviour based on group behaviour as well as reputation; the ability to learn from reputation sources that use different representations or semantics; and as we shall see, the potential for computationally efficient inference. In contrast, models that do not adopt HABIT's hierarchical structure either lack its statistically principled grounding, are unable to extract useful information from reputation sources with different semantics, or are difficult to generalise to different types of behaviour representation. With this in mind, the following subsections identify the aspects that should be considered when instantiating the distributions above, along with the range of properties that may be achieved by doing so.
Model Sophistication and Time Complexity
As a general model, the purpose of HABIT is to provide a framework for reasoning about trust in a principled way across a wide range of problems. As such, we do not advocate the use of a single set of parameter models to model trust in every domain, but instead show how they can be applied in general. To a large extent, this means that the level of sophistication and the time complexity of inferences based on HABIT depend on the particular set of parameter models used to instantiate it.
For this reason, we refer to the general literature on Bayesian analysis for possible instances of the distributions outlined above. Specifically, any of these distributions could be instantiated by assuming they belong to any one of a number of parameterised families of distributions. As illustrated in Section 3, this includes Gaussian distributions, in which case the parameter vector may be defined as θ tr→te = µ, σ 2 , where µ is the distribution's mean and σ 2 is its variance. Alternatively, other parameter models may be used, including: gamma, Poisson and multinomial distributions; multivariate generalisations of such distributions; or mixture models [22, 37, 45, 17] . For the most part, the choice of parameter models to use is down to how well the chosen distributions match the properties of the domain and to the computational resources and time available for a truster to make its decisions. Typically, there is a trade-off here because models that can approximate a wide range of phenomena, such as infinite mixture models [53, 3] , are more computationally complex to perform inference with than their more basic counterparts.
However, there is one hard constraint imposed by HABIT on the choice of distributions: with respect to the outcome distributions, p(O i→ j |θ i→ j ), there must be some fixed length instance of θ i→ j that can fully determine the shape of the distribution. This is to allow practical inference in the reputation model, which would require much more complex modelling if the length of the joint parameter vector, Φ ·→ j , was allowed to grow dynamically. This excludes p(O i→ j |θ i→ j ) from being instantiated using so called non-parametric models, such as Gaussian and Dirichlet processes [54, 24] , that cannot be determined by a fixed number of parameters. 17 Nevertheless, this condition is not particularly restrictive, since the class of parametric distributions is large, and non-parametric models can still be used to instantiate the other required distributions listed above.
With respect to the other distributions, any parameter models that are convenient and in line with any known properties of the application domain may be chosen. However, in the interest of efficiency, we believe it is useful to follow the standard practice of choosing conjugate prior distributions. In general, these are classes of prior distributions that are assigned to model parameters, such that the posterior parameter distribution, given the evidence, also belongs to the same class of conjugate distributions [14] . The advantage of doing this is that the posterior distributions can be found using simple analytical equations that are easy to compute and so (in most cases) lead to efficient algorithms for inference.
In particular, it is useful to choose p(θ i→ j ) and p(φ) as conjugate, so that the posterior distributions p(θ i→ j |O 0:t i→ j ) and p(φ|θ) are simple to calculate, which in turn simplifies the calculation of the predictive distribution. For example, if we assume that O tr→te is a (univariate) Gaussian random variable, then p(θ tr→te ) is conjugate if it is a normal-inversegamma distribution, which generalises to become a normal-inverse-Wishart distribution when O tr→te is multivariate [22] . 18 In this case, p(θ tr→te |O 0:t tr→te ) will also be a normal-inverse-gamma distribution, obtained by simple equations involving the sample mean and sample variance of the observations O 0:t tr→te .
Whitewashers and Group Behaviour
An important benefit of HABIT is its ability to predict a trustee's behaviour, based on the behaviour of groups of other agents. For example, suppose that tr repeatedly interacts with 20 trustees, which all tend to behave badly. If tr then encounters another trustee, k, then prior to observing its behaviour, it is impossible to know if k's behaviour will follow this trend. Nevertheless, until k can prove otherwise, it is reasonable to predict that it will behave badly, because this is generally the case for all other encountered agents. On the other hand, if no such trend is observed, then it would be unreasonable to make such strong predictions. Instead, it may be better to assume that all possible behaviours are equally likely, or at most, tend to fall in a given range. As we now discuss, HABIT can account for all such possibilities, by making appropriate predictions based on any observed correlation in group behaviour. Moreover, unlike existing models, it can improve predictions by combining information from group behaviour, in a principled way, with information from a truster's direct experience of a trustee and its reputation.
The mechanism behind this ability can be illustrated by Bayesian model comparison. For example, suppose there are two alternative choices for φ, denoted φ good and φ bad , such that φ bad predicts that all trustees behave badly and φ good predicts that all trustees are good. By marginalising out all hidden confidence model parameters, θ tr→ j , we can obtain two alternative p.m.s for average trustee behaviour, p(O tr→· |φ bad ) and p(O tr→· |φ good ). Now, if a truster has observed 20 different agents, which are all bad, then the data likelihood of φ bad will be higher than that for φ good . HABIT would therefore place more weight in the prior belief that k will behave badly. However, if of the 20 previously observed trustees, 10 were bad and 10 were good, then neither hypothesis would dominate, and so k would be considered equally likely to be good or bad.
Of course, realistic settings are likely to be more complex than this simple example. In particular, there may be more than two (or possibly infinite) ways in which a trustee can behave, and due to differences in the number of direct observations and reputation, there may be varying degrees of uncertainty about the behaviour of each group member. Nevertheless, by applying Bayesian analysis, HABIT can automatically deal with these complexities, and so gain three main advantages, which are not found together in any existing trust model (see Section 2.3):
1. Since the degree of uncertainty about each trustee's behaviour is encoded in its confidence models, marginalising over its unknown behaviour parameters means that HABIT automatically accounts for this uncertainty. As such, when assessing a group based on its member's behaviour, those that are well known (due to frequent direct observations or reliable reputation) will influence this assessment more than members that are less well known.
2. Group behaviour will only affect predictions about an individual's behaviour to the extent warranted by the available evidence. Thus, as in the example above, if there is little evidence to suggest that one type of behaviour is more likely than any other, then predictions will not be unduly biased in its favour. 3. When making predictions about a trustee, HABIT will always combine information about group behaviour with other evidence in the most appropriate way, by taking into account the uncertainty in each type of evidence.
This ability to assess agents based on group behaviour can be applied in various ways. In particular, the simplest approach is for a truster to maintain a single reputation model for all agents, thereby enabling predictions about unknown agents by generalising from the behaviour of all other trustees. However, a more significant possibility is to first partition agents into non-overlapping groups containing agents with similar behaviour, and then maintain a separate reputation model for each group. Provided the behaviours of each group's members are more similar to each other than the population as a whole, predictions based on each group's reputation model will be more accurate than those based on a single shared reputation model for all agents.
For example, a pragmatic solution to the problem of whitewashing can be achieved by partitioning trustees into groups based on their total number of interactions. 19 Since whitewashers and newcomers will, by nature, have little or no recorded interactions with other agents, these will therefore be grouped together, separate from other better established agents. If whitewashing is a potential problem in a system, then a reputation model trained on a group of newcomers would learn to place less trust a priori in its members, based on their generally lower than average performance. In this way, HABIT can control whitewashing by collaborative filtering: the more whitewashing that is present in the system, the less newcomers will be trusted by the community as a whole, thereby reducing the incentive to whitewash in the first place. On the other hand, innocent newcomers will only be unfairly penalised in proportion to the number of whitewashers that are actually present in the system.
In addition to the number of recorded interactions, other domain dependent criteria may also be used to identify groups. For example, in many professions, service providers may be officially recognised by trading standard organisations, which verify qualifications, and enforce codes of conduct among their members. Membership of such bodies is therefore likely to be a good indicator of performance, so trustees that hold such memberships could be grouped together. Alternatively, groups of agents with similar behaviour may be discovered automatically, by applying any clustering algorithm to attributes relevant to the specific application domain. An in depth investigation into such methods is beyond the scope of this paper. However, as we demonstrate in Section 7.2, if the agents within a group do exhibit similar behaviour, then HABIT can harness this information to significantly improve prior predictions of performance. On the other hand, if there is little correlation in group behaviour (e.g. due to poor clustering or variations in trustee behaviour) then under normal circumstances, 20 HABIT's prediction accuracy will not be adversely affected.
Heterogeneous Reputation and Contexts
As mentioned previously, HABIT does not require different observers to use the same representation of behaviour. Instead, the only requirement is that each truster and reputation source models the distribution of a trustee's behaviour using some parameter vector, θ i→ j , so that a truster can model the joint distribution of the parameters used by different observers in its reputation model. This not only means that trusters can share information despite instantiating their confidence models using different parameter models (e.g. Gaussian or Poisson distributions), but it also means that trusters can share information about behaviour in different contexts. For example, suppose two agents share information about search engines, despite one of them being exclusively interested in searching for text, while the other only searches for images. In effect, each agent is interested in assessing a search engine's ability in two different contexts. For a variety of reasons, a single search engine may be better at performing one of these types of service compared to another, but in general, it may be the case that search engines that are good at providing one service are also good at the other. In any case, HABIT can account for how much information one truster's observations provide about another, in effect learning the differences between contexts.
Moreover, there is no reason why the same ability cannot be used for a truster to learn the correlations between its own observations of different contexts. To do so, a truster need only maintain different confidence models for each trustee, one for each context of interest. To use observations from one context to infer the trustee's behaviour in another, it simply needs to treat out-of-context observations as if they had been reported by a different observer, using the reputation model to learn the correlations between observations from different contexts.
In fact, the only restriction on different confidence models for different contexts and observers is that enough trustees are assessed using the same types of confidence model for the reputation model to learn the correlation between different sets of observations in the first place. This is because the reputation model works by assuming that the correlations that exist between confidence models are the same for all trustees or, more specifically, that all joint parameters θ ·→ j are independent and identically distributed, according to φ. As with any parameter estimation problem, multiple observations are required in order to learn the parameters of a distribution. In the case of the reputation model, this means that learning φ requires information about multiple instances of θ ·→ j or, in other words, multiple trustees are assessed using the same set of behaviour parameters.
Performing Inference with the HABIT Model
In the previous section, we described how HABIT can be instantiated in a variety of ways to meet different requirements. However, this ability to adapt the model would be meaningless if it were not possible to perform practical inference for a large class of instances. In this respect, HABIT has an advantage over existing statistical trust models because its structure maintains flexibility, while at the same time leads naturally to tractable inference with a variety of different behaviour representations.
The main reason for this is the way in which HABIT models reputation, which accounts for most of the model's complexity. Therefore, to understand this advantage, we must compare how reputation is modelled in HABIT to the three existing approaches identified in Section 2.2. Of these, the majority-rules approach is the easiest to generalise to different behaviour representations. This is because it works by identifying outliers among all the opinions about a trustee, and general methods for identifying outliers are already available in the literature [8] . However, as also discussed in Section 2.2, the assumption that the majority of opinions are correct does not always hold, and in some cases, outliers may represent real and important anomalies in a trustee's behaviour.
In contrast, the other two approaches (all-or-nothing and reputation-function) are robust in cases where even the majority of opinions are unreliable, but are also harder to generalise. This is because both model the perceived accuracy of a reputation source's opinions, based on the (often complex) statistical relationship between reputation and a truster's own direct experiences. The reason for this complexity is illustrated in Figure 2 , which shows the structure of the Bayesian network used in HABIT in comparison to that used in both reputation-function and all-ornothing models (which can be viewed as a special case). 21 Specifically, this common structure (illustrated on the left of the figure) is characterised by two sets of hidden parameters: one set representing the intrinsic behaviour of each trustee encountered, and another that encodes the reputation function for each reputation source.
The problem here is that each reported observation sets up a possible dependency between the parameters representing the observed trustee's intrinsic behaviour and the parameters representing the reputation function of the observer. In the figure, this is represented by the pair of directed edges that link each reported outcome to a matching pair of trustee behaviour and reputation function parameters [30] . Since these dependencies are transitive, they can propagate through the network each time an outcome for a specific pair of agents is reported, until evidentially all the hidden parameters become dependent. For example, if we condition on the bottom-centre variable (as illustrated on the left of Figure 2 ) the direction of the edges breaks one possible path to dependence between the top two nodes. However, the existence of the other observed variables means that the top two nodes are only conditionally independent when all three variables on the bottom row are observed. Generally, the more such dependencies exist, the harder it is to perform inference, unless these dependencies can be isolated using conditional independence relations. This applies even to approximate inference techniques, such as Monte Carlo algorithms or variational methods [43] , which generally require more sophistication and more samples to handle multiple highly dependent random variables (see below).
In contrast, HABIT's hierarchical structure means that dependencies between variables can be isolated by conditioning on a smaller set of hidden variables. For example, as illustrated, conditioning on the root variable makes each branch independent of the other. In general, this simplifies inference, but to what degree depends on how the model is instantiated. However, in many cases (such as described in Section 6) it can make the difference between: a model in which all or most reasoning steps can be performed analytically; or a model that requires reasoning about high dimensional joint parameter distributions (such as in TRAVOS-C) in which it can become exponentially hard to find a solution (within a given margin of error) as the amount of correlation between different agents' behaviour increases.
Nevertheless, as with most nontrivial Bayesian models, performing all inference analytically with HABIT is infeasible in general. 22 Instead, tractable algorithms must be sought that can approximate the optimal Bayesian solution within a reasonable amount of time, which is made easier by HABIT's hierarchical structure. In this section, we propose one such algorithm that, through the application of Monte Carlo sampling, can be applied to any instance of the general model. In line with the previous section, the aim of this algorithm is to estimate the expected utility for interacting with a trustee, given a truster's own personal observations and reported reputation (Equation 2). This is usually intractable to evaluate analytically because the calculation of the predictive distribution, p(O tr→te |E), involves integration over all the parameters in the model. Despite this, it is typically possible to draw a set of n samples, {O 1 , . . . , O n }, from the predictive distribution, such that:
with the accuracy of the estimate increasing as n becomes large [43] . To achieve this, we take advantage of the conditional independence relations in HABIT to decompose the task of sampling from p(O tr→te |E) into a number of simpler sampling problems. This is achieved in three steps. First, from the standard properties of random variables, we know that sampling from p(O tr→te |E) is equivalent to sampling from the joint distribution p(O tr→te , Φ|E) (see Table 3 .3); the generated values for Φ are simply discarded because they are not required. Second, we express this 22 However, under certain circumstances, analytical solutions for this model are possible; for example, see Section 6.2.
Algorithm 1 General Monte Carlo Algorithm for Expected Utility Estimation.
Require: n > 0 {Larger values of n result in more accurate expected utility estimates.} 1: EU ⇐ 0 2: for k = 1 to n do 3: for all (i, j) ∈ {(k, l) | θ k→l ∈ θ \ θ tr→te } do 4: θ i→ j ⇐ sample from p(θ i→ j |O 0:t i→ j ) 5: end for 6: φ ⇐ sample from p(φ|θ \ θ tr→te ) 7: θ tr→te ⇐ sample from p(θ tr→te |θ ·→te \ θ tr→te , φ, O 0:t tr→te ) 8: O tr→te ⇐ sample from p(O tr→te |θ tr→te ) 9: EU ⇐ EU + U(O tr→te )/n 10: end for {EU is now an estimate of tr's expected utility for interacting with te.} joint distribution in terms of simpler conditional distributions as follows:
Finally, according to standard theory, sampling from the full joint distribution can be achieved by sampling from each of the component distributions shown in Equation 4 , and using the generated samples from the rightmost p.m.s in the equation to satisfy the conditional variables for the p.m.s to the left. This process is summarised in Algorithm 1. 23 At this level of detail, the algorithm is completely general, and can be applied (without modification) to any choice of parameter models that allows sampling from the distributions referred to in Algorithm 1. 24 Of these, p(O tr→te |θ tr→te ) can be chosen directly to suit the target application, while the other three distributions should be derived according to 23 In these equations, the symbol \ is the set difference operator. Thus, x \ y should be interpreted as a parameter vector consisting of all elements in x except for those in y. 24 Significantly, this includes methods that can only be simulated using Markov Chain Monte Carlo or variational algorithms. 
Ideally, p(O tr→te |θ tr→te ) and the distributions derived by Equations 5 to 7 will have forms that allow independent sampling. That is, it is desirable to draw samples from these distributions that are independent of each other and identically distributed according the desired distribution. If this is possible, the number of samples required to accurately estimate the expected utility can be very low, and it is straightforward to calculate the estimation error (w.r.t. the utility) using the standard deviation of the generated samples. 26 Ensuring that i.i.d. sampling is possible for p(O tr→te |θ tr→te ) can be achieved by simply choosing an existing parameter model for which this is possible. Similarly, choosing conjugate priors (see Section 4.2) to instantiate p(O i→ j ) and φ will, in many cases, mean that i.i.d. sampling is also possible for Equations 5 and 6. For example, the normal-inversegamma distribution, which is conjugate for Gaussian distributions, can be sampled from directly using algorithms for generating gamma and normal random variables [23, 64] .
However, efficient i.i.d. sampling is less likely to be possible for Equation 7 , because apart from the trivial case where O 0:t tr→te = ∅ (i.e. a truster has no direct experience with a trustee), it is difficult to ensure that p(θ tr→te |Φ ·→te \θ tr→te ) is conjugate with respect to O 0:t tr→te . Moreover, some of the more sophisticated statistical models (such as infinite mixture models) and even some simple models (such as the conjugate class for gamma distributions [13, 16] ) cannot be sampled from directly. In such cases, there are two existing types of solution to choose from.
Markov Chain Monte Carlo Methods: Commonly abbreviated to MCMC, these are a class of algorithms for generating a sequence of samples, where each sample depends on the previous sample in the sequence [43] . More specifically, MCMC methods produce a sequence of values x 1 , . . . , x k with domain X, where each x i is generated from a distribution p(x i |x i−1 ), which depends on the previous sample x i−1 . Here, p(x i |x i−1 ) is known as the transition distribution, and p(x i ) = p(x i−1 ) = X p(x i |x i−1 ) d p(x i−1 ) is known as the stationary or invariant distribution. The rationale behind these methods is that, provided the stationary distribution is the distribution we wish to estimate, then the sample mean will converge to the expected value of the distribution as k becomes large, as is the case with independent sampling. The advantage is that, for many distributions, MCMC methods exist that are simple to implement, even if independent sampling is infeasible. However, the number of samples required to reach a specific level of accuracy is usually much greater than with independent sampling.
Variational Methods: This class of algorithms is used to estimate complicated probability distributions using one of a number of simpler types of distribution. Typically, this is achieved by minimising some measure of the difference between the target and approximate distributions, such as their Kullback-Leibler divergence. The result is a simpler distribution that can be used in place of the original for sampling purposes, and in analytical equations. These methods can often achieve a reasonable level of accuracy more efficiently than MCMC methods. However, unlike MCMC methods, the simplicity of the approximate distribution places an upper bound on the level of accuracy, which cannot be surpassed by simply generating more samples.
Such solutions are readily available for many useful parameter models. For example, both variational methods and MCMC techniques have been intensely studied for infinite mixture models [3, 53] . Similarly, for cases that involve non-conjugate priors, such as Equation 7 , there are existing MCMC algorithms that are generally applicable [7, 12] .
Where they exist, both types of solution can readily be integrated into our sampling algorithm without modification. In the case of variational methods, these can be used to approximate the problematic distribution(s), and subsequently, the approximate distributions can be used to generate i.i.d. samples in the normal way. For MCMC methods, the situation is similar; for example, suppose that an MCMC algorithm is used to simulate p(φ|θ \ θ tr→te ) by generating a sequence of values labeled φ 1 , . . . , φ k , such that, for each i > 1, φ i ∼ p(φ i |θ \ θ tr→te , φ i−1 ). It is perfectly fine to use these in Line 6 of Algorithm 1, in place of independent samples from p(φ|θ \ θ tr→te ), with each φ i being generated using different samples for θ \ θ tr→te (generated by Lines 2 to 5 in the algorithm). Overall, the stationary distribution for the generated φ values will still be p(φ|θ \θ tr→te ), and so the expected utility estimate will still converge to its true value. Similarly, any other of the required distributions can be sampled from using MCMC; convergence will still be guaranteed, albeit more slowly in terms of the total number of samples [18, 43] .
To summarise, although it may be necessary to resort to variational or MCMC methods for some instances of HABIT, this is not a requirement of the general model. Moreover, even if such methods are used, the conditional independence relationships implied by HABIT's structure can still be used to isolate different sets of variables, allowing good estimates to be generated relatively quickly. In contrast, the structure of all-or-nothing and reputation function models (illustrated in Figure 2 ) introduces a high degree of dependence between the model parameters. For all but the simplest types of behaviour representation, this would necessitate the use of variational or MCMC methods in practice, and makes it difficult for such methods to converge to good solutions quickly. As such, even if all-or-nothing and reputation function models can be extended beyond the simple behaviour representations that they are currently limited to, we would reasonably expect their computational overhead to be much greater than an equivalent instance of HABIT. In fact, as we demonstrate in the next section, certain choices of reputation model allow HABIT to produce analytical equations for a large class of behaviour representations, enabling exact solutions to be generated efficiently without the need for approximation.
Instantiated Models for Empirical Evaluation
In principle, the innumerable ways in which HABIT can be instantiated allow for a wide range of properties to suit a variety of different applications. As such, we do not advocate any specific instantiation, but it is nevertheless useful to evaluate the general properties of HABIT by analysing its empirical performance in some specific cases. For this purpose, this section introduces two instances of the generic HABIT model that are used for the empirical evaluation presented in Section 7, and are then adapted for the real-world experiments presented in Section 8.
These instances differ from each other in terms of their sophistication and complexity (which are discussed in Section 4.2). However, for evaluation purposes, both adopt a discrete representation of trustee behaviour, which enables objective comparison between HABIT and existing trust models that are limited to such representations. Most notably, these include BLADE, which we use in Section 7 as a benchmark because it is representative of the state-of-the-art among statistically principled trust models. However, as HABIT can be instantiated in many different ways, it is important to emphasise that using a discrete representation is a choice made for evaluation and illustration purposes only, rather than a limitation of the generic HABIT model. To the contrary, adaption of these instances to continuous domains is straightforward, and was performed as part of the experiments we describe in Section 8.
To distinguish between these two instances, we refer to them by the main classes of distribution used to instantiate their confidence and reputation models (see Figure 1) . Specifically, the first instance, referred to as the DP-Dirichlet model, instantiates its confidence models using Dirichlet distributions, and instantiates its reputation model using the non-parametric Dirichlet process model (DP). Similarly, the second instance, referred to as the Gaussian-Dirichlet model, also uses Dirichlet distributions in its confidence models, but uses a multivariate Gaussian distribution to instantiate its reputation model.
In both cases, Dirichlet distributions are used in the confidence models because these provide the standard Bayesian model for reasoning about a discrete random variable (in this case, trustee behaviour) given direct samples from the variable's distribution. In this respect, both instances are not only equivalent to each other, but also equivalent to many existing models of trust, including BLADE and the work presented by [31] and [55] . Thus, in the special case where a truster has only its direct experience with which to assess a trustee, its beliefs will be identical if it uses any of these existing models, or one of the instances of HABIT described here.
However, these two models differ (both from each other, and existing trust models) in how they achieve the more complex problem of assessing a trustee's behaviour based on reputation and experience of other agents. In the 22
case of the DP-Dirichlet model, this is achieved by the DP model, which allows the expected utility of interacting with a trustee to be calculated analytically. Thus, inference according to the DP-Dirichlet model can be performed efficiently and exactly, which is the main theoretical advantage of this approach compared to other possible instances. In contrast, the Gaussian-Dirichlet model does not lead to analytical inference, and so more computationally expensive Monte Carlo sampling is required to approximate the expected utility of an interaction. Nevertheless, as we shall demonstrate in Section 7, the Gaussian-Dirichlet model can provide better predictions than the DP-Dirichlet model in certain circumstances, and demonstrates that more complex models are sometimes warranted to provide more accurate estimates of utility.
The following three subsections describe the theoretical aspects of the DP-Dirichlet and Gaussian-Dirichlet models in more detail. More specifically, Section 6.1 describes how Dirichlet distributions are used to instantiate the confidence models, which are common to both instances. This corresponds to the first two steps of the instantiation process (outlined in Section 4.1), which specify each of the distributions p(O i→ j |θ i→ j ) and p(θ i→ j ). Finally, Sections 6.2 and 6.3 complete the last two steps of the instantiation process for each instance, and discuss how each model can be used for inference.
Learning from Direct Experience
In the generic HABIT model, the distribution of an interaction outcome O i→ j for each pair of agents, (i, j), is determined by a parameter vector θ i→ j . When O i→ j belongs to a finite and discrete domain, the most appropriate definition of θ i→ j is generally a vector, θ i→ j specifies the probability that O i→ j will be one of k possible values. Thus, the probability (given θ i→ j ) that O i→ j takes on its lth possible value is defined as:
As described previously, a standard practice when performing Bayesian inference about an unknown parameter, such as θ i→ j , is to assign it a conjugate prior distribution. In the case of discrete distributions parameterised in this way, this usually means assigning a Dirichlet distribution, which has the following p.d.f:
Here, Beta(·) is the multivariate Beta function, which acts as a normalising constant for the p.d.f., and is defined in terms of the gamma function as:
The shape of the distribution is specified by a hyperparameter vector, α = α 1 , . . . , α k , of which high values correspond to high certainty about the true value of θ i→ j . Thus, it is usual to assign low initial values to α to represent an initial state of uncertainty about θ i→ j . Subsequently, once tr has obtained direct experience with te, the hyperparameters are updated, in line with Bayes rule, to represent the change in the truster's beliefs about the trustee in light of the new evidence. For Dirichlet distribution priors, this is equivalent to incrementing each α l by the number of times, n l , that O i→ j was observed to have its lth possible value:
where n = n 1 , . . . , n k . For example, from left to right, the plots in Figure 3 show one possible progression, for k = 3, from a prior belief that all possible values of θ i→ j are equally likely (encoded by α l = 1, 1, 1 ), to a certain belief that θ i→ j is centred around 0.02, 0.82, 0.16 . Using this model, it is possible for a truster to calculate, analytically, the expected utility of interacting with te based on its direct experience. Given that the expected value of the Dirichlet 0 0.5 probability density probability density probability density 0. distribution is defined as E[θ i→ j ] = α/ k l=1 α l , this is calculated as follows:
More interesting, however, is how the same can be achieved while taking into account an agent's reputation and observations of other services. This can be achieved by combining confidence models (instantiated using Dirichlet distributions) with one of the possible reputation models described in the following subsections.
The Dirichlet Process Reputation Model
Although, in general, inference in HABIT using both direct experience and reputation cannot be performed analytically, one way to instantiate the reputation model that can lead easily to analytical solutions is to use Dirichlet processes. In particular, when we adopt confidence models based on Dirichlet distributions with discrete behaviour representations, this leads to simple closed form equations to calculate the expected utility of interacting with any trustee, which can be calculated quickly and exactly without resorting to Monte Carlo or variational methods. Not to be confused with Dirichlet distributions, a Dirichlet process is a non-parametric model for random values that have countably infinite (rather than finite) domains. First described by [69] , this can be understood intuitively in terms of a generalised Pólya's urn sampling scheme. That is, suppose that we choose a ball (at random) from an urn containing balls of different colours. On observing the ball's colour we then return the ball to the urn along with a new ball that either has the same colour or a new colour, not previously contained in the urn. Moreover, the probability of the new ball having the same colour is proportional to the number of existing balls in the urn of that colour, and the probability of returning a ball of a different colour is proportional to a constant, c 0 ≥ 0. This scheme has a reinforcing effect: colours that have been observed in the past are more likely to be chosen in the future because observing a colour increases the number of balls of that colour with positive probability.
Applied to our scenario, the coloured balls are analogous to trustees drawn from the population of agents. Moreover, any new (previously unobserved) trustee will have a specific value for θ ·→te with probability proportional to the number of previously encountered trustees with the same value. Alternatively, with probability proportional to c 0 , a new trustee may have a value of θ ·→te different from any other that has been observed. In the following subsections, we describe what this means in terms of the probability distributions that make up the reputation model, show how these can be used to perform inference, and discuss the general theoretical properties of this reputation model. 24
The Reputation Parameters and their Distributions
In the generic HABIT model, we specify the reputation model in terms of the parameter vector, φ, its prior distribution, p(φ), and each of the conditional distributions, p(θ ·→te |φ). However, strictly speaking, there is no fixed equivalent to φ that can fully specify a Dirichlet process precisely because it is a non-parametric model. Instead, a Dirichlet process is specified in terms of all previously observed evidence which, as more trustees are observed, allows the Dirichlet process to approximate their parameter distribution with arbitrarily high precision. More specifically, using our notation, a Dirichlet process is fully specified by:
• the chosen constant, c 0 , which specifies the probability of encountering a trustee with θ ·→te different from any previously encountered;
• a prior distribution, p 0 (θ ·→te ), from which hitherto unencountered values of θ ·→te are drawn; and
• the parameter vectors, {θ ·→ j } n j=1 , of all previously encountered trustees, 1, . . . , n (excluding the current trustee, te).
In this way, the role of φ is played by the combination of c 0 and all previously observed θ ·→ j , and the role of its prior, p(φ), is played by p 0 (θ ·→te ). Similarly, rather than specifying p(θ ·→te |φ), the posterior distribution of θ ·→te is specified by p(θ ·→te |{θ ·→ j } n j=1 ), which is defined as follows:
where δ j (·) is a Kronecker delta function, defined as
In general, p 0 (·) may be any suitable prior, depending on the how θ ·→te is instantiated. However, to be consistent with the analysis of the previous section, it is appropriate to define p 0 (θ ·→te ) as a combination of the prior distributions used in the confidence models for each θ i→te . More specifically, suppose that k i is the number of possible outcomes that the i observer 27 may observe during an interaction with a trustee, 28 and that the prior distribution used in each of the confidence models associated with i is a Dirichlet distribution with hyperparameter vector α i = α i,1 , . . . , α i,k . The most consistent definition of p 0 (·) is then:
where m is the number of observers. For example, for trinary outcome domains the posterior for each θ i→te in θ ·→te will have the form illustrated in Figure 4 (Part A), with point distributions added to the prior at the locations of each observed θ ·→ j . These point distributions are what allows the Dirichlet process to approximate the distribution of θ ·→te with arbitrarily high precision: as more trustees are observed, more point distributions are added, giving a better reflection of the underlying distribution. However, on its own, the value of this flexibility in the model's form is limited because, for many choices of θ ·→te \ θ tr→te , the conditional distribution of θ tr→te will bypass the point distributions and so be equivalent to the prior, p 0 (·). For example, in Figure 4 (Part A), every conditional distribution is a two dimensional slice through the joint distribution. Since the domain of the parameters is continuous, the majority of these slices will not include any of the spikes at observed parameter locations, and so will not be affected by them. Consequently, predictions about θ tr→te would effectively ignore the evidence provided by reputation. However, in practice, a truster will never observe θ ·→te directly, and so will only ever have incomplete information about its value, inferred through all interaction outcomes, O i→te . The resulting distribution of θ ·→te is a mixture model, similar to that illustrated in Figure 4 (Part B), which is composed of the prior, p 0 (θ ·→te ), and the confidence models for each previously observed trustee. 29 This extra uncertainty actually acts to the model's advantage by interpolating between the expected values of each θ ·→te , smoothing out the p.d.f. More specifically, the posterior distribution of θ ·→te is obtained by marginalising out the unknown parameter values as follows:
where each D(θ i→te |O 0:t i→ j ) is the posterior Dirichlet distribution, given the outcomes of all interactions between the ith observer and the jth trustee.
Performing Inference
Together with the confidence model defined in Section 6.1, the Dirichlet process model defined above can be used to perform sampling, as shown in Algorithm 1. As is generally the case for any reputation model (see Section 5), these samples could then be used to approximate a truster's expected utility for interacting with a trustee. However, although this may be the only available option for many reputation models, such sampling only approximates the true expected utility predicted by the model. In contrast, the expected utilities predicted by the Dirichlet process reputation model can be calculated exactly and analytically. This makes sampling unnecessary, and so we do not discuss it here in detail. Instead, the expected utility for a truster, tr, interacting with a trustee, te, can be derived as follows. First, if p 0 (θ ·→te ) is defined according to Equation 15 then Equation 16 is proportional to:
where D(θ i→te |∅) is the prior Dirichlet distribution of θ i→te , given the empty observation set, ∅. Using this formulation, the predictive distribution given both direct experience and reputation is therefore
where Beta(O) is the normalising constant for the posterior Dirichlet, D(θ|O), defined for a parameter vector, θ, and conditioned on a set of observations, O. By grouping together all factors not involving θ tr→te to form a set of weights {w j } n j=0 , we find that this has the general form:
This means that the conditional distribution of θ tr→te (given all available evidence) is a mixture of Dirichlet distributions comprising the distribution of θ tr→te given direct experience only, D(θ tr→te |O 0:t tr→te ), and the confidence models for all other encountered trustees, updated to account for the truster's direct experience of the trustee. Moreover, for each previously observed trustee, j, the corresponding Dirichlet is weighted according to how similar j's direct observations and reputation are to that of te. From this, the predictive distribution, p(O tr→te |E), is given by the expected value of the Dirichlet mixture. The expected utility for tr interacting with te can thus be calculated analytically and precisely, by substituting p(O tr→te |E) into Equation 12:
According to decision theory, a truster can then choose rationally which agents to interact with (taking into account all available evidence) by choosing those agents that maximise Equation 20.
Properties of the Dirichlet Process Reputation Model
Overall, there are two key advantages to the Dirichlet process reputation model. First, as a non-parametric model, it can approximate the joint distribution of trustee behaviour and reputation with arbitrarily high precision, given observations from a sufficient number of trustees. This contrasts with parametric models, which are constrained by the space of distributions that can be represented by their parameters. Second, as described previously, it provides analytical tractable predictions of expected utility that do not require approximation through sampling. This not only enables solutions that are exact (according to the model), but also makes their calculation efficient. Specifically, from Equation 18 it is clear that the computational complexity of calculating the predictive distribution is O(n · m), where n is the number of observed trustees, and m is the number of observers (including the truster and its reputation sources). Moreover, although this equation is specific to the case of Dirichlet confidence models and multinomial behaviour representations, equivalent closed form equations can also be derived for other choices of 27 confidence model, enabling exact and efficient solutions for other types of behaviour representation. For example, in the experiments presented in Section 8, the DP truster makes predictions about a continuous behaviour representation using similar equations with the same complexity. However, this approach does have one limitation: it relies on uncertainty about the trustees' parameters to smooth their joint distribution, which leads to useful predictions. Thus, if the number of observations of each trustee is high, relative to the number of encountered trustees, then a trustee's reputation may have little impact on inference, even if it provides useful information.
The Gaussian Reputation Model
To overcome the potential problems of the Dirichlet process when trustee behaviour is well known, the alternative is to use a different reputation model, in which we assume that observing a trustee with parameter vector θ ·→te not only increases the likelihood of observing other trustees with θ ·→ j = θ ·→te , but also increases the likelihood of observing θ ·→ j within some neighbourhood of θ ·→te . In this section, we show how this can be achieved using Gaussian distributions, since these are one of the simplest and widely used parameter models. However, the concept is the same for many other parameter models, including gamma distributions, Dirichlet distributions and various mixture models.
The Reputation Parameters and their Distributions
The principle here is to instantiate the reputation model by assuming that each joint parameter, θ ·→te , is drawn from a multivariate Gaussian distribution with an unknown mean vector, µ and covariance matrix Σ. As this is a parametric model, the mapping between this instantiation and the generic model is more obvious than with the Dirichlet process. Specifically, in terms of the steps outlined in Section 4.1, we define φ as a vector comprising all elements of µ and Σ, which together specify how trustees behave in general and how informative a truster's reputation sources tend to be. In particular, µ specifies the average parameter values for all trustees, while the Σ matrix specifies how much the behaviour and reputation of individual trustees tend to deviate from this mean on average, and also how informative each reputation source's opinion is for determining a trustee's behaviour parameters, θ tr→te . For each trustee, j, the conditional distribution p(θ ·→ j |φ) is therefore given by the standard Gaussian p.d.f:
where k is the total number of scalar parameters in θ ·→ j . Likewise, the prior distribution p(φ) can be derived by placing a conjugate prior on the joint distribution of µ and Σ. Since these are the parameters of a Gaussian distribution, the chosen prior is thus a normal-inverse-Wishart distribution [22] , which can be defined by the following p.d.f:
where:
Here, 2α > k − 1, B is non-singular, and m, v, B, α are the hyperparameters defining the shape of the distribution. Given such a prior, the posterior distribution, p(φ|θ \ θ tr→te ), can be calculated by updating the hyperparameters as follows:
Algorithm 2 Monte Carlo Algorithm for Gaussian Reputation Model with no Direct Experience. Require: n > 0 {Larger values of n result in more accurate expected utility estimates.} 1: EU ⇐ 0 2: for k = 1 to n do 3:
θ i→ j ⇐ sample from p(θ i→ j |O 0:t i→ j ) 5: end for 6: φ ⇐ sample from p(φ|θ \ θ tr→te ) 7: θ tr→te ⇐ E[θ tr→te |θ ·→te \ θ tr→te , φ] EU ⇐ EU + U(O tr→te )/n 10: end for {EU is now an estimate of tr's expected utility for interacting with te.} where n is the number of previously encountered trustees (excluding te),θ is the sample mean and S is the sum of squares:θ
Performing Inference
Together with the confidence model in Section 6.1, this fully defines the distributions required for sampling in Algorithm 1. Specifically, each p(θ i→ j |O 0:t i→ j ) is the posterior Dirichlet distribution taken from each confidence model, p(φ|θ \ θ tr→te ) is the normal-inverse-Wishart distribution defined above, and p(O tr→te |θ tr→te ) is the discrete distribution with probabilities given by θ tr→te . All of these distributions can be sampled from simply and independently with widely available algorithms (Section 5). This leaves only p(θ tr→te |θ ·→te \ θ tr→te , φ, O 0:t tr→te ), which can be sampled from using the MCMC method proposed by [12] . Moreover, in the special case where there is no direct experience of te, independent expected utility samples can be generated using a simpler procedure, provided by Algorithm 2. This works because the expected utility can be calculated analytically given θ \ θ tr→te , and so only these parameters need to be sampled. 30 The only issue with using Gaussian distributions in this way is that their support is the entire real line. In contrast, the Dirichlet parameters, θ i→ j , over which the Gaussian is defined, must always sum to 1. Their domain is therefore much smaller than can be represented by a Gaussian, making it inconsistent with what we know. However, in practice this causes few problems because we never need to sample from the Gaussian directly (which could produce invalid parameter values that do not sum to 1) and, by choosing an appropriate prior, it is easy to ensure that the expected θ i→ j value is always in the correct domain. Also, since the parameters must sum to 1, it is only necessary to model the distribution of the first k − 1 elements of each θ i→ j , for domains with k possible outcomes. The missing parameters can be deduced later, which enables more efficient inference by reducing the dimensions of the reputation model, and helps to avoid the numerical problems that may arise when calculating covariance matrices with highly correlated values.
Properties of the Gaussian Reputation Model
The main advantage of the Gaussian reputation model is that, unlike the Dirichlet process reputation model, it does not depend on uncertainty about trustee behaviour to smooth the joint parameter distribution. In theory, this means that, in cases where a truster has only encountered a small number of trustees, but has interacted with them a large number of times, the Gaussian reputation model should provide more reliable predictions than the Dirichlet process model. However, inference using the Gaussian reputation model cannot be performed analytically, and so must be performed using Monte Carlo sampling in Algorithm 2. Although, like the Dirichlet process reputation model, the computational complexity is linear in the number of trustees and observers, multiple samples are now needed for each trustee-observer pair. This is generally more computationally expensive, particularly if MCMC methods are required to combine evidence from direct experience and reputation, in which case hundreds of samples may be required to produce an accurate estimate. Moreover, Gaussians are a relatively simple class of distributions, which can only be used to model linear dependencies between random variables (such as the parameters in the reputation model). Nevertheless, the principle of how they can be applied in the reputation model is the same as many other parameter models, including gamma distributions, Dirichlet distributions and various mixture models. They therefore provide a useful demonstration of how HABIT can be used in practice.
Simulated Experiments
Having defined two concrete examples of HABIT, we now use these instances to demonstrate its empirical performance compared to BLADE, since as a reputation function model, this can be viewed as the state-of-the-art among reputation-based trust models (see Section 2.2). More specifically, by instantiating the generic model as described in Section 4.1, the experiments presented here show that HABIT's general properties can translate into real performance benefits. In particular, the results in this section show that HABIT is up to twice as accurate as BLADE (in terms of mean absolute error) at predicting trustee behaviour. In the following subsections, we outline the methodology used in these experiments, and discuss the performance of the models when used to perform inference based on group behaviour (see Section 7.2) and reputation (see Sections 7.3 to 7.5). A similar set of experiments is also presented in Section 8, which additionally show that HABIT can accurately predict performance from real-world data using a continuous rather than discrete representation of behaviour.
However, in both sections, the effect of direct experience with a trustee in estimating its behaviour is not evaluated, because this is solely determined by the choice of probability distributions used to model direct experience, and does not depend on HABIT's unique structure. In particular, to enable a fair comparison with BLADE, we instantiate HABIT using Dirichlet distributions, which are the same family of probability distributions used to handle direct experience in BLADE. In this case, HABIT's ability to make predictions based on direct experience is therefore equivalent to BLADE's. Thus, to evaluate HABIT's performance, it is sufficient to focus on predictions based on reputation and group behaviour, since it is the way that HABIT handles these sources of evidence that is unique among trust models.
Experimental Design
To determine performance, all experiments presented in this section were conducted in a simulated environment in which five trusters (labeled DP, GD-Conjugate, GD-Improper, Prior and BLADE) were asked to estimate their expected utility for interacting with a single test trustee based on group behaviour and reputation. Each truster represented one of five inference models:
• The DP agent assessed trustees using the DP-Dirichlet instance of HABIT, described in Section 6.
• The GD-Improper agent used the Gaussian-Dirichlet model, introduced in Section 6, with an improper prior distribution [14] placed on the reputation hyperparameters, φ. Effectively, this meant that no prior assumptions were made by this agent about reputation, or about the similarity between different trustees' behaviour. Instead, inferences in the reputation model relied on the observed evidence alone.
• The GD-Conjugate agent also used the Gaussian-Dirichlet model, but instead placed a conjugate prior distribution on φ, representing the prior belief that reputation provides no useful information about a trustee's behaviour.
• The BLADE agent, as its name suggests, performed all inference using the BLADE trust model, to provide a benchmark with which to compare the three HABIT-based agents. 30
• To provide a more basic benchmark, the Prior agent used only its prior beliefs to assess trustee behaviour, ignoring all other available evidence. Specifically, the Prior agent assumed that, for each trustee, all possible behaviours where equally likely. An equivalent assumption was made by the other four agents, a priori, which in their case could be revised in light of observed evidence. As such, the Prior agent represented how each of the other agents would perform if they ignored all observations of trustee behaviour.
To form their estimates, each of these trusters was presented with a variable number of direct observations and reputation reports about a number of training trustees, which were all assumed to belong to the same group as the test trustee. This provided a basis on which trusters could (potentially) learn the average behaviour of a group of agents, and the reliability of a single source from which reputation was obtained. Moreover, the same observations and reputation information were always presented to all trustees to minimise excess variance in the results and, in particular, no direct observations were ever available for the test trustee, forcing the trusters to rely solely on reputation and group behaviour.
Here, multiple groups were not considered, because HABIT's predictions about a trustee depend only on the observed behaviour of other members of its group. Thus, to evaluate HABIT's ability to make predictions based on group behaviour, it is sufficient to consider how varying the behaviour and number of other agents within a trustee's group affects the accuracy of HABIT's predictions. 31 Similarly, multiple concurrent reputation sources were not considered, because both HABIT and BLADE assume that the reliability of different sources is independent, and so each source is judged on its own merit. As such, the weight placed on a given reputation source is not affected by the weight placed on any other source, and so the effect of each source on prediction accuracy is also independent. To understand HABIT's performance, it is therefore important to measure its ability to evaluate individual sources with varying degrees of accuracy, and this is best achieved by considering opinions from a single source at a time.
To measure performance, all experiments were run multiple times under fixed control conditions (including fixed numbers of training trustees and observations), where each run was based on a different randomly generated set of observations of a different set of randomly generated trustees. More specifically, the true parameter vectors for each trustee were randomly sampled in each run from a fixed Dirichlet distribution determined by the control conditions. Thus, any sampling bias due to a particular set of trustees or observations was avoided. At the end of each run, the absolute error in the expected utility estimate was recorded for each trustee in order to calculate confidence bounds on the mean error for each model.
In the following subsections, all results are plotted with error bars representing 95% confidence intervals on the mean absolute error. These are based on the standard assumption that the sampling distribution of the mean is a t distribution with degrees of freedom determined by the number of runs. 32 In addition, all claims that are made in the text are statistically significant (with p-values greater than 0.95) according to t-tests and analysis of variance [10] .
Learning from Group Behaviour
To demonstrate the effect of group behaviour on performance, we ran a series of experiments in which trusters had to assess the test trustee, based solely on their direct experience with a number of training trustees. That is, in the absence of information pertaining directly to the trustee, the trusters had to rely on the reasonable a priori assumption that the test trustee would behave similarly to the training trustees, and so use any observed correlation between the behaviour of different training trustees to predict the behaviour of the test trustee.
Here, there are three control variables that can impact performance:
1. the number of observations per training trustee, dictating how certain a truster can be about an individual's behaviour; 2. the number of training trustees from which to infer the distribution of behaviours exhibited by the trustee population as a whole; and 3. the amount of similarity that exists between trustee behaviour, which determines how informative the behaviour of others is about a specific trustee. During this set of experiments, we controlled the first two factors directly, keeping the number of observations the same for each trustee in the interest of simplicity. To control the third, we generated trustee behaviour parameters from Dirichlet distributions, using the magnitude of the Dirichlet hyperparameters as a proxy for the similarity between agents. More specifically, we allowed the mean of the Dirichlet distribution to vary randomly by choosing it from a uniform distribution 33 at the start of each run. This mean was then multiplied by a chosen factor to form the α vector used to specify the distribution. Generally, high factor values (and thus higher values for α) would result in trustee parameters that deviate less from the mean. Therefore, by increasing the magnitude, we increase the amount of correlation between behaviour of the training trustees and the behaviour of the unknown test trustee.
The ability to decipher this information is demonstrated in Figure 5 , which (for example) shows the average error of each truster given varying numbers of observations per trustee, and values of 7 or 20 for both k i=1 α and the number of trustees. What is important about these results is that, as the evidence for behaviour correlation increases, all three instances of HABIT are able to perform significantly better than the prior, while at the same time perform no worse than the prior when no evidence for correlation exists. This follows as a direct result of application of Bayesian inference in HABIT: the behaviour of known trustees is only allowed to influence predictions about other trustees to the extent supported by the evidence.
In addition to this, two other conclusions can be drawn from the figure. First, the fact that BLADE does not allow for possible dependencies between trustees' behaviour means that, in these experiments, it performed no better than the prior (which was shared by all trusters, including BLADE). Second, although there was little difference between the predictions made by DP and GD-Improper, GD-Conjugate generally required more data to overcome its stronger prior belief that trustees' behaviour is generally dissimilar. However, as we shall see in the next section, strong priors do not always have a negative effect on performance, but can instead be used to provide a healthy scepticism in situations where inaccurate information is common. 33 The uniform distribution used here was equivalent to a Dirichlet distribution with all hyperparameters set to 1. 
Learning from Perfect Reputation Information
To compare the effect of reliable reputation on each truster's performance, we performed a set of experiments in which each truster received information from a perfect reputation source -one that, unknown to the trusters, provided observations that were as informative and identically distributed as each truster's direct observations. As before, direct experience was only available about the training trustees, forcing each truster to rely on external information to assess the test trustee. However, unlike the previous experiments, trustee behaviour parameters were always drawn from a uniform distribution, so that group behaviour could not provide any useful information over and above that provided by reputation. With these restrictions in place, the remaining variables that could impact performance are:
1. the number of direct observations available for each training trustee; 2. the number of observations reported by the reputation source about each training trustee; 3. the number of reported observations about the test trustee; and 4. the number of training trustees.
Each of these variables was controlled directly, with values for each ranging between 1 and 250. Figure 6 shows some of the results obtained when the number of direct and reported observations about each training trustee were kept equal at values of 7, 20, 54 and 148; the number of observations reported for the test trustee was 54; and the number of trustees varied between 1 and 250.
Unsurprisingly, these and other results show that all four control variables have a positive impact on performance as their values increase. However, although this is true for all the models evaluated, it is not true with equal measure. In particular, the same order observed in the previous section is maintained here, with GD-Conjugate requiring more information to overcome its prior than the other two instances of HABIT. However, the difference between DP and GD-Improper, which was insignificant before, is now strengthened in GD-Improper's favour. This can be explained by the discussion in Section 6.3, in which we highlight the importance of having observed significant numbers oftrustees, relative to the certainty about their parameters. More significantly, however, all three instances of HABIT always perform at least as well as BLADE, and significantly outperform it as the amount of evidence increases.
This highlights a problem with the strategy, used in BLADE and TRAVOS-C, of trying to directly learn the correlation between a truster's direct observations and those reported by each reputation source. More specifically, for each reputation source, j, this approach attempts to learn the joint distribution of the observations O tr→te and O j→te as if they refer to the same interaction. However, only one of these can be observed for any particular interaction, because the underlying assumption is that an interaction takes place privately between the trustee and a single observer, be that the truster itself or one of its reputation sources.
To overcome this, a truster must receive reports about multiple trustees. The mean behaviour of each trustee (direct and reported) then acts as a noisy observation of the joint value of O tr→te , O j→te . If a trustee's behaviour is relatively consistent then this is almost as good as directly observing both values together. However, if a trustee's behaviour is relatively variable, then the added uncertainty masks the correlation between the hidden outcome values. For discrete distributions, this problem reaches its peak for trustees that provide all possible outcomes with equal likelihood. From BLADE's perspective, this provides no information because it is impossible to distinguish between variance intrinsic to a reputation source's reports and the variance in the trustee's behaviour.
In contrast, HABIT takes a different approach: by looking for correlations between the distributions of reported outcomes, rather than the outcomes themselves, a report that accurately predicts a trustee's behaviour to be erratic is just as informative as one about a trustee that behaves consistently. However, by marginalising over HABIT's latent confidence model parameters (see Section 4.1), a report based on just a few observations is still judged to be less informative than one based on many. HABIT is therefore able to distinguish between more different types of uncertainty than BLADE, which explains HABIT's better performance in these experiments.
Learning from Unreliable Reputation Information
Although the previous set of experiments shows that all models can elicit useful information from good reputation, this benefit would be meaningless if they could not also deal with inaccurate reputation. In fact, the ability to cope with varying degrees of accuracy in reputation is precisely why we try to model its reliability in the first place. Thus, to evaluate this ability, we ran experiments under the same conditions outlined in the previous section, except that the reputation source reported independent random observations with a fixed probability. Specifically, with probability p, an observation reported by the reputation source was drawn from a uniform Dirichlet distribution (independent of the trustee's behaviour), or with probability 1 − p, it was drawn from the trustee's behaviour distribution.
In more detail, Figure 7 shows the results obtained, under equivalent conditions to Figure 6 , when 50% of reported observations were independent of trustee behaviour. As one would expect, the performance of each model is similar to that obtained for perfect reputation, except that more evidence is required to reach equivalent levels of accuracy. Moreover, the lower bound on the average error is higher, due to the decrease in information provided by the reputation source. In particular, under these conditions, BLADE provides no significant gain over the prior.
With respect to the evaluated instances of HABIT, these experiments show that, under some circumstances, the DP model can outperform both of the Gaussian based instances. This may be due to the non-parametric nature of the Dirichlet Process, which theoretically places fewer constraints on the shape of joint parameter distributions which, in some cases, may provide better results. However, more generally, this demonstrates that no model performs best in every circumstance, and so it is useful to consider different models to meet the needs of specific applications.
In terms of reputation reliability, a more extreme case is illustrated in Figure 8 . Here, all observations reported by the reputation source were independent of trustee behaviour, the number of direct observations was 7 for each training trustee, the number of reputation observations about the test trustee was 148, and the number of reported observations for the training trustees was 7 (left) or 148 (right). This shows that when there is little evidence about the reliability of a reputation source, but the number of reported observations (and hence the reported confidence) is high, the GDImproper model can be led astray, expecting spurious correlations between the reputation and trustee behaviour. This is because GD-Improper has no strong prior belief to suggest that a highly confident report is inaccurate, and so (in the absence of any evidence to the contrary) takes the reputation source on its word.
As shown in the figure, this disadvantage disappears given more observations about greater numbers of trustees. However, it demonstrates that the good performance of some prior beliefs in some circumstances may come at a cost in others. In this case, the initially sceptical prior used in the GD-Conjugate reputation model pays off, preventing it from performing worse than the prior. Again, this reinforces the belief that no single trust model will perform best in every circumstance, and the choice of model should be made by finding one that works well in the variety of circumstances exhibited by the target domain. Nevertheless, some models are more robust in a wider range of circumstances than others, and our results show that the DP instance can exhibit surprisingly good performance in a range of circumstances, given that it is analytically tractable and therefore efficient to compute precisely. However, the instances of HABIT evaluated here are among the simplest possible. The key advantage of HABIT is that it provides a common framework for developing computationally feasible and statistically principled models of trust, which have a number of performance advantages over the current state-of-the-art. By using it as a basis for more sophisticated instances, HABIT provides the potential to solve a wide range of trust and reputation problems with a high degree of accuracy.
Learning Rate
From the above experiments, it is clear that HABIT's learning rate varies significantly across the different instances and conditions evaluated. While this is to be expected, it is important to understand the reasons behind these differences, so that we can determine what to expect from HABIT's performance under difference circumstances. More specifically, our objective in the above experiments (and in trust modelling in general) is to estimate the expected utility for interacting with a trustee. By applying Bayesian analysis, all of the agents evaluated above (including BLADE) are able to achieve this optimally, given their respective modelling assumptions and the data available (see Section 2.1). Any differences in performance must therefore be due to differences in these assumptions, but since HABIT is a general model, these vary depending on the types of probability distribution used in each instance. Nevertheless, we can expect the following two properties to hold in general.
First, there is a generally a tradeoff between a model's learning rate and the limit of its accuracy. This is because simple models that restrict the space of possible probability distributions tend to learn faster than more flexible models, but often limit the achievable accuracy. This is demonstrated in our experiments when we compare the more flexible Dirichlet Process reputation model, to the more constrained Gaussian reputation model. Given sufficient data, we find that the Dirichlet Process model always matches or outperforms the Gaussian model in terms of accuracy. However, this extra flexibility also comes at a cost, since the learning rate for the Gaussian model is faster in general, allowing it to outperform the Dirichlet Process when less data is available.
Second, since HABIT's reputation model is more flexible than any existing statistical trust model, we would generally expect it to have a better limit of accuracy than other models, even though it may sometimes require more data to reach this limit. In our experiments, this is demonstrated by BLADE, which generally requires less data than HABIT to reach the limit of its accuracy. Significantly, however, HABIT is still able to outperform BLADE in most cases, because it quickly surpasses the limit of BLADE's accuracy and carries on improving by extracting more information from more data.
Moreover, although none of the other reputation filtering mechanisms discussed in Section 2.2 can be applied to the multinomial behaviour representation used here, we can reasonably expect a similar comparison against these models. This is because, by applying the commonly used all-or-nothing approach, any reputation that shows any significant deviation from the truster's direct experience would be quickly discarded. While this is appropriate in the case of a completely unreliable reputation source, all reputation would eventually be discarded in the 50% noisy case as well. This would result in a loss of useful information, and a limiting accuracy equal to the prior. The only case where we might expect this approach to outperform HABIT is when reputation is perfect and identical to a truster's direct experiences. In this case, the all-or-nothing approach may learn to value reputation given less data than HABIT. However, this would require the approach to be extended to non-binary domains, and if reputation were in any way subjective, this would again result in most (if not all) reputation being discarded.
Web Polling Experiments
In the previous section, we showed that, when instantiated and applied to discrete domains, HABIT consistently outperforms BLADE when predicting trustee behaviour on the basis of group behaviour and third party opinions. However, although BLADE can only be directly applied to such domains, there are many situations in which trustee behaviour is more naturally represented by continuous random variables. In contrast, HABIT is a general framework, which, in principle, may be applied to any such representation. In this section, we demonstrate this ability by evaluating HABIT's performance in a web provision domain, in which different web servers (acting as trustees) were asked to respond to HTTP requests and assessed on their response time. Unlike the previous set of experiments, this data was not simulated, but was collected by polling a set of news websites hosted by a variety of different webservers from across the globe. The rationale for this approach is that, although news websites represent only one kind of service available on the Internet, they are easily accessible for the purpose of experimentation, and in terms of response times at least, provide a reasonable proxy for other types of data provision that one may expect to find in service-oriented domains, such as the semantic web or cloud computing. Moreover, while using real data does not allow us to evaluate the same range of controlled conditions that may be generated under simulation, it does allow us to test whether HABIT's performance is robust when faced with continuous data from a real-world system. With this in mind, we begin in Section 8.1 by describing the process by which we collected data for these experiments, and how we then instantiated HABIT to model this data appropriately. In Section 8.2 we then describe the methodology and results of these experiments, which demonstrate that HABIT can indeed be applied to such domains, and be used to accurately predict trustee behaviour.
Data Collection and Modelling
As with the previous set of experiments, our goal here is to evaluate HABIT's ability to predict trustee behaviour, when presented with different amounts of information from sources with varying degrees of reliability. In particular, and in line with the previous experiments, we wish to demonstrate the following.
• When a truster has no direct experience with a trustee, it can decrease its mean estimation error by using reputation from third party sources.
• In the absence of direct experience with a trustee or relevant reputation, HABIT can decrease its mean estimation error by drawing on past experience of the group behaviour of other trustees.
• When compared to its prior estimate, HABIT's mean estimation error is never increased by taking into account either group behaviour or reputation.
Unlike our previous experiments, however, we wish to show that these hypotheses hold when applied to real rather than simulated trustee behaviour, represented by a continuous rather than discrete random variable. As a consequence, we must first sample the behaviour of a real system and choose appropriate instances of HABIT that can model this behaviour in a reasonable way. To this end, we began by randomly selecting a set of 50 globally distributed webservers to represent the trustees in our system, all belonging to the same group. As discussed in Section 7.1, HABIT's predictions about a trustee only depend on the behaviour of other members of its group. It is therefore sufficient to consider the behaviour of a single group, containing the trustee, rather than generating other groups, which do not affect predictions. To measure their behaviour, we then sent HTTP requests to each webserver, and recorded the time taken for each to respond. This was done from four different client PCs:
• one located on the University of Southampton network, which provided a source for the truster's own direct experience;
• two other PCs on the same network, which represented reliable reputation sources; and
• a fourth client, connected via a rural ADSL connection in Ireland, which represented a more remote, and thus less reliable reputation source.
In each case, data was collected by polling all 50 webservers at 1 minute intervals over the same 3-4 day period, resulting in 5186 data points per webserver-client pair with missing values removed. 34 Having collected this data, we then had to decide how best to instantiate HABIT to model webserver behaviour. From this perspective, two main characteristics influenced our decision: (1) since behaviour was characterised by response times, negative values could never occur; and (2) for any given server, the distribution of response times tended to have a significant number of outliers with values more than 3 standard deviations above the mean. For example, this is illustrated in Figure 9 , which shows a box plot of the response time distributions for a selection of webservers, as observed by the four client PCs. Each box is drawn with errorbars at approximately ±2.7 standard deviations, a central line at the median, and edges at the 25th and 75th percentiles respectively. Outliers are marked by crosses and, for clarity, those beyond 300 milliseconds are compressed into a band, which is displayed at the top of the figure and is delineated by the horizontal dashed line.
Although various techniques could be used to model this behaviour, one simple approach is to fit a log normal distribution to the response time distribution for each server. From our perspective, this has three main advantages: 34 In most cases, missing values were caused by client downtime. 1. the support of a log-normal distribution is [0, ∞), meaning that negative response times are always assigned zero probability; 2. log-normal distributions feature a heavy tail toward larger values, and thus can (to some extent) 35 capture the range of outliers with long response times; and 3. they can be implemented by fitting a normal distribution to the log data, which allowed us to reuse much of our existing code from the previous experiments (see below).
Based on this analysis, we implemented two new instances of HABIT, by taking the Dirichlet Process and Gaussian Reputation Models described in Sections 6.2 to 6.3, and combining them with confidence models appropriate for modelling log-normal behaviour distributions. This was achieved by replacing the Dirichlet distributions used for the previous experiments with normal-inverse-gamma distributions, which are a special case of the normal-inverseWishart parameter models already used in the Gaussian reputation model. Although these are normally used to provide a conjugate prior for Gaussian distributions, they can also be used to perform inference about log-normal distributions by learning the corresponding normal distribution for the log response times. The required log-normal distribution can thus be recovered by a straightforward and well known transformation [29] .
Evaluation
Having implemented these new instances of HABIT, we repeated experiments similar to those in Section 7, in which a set of trusters was presented with a controlled number of direct observations and reputation reports about a set of training trustees (see Section 7.1). As before, this information formed the basis from which HABIT could learn the predictive value of both group behaviour and reputation, by comparing the directly observed behaviour of each training trustee with their reputation reports and the behaviour of other trustees. 36 This was then used to predict the response time of a randomly selected test trustee with which the truster had no direct experience. From this, the mean absolute prediction error was recorded over multiple independent runs as a measure of each truster's performance.
To achieve this, the behaviour observed for each trustee was sampled from the previously acquired collection of webserver response times. More specifically, at the beginning of each run, both the training trustees and the test 35 Even in the log scale, the distribution of observed response times still tended to feature heavy tails toward large values. Nevertheless, as the results in Section 8.2 show, the instances of HABIT we tested were still capable of good performance despite this characteristic of the data. 36 As in Section 7, reported and direct observations were the only sources used by HABIT to assess the predictive value of reputation and group behaviour. In particular, the location of trustees and reputation sources was not revealed to the truster, nor was it told if they were remote or local. trustee were randomly selected from the available set of 50 webservers. An equal number of direct observations for each training trustee was then sampled without replacement from the observations gathered by the truster's designated PC. Similarly, if reputation was made available, this was based on observations made by one of the other client PCs, with equal numbers of observations sampled for both the training trustees and the test trustee.
Using this methodology, we evaluated the performance of three trusters: DP and GG, which used the Dirichlet Process and Gaussian reputation models respectively, and Prior which, as before, made predictions based on the confidence model prior, ignoring all observations and reputation. Since we have already investigated the use of different reputation model priors in Section 7, here we used only improper priors in both the reputation and confidence models (which is why we only have one GG truster rather than GG-Improper and GG-Conjugate). Moreover, as explained previously, no truster based on BLADE was tested since this could not be directly applied without some arbitrary discretisation of the data. Given that all three trusters shared the same confidence model prior, all would return the same prior estimate, and so achieve equivalent results if no observations or reputation are provided. Ideally, (as was mostly the case in the simulated experiments) this means that the Prior estimate should represent an upper bound on mean prediction error, since any increase would mean that the truster was misled by the data.
Representative results from these experiments are plotted in Figure 10 , which shows the mean absolute error for log response times 37 achieved by each truster when the number of training trustees ranged from 1 to 50, and the number of observations per training trustee was changed from 10 (top row) to 50 (bottom row). In particular, the first column shows the prediction performance when no reputation was provided (hence the trusters had to rely on group behaviour only), the second column plots the results when reputation was received from the remote client PC in Ireland, and the final column shows the results for reputation from one of the local clients based at Southampton. Results for reputation from the fourth client, also at Southampton, were similar to those in the final column, and so are not shown.
As might be expected, the results here show similar trends to those from the simulated experiments. This demon-strates that HABIT can indeed provide relatively low estimation errors for both discrete and continuous representations of behaviour, and can be applied successfully to data from a real system. In particular, referring back to the hypotheses in Section 8.1, we found that all three hold for all of the conditions that we tested for this set of experiments. Both instances tested were therefore able to improve on their prior estimate based on both group behaviour and reputation. Perhaps the only unexpected result here is that the minimum error achieved is as low as it is: close to zero when local reputation is used. This can be attributed to the typically low variance in response times for individual webservers in this domain, and the high correlation between response times observed by different PCs on the Southampton network.
As such, these results should only be interpreted in relative terms. With higher variance in response times, we would reasonably expect the mean error to increase. However, this effect would be experienced by any trust model, not just HABIT, since the variance in trustee behaviour places a limit on how well it can be predicted. Focusing on the GG truster specifically, we can observe an obvious step trend in which predictions based on reputation are more accurate than those based on group behaviour alone, and are particularly so when the reputation is provided by a local rather than remote PC. There are two reasons for this. First, while group behaviour can only predict how trustees behave in general, reputation is specific to the trustee in question, and so can be more informative. Second, since the Southampton clients all shared the same network infrastructure, we were able to observe a higher correlation between their observed response times relative to the more remote Irish PC. As such, the GG truster was able to learn that reputation from a local source was almost as informative as its own direct experience. The only anomaly with the GG truster's performance is that, due to the improper prior adopted in its reputation model, it requires observations from at least five trustees to form a valid distribution from which to make predictions. With less than that, the best it can do is return an estimate based on the confidence model prior, which is why its accuracy matches that of the Prior truster in these cases. While this is likely to be only a minor issue for the majority of domains, 38 it may be overcome by providing a more informative prior. Finally, while the GG and DP trusters did achieve similar performance for predictions based on group behaviour, there are clear differences between their performance when reputation is available. Once again, this can be attributed to the different nature of the reputation models. That is, since the DP model can represent a larger and more flexible set of distributions, it can generally learn more complex relationships between reputation and direct experience. As a result, it has the potential to outperform the Gaussian reputation model, as it does here when using remote reputation. However, as discussed in Section 6.2.1, the DP model actually requires confidence model uncertainty in order to generalise well. In the case of local reputation, we observed that the standard deviation in response times observed by the local Southampton PCs was generally less than that for the remote client. Together with the high correlation between observations made by the Southampton clients, this would naturally lead to sparse mixture models more similar to Figure 4 (Part A), than the more smooth and informative distribution in Figure 4 (Part B). As in the previous experiments, this problem can be overcome, provided the number of observed trustees is large relative to the number of observations per trustee. This effect can be seen clearly in Figure 10 (Parts C and F), in which the performance of the DP truster approaches that of the GG truster as the number of training trustees increases.
Conclusions
In open environments, software and hardware services can be integrated dynamically across organisational and geographical boundaries, to fulfil user requirements. Unfortunately, from a user's perspective, there may be significant uncertainty surrounding the incentives and capabilities of providers that offer such services, and the potential failure of certain resources must be considered normal. Thus, such systems must be able to adapt dynamically and automatically to changing circumstances by allocating resources to meet both new requirements and existing requirements when resources fail. In light of this, it has been argued that such systems should be modelled as multi-agent systems, in which autonomous software agents can trade resources in an open market, despite potentially conflicting interests. In particular, such agents must be able to assess the trustworthiness of their peers, so that they only choose suppliers of reliable, high-quality services, to minimise the chance of service failure and maximise their gain.
To address this need, we have developed a generic Bayesian trust model, which facilitates decision making by autonomous agents in service-oriented environments. Although several such models have previously been proposed, HABIT exhibits five key advantages, which together make a significant contribution to the state-of-the-art: 38 In applications where reputation is useful, we would expect an agent to interact with many more than 5 trustees during its lifetime.
1. HABIT can assess trust based on reputation, even if the reputation sources that supply this information use different representations or semantics for trustee behaviour. Moreover, HABIT is robust in cases where such information is inaccurate or intentionally misleading. This is important because, in an open and dynamic environment, agents are likely to encounter reputation sources that are malicious or assess trustee behaviour according to different criteria. 2. Even when a truster has no previous experience or reputation with which to assess a trustee, HABIT can still provide statistically principled predictions of the trustee's behaviour by considering the behaviour of other agents. In systems that are susceptible to the whitewasher problem or frequently acquire new members, this enables reasonable decisions to be made about previously unencountered agents, for which there is little or no specific information. 3. Through empirical evaluation we have shown that, when applied to discrete representations of trustee behaviour, HABIT outperforms BLADE, which represents the current state-of-the-art in statistical trust modelling. Therefore, although HABIT is not limited to discrete representations, it performs favourably to existing statistical trust models, which typically are limited to such representations. 4. HABIT provides a statistically principled and tractable framework, which can be adapted to assess trust in a wide range of scenarios with different modelling requirements. This is important because there can be no single trust model that best suits every possible application. Instead, HABIT provides a strong theoretical basis from which to create more specialised models to meet the needs of any given application. In particular, by adopting the hierarchical structure of the generic HABIT model, any instance of HABIT naturally inherits the beneficial properties of this framework, including the abilities described above and (by exploiting conditional independence between confidence models) the potential for computational efficiency. As demonstrated in Section 7, these properties do not follow from the use of Bayesian statistics alone, which is why HABIT is able to outperform BLADE as a state-of-the-art probabilistic trust model. 5. Finally, while performance benefits may be achieved by fine-tuning HABIT to a particular application, good performance may still be achieved be selecting an off-the-shelf instance of HABIT designed for use in a number of domains. For example, the instances described in Section 6 may be applied (without modification) to any domain that uses a discrete behaviour representation. Thus, without creating instances beyond those described here, HABIT can already be applied to a range of problems as large as any targeted by existing probabilistic trust models. However, unlike existing models, instances of HABIT can be designed for other domains without difficulty. Thus, it would be straightforward to create a library of instances suitable for a large range of applications.
Although HABIT has a number of advantages, there are some areas in which further work is needed, and in particular, we identify the following four.
Comparison with Other Trust Models As argued earlier, we chose BLADE as a benchmark in our experiments because it is representative of the state-of-the-art, and as a reputation-function model, is capable of extracting useful information from reputation in more cases than any other existing trust model. Nevertheless, it would be useful to compare HABIT against other trust models, and identify any cases in which they may provide better performance. In particular, by comparing against all-or-nothing models, such as those described in [72] and [74] , we may discover cases in which it is best to assume that reputation is either equivalent to direct experience, or completely unreliable. Moreover, if such cases do exist, it may be worth investigating instances of HABIT that incorporate this assumption. 39 However, as current all-or-nothing models are limited to binary representations, a fair comparison would require trustee behaviour to be limited to binary outcomes, and so would require different experimental conditions than those used in this paper.
Evaluation of Additional Instances
Although the instances of HABIT presented in this paper can be used to model trust and reputation in wide range of scenarios, other instances may be appropriate in some cases. It would therefore be advantageous to expand HABIT's repertoire, by investigating more sophisticated instances than those presented here. For example, these could include the use of infinite mixture models [53] in the reputation model to overcome the narrow peaks sometimes possible in the current application of the Dirichlet process (see Section 6.2). Although this would come at the cost of its analytical tractability, it could potentially combine the flexibility of the Dirichlet process with better performance when there is a high degree of certainty about a small number of trustees. In particular, if mixtures of conjugate distributions were possible, then integrating evidence from direct experience with evidence from group behaviour and reputation would be more straightforward.
Modelling Dynamic Behaviour Throughout this paper, we have made the implicit assumption that the distribution of an agent's behaviour is static, and so not time dependent. This choice was made in the interest of clarity, allowing us to focus on the group and reputation modelling features of HABIT, which form its main contributions. Nevertheless, in real world problems, both trustee and reputation source behaviour is likely to change with time, so an ability to model dynamic behaviour is important in many realistic settings. Fortunately, just as HABIT can be instantiated in different ways to handle different types of behaviour distribution, it can also easily incorporate existing models of dynamic behaviour. For example, this may be achieved by instantiating HABIT's confidence models using standard techniques for modelling dynamic phenomena, such as Gaussian Processes, 40 or Hidden Markov Models. Incorporating such techniques into the reputation model is also possible, and may be useful to identify correlations or discrepancies in a reputation source's reliability over time. However, in many cases, we believe that the extra complexity of a dynamic reputation model may not be necessary. Instead, it is sufficient for the reputation model to refer to the current beliefs encoded in each agent's confidence model, which may nevertheless be based on past experiences. Intuitively, this means that reputation sources will be judged only on their latest opinions about each trustee, which is exactly the approach taken by many other trust models, including BLADE and Vogiatzis et al.'s approach [72] .
Modelling Contextual Information Finally, another significant possibility is the use of more detailed contextual information. Currently, in HABIT, group behaviour can only be accounted for by assigning agents to a single group, or to fixed groups based on external factors. However, Rettinger et al. [58, 59] have shown how hierarchical Bayesian models can be used to assign more weight to prior experience of interactions with trustees that has taken place in a similar context to the current decision being made. For example, the advertised cost of a product, the time of year, or the point of origin are all factors that could potentially affect trust and can be accounted for using their model. Although this work does not account for reputation, it has significant synergy with the approach taken in HABIT, and so there is the potential to combine the two approaches to bring to bear a wide range of information to predict a trustee's performance.
