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Resumen
En este trabajo se hace un análisis preliminar del error del método de mínimos cuadrados
aplicado en una nueva forma algebraica a determinada ecuación integral.
Abstrac
In this work a preliminary analysis of the error of the method of applied least square is
made in a new algebraic form to certain integral equation.
Palabras claves: ecuaciones integrales, ecuación integral de Fredholm interpolación,
trazadores cúbicos, mínimos cuadrados.
1.1 Fundamentos del método.
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El método de mínimos cuadrados aplicado a las ecuaciones integrales consiste en lo sigu-
iente. Sea dada la ecuación integral de Fredholm de primer tipo
∫ b
a
K(s, t)ϕ(t)dt = f (s) (1.1)
que en forma de operador se escribe
Aϕ(t) = f (s)
Tomando ϕ˜(t) , un valor aproximado de ϕ(t), representado mediante la combinación lineal
de una base de funciones





a jϕ j(t) (1.2)








a j ≈ f (s)
Determinemos los coeficientes a j ( j = 1,2, · · · ,n) de forma que minimicen la función









K(s, t)ϕ j(t)dt a j− f (s)
]2
ds
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K(s, t) f (s)ϕi(t)dtds, i = 1,2, · · · ,n
Desarrollemos esta técnica para el mismo tipo de ecuación integral pero ahora basándonos
en su forma de operador.
Como anteriormente se explicaba la forma de operador de la ecuación integral es
Aϕ = f (s)





a jϕ j(t)≈ f (s)
Aplicando el método de mínimos cuadrados a esta expresión aproximada de la ecuación
integral en forma de operador obtenemos








a jϕ j(t)− f (s)
]2
ds










Aϕ ja j− f (s)
]
[Aϕi]ds = 0






[Aϕ j] [Aϕi]dsa j =
∫ b
a
Aϕi f (s)ds, i = 1,2, · · · ,n (1.3)
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es decir, hemos obtenido un sistema de ecuaciones lineales de orden n×n cuyas incógnitas








entonces el sistema adquiere la forma Aa = f donde a = (a1, · · · , an) , f = ( f1, · · · , fn)
y A = (ai j) (i = 1,2, · · · ,n; j = 1,2, · · · ,n).
1.2 Mínimos cuadrados con spline lineal
Consideremos a = 0 y b = 1 en (1.1), particionemos el intervalo [0,1] en la forma
0 = t1 < t2 < · · ·< tn = 1 (1.4)
sea hi = ti+1− ti para todo i y definamos las funciones base
ϕ1(t), ϕ2(t), · · · , ϕn(t)
mediante la siguiente expresión
ϕi(t) =

0, 0≤ t ≤ ti−1
t− ti−1
hi−1
, ti−1 < t ≤ ti
ti+1− t
hi
, ti < t ≤ ti+1
0, ti+1 < t ≤ 1
para cada i = 1,2, · · · ,n.
Dadas las consideraciones anteriores búsquemos la expresión del sistema de ecuaciones
(1.3) y su solución para el siguiente caso particular de ecuación integral
∫ 1
0
(s2 + t)ϕ(t)dt = s2
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donde s2 + t es el núcleo K y s2 es el término independiente f .
Primeramente determinemos los coeficientes y términos independientes del sistema (1.3)
para este ejemplo, o sea, calculemos ai j y fi .

















A continuación se sustituyen las expresiones de K(s, t) , f (s) y ϕi(s) dadas y se hallan los
























Desarrollando el producto subintegral en ambos sumandos, aplicando las propiedades de
suma de integrales y operando en cada paso de acuerdo a las relaciones que se establecen












teniendo en cuenta el caso particular seleccionado y sustituyendo el resultado anterior en
la ecuación (1.5) se obtiene































extrayendo fuera de la integral las constantes y multiplicando el producto subintegral se
obtiene la siguiente expresión
ai j =





t j−1 + t j + t j+1
9 +
+
ti−1 + ti + ti+1
9 +




que depende de hi, h j, i = 1,2, · · · ,n−1; j = 1,2, · · · ,n−1




ti−1 + ti + ti+1
9 +
t j−1 + t j + t j+1
9 +
+
(ti−1 + ti + ti+1)(t j−1 + t j + t j+1)
9
luego,
ai j = Γ(hi,h j)
(hi +hi−1)(h j +h j−1)
4
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Si la partición (1.4) es definida con nudos igualmente espaciados, o sea,
hi = ti+1− ti = h, para todo i = 1,2, · · · ,n−1
entonces




ti + t j
3 + tit j
]
(1.8)
luego, si desarrollamos esta expresión teniendo en cuenta que tk = kh , para todo k =
1, · · · ,n , resulta que ai j es un polinomio en h de grado 4.











K(s, t) f (s)ϕi(t)dtds, i = 1,2, · · · ,n









ds, i = 1,2, · · · ,n
A continuación se sustituyen el resultado (1.6) y las expresiones de K(s, t) , f (s) y ϕi(s)
dadas al inicio de esta sección en la ecuación anterior resultando
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.
Si la partición (1.4) es definida con nudos igualmente espaciados, o sea,













ti−1 + ti + ti+1
9
luego,
fi = ϒ(hi) (hi +hi−1)2





(hi +hi−1)(h j +h j−1)
4




donde i = 1,2, · · · ,n y j = 1,2, · · · ,n.
Tomando una partición con nudos igualmente espaciados (longitud de los subintervalos
igual h) se elaboró un programa en el lenguaje de programación C++ que procesa el cálculo
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de los coeficientes del sistema (1.10) para el ejemplo tratado y la solución de dicho sistema
por el método de Gauss. Los resultados del procesamiento de los datos por el programa se
listan a continuación.
El sistema que resulta de aplicar mínimos cuadrados es:
0.0268229a1 +0.0359375a2 +0.0450521a3 +0.0541667a4 = 0.0177083
0.0359375a1 +0.0489583a2 +0.0619792a3 +0.075a4 = 0.0229167
0.0450521a1 +0.0619792a2 +0.0789063a3 +0.0958333a4 = 0.028125
0.0541667a1 +0.075a2 +0.0958333a3 +0.0116667a4 = 0.0246528,





Si sustituimos los valores de a j ( j = 1,2,3,4) y la expresión del spline lineal ϕ j ( j = 1,2,3)
en la ecuación (1.2) obtendremos la solución aproximada del ejemplo planteado.
1.3 Análisis del error





aiϕi(s) = ϕ(s)− ϕ˜(s)
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donde E(s) es el error del método.
Según [5]




f ϕ1(s) · · · ϕn(s)




























an1 · · · ann
∣∣∣∣∣∣∣
aplicando módulo a ambos miembros obtenemos
|ϕ(s)− ϕ˜(s)|= |E(s)|
Por la desigualdad de Hadamard para cualquier matriz



















En este caso nuestra matriz es
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B = (bi j)n+1× n+1
entonces se cumple para B la desigualdad de Hadamard, o sea, se cumple que
|det B| ≤



















Además tomemos ϕ(t) y f (s) de forma que estén acotados, esto es, ϕ(t)≤ 1 y f (s)≤M .




Calculemos el det B . Procedamos primero a determinar la expresión de cada factor sub-
radical en (1.11).

















2(ti−1 + ti + ti+1)
45 +
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+
(ti−1 + ti + ti+1)2
81 +








t j−1 + t j + t j+1
9 +
+
(ti−1 + ti + ti+1)
9 +
(ti−1 + ti + ti+1)(t j−1 + t j + t j+1)
9
]2}




2(ti−1 + ti + ti+1)
45 +
(ti−1 + ti + ti+1)2
81 +
+








t j−1 + t j + t j+1
9 +
(ti−1 + ti + ti+1)
9 +
(ti−1 + ti + ti+1)(t j−1 + t j + t j+1)
9
]2}
para una partición con nudos igualmente espaciados (longitud de los subintervalos igual a
h ), teniendo en cuenta que tk = kh , k +1, · · · ,n , esta expresión resulta un polinomio en h





a2i j = Ω(hi,h j)
(hi +hi−1)2
4
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Un caso particular de este resultado se tiene para una partición con nudos igualmente es-



























donde el miembro derecho es un polinomio en h de grado 8.
Sustituyendo (1.13) y (1.14) en (1.11) se obtiene
|det B| ≤











































Calculemos el det A para una partición con nudos igualmente espaciados (longitud de los
subintervalos igual a h ). Efectuando el desarrollo en menores obtenemos la suma de n!
combinaciones de sus elementos,
det A = a11a12a13 · · ·a1n +a21a22a23 · · ·a2n +
+a31a32a33 · · ·a3n + · · ·+an1an2an3 · · ·ann
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Cualesquiera de las combinaciones cumple que es distinta de cero pues teniendo en cuenta
que tk = kh , k = 1, · · · ,n y sustituyendo i, j arbitrarios en (1.8) resulta ai j 6= 0, ∀h 6= 0.
Tomando una de estas combinaciones, por ejemplo
a11a22a33 · · ·ann,
y teniendo en cuenta que ai j en (1.8) es un polinomio en h a lo sumo de grado 4, cuya
expresión general es (1.7), resulta un polinomio en h de grado 4n cuando más, o sea
a11 = h4 + 23 h
3 + 15 h
2,
a22 = 4h4 + 43 h
3 + 15 h
2,





an−1,n−1 = (n−1)2h4 + 2n−23 h
3 + 15 h
2,
ann = n
2h4 + 2n3 h
3 + 15 h
2
y



















(n−1)2h4 + 2n−23 h
3 + 15 h
2][n2h4 + 2n3 h3 + 15 h2]
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luego en el denominador de (1.12) obtenemos un polinomio en h de grado 4n a lo sumo,




Desarrollando la expresión bajo el radical de la ecuación (1.15) y aplicando la propiedad

























El producto de los n polinomios bajo el radical genera un polinomio de grado 8n , lo










La espresión en el numerador de (1.12) es un infinitesimal de orden superior al denominador
y por tanto el error E(s) tiende a 0 cuando h tiende a 0 . Entonces la solución aproximada
del tipo de ecuación integral tratado representa con un orden determinado de convergencia
la solución exacta.
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