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Abstract
Iterative methods have become a hot topic of research in computed tomography
(CT) imaging because of their capacity to resolve the reconstruction problem from a
limited number of projections. This allows the reduction of radiation exposure on pa-
tients during the data acquisition. The reconstruction time and the high radiation dose
imposed on patients are the two major drawbacks in CT. To solve them effectively we
adapted the method for sparse linear equations and sparse least squares (LSQR) with soft
threshold filtering (STF) and the fast iterative shrinkage-thresholding algorithm (FISTA)
to computed tomography reconstruction. The feasibility of the proposed methods are
demonstrated numerically.
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1. Introduction
In Computer Tomography (CT) imaging, a set of projections taken with a scanner
is used to reconstruct the internal structure of an object. Analytical methods based on
the inverse Fourier transform require the complete data collection which is not always
possible to obtain(Deans, 2007; Herman, 2009). Also, they do not provide the optimal
reconstruction in images with noise (Wang et al., 2008).
Iterative algorithms have drawn much attention in medical imaging because of their
capacity to solve the reconstruction problem from a limited number of projections, also
known as few-view reconstruction (Beister et al., 2012; Zhao et al., 2013; Flores et al.,
2013, 2014; Donoho, 2006; Yu and Wang, 2010; Yu and Zeng, 2014). This allows the
possibility of reducing radiation exposure on patients during the data acquisition. Many
algorithms have been developed in the field of few-view CT image reconstruction. In
CT, it is common to find an incomplete set projections. In these cases, iterative methods
allow to reconstruct images with higher contrast and precision in noisy conditions from a
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small number of projections and provide images with better quality. However, the major
drawback of these methods is given by their high computational cost.
A diagnosis based on CT is fundamental for the detection of abnormal tissues by
different attenuation of X-rays, which, frequently, are not clearly distinguished by radi-
ologists. However, excessive X-ray radiation exposure is undesirable. In this work, we
study CT image reconstruction using few number of projections to be able to reduce the
absorbed radiation dose by the patient.
Inspired by these methods and with the aim of reducing computational cost while pre-
serving the quality of the reconstructed image, we propose a method based on LSQR(Paige
and Saunders, 1982) with STF (Yu and Wang, 2010) (soft threshold filtering) and the
FISTA (fast iterative shrinkage-thresholding) algorithm (Beck and Teboulle, 2009).
The paper is organized as follows: in section Methods, relevant mathematical aspects
of the methods used are presented, as well as how the CT data was acquired, and the
metrical measures employed in the study. After that, we describe the methodology used
to carry out a quantitative analysis and present results of the implementation of these
algorithms. Finally, we summarize our conclusions.
2. Methods
Algebraically, the reconstruction problem from a limited number of projections is
reduced to solving a linear system of the form Ax = b, where b = [b1, b2, ..., bM ]
T ∈ RM
is a column vector containing the M obtained projections (number of rays × number
of views), x = [x1, x2, ..., xN ]
T ∈ RN is the image to be reconstructed where N is the
number of pixels, and A = (aij) ∈ RMxN is the system matrix which represents the
forward projection. In this approach, to reconstruct the internal structure of an object
is equivalent to solving equation above in terms of measured projections.
LSQR solves the system equation by minimizing ‖b − Ax‖2 within a sequence of
Krylov subspaces (Golub and Kahan, 1965). This technique generates a sequence of
approximations {xk} such that the residual norm ‖rk‖2, where rk = b− Axk, decreases
monotonically.
With the aim of eliminating undesired artifacts and preserving the edge structure of
the object, we adopted a soft threshold filtering (STF) approach for reconstruction from
a limited number of projections (Yu and Wang, 2010). While the STF technique helps
to preserve the edge data structure of the object, the FISTA algorithm introduces new
directions of the solution that are used by LSQR to accelerate the convergence and to
improve the image quality. This technique is similar to (Beck and Teboulle, 2009).
Our method combines LSQR with STF and FISTA. As we mentioned above, this
combination speedups the convergence process and eliminates undesired artifacts.
To evaluate the performance of the algorithms the following quality metrics are em-
ployed: Mean Absolute Error (MAE), Mean Square Error (MSE), Peak Signal-to-Noise
Ratio (PSNR), and Structural SIMilarity (SSIM).
PSNR is used to measure noise reduction and MAE is used for the preservation of the
signal. To define the PSNR, we need to calculate the MSE, which gives a more complete
idea of the overall error.
Lastly, the SSIM score of the entire image is computed by simply averaging some
measured properties of the image. SSIM scores are much more consistent than the MSE
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Table 1: Evaluation of the reconstruction with LSQR-STF-FISTA employing 45 views after 2000 itera-
tions
Noise-free Gaussian (0.01) Gaussian (0.05) Gaussian (0.1)
MAE 0.0003 0.0021 0.0100 0.0188
MSE 0.0000 0.0000 0.0001 0.0006
PSNR 69.026 51.209 37.839 32.200
SSIM 0.9997 0.9601 0.6895 0.6035
scores relative to visual perception, and its maximum value is 1, achieved only if the two
compared images are the same.
To determine the optimal parameters of the proposed method we performed simula-
tions with the FORBILD head phantom. The FORBILD head phantom is a sophisticated
mathematical phantom widely seen as an adequate gold standard (Yu et al., 2012). We
generated projections of a typical slice of the phantom of size 256× 256 using a CT with
1025 virtual detectors. The pixel size of the reconstructed image would be 0.1× 0.1cm2.
The radiation source takes a projection for each degree of rotation. Subsets of 36, 45,
90, and 180 projections are composed from the 360 obtained projections. Some Gaus-
sian noise (variance set to 0.01, 0.05, and 0.1) is added to the projections to test the
reconstruction capacity of the described methods.
3. Results and Discussion
The evaluation performed seeks to compare the different methods of reconstruction
(LSQR, LSQR-STF, and LSQR-STF-FISTA) using different collections of projections
that vary in number of projections and noise acquired. The comparison is made using
the previously described quality metrics.
Figure 1 shows the reconstruction results in terms of PSNR scores, comparing the
different methods and using different number of views (180, 90, 45, and 36). LSQR needs
a higher number of iterations to obtain good results. LSQR-STF and LSQR-STF-FISTA
improve convergence, achieving good PSNR scores even with fewer views. Among the
considered methods, FISTA is the only one that get good enough results with 45 and
36 views. The fewer the number of views, the worse the results are, and the slower the
convergence.
Table 1 shows the results of reconstruction with the different collections of 45 views
(noise-free and Gaussian noise). The SSIM obtained with the noise-free projections
indicates an almost perfect reconstruction, and a very good reconstruction with little
Gaussian noise (variance = 0.01).
Despite the numerical results seems to be not very promising for high-variance noise,
the reconstructed images are sufficiently clear to distinguish the different structures of
the phantom. In presence of low-variance noise the reconstruction is free of artifacts,
achieving a high-quality image.
4. Conclusions
It has been tested the LSQR method in combination with the STF technique and the
FISTA algorithm in the reconstruction of images from 36, 45, 90, and 180 views using
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Figure 1: Comparison between methods, for each collection of noise-free projections (180, 90, 45, and
36 views)
Noise-free Gaussian (0.01) Gaussian (0.05) Gaussian (0.1)
Figure 2: Images reconstructed by LSQR-STF-FISTA using 45 views after 2000 iterations from noise-
free projections (first row), and projections with Gaussian noise (variance equal 0.01, 0.05, and 0.1 in
following rows).
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noisy-free projections showing better results than LSQR-STF and LSQR alone: values
of PSNR above 80 for 180 and 90 projections, and above 50 for 45 and 36 projections.
Comparing the obtained results, it is observed that the reconstructions from 180 views
after 400 iterations have a good quality, with a PSNR near 85. The reduction of views
to 45 and even to 36 is possible especially if the projections are noise-free, leading to a
reconstruction without or few artifacts.
In presence of noise the reconstruction is possible using the LSQR-STF-FISTA method.
Low noise signals can be almost suppressed, obtaining a SSIM of 0.96. Higher signals do
not prevent the reconstruction, and the phantom structures are visible, although possibly
blurred (SSIM below 0.70).
The possibility of reconstructing images from a limited number of projections allows
a reduction of time in the data acquisition process, as well as the radiation exposure in
the patients.
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