Unlike in most written languages, where words are separated by spaces, spoken language contains no such consistent cues to word boundaries. For example, silences in speech frequently occur within words rather than only occurring at word boundaries (Cole & Jakimik, 1980; Lehiste, 1972; Nakatani & Dukes, 1977) . Therefore, speech comprehension necessarily entails a process of segmenting continuous speech into words. The current study employed the precise temporal resolution of eventrelated potentials (ERPs) to investigate the time course of segmentation based on prosodic cues not immediately adjacent to ambiguous word boundaries.
Prior work demonstrates that listeners can use a wide variety of cues to segment speech, including statistical regularities (Saffran, Aslin, & Newport, 1996) , phonotactics (Mattys, Jusczyk, Luce, & Morgan, 1999 ) and constraints on possible words (Norris, McQueen, Cutler, & Butterfield, 1997) . In addition, listeners interpret prosodic cues occurring on or around a potential word boundary as signalling that boundary (Cutler & Butterfield, 1992; Salverda, Dahan, & McQueen, 2003; Salverda et al., 2007) .
Two widely studied prosodic cues to word boundaries are metrical stress and duration. Stressed syllables in English are produced with longer durations and greater intensity than unstressed syllables (Beckman, 1986; Fry, 1955) . Postulating a word boundary before a stressed syllable is an advantageous segmentation strategy; for example, 81% of words in the CELEX corpus (Baayen, Piepenbrock, & Gulikers, 1995) are stress-initial (Vroomen & de Gelder, 1995) . Moreover, Cutler and Norris (1988) estimated that 85-90% of content words in everyday English speech have initial stress. Evidence shows that native English speakers use this consistency and interpret stressed syllables as word onsets (cf. Cutler & Butterfield, 1992; Cutler & Norris, 1988) .
Durational cues are exemplified by the fact that syllables are lengthened in certain positions. For example, the syllable 'ham', produced as a monosyllabic word, is typically longer than the syllable 'ham-' produced as the initial syllable of 'hamster'. Salverda et al. (2003) demonstrated, using eye-tracking, that listeners use syllable duration to determine whether those sequences are monosyllabic (as opposed to disyllabic) words. When listeners heard tokens of 'hamster' with the syllable 'ham-' spliced from the word 'ham', they made more early looks to a picture of a ham than a picture of a hamster, indicating that the longer version of 'ham' was interpreted as preceding a word boundary. In follow-up work, Salverda et al. (2007) demonstrated that listeners also use segment length to determine the location of prosodic phrase boundaries. Listeners viewed a display with pictures of a cat, a cap and a captain, while listening to sentences in which the target word 'cap' was phrasemedial or phase-final. Eye-tracking results demonstrated that when 'cap' was in phrase-final position, the monosyllabic word 'cat' was a stronger competitor for the target 'cap' than when it was in phrase-medial position. Conversely, the disyllabic word 'captain' was a stronger competitor for 'cap' when 'cap' was in phrase-medial as opposed to phrase-final position, demonstrating that listeners are aware that 'cap' is longer in phrase-final position than in phrase-medial position and can use this information for segmentation.
The findings described earlier demonstrate segmentation effects of prosodic cues occurring at the location of a word boundary. Dilley and colleagues (Brown, Salverda, Dilley, & Tanenhaus, 2011; Dilley, Mattys, & Vinke, 2010; Dilley & McAuley, 2008; Dilley & Pitt, 2010) have demonstrated that speech segmentation is also influenced by distal prosodic cues (i.e., cues not directly adjacent to the location of the potential word boundary). In particular, Dilley and colleagues reported support for a perceptual grouping hypothesis, whereby repeating prosodic patterns of pitch and/or duration distal from the to-be-segmented acoustic material influence how syllables were grouped into words in a manner consistent with general principles of auditory perceptual organisation (cf. Handel, 1989) .
In one series of experiments Dilley & McAuley, 2008) , participants listened to sequences of eight syllables where the last four syllables could be segmented in one of two ways. For example, in the sequence banker helpful /taɪ mɚ dɚ bi/, the final four syllables could be interpreted as timer derby or as tie murder bee. The pitch and duration of the first five syllables were manipulated via resynthesis to create two conditions. In the monosyllabic condition, the first five syllables were manipulated to induce listeners to segment the last four syllables with a monosyllabic final word (e.g. tie murder bee). In the disyllabic condition, the first five syllables were manipulated to induce listeners to segment the last four syllables with a disyllabic final word (e.g. timer derby; a similar manipulation is shown in Figure 1) . Critically, the final three syllables were acoustically identical across conditions, but the listener's interpretation of the segmentation of these syllables varied depending on the distal prosody of the first five syllables.
In the disyllabic condition (Figure 1 , top), the first two words banker and helpful were produced with rising pitch, with a low tonal target on the first syllable, and a high target on the second syllable. Listeners' knowledge of the strong-weak stress pattern of these words was predicted to induce them to interpret the low tonal target as a stressed syllable, and the high target as an unstressed syllable. The perceptual grouping hypothesis predicted that listeners would perseverate in their interpretation of the low target as a stressed syllable, thereby interpreting /taɪ/ and /dɚ/ as Figure 1 . Explanation of the acoustic manipulation applied to the target syllable sequences. The two waveforms and associated pitch tracks show how the Disyllabic (top) and Monosyllabic (bottom) contexts were created by varying the fundamental frequency (F0) of the first five syllables, and the duration of the fifth syllable; the acoustic characteristics of the final three syllables were held constant. The words in all caps indicate the predicted segmentation of the final four ambiguous syllables. The highlighted region indicates the sections of the waveforms which are acoustically identical across conditions. See the text for more information. word onsets, segmenting the final four syllables as timer derby. An additional cue to this segmentation pattern is the fact that the stressed syllables /taɪ/ and /dɚ/ occur at regular temporal (i.e., perceptually isochronous) intervals.
The opposite pattern held in the monosyllabic condition (Figure 1, bottom) . Falling pitch was imposed on the first two words, banker and helpful, such that there was a high tonal target on the first syllable and a low tonal target on the second syllable. Listeners' knowledge of these words was expected to lead them to interpret the high tonal target as stressed and the low target as unstressed. Once again, the perceptual grouping hypothesis predicted that listeners would perseverate in how the syllables are grouped into words, such that they would be more likely to interpret /taɪ/, /mɚ/ and /bi/ as word onsets, thereby segmenting the final four syllables as tie murder bee. In addition, the fifth syllable /taɪ/ was lengthened such that, as in the disyllabic condition, word onsets occurred at regular temporal intervals Supporting the perceptual grouping hypothesis, participants reported hearing a disyllabic final word more often in the disyllabic condition than in the monosyllabic condition (93% vs. 35%; ; see also Dilley & McAuley, 2008) . In sum, the results from this and other studies show that distal prosody can influence segmentation decisions (Brown et al., 2011; Dilley & Pitt, 2010; Reinisch, Jesse & McQueen, 2011a , 2011b .
This line of research raises the question of when distal prosody affects speech segmentation. One possibility is that distal prosody allows listeners to make predictions about where word boundaries are likely to occur that then influence early perceptual processing. A second possibility is that distal prosody affects lexical access, influencing the competition between possible lexical items in a manner that affects later post-perceptual processing. Salverda et al. (2003) suggests that some prosodic cues are used early in processing, demonstrating that local duration cues influence eye movements within the first 100 ms after word onset.
Most relevant here is a recent study by Brown et al. (2011) who demonstrated an online effect of distal prosody using an eye-tracking paradigm. Subjects heard sentences like 'Heidi sometimes saw that panda in the city zoo'. The acoustic characteristics of the final portions of sentences (e.g., 'that panda in the city zoo') were constant across conditions; however, the initial five syllables (e.g., 'Heidi sometimes saw') were manipulated to induce listeners to perceive prosodic phrase boundaries at different places in subsequent material. In one condition, these syllables were resynthesised with a repeating low-high tonal pattern such that low targets were aligned with 'Hei', 'some' and 'saw', and high targets were aligned with 'di' and 'times'. In the other condition, these syllables were resynthesised with a repeating high-low tonal pattern such that high targets were aligned with 'Hei' and 'some', and low targets were aligned with 'di' and 'times'. Moreover, the syllable 'saw' was lengthened and resynthesised with a falling high-low tonal pattern. These two patterns are very similar to those presented in Figure 1 , with the first resynthesis reflected in the top panel, and the second reflected in the bottom panel. In the former case, listeners were expected to perceive phrase boundaries at the lexical boundaries of the critical word (e.g. |panda|, where '|' indicates a prosodic phrase boundary); in the latter case, listeners were expected to perceive a boundary in the middle of the critical word (e.g. pan|da). Consistent with predictions, analyses of fixation patterns from 200 to 566 ms after the onset of the target word (i.e., from the earliest point at which signal-driven fixations were expected, until 200 ms after the mean offset of the embedded word) revealed more looks to a picture of the competitor ('pan') in the latter condition than in the former condition. These results indicate that when the distal prosody induced listeners to perceive a prosodic phrase boundary after 'pan-', listeners also postulated a word boundary at that point.
Additional evidence for the early use of distal prosodic cues in segmentation comes from Dilley et al.'s (2010) study. In a cross-modal identity priming task, listeners heard a string of lexical items ending in syllables that could be segmented as a disyllabic or monosyllabic final word (e.g., 'turnip' vs. 'nip'). Following the ambiguous auditory string, listeners performed lexical decision on a visually presented target. Results demonstrated that the distal prosodic manipulation influenced lexical decision times within the first 1000 ms after visual presentation; reaction times were faster for the visual target that matched the auditory word supported by the distal prosody.
These studies provide evidence that prosody has an online effect on speech segmentations. However, there are at least two reasons why it is unclear whether the observed effects are the result of listeners making predictions about word boundary locations before or after lexical access. First, effects in eye movement studies are quantified with respect to how likely participants are to look at a target object compared to a competitor object in a visual display. For example, Brown et al. (2011) measured how likely participants were to look at a target picture of a panda compared to a competitor picture of a pan. In order to decide whether to look at either of these objects, participants have to hear at least part of the target syllable 'pan-', meaning that the earliest effects are observable only after the listener has engaged in some level of lexical processing. Second, any effect of context on eye movements is constrained by the time necessary to programme an eye movement, estimated to take between 100 ms (Altmann, 2011) and 200 ms (Allopenna, Magnuson, & Tanenhaus, 1998; Matin, Shao, & Boff, 1993) . Therefore, the most conservative estimate of the time course of the effects observed in Brown et al.'s (2011) study is that distal prosody could be affecting segmentation decisions anywhere from immediately at the word onset through the end of the embedded competitor word (i.e., from 0 ms after the onset of the embedded word in Brown et al.'s stimuli until an average of 366 ms after this onset). The cross-modal identity priming study performed by raises similar questions; some lexical material must have been heard before an effect could be observed, and the precise time-course of segmentation of speech into words cannot be determined in this paradigm.
To address these questions related to the time-course of effects of distal prosody on speech segmentation, the current study used an event-related potential (ERP) paradigm, which allows for greater temporal resolution of segmentation effects than eye-tracking or lexical decision tasks. Specifically, ERPs have the potential to show differences in the perceptual processing of target syllables before any lexical access has taken place.
Spoken words (and sounds, more generally) elicit a sequence of peaks in the ERP waveform, which can be classified as early (i.e. perceptual) or late (i.e., postperceptual). In the first 200 ms after stimulus onset, sounds typically elicit a first positive peak (P1) between 50 and 90 ms, a first negative peak (N1) between 100 and 150 ms, and a second positive peak (P2) between 150 and 200 ms. The amplitude and latency of these peaks depend on several factors, including the abruptness and intensity of the sound onset, and the density of the sound environment (Näätänen & Picton, 1987) .
Auditory evoked potentials in the first 200 ms after onset also vary in amplitude depending on a listener's state. For example, the amplitude of the N1 deflection relative to a pre-stimulus baseline or the amplitude of the P1-to-N1 deflection (i.e., the difference in amplitude between the P1 and the N1) is typically larger for sounds presented from attended compared to unattended locations (Hansen, Dickstein, Berka, & Hillyard, 1983; Hillyard, Hink, Schwent, & Picton, 1973) . Further, when a rapidly changing stream of sound, such as speech, is presented from a single location, sequence onsets such as the initial segments of words elicit a larger amplitude P1-to-N1 deflection relative to similar event onsets that do not begin a new sequence within the larger continuous stream (Abla, Katahira, & Okanoya, 2008; Sanders, Ameral, & Sayles, 2009; Sanders & Neville, 2003; Sanders, Newport, & Neville, 2002) . In many of these studies, participants heard sequences of syllables, tones or non-verbal sounds with no acoustic markers (e.g., silence) to indicate sequence boundaries. Therefore, participants could only segment the stream after learning the items based on distributional cues (e.g., Abla et al., 2008) or explicit training (e.g., Sanders et al., 2002 Sanders et al., , 2009 . In a study of tone segmentation, Abla et al. (2008) observed larger N1s to the initial tone in three-tone sequences than to the medial or final tones in listeners who demonstrated learning most of the sequences on behavioural tests. Sanders et al. (2009) found a similar effect for the initial segments of non-verbal sound sequences in listeners explicitly taught to recognise the sequences. Studies of syllable segmentation have revealed similar results. For example, Sanders et al. (2002) demonstrated a larger P1-to-N1 deflection in response to the onsets of sequences of nonsense syllables after training as compared to before. In addition, Sanders and Neville (2003) observed larger amplitude P1-to-N1 deflections to word-initial syllables (decisive) compared to non-initial syllables (pedestrians) in natural speech.
Importantly, previous ERP studies of speech segmentation have demonstrated larger N1 or P1-to-N1 amplitudes in response to word-initial syllable onsets compared to word-medial syllable onsets regardless of the segmentation cues that are available. The ERP effects were similar in timing, distribution and amplitude when listeners were processing sentences that sounded like their native language but included only non-words (Sanders & Neville, 2003) and when listeners were processing a newly learned, six-word artificial language with no acoustic cues associated with word boundaries (Sanders et al., 2002) . That is, the effects of segmentation on early perceptual processing of word onsets were identical when only acoustic segmentation cues were available and when only lexical segmentation cues were available. If this ERP effect were specific to segmentation itself, we would expect it to differ depending on which cues are available to the listener.
The fact that the N1/P1-to-N1 effect observed in these studies does not differ across cues suggests that it reflects a more general cognitive process. Indeed, Astheimer and Sanders (2009) argue that this general cognitive processing difference for word and syllable onsets is selective attention. They demonstrated that auditory probes presented concurrently with a speech stream elicit larger amplitude N1s when played during the first 150 ms of a content word compared to either the 150 ms preceding a content word or during random control times. From this result, they concluded that listeners direct attention to the initial portions of words in continuous speech, and this increased attention results in a larger amplitude response to the sounds played at those critical times. Directing attention to the initial portions of words in continuous speech is an effective processing mechanism because onset segments are typically less predictable from the context than segments in the middle of a word (Connine, Blasko, & Titone, 1993; MarslenWilson & Zwitserlood, 1989) .
The amplitude of the P1-to-N1 deflection provides a tool for investigating the time course of distal prosodic influence on speech segmentation. If this effect is indeed indexing temporal attention then we expect differential effects for the final syllable of the stream contingent upon Language, Cognition and Neurosciencewhether the prior syllable had been perceived as the end of a word. Specifically, if listeners are using distal prosody to make predictions about upcoming word boundaries, syllables perceived as word onsets should elicit larger P1-to-N1 deflections than the same syllables perceived as word-final. As demonstrated, listeners were more likely to report hearing the disyllabic word derby following the manipulation in the top of Figure 1 , and the monosyllabic word bee after the manipulation in the bottom. We expect that these perceptual effects will translate into differences in P1-to-N1 amplitude. For example, listeners who have heard the words tie and murder have no basis for predicting which segments they will hear next, and so would be more likely to direct attention to the upcoming syllable, resulting in a larger P1-to-N1 deflection. On the other hand, listeners who have heard the word timer followed by the syllable der could predict that the next syllable is likely to be by to complete the word derby, and would not have to direct as much attention to the sounds of the final syllable. Indeed, recent evidence shows that the N1 word-onset effect is eliminated when listeners can predict which word is going to be heard next based on the context (Astheimer & Sanders, 2011) .
On the other hand, if distal prosody is only affecting later processing, reflecting the output of, rather than the input to lexical competition, then differences based on distal prosody will be evident only in later portions of the waveform. Previous studies have also observed segmentation effects on the N400, a negative-going deflection between 300 and 500 ms after word onset. Unlike the early P1-to-N1 deflection, the N400 is thought to index post-perceptual processing. Specifically, the N400 has been shown to index the difficulty of lexical access, as it is larger when the target word is semantically anomalous given prior context (Kutas & Federmeier, 2011) . Many of the studies reporting larger P1-to-N1 deflections to sequence onsets compared to sequence-medial segments have also reported larger N400s to onsets, which has been proposed to index the amount of learning and the ease with which sequences were matched onto stored representations (Abla et al., 2008; Cunillera, Toro, Sebastián-Gallés, & Rodríguez-Fornells, 2006; Cunillera et al., 2009; de Diego Balaguer, Toro, Rodriguez-Fornells, Bachoud-Lévi, & Marcus, 2007; Sanders et al., 2002) . Since lexical access is more likely to be time-locked to word onsets than to syllable onsets, we predict larger N400s to syllables that, on the basis of distal prosody, are predicted to be perceived as word-initial.
Method Participants
Thirty-two participants completed the experiment; 28 participants (15 female; average age: 21.3 years) contributed data to the reported analyses. All were selfreported right-handed native speakers of English, with normal hearing and normal or corrected-to-normal vision, who were not taking psychoactive medications and were without known neurological deficits. Of the four participants excluded, one was due to a coding error, while the other three were excluded due to the presence of high frequency noise in their raw electroencephalogram (EEG) recording. All participants provided informed consent and received $10/hour for their participation.
Materials
One hundred and four eight-syllable experimental item sequences were constructed. The first four syllables were always two primary stress-initial words with unambiguous lexical structure (e.g., banker helpful). The final four syllables had ambiguous lexical organisation such that they could form either a sequence of three words ending in a monosyllabic word (e.g., tie murder bee), or two disyllabic words (e.g., timer derby). The syllables were selected so that all possible disyllabic words formed by the eight syllables would have stress on the first syllable. A full list of items can be found in Appendix 1.
All items and a set of fillers were recorded as connected monotone speech by author M.B. Stimuli were recorded onto SONY MiniDisc in a sound-attenuated chamber using a Shure SM10 head-mounted microphone and a Rolls MP13 Mini-Mic preamplifier at a rate of 22 kHz with 24-bit resolution. From these recordings, resynthesised stimuli were created using the pitch-synchronous overlap-and-add (PSOLA) algorithm (Moulines & Charpentier, 1990) as implemented in Praat (Boersma & Weenink, 2002) . For filler items, only the pitch was manipulated for each sequence following the method described later. For experimental items, the duration and pitch of the first five syllables were manipulated to induce the percept of either a monosyllabic or disyllabic final word following the method described in Dilley et al.'s (2010; see Figure 1 ) study.
The disyllabic conditions were created first. The intonation of the first four syllables (i.e., first two words) was manipulated so that each word had a low target pitch on the first syllable and a high target pitch on the second (i.e., rising pitch across the entire word). The fifth syllable was given a flat low pitch. High targets were set at 275 Hz; low targets were set at 175 Hz. High and low points or regions corresponding to targets were connected with straight line interpolations. The final three syllables were resynthesised with high, low and high targets, respectively. The average length of disyllabic stimuli was 4070 ms (SD = 396 ms).
The monosyllabic stimuli were resynthesised from the disyllabic manipulations: the acoustic pattern of the final three syllables was identical across conditions. The first four syllables (i.e., first two words) were manipulated so that each word had a high target pitch on the first syllable and a low target pitch on the second (i.e., a falling pitch across the entire word). In addition, the fifth syllable was synthesised so that the first part of the vowel had a high target pitch and the second part had a low target pitch (i.e., a falling pitch across the syllable). The fifth syllable was also lengthened so that the entire syllable was comparable in length to the average duration of the first two words of the sequence; this was intended to create a perceptual impression of isochrony of the first three words, following the method of Dilley and McAuley (2008) . The final three syllables were unchanged, and therefore acoustically identical to those of the disyllabic condition. The average length of the monosyllabic condition was 4304 ms (SD = 385 ms). The average amount of lengthening of the fifth syllable was 234 ms (SD = 131 ms).
In order to keep participants from generating expectations about the presence or prosodic form of the experimental items, 200 fillers were constructed, consisting of sequences of alternating mono-and disyllabic words with unambiguous lexical structure. There were 50 fillers of 6, 7, 9 and 10 syllables each. For words which were nonfinal in each filler item, each word of the item incurred a pitch change, regardless of whether it was a monosyllabic or disyllabic word. There were four possible tonal patterns on the final word of each filler item: a sustained high target, a sustained low target, a falling pattern or a rising pattern. Each of the 50 filler items was paired with each of the four possible tonal patterns on the final word, for a total of 200 filler stimuli. The average length of the fillers was 4193 ms (SD = 825 ms).
For the purposes of time-locking the ERP waveforms to the onset of the critical words and syllables, two annotators identified the onset of every word of the fillers and items, and the final four syllables of the items. If these annotators did not agree on the location of an onset within 10 ms, author M.B. independently identified the onset. Out of 3243 total onsets, there were 69 onsets (approximately 2%) for which M.B.'s annotations failed to agree with any other annotator's location within 10 ms. Author L.D. annotated these onsets, and, if authors M.B. and L.D. did not agree within 10 ms, the onset was defined as the average of the two authors' annotations. There were 19 such cases (0.6% of onsets).
All experimental items and fillers were normalised to the same maximal intensity, and assigned to two experimental lists. The 104 experimental items were randomly divided in half. The disyllabic conditions from one half were assigned to List 1 and the monosyllabic conditions to List 2. For the second half of items, the monosyllabic conditions were assigned to List 1 and the disyllabic conditions to List 2. In this way, each of the two lists contained 52 items from each of the monosyllabic and disyllabic conditions and all 200 fillers. Participants were randomly assigned to one list, and lists were presented in a different random order for each participant.
Procedure
Participants were seated in a comfortable chair 150 cm from the computer monitor. A fixation cross appeared at the start of each trial and remained onscreen until the response cue appeared. After 1000 ms, the syllable sequence was played from two loudspeakers on either side of the monitor at an average intensity of 50-60 dBA measured at the location of participants. The response cue ('What was the last word you heard?') appeared 1000 ms after the onset of the final syllable of the sequence and remained onscreen until the participant responded. The participant's response was recorded with an Audio Technica ATR20 cardioid microphone positioned near the participant's head and digitised directly at a sampling rate of 22 kHz with 16-bit resolution.
An experimenter, listening through an intercom in the adjoining room, recorded the participant's response by pressing one of two keys on a button box, corresponding to a monosyllabic or disyllabic word response. After the experimenter responded, the participant saw the cue 'Ready?' and pressed a button to proceed to the next trial. Following the session, the participant's verbal responses were confirmed by a second listener who checked that the responses entered by the experimenter during the session matched the recorded responses. Any errors were corrected before the behavioural results were analysed.
Short breaks were offered approximately every 15 minutes. Participants were encouraged to ask for longer breaks as needed. The 104 items and 200 fillers were presented in random order in six blocks of 50-51 trials each. The entire experimental session took 2-2.5 hours to complete.
Continuous EEG was sampled at 250 Hz and a bandwidth of .01-100 Hz throughout the duration of the experiment from 128-channel HydroCel Geodesic Sensor Nets (Electrical Geodesics Inc., Eugene, OR). Impedance was brought below 50 kΩ at every electrode at the beginning of the experiment and maintained below 100 kΩ for the duration. The continuous EEG was divided into 900 ms epochs, from 100 ms before to 800 ms after the onset of a target.
EEG from individual trials was visually inspected and excluded from analysis if it contained eye blinks, eye movements, or other identifiable artefacts. Data from the remaining trials, regardless of the subjects' behavioural response, were averaged by subject and condition, rereferenced to the average of the two mastoid electrodes and corrected to a 100 ms pre-target baseline. Subjects included in the analysis contributed data from at least 25 out of 52 trials (M = 40.4; SD = 7) in each condition.
Analysis
Data from 72 electrodes were divided into 12 groups of 6 electrodes each based on scalp location. Data within each group of six electrodes were averaged and scalp position was treated as two factors in repeated-measures analysis of variances (ANOVAs): Anterior/Posterior position (AP) with four levels (anterior, anterior-central, central and posterior) and Lateral/Medial position (LM) with three levels (left, medial and right). Approximate locations of electrodes are included in the ERP waveform Figures (2-4) . Locations of electrode-position factors in the ANOVAs are included in Figures 2 and 4 . Mean amplitude measurements were taken at each group of electrodes in four time intervals to test for the hypothesised effects: 60-90 ms (P1), 120-150 ms (N1), 200-500 ms (N400) and 500-800 ms. To avoid effects of differences in pre-stimulus baseline amplitude on the high-frequency, low-amplitude ERP components used to index perceptual processing, mean amplitude in the second time window (120-150 ms) was subtracted from that in the first time window (60-90 ms), resulting in the P1-N1 deflection, similar to measurements taken in previous ERP segmentation studies (Sanders & Neville, 2003) . Average amplitude in each time range was entered into a 2 (Prosodic Context: Monosyllabic vs. Disyllabic) × 2 (Experimental List) × 4 (AP position) × 3 (LM position) repeated-measures ANOVA. Greenhouse-Geisser corrections were applied for comparisons that included factors with more than two levels. All significant main effects and interactions (p < .05) were further investigated with post hoc analyses. Only effects and interactions which involve the factor of Prosodic Context will be discussed. Experimental List never interacted with Prosodic Context, so will not be mentioned in the results.
Results

Behavioural
Participants produced the correct word to 97.8% (SD = 2%) of the filler items, demonstrating that they were engaged in the experimental task. The vast majority of incorrect responses were the same number of syllables as the correct word; however, on five occasions, participants produced a three-syllable word which was treated as incorrect. Participants responded that they heard a disyllabic item in the disyllabic condition 91.7% of the time (SD = 6%); they reported hearing a disyllabic item in the monosyllabic condition 69.0% of the time (SD = 15%), t subjects (27) = 2.31, p < .05, t items (103) = 8.21, p < .001. Signal detection measures d′ and c were used to separate participant's sensitivity to the distal prosody manipulation and any general tendency to make a disyllabic or monosyllabic response, respectively (MacMillan & Creelman, 1991) . For this analysis, disyllabic responses following the disyllabic context were hits, while disyllabic responses following the monosyllabic context were false alarms. Values of d′ across participants were reliably different from zero (M = .97, 95% CI = .77-1.17), confirming that participants were sensitive to the distal prosodic manipulation. With respect to response criterion, c, participants were found to be more likely to give a disyllabic response than a monosyllabic response (M = −1.03, 95% CI = −.88 to −1.17). The negative value of the criterion shows that, separate from the distal prosody effect, listeners had a general tendency to report a disyllabic final word. Participants in Experiment 1a in Dilley et al.'s (2010) study also showed a disyllabic bias reporting a disyllabic word 93% of the time when it appeared in a disyllabic context, but also reporting a disyllabic word 35% of the time in a monosyllabic context. However, we observed an even stronger bias in the current experiment, such that listeners reported a disyllabic word 92% of the time in a disyllabic context vs. 69% of the time in a monosyllabic context. This result may be due to the fact that utterances were initially read with a disyllabic interpretation, resulting in an underemphasised final syllable which was less conducive to a monosyllabic parse than materials used in prior work. Moreover, lexical statistics obtained for many of the items demonstrate that the orthographic and phonological neighbourhoods are smaller for words in the disyllabic condition than those of the monosyllabic condition, t 1 (464) = −13.89, p < .001; t 2 (464), = −15.56, p < .0001. Unlike the previous waveform image, data depicted here were not filtered after analysis so that the smaller amplitude effects over the smaller time window are evident.
penultimate syllable (e.g., /dɚ/ in banker helpful /taɪ mɚ dɚ bi/) was predicted to be perceived as word-initial in the disyllabic condition (e.g., 'der' in derby) and word-final in the monosyllabic condition (e.g., 'der' in murder). If this pattern of segmenting continuous speech into words affects early perceptual processing, penultimate syllables following the disyllabic context should elicit a larger P1-to-N1 deflection in addition to any later effects reflecting differences in post-perceptual processing.
Mean amplitude P1-N1. Contrary to our prediction that the P1-N1 deflection would be larger when the penultimate syllable was predicted to be perceived as word-initial (e.g., 'der' in derby) than word-final (e.g., 'der' in murder), we observed very little difference between these conditions in this early time window, as shown in Figure 2 . In fact, the onset of the second positivity in response to penultimate syllables in the disyllabic context had a short enough latency that it overlapped with N1 amplitude resulting in a measured P1-N1 deflection that was smaller than that for the same syllables in the monosyllabic condition. When data from all electrodes were included in analysis, Prosodic Context interacted with AP position, F(3, 81) = 9.70, p < .005, such that differences due to distal prosody were larger over anterior regions. At anterior electrodes only, there was a main effect of Prosodic Context, F(1, 27) = 10.33, p < .005, such that syllables predicted to be word-final elicited a larger P1-N1 deflection than syllables predicted to be word-initial. Neither the P1 amplitude nor the N1 amplitude computed relative to the pre-stimulus baseline showed main effects of Prosodic Context, suggesting that the difference between these two mean amplitude measures accurately reflects the effects of distal prosody on early perceptual processing.
Mean amplitude 200-500 ms. In this middle time window, the penultimate syllables elicited a larger positivity when predicted to be word-initial compared to wordfinal as shown in Figure 2 . When data from all electrodes were included in analysis, Prosodic Context interacted with both AP and LM electrode position, F(6, 162) = 4.15, p < .01. Over anterior electrodes only, there was a main effect of Prosodic Context, F(1, 27) = 9.23, p < .01, such that the amplitude was more positive for syllables predicted to be word-initial than for syllables predicted to be word-final.
Mean amplitude 500-800 ms. In this late time window, there were no amplitude differences based on Prosodic Context, F's < 1.
Final syllable
The predictions of the differential processing accounts can also be tested by time-locking ERP waveforms to the final syllable in all of the strings. Recall that the final syllable (e.g., /bi/ in banker helpful /taɪ mɚ dɚ bi/) was predicted to be perceived as word-initial in the monosyllabic condition (e.g., 'bee') but as word-final in the disyllabic condition (e.g., 'by' in derby). If this pattern of segmenting continuous speech into words affects early perceptual processing, final syllables following the monosyllabic context should elicit a larger P1-to-N1 deflection in addition to any later effects reflecting differences in postperceptual processing.
Mean amplitude P1-N1. As predicted, the final syllable in streams elicited a larger P1-N1 deflection when predicted to be word-initial compared to word-final, as shown in Figure 3 . When data from all electrodes were included in analysis, Prosodic Context interacted with AP position, F(3, 81) = 5.58, p < .05 and with LM position, F(2, 54) = 3.80, p < .05. For anterior electrodes only, Prosodic Context still interacted with LM position, F(2, 54) = 7.77, p < .005, with larger effects of Prosodic Context over right anterior locations. At these electrode locations, the P1-N1 deflection was larger for predicted word-initial syllables than predicted word-final syllables, F(1, 27) = 4.28, p < .05. Again, neither P1 nor N1 amplitude alone relative to the pre-stimulus baseline differed by context.
Mean amplitude 200-500 ms. There are two effects of interest in this middle time window. At anterior electrodes, the final syllables elicited a larger positivity when they were predicted to be word-initial than when predicted to be word-final, as shown in Figure 4 . Over posterior electrodes, this effect reversed, such that syllables predicted to be word-initial elicited a larger negativity than syllables predicted to be word-final. When data from all electrodes were included in the analysis, Prosodic Context interacted with AP and LM positions, F(6, 162) = 5.35, p < .001, an effect which was driven by competing effects in anterior and posterior electrode positions. Over anterior regions, syllables predicted to be word-initial elicited a larger positivity than syllables predicted to be word-final, F(1, 27) = 4.46, p < .05. Over posterior regions, Prosodic Context interacted with LM position, F(2, 54) = 10.423, p < .0005, such that the effects of distal prosody were larger over posterior central electrodes, where predicted word onsets elicited a larger negativity than predicted word-final syllables, F(1, 27) = 9.09, p < .01.
Mean amplitude 500-800 ms. In this late time window, the final syllables elicited a positivity which varied in amplitude depending on distal prosody over posterior, medial and right electrodes, as shown in Figure 4 . When data from all electrodes were included in analysis, Prosodic Context interacted with AP and LM electrode position, F(6, 162) = 2.95, p < .05. For posterior electrodes only, Prosodic Context still interacted with LM position, F(2, 54) = 5.46, p < .01. These interactions were driven by a main effect of Prosodic Context over posterior, and medial and right electrode positions, F(1, 27) = 13.19, p < .005, such that final syllables in the disyllabic condition predicted to be word-final elicited a larger positivity than final syllables in the monosyllabic condition predicted to be word-final. The timing and distribution of this effect is similar to the Closure Positive Shift (CPS) (Steinhauer, 2003) , a component observed at perceived phrase boundaries.
Discussion
The current experiment was designed to investigate whether distal prosody influences early perceptual processing of word boundaries in addition to later competition between potential lexical items. We recorded EEG while participants listened to syllable strings with ambiguous word boundaries (e.g., /taɪ mɚ dɚ bi/) which were embedded in prosodic contexts designed to induce perception of the final syllable as a word onset (e.g., bee) or a word-final syllable (e.g., derBY). Behavioural results demonstrate that the manipulation successfully induced listeners to differentially report hearing final monosyllabic or disyllabic words, respectively. Moreover, and critically, ERP results demonstrate early differences in the processing of syllables at the ends of experimental sequences depending on whether they were reported as word-initial vs. word-final. The behavioural results from the current experiment replicate those of . Participants were more likely to report hearing a disyllabic word in a disyllabic context than a monosyllabic one. These results demonstrate the validity of experimental manipulation and provide further support for the perceptual grouping hypothesis originally proposed by Dilley and McAuley (2008) . Finding significant differences in the ERP waveforms averaged across behavioural responses potentially provides additional support for the idea that segmenting continuous speech into words affects early perceptual processing. That is, even though the monosyllabic context resulted in monosyllabic verbal responses on only 31% of trials, differences in the ERP waveforms averaged across all trials with the same prosodic context suggest the effects of distal prosody were consistent when investigated with online processing measures. In fact, the ambiguous syllables may initially have been grouped in a manner that was determined by distal prosody. However, before participants gave a verbal response, at least 1000 ms after the final syllable onset, they may have retroactively resegmented the stream based on analysis of the acoustic information provided at the very end, resulting in a disyllabic bias.
In turning to the ERP results, it is important to note that the acoustic information was identical across prosodic conditions only for the final three syllables. Particularly of note is the fact that in the disyllabic condition, the first ambiguous syllable (e.g., /taɪ/) is shorter than the first ambiguous syllable of the monosyllabic condition (see Figure 1 ). These durational differences could affect the auditory system's response to subsequent ambiguous syllables as follows: Anytime the auditory system responds to a sound, it must recover from that response before responding with the same intensity again. This recovery time is called a refractory period. Sounds entering the auditory system during the refractory period elicit smaller responses than sounds entering after recovery (Bess and Ruhm, 1972; Budd, Barry, Gordon, Rennie, & Michie, 1998; Coch, Skendzel, & Neville, 2005) . In the disyllabic condition, the auditory system's response to the antepenultimate and penultimate syllables (e.g., /mɚ/ and /dɚ/, respectively) may be smaller as these syllables occur earlier in the refractory period of the first ambiguous syllable than they do in the monosyllabic condition. For this reason, we are not surprised that we observed no effect of distal prosody on the antepenultimate syllable, and that the observed effects were reduced for the penultimate syllable as compared to the final one. Moreover, as we observed only one significant effect of the distal prosody manipulation on the penultimate syllable, which was similar in timing and morphology to an effect on the final syllable, we will discuss those effects together below. Before doing so, however, we first address the earliest effect of distal prosody, which we observed on the final syllable of the stream, which is least likely to have been influenced by refractory effects.
There were several important effects on the final syllable of the ambiguous streams, occurring in early, middle, and late time windows. First, we observed a larger P1-to-N1 deflection to final syllables (e.g., /bi/) when they were predicted to be perceived as word-initial rather than as word-final. This early ERP difference demonstrates that distal prosody has an online effect on word segmentation such that distal prosody serves to perceptually group ambiguous syllables into words, thereby allowing listeners to predict whether an upcoming syllable is a word onset.
The early ERP effect is consistent with previous studies showing a larger N1 or P1-to-N1 deflection in response to word onsets in continuous speech (Astheimer & Sanders, 2009 , 2011 Sanders et al., 2002; Sanders & Neville, 2003) . Sanders et al. (2002) observed a larger P1-to-N1 deflection to sequence-initial syllables after listeners had been trained to recognise the words in an artificial language. Relatedly, Sanders and Neville (2003) observed larger N1s to English syllables which were word-initial. Finally, Astheimer and Sanders (2009) observed that auditory probes coinciding with word onsets elicited larger N1s than probes presented either 100 ms before onsets or at random times. In all of these cases, the authors observed larger N1s or P1-to-N1 deflections to syllables immediately following a segmented portion of the stream. The current results demonstrate that by the onset of the final syllable in the monosyllabic condition, listeners had determined that the penultimate syllable was the end of one word, and that the final syllable was beginning of another, thereby demonstrating online segmentation of the ambiguous stream. Critically, whereas previous studies have looked at N1 differences across acoustically non-identical sounds in natural speech (Astheimer & Sanders, 2009; Sanders & Neville, 2003) , or acoustically identical sounds in an artificial language (Astheimer & Sanders, 2011; Sanders et al., 2002) , these data are the first demonstration of P1-to-N1 differences for acoustically identical natural language stimuli.
The P1-to-N1 deflection observed here is not as large or broadly distributed across the scalp as that reported by others, for at least two likely reasons. First, subjects contributed fewer trials to each condition (M = 40.4) than in previous studies, thereby decreasing the signal-to-noise ratio. For example, Astheimer and Sanders (2009) report that only subjects who contributed 60 trials or more to each condition were included in analysis. Second, the current stimuli contained a variety of syllable onsets. Ideally, all of the onsets would be stop consonants, which elicit the largest and most temporally consistent onset components. However, the difficulty of generating stimuli which satisfied the experimental constraints meant that it was impossible to limit the syllable onsets to stop consonants. The resulting variation in phonemes used to drive the auditory onset components lead to increased variability in P1 and N1 amplitudes across trials, and, therefore, an overall decrease in P1-to-N1 amplitude.
The similarity of the results of the current study to those observed previously is consistent with the view that P1-to-N1 amplitude reflects temporally selective attention (Astheimer & Sanders, 2009 ) that is guided in the present case by temporal expectations induced by distal prosody. N1 effects have been observed in response to a variety of segmentation cues: statistical regularities, lexical stress, recognition of newly learned nonsense words, acoustic cues in unfamiliar speech designed to sound like a native language, and now, distal prosody. The timing with which these different segmentation cues become available is likely to differ depending on the type of cue; however, the timing and distribution of the ERP effects they elicit does not. Specifically, the timing of the earliest ERP waveform differences across studies, including the present one, is similar, beginning around 100 ms after sound onset. Therefore, it is likely that the P1-to-N1 deflection effects are not directly reflecting the process of segmentation itself but of temporally selective attention to word onsets since these segments are particularly important for understanding speech.
In addition to the differences in the P1-to-N1 deflection observed on the final syllable of the stream, we also observed a significant difference in this response for the penultimate syllable. Specifically, in this time window, the penultimate syllable elicited a smaller deflection when it was predicted to be word-initial (e.g., /dɚ/ in derby) than when it was predicted to be word-final (e.g., /dɚ/ in murder). However, we do not interpret this result as reflecting P1-to-N1 differences on the penultimate syllable, but rather as the result of temporal overlap with the positivity observed in the subsequent time window for syllables predicted to be word-initial.
The second effect we observed was a larger positivity 200 to 500 ms after syllable onset over anterior regions in response to syllables predicted to be word-initial rather than word-final. This effect was evident for both the penultimate and final ambiguous syllables and may reflect the fact that word onsets in English are perceptually stressed. Cunillera, Gomila, and Rodríguez-Fornells (2008) , for example, reported larger amplitudes in the P2 time window (between 120 and 420 ms) for stressed syllables compared to unstressed syllables, consistent with our observation of a larger positivity for word onsets. In our study, the third ambiguous syllable was more likely to be perceived as stressed in the disyllabic condition, when it was a word onset (/dɚ/ in derby). On the other hand, the final syllable was more likely to be perceived as stressed in the monosyllabic condition, as this was the case where it was a word onset (bee).
In the same 200-500 ms time window in which we observed a larger positivity for word-initial syllables at anterior electrode positions, we observed the opposite effect over posterior central regions, where final syllables elicited a larger negativity when predicted to be wordinitial. This effect is similar in latency and distribution to the N400 observed in prior segmentation studies (Abla et al., 2008; Cunillera et al., 2006 Cunillera et al., , 2009 de Diego Balaguer et al., 2007; Sanders et al., 2002) , suggesting that lexical access was likely time-locked to the onset of the final syllable when it was a word onset. We therefore interpret this effect as additional evidence that listeners were interpreting the final syllable of the monosyllabic streams as a complete word.
Finally, we observed a larger posterior positivity on the final syllables which were predicted to be perceived as word-final (e.g., /bi/ in derby). We interpret this effect as an example of the CPS, a positive-going wave observed at the location of phrase boundaries (Steinhauer, 2003) . The late positivity that we observed was not necessarily larger in one condition, but was rather earlier in the disyllabic condition than the monosyllabic condition. Dilley and McAuley (2008) argue that distal prosody gives rise to the perception of word boundaries in part because it induces listeners to impose prosodic boundaries on the ambiguous syllable. If listeners in the current study perceived phrase boundaries at word boundaries, than we could expect an earlier CPS to the disyllabic items than to the monosyllabic items. Specifically, in the disyllabic condition, every rising syllable marks a word boundary; therefore, the listener is induced to perceive /bi/ in the disyllabic context as a phrase-final syllable. In contrast, rising syllables are predicted to be perceived as word-initial syllables in the monosyllabic condition. When /bi/ occurs as the final syllable of the monosyllabic condition, it is perceived as a word onset, and, therefore, not as phrase-final, at least not initially. However, we would expect to see a CPS later for the monosyllabic conditions, when the listener perceives the boundary signalled by the end of the speech stream. The presence of an earlier CPS in the disyllabic than the monosyllabic conditions provides more evidence for Dilley and colleagues' perceptual grouping hypothesis.
Conclusion
The current results are important for understanding the role of prosody in speech segmentation. Specifically, they demonstrate that distal prosody affects early perceptual processing of word boundaries in addition to later lexical processing and interpretations of what was heard when listeners are prompted to give explicit reports. The latency of the early ERP effects suggests that listeners predict word onsets given a supportive prosodic context rather than waiting for all potential segmentation cues. These data also help inform our understanding of what is being measured by the amplitude of the P1-to-N1 deflection, as they are the first demonstration of differences in auditory evoked potentials for acoustically identical untrained natural language stimuli. As such, the results lend further support to the claim that the amplitude of the P1-to-N1 deflection during speech processing indexes a more general attentional process rather than segmentation itself. Finally, they demonstrate the effectiveness of using ERPs to investigate the stages of processing that are influenced by prosodic manipulations.
