Abstract. For m ≥ 1, let α : α 0 < · · · < αm be a collection of (m+1) 
SOLUTION OF THE QUADRATICALLY HYPONORMAL COMPLETION PROBLEM
, and, for notational convenience, α −2 = α −1 = 0. As a particular case, this result shows that a collection of four positive numbers α 0 < α 1 < α 2 < α 3 always admits a quadratically hyponormal completion. This provides a new qualitative criterion to distinguish quadratic hyponormality from 2-hyponormality. 
Introduction

Let H be a complex Hilbert space and let L(H) be the set of bounded linear operators on H. An operator T ∈ L(H)
is
II.1.9])
. It is easy to see that this is equivalent to the following positivity test:
Condition (1.1) provides a measure of the gap between hyponormality and subnormality. In fact, the positivity condition (1.1) for k = 1 is equivalent to the hyponormality of T , while subnormality requires the validity of (1.1) for all k. Let [A, B] := AB − BA denote the commutator of two operators A and B, and define T to be k-hyponormal whenever the k × k operator matrix
is positive. An application of the Choleski algorithm for operator matrices shows that the positivity of (1.2) is equivalent to the positivity of the (k + 1) × (k + 1) operator matrix in (1.1). The Bram-Halmos criterion can then be rephrased as saying that T is subnormal if and only if T is k-hyponormal for every k ≥ 1 ( [17] ). Recall ( [1] , [6] , [17] ) that T ∈ L(H) is said to be weakly k-hyponormal if
If k = 2, then T is said to be quadratically hyponormal, and if k = 3, then T is said to be cubically hyponormal. Similarly, T ∈ L(H) is said to be polynomially hyponormal if p(T ) is hyponormal for every polynomial p ∈ C[z]. It is known that k-hyponormal ⇒ weakly k-hyponormal, but the converse is not true in general. The classes of (weakly) k-hyponormal operators have been studied in an attempt to bridge the gap between subnormality and hyponormality ( [8] , [9] , [11] , [12] , [13] , [15] , [17] , [20] , [26] ). The study of this gap has been only partially successful. For example, such a gap is not yet well described for Toeplitz operators on the Hardy space of the unit circle; in fact, even subnormality for Toeplitz operators has not yet been characterized (cf. [7] , [22] ). For weighted shifts, positive results appear in [8] and [13] , although no concrete example of a weighted shift which is polynomially hyponormal and not subnormal has yet been found (the existence of such weighted shifts was established in [18] [4] , [14] , [15] and [25] , in some cases providing qualitative indicators to separate quadratically hyponormality from 2-hyponormality.
In this paper we obtain a new qualitative indicator, as a corollary to the Quadratically Hyponormal Completion Criterion. Our main result is a complete solution of the Quadratically Hyponormal Completion Problem:
Given α : α 0 < α 1 < · · · < α m , find necessary and sufficient conditions for the existence of a quadratically hyponormal weighted shift whose first (m + 1) weights are those in α.
As a special case, we show that given four weights α 0 < α 1 < α 2 < α 3 there always exists a quadratically hyponormal completion, thus providing a new criterion to distinguish between quadratic hyponormality and 2-hyponormality.
J. Stampfli [28] showed that for subnormal weighted shifts W α , a propagation phenomenon occurs which forces the flatness of W α whenever two equal weights are present. Later, A. Joshi proved in [24] that the shift with weights
is not quadratically hyponormal, and P. Fan [21] established that for a = 1, b = 2, and 0 [8, Proposition 11] it was shown that, in the presence of quadratic hyponormality, two consecutive pairs of equal weights again force flatness, thereby subnormality.
Theorem 1.2 (Propagation). Let W α be a weighted shift with weight sequence
An immediate consequence of Theorem 1.2 is that, for purposes of testing quadratic hyponormality, we can decompose all non-subnormal weighted shifts into two classes: those with α 0 = α 1 and those with strictly increasing weight sequences.
To study quadratic hyponormality, we consider the selfcommutator
where P n is the orthogonal projection onto the subspace generated by {e 0 , · · · , e n },
and, for notational convenience,
. Then d n satisfies the following 2-step recursive formula:
If we let t := |s| 2 , we observe that d n is a polynomial in t of degree n + 1, and if we write
[10]). Positive quadratic hyponormality implies quadratic hyponormality, but the converse is false (cf. [4] ).
The idea of the proof of Theorem 1.2(iii) is based on the following observation: if W α is quadratically hyponormal with α 1 = α 2 = 1, then a straightforward calculation shows that
which forces α 0 = 1 or α 3 = 1, so that three equal weights are present and hence by [8, Theorem 2] , flatness occurs. Note that in Theorem 1.2(iii) the condition "n ≥ 1" cannot be relaxed to "n ≥ 0". For example, if 
We conclude this section by recalling that when α 0 = α 1 = 1, quadratic hyponormality implies
(cf. [10, p. 78]).
Recursively generated shifts in the study of completions
If W α is a weighted shift with weight sequence α = {α n } ∞ n=0 , then the moments of W α are usually defined by β 0 := 1, β n+1 := α n β n (n ≥ 0) [27] ; however, we prefer to reserve this term for the sequence γ n := β 2 n (n ≥ 0). A criterion for k-hyponormality can be given in terms of these moments ([8, Theorem 4]): if we build a (k + 1) × (k + 1) Hankel matrix A(n; k) by If the associated recursively generated weighted shift Wα is subnormal, then its Berger measure is of the form µ :
be an initial segment of positive weights and let ω = {ω n } ∞ n=0 be a bounded sequence of positive numbers. We say that W ω is a completion of α if ω n = α n (0 ≤ n ≤ m), and we write α ⊂ ω. The completion problem for a property (P ) entails finding necessary and sufficient conditions on α to ensure the existence of a weight sequence ω ⊃ α such that W ω satisfies (P ). In 1966, Stampfli [28] showed that for arbitrary α 0 < α 1 < α 2 there always exists a subnormal weighted shift W α whose first three weights are α 0 , α 1 , α 2 ; he also proved that given four or more weights, it may not be possible to find a subnormal completion. In [12, Theorem 3.5], the following criterion was established. . . .
Subnormal Completion Criterion. If
is in the range of A(k) (resp. B( − 1)) when m is even (resp. odd).
Thus the Subnormal Completion Problem reduces to the Recursive Completion Problem, which entails finding necessary and sufficient conditions on α to ensure that the recursively generated weight sequenceα is well-defined and bounded.
Also in [12, Proposition 3.19], the following criterion on k-hyponormal completions was established. If α admits a k-hyponormal completion, then it admits a recursively generated one.
The Quadratically Hyponormal Completion Criterion
We now formulate and solve the corresponding problem for quadratic hyponormality.
Quadratically Hyponormal Completion Problem. Given α : α 0 < α 1 < · · · < α m , find necessary and sufficient conditions for the existence of a quadratically hyponormal weighted shift whose first (m + 1) weights are given by α.
We pause to recall that, for a square matrix A, the notation A > 0 means A ≥ 0 and A is invertible. 
Moreover, a quadratically hyponormal completion ω of α can be obtained in the following recursively generated fashion:
where α m+1 is chosen so that α
Proof. We will use the notation in Section 1. For the reverse implication, we must find a bounded sequence {α n } ∞ n=m+1 such that d n (t) ≥ 0 for all t ≥ 0 and all n ≥ 0. Suppose d n (t) > 0 for all t ≥ 0 and for n = 0, · · · , m − 1. We now claim that there exists a constant M k > 0 for which
Indeed, since
where ξ is the largest root of the equation
. This gives (3.1) . Now a straightforward calculation shows that dm−1 (t) . Then e m (t) ≥ 0 for all t ≥ 0, so that
um . With α m+2 to be chosen later, we now consider d m+1 . We have
Write
In particular we can choose α m+2 so that f m+1 = 0, i.e.,
, or equivalently,
Repeating the argument (with α m+3 to be chosen later), we obtain
Write f m+2 := u m+1 v m+2 − w m+1 . If we choose α m+3 such that f m+2 = 0, i.e.,
Continuing this process with the sequence {α n } ∞ n=m+2 defined recursively by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ∧ (see [13] , [28] ). This completes the proof.
Given four weights α : α 0 < α 1 < α 2 < α 3 , it may not be possible to find a 2-hyponormal completion. In fact, by the preceding criterion for subnormal and k-hyponormal completions, the following statements are equivalent:
(i) α has a subnormal completion; (ii) α has a 2-hyponormal completion;
(iii) det
By contrast, a quadratically hyponormal completion always exists for four weights. Proof. In the proof of Theorem 3.1, we showed that d n (t) > 0 for all t ≥ 0 and for n = 0, 1, 2. Thus the result immediately follows from Theorem 3.1. 
