Optimality conditions and duality are studied for convex parabolic boundary control problems with control constraints and pointwise state constraints. Caused by the presence of state constraints, the multipliers in the optimality conditions and the variables in the dual problem are Bore1 measures. These measures appear as data in the adjoint partial differential equation. It is shown that its solution as well as the restriction of its solution to the boundary is summable.
INTRODUCTION
In this paper we consider parabolic boundary control problems with restrictions on the control I( as well as on the state y and its value y(T) at time T. In contrast to most authors who study parabolic control problems with state constraints, we consider problems with pointwise state constraints and not with constraints given in integral form. Our main interest consists in the derivation of optimality conditions. Since the problems are assumed to be convex, we also get a dual problem.
Let fl c R" be open and bounded. We assume that the boundary r of R is a P-manifold of dimension n -1. Locally, R is totally on one side of r. . We assume that there exist functions U E La(C), U* E L'(Z) such that L(t, r, U(t, r)) and L*(t, <, u*(t, r)) are summable in (t, <) on C (.L*(t, <, .) denotes the conjugate functional of L(t, r, .)). Hence the functional defined by is well defined, lower semicontinuous, convex and not identically +co on L,(Z) (compare Rockafellar [ 151) . Here, cr denotes the surface measure of I-. Let (1, x) +-+ C(t, x), (t, x) E 0, be a set-valued mapping such that C(t. .u) is a nonempty, closed and convex subset of iR. With u > 0 we can now introduce the following control problem ("V"' denotes "almost everywhere" j. The solution ~7 of ( l.l)--( 1.3) is to be understood in the sense of Lions and Magenes [9, Vol. I, Chap. 3, Section 41. The bilinear form occurring in this context is given by Hence we have y E W(0, T, H,(a), H'(0) *) and y(T) E L'(R). Since only essentially bounded controls are admitted, we actually get more: .1' is a continuous function on 0. This will be shown in the next section. Consequently, the above formulation of (P) makes sense.
It should be noted that, besides the state constraint (1.4), also an endpoint constraint or a control constraint may occur, since the functionals f and L are allowed to take on +co as a possible value. In Section 5 we consider some typical examples.
As usual, one only gets necessary conditions for optimality, if a certain constraint qualification holds. In our case this is the Slater condition: the set
must have interior points with respect to the topology of the space Z of states y. Under reasonable assumptions on the set-valued mapping C this is only possible if Z is suitable chosen. This will be done in Section 2.
It is obvious that Z . [7] . In this paper, the space of states is C( [0, T]; HA(R)). A rather general class of parabolic boundary control problems without state constraints is studied in Barbu [2] . Finally let us mention the paper of Troltzsch [ 191, where a bang-bang-principle for a state constrained parabolic control problem with space dimension one is derived.
The plan of the paper is as follows. In Section 2 we prove continuity properties of .v and J(T). Some of our arguments are based on the Fourier series representation of y and resemble those used in Glashoff and Week [6] in a similar situation.
Our formulation of the optimality conditions makes use of the adjoint partial differential equation. As we shall see in Section 5, we have to admit the elements of the topological duals Z* and C(n)* as data of this equation. In order to give meaning to this, we use the method of transposition to define a generalized solution w* (compare, e.g., Lions and Magenes [9, Vol. II] ). This is done in Section 3, where also a trace w6 of w* is introduced. In Section 4 we prove that MI* and N; are summable. Moreover we get an integral representation of w* and w;.
In Section 5 we derive necessary and suffkient optimality conditions and a dual problem (D) of (P), which is shown to have an optimal solution. The extreme values inf(P) and sup(D) of both problems coincide. At this place one sees again that the choice of 2 is crucial. For example. let Z .= L'(Q). One gets again a dual problem which has the same extreme value as (P), but which, in general, has no longer an optimal solution. The explanation is that in this case one only gets square integrable feasible "dual controls." This is too restrictive: the optimal "dual controls" of (D) actually lie in a larger space than L'(Q). In this context let us mention the paper of Mossino ] 11 1, where in a similar situation such dual problems without an optimal solution are considered.
CONTINUOUS CONTROL OPERATORS
In order to treat the control problem in a simple manner with the help of convex optimization theory, it is convenient to introduce a control operator S by su .= (VlY(T)), VuEL"(C), where 4' is the solution of (1. l)-( 1.3) belonging to u. Of course, the definition of the control operator is not complete unless its range is specified. This requires the proof of some regularity results for the solution y. {Vklk& is a complete orthonormal system in L*(R); (2.4) .there is a c > 0 such that A, = ck2/" + o(k2'"); (2.5) v/( E P(fi) for any kE N; (2.6) there are C E R, 6 > 0 such that ]I u~(],-(~.) < Ck' for any k E N. ~(7, t) do d7 vk, (2.8) where the series converges in the sense of L'(Q); Case 2. ti < t for all i E N. Let E > 0 be given and choose 6, > 0 such that
From (b) and (2.10) we conclude that the supremum-norm of the first and the second difference in the right side of (2.11) is less than e/3 for sufficiently large i. But, obviously, the same holds for the third difference in the right side of (2.11) (compare with the reasoning in case 1).
(e) This is an immediate consequence of Lemma l(b). Using (f) and the Theorem of B. Levi, and taking into account (2.13) we obtain y( l)(t, x) = I,'!, g(t, x; ~0 do dr.
This proves (g).
(h) This follows at once from (g), and (2.13). 1
By P(X, Y) we denote the space of continuous linear mappings of X into Y, where X, Y are Banach spaces. The following corollary is an immediate consequence of Theorem 1.
Remark. Some parts of Theorem 1 are well known. Particularly the assertions of (b), (c), (f) and (g) were already proved in Glashoff and Week [6] . But in this paper generalized solutions are defined by means of the equation in (h), so that we could not use directly some of the results given there. (See also Schmidt [ 181. where the series representation of weak solutions is also used.)
We denote by p, (resp. pz) the canonical projection of C(Q) x C(n) onto C(Q) (resp. C(B)). Put
where 6(. 1 K) is the indicator of K (compare Rockafellar [ 161) . (P) may now be written as follows.
We shall use this formulation of (P) in Section 5.
Many of the results proved in Theorem 1 hold analogously if the control appears in the region. Let G be defined as g, with the only difference that c varies in fi instead of r. Let x; (I E 10, r]) denote the characteristic function of Q, .= 10, t[ x f2.
The following theorem may be proved in a similar way to that used in Theorem 1.
THEOREM 2. Let y (resp. ys) be the solution of (2.1)-(2.3) corresponding ro w E L"(Q) (resp. ffe6 w) and u = 0. Then 
PARTIAL DIFFERENTIAL EQUATIONS WITH BOREL MEASURES AS DATA
In order to explicitly formulate the optimality conditions it is necessary to calculate the adjoint control operator S *. This is our aim in the following two sections. At first we consider a slightly more general situation than necessary.
Let holds. Clearly the regularity of P depends on its domain and its range. Let S .= Pj,. Assume now that P is regular and let u-* E I'$. Then there are z* E Z*. h * E E* such that )I'* is the corresponding solution of (3.4). Define r( M'* )
by (3.5) . We have to show that r(ut*) is independent of the special choice of z*, h". Let IV* be also the solution of (3.4) with i* E Z*, h* E E*. Then we have to verify
We know that (?cp/Pt+.4+0), =('P,z*--I"),,+(q(T),h*-A*;,.. VqE.rA.
Together with the already proved assertion of the Lemma this gives Pi,)* (z* -i*.h*-i;")=O.
Since P is assumed to be regular, we obtain (3.6). i
We now come back to the situation considered in Sections 1 and 2 and put
# .= L "(C). Y .= clccm(~(Q)) (=( u'E C(Q) ( nipB= 01). Z .= C(Q) and
E .= C(a). Then the general assumptions made above are fulfilled. Equation v z E c(e). .7)). Then (P) is regular.
Proof. Let the premise of (3.3) hold. Then we get by our assumption z$ = 0, zT + h* = 0 and consequently for all u E % (P(Qu), (z*,h*))zxE= (p~P(O,u),z,*), +(p,P(O,u),z,+ h"), =O.
Hence we have = (9, zZ">, + MT), h*),, VrpE9, (3.9) where it is assumed that z* = zt + z:, z$ E Z,*, z; E Z,*. Equation (3.8) has to be understood in the usual distributional sense, since Y* as well as Z,* may be considered as subspaces of P*(Q). In order to interprete the generalized boundary and initial condition (3.9) at least formally in the usual way, one has to decompose z: into two summands: one of them prescribes uwl*r + c3t-*/an,4. and the other w*(T) (together with h*). It would not be difficult to construct the indicated decompositions, but since they will not be used later, we do not carry this out. A simple calculation shows r(ro*) = N$. if the data =*. h* in (3.4) are sufficiently regular. Hence r may be considered as a continuation of the restriction map II* tt ~$7; of the space of all "regular" solutions of (3.4) to the solution space Yt.
SUMMABILITY OF IV* AND r(w*)
By N,*(z*, h") we denote the solution of (3.4) for z* E C(Q)*. h* E C(n)*. Let ?/, Y, Z, E be defined as in the second half of Section 3. (cl w*(z*, O)(r, x) = jQ, G(.. .; t, x) dp,. , V'(t, x) E Q, w*(z*, 0) E L '(Q,. we conclude (c). I
Remark. The nonnegativity of z* in Theorem 3 is no loss of generality. since any z * E C(Q)* may be written in the form z* = z T -z T with zT , z!Ec(Q)*, zT>O, z' > 0 (see Schafer [ 171) . Hence for every z" E c(Q)*, h* E c(b)* we have an integral representation and the summability of w*(z *, h *). (c) Let z* E C(Q)*, z* > 0. Then for almost every (t. x) E C the function g( ., .: t, x) is summable on Q' with respect to pre. Moreooer we have r(w*(z*, O))(t, x) = 1' g(-, -; t. X) dp,. . 1; e-*'j"-T)y(r)drv, z*)= = fT f'e-.'j"-"ICl(t)drv.dLl
The first integral on the right side of (4.3) is an integral with respect to the vector valued measure p, induced by u, compare Dinculeanu [4] (where we write dv instead of dp,). Hence (4.1) is equivalent to With the results of the preceding sections we are now in a position to derive an existence theorem and optimality conditions for (P). Then K has a nonempty interior consisting of the functions z such that
This follows from Rockafellar [ 14, Theorem 5 and Lemma 21. As usual, we denote by 8g (resp. g*) the subdifferential (resp. conjugate functional) of a convex function g. Especially it is possible that M c Q. In this case C(M)* may be interpreted as a subspace of L?*(Q) and the functional z$ in (3.8) coincides with the distribution z *, whereas the functional z;" in (3.9) vanishes. Another possibility is that y is only restricted on the boundary. Then we have M = C and z* appears only in the boundary data of it'*: Z: coincides with z* and 2: vanishes. whether it is possible to describe more closely the set where rw* vanishes. If the problem contains no state constaints, an answer may be found in Glashoff and Week [6] . The state constrained case seems to be widely unexplored. but for a different problem compare Troltzsch ] 19 ].
The state constraint may be of the form .v(t. x) > q(t, s), V(t, x) E Q with q E C(Q). Then (5.5) has to be replaced by z",<O.
(y-q,z*jccQ,=O. = --sw*(t, <), if Irw*(t, 01 <m.
