The aim of this paper is to investigate the relationship between environmental stringency and intra-EU trade flows. Two main hypotheses are tested. First, we test whether the stringency of a country's environmental regulations may result in pollution havens. Second, we test whether the results differ by industry and for old and new EU member countries. An augmented gravity model is estimated using panel data for 21 European countries during the period 1996-2008 for the full sample and also separately for the CEECS and the old EU members. Our results show weak support for the pollution haven hypothesis for some dirty industries mainly for net exports from Western EU countries to the rest. Instead, support for the "Porter hypothesis" is found for trade in clean goods.
Are the Central East European Countries Pollution Havens?

Introduction
The so-called pollution haven hypothesis (PHH) predicts that trade liberalization will cause pollution-intensive industries to migrate from countries with stringent environmental regulations to countries with lax environmental regulations. The latter countries may have a comparative advantage in dirty goods and consequently attract foreign investment in their polluting sectors.
1 Whether such pollution haven effects (PHE) exist is of great importance in the present policy debates, since the existence of such effects could be a potential problem in negotiating integration agreements. In this sense, and concerning the most recent European Union (EU) enlargement, worries have been raised that the Central East European Countries (CEECs) could become pollution havens for dirty industries in Europe. This represents a concern particularly if the CEECs continue with policies of softer environmental regulations.
To our knowledge, Jug and Mirza (2005) are the first authors who investigate the pollution haven effect in the European continent. They use a structural gravity equation and employ environmental expenditure data as the environmental stringency variable. They also follow the recent literature and argue that environmental regulations and trade are endogenous to each other. Since their investigation covers a brief time period (e.g. 1996-1999) The aim of the paper is to investigate the relationship between environmental stringency and export flows in EU countries and to determine whether the recent accessions 1 A few recent studies that found statistically significant pollution haven effects are Kellenberg (2009) , Wagner and Timmins (2009) , Levinson and Taylor (2008) and Ederington and Minier (2003) . Jaffe et al. (1995) survey the earlier literature while Copeland and Taylor (2004) and Brunnermeir and Levinson (2004) present widely cited review of the relatively recent studies.
of the CEECs into the EU and the subsequent changes in the regulatory framework of new members have affected intra-EU trade flows.
Two main hypotheses are tested. First, we test whether the stringency of a country's environmental regulations results in pollution havens or, on the contrary it results in better export performance. Second, we test whether the results differ by industry (dirty versus clean) and by EU membership tenure (old versus new EU member countries). The novelty of this study consist on using sectoral level data and accounting for endogeneity and heterogeneity issues to investigate whether more stringent environmental regulations harm or foster trade.
The question is relevant to the current debate regarding the PHH and its focus on the EU enlargement that has not yet been studied using disaggregated trade data and distinguishing between trade in dirty and trade in clean goods.
The remainder of the paper is organized as follows. Section 2 presents the underlying theories and -the related literature. Section 3 outlines the theoretical assumptions, describes the data and the variables used and the empirical strategy. Section 4 presents the main results and section 5 concludes.
Literature review
Theory
There is a close and complex relationship between trade and the environment and the effects of trade liberalization on the environment are rather mixed. This observation has led scholars to typically decompose the environmental impact of trade liberalization into scale, technique and composition effects 2 . Furthermore, when trade is liberalized all three effects work in tandem. The scale effect implies that as the scale of global economic activity increases due, in part, to international trade, environmental change/damage will follow. In addition, the literature suggests that when holding the composition of trade and the production techniques constant, the total amount of pollution must increase. Thus, the scale effect has a negative impact on the environment. But trade is also credited with raising national incomes. There is a great deal of evidence that higher incomes affect environmental quality in positive ways (Grossman & Krueger, 1993; Copeland and Taylor, 2004) . This suggests that when assessing the effects of growth and trade on the environment, we cannot automatically hold trade responsible for environmental damage (Copeland and Taylor, 2004) . Since beneficial changes in environmental policy are likely to follow, the net impact on the environment remains unclear.
The technique effect is thought to have a positive impact on the environment.
Researchers widely agree that trade is responsible for technology transfers. New technology is thought to benefit the environment if pollution per output is reduced. Furthermore, if the scale of the economy and the mix of goods produced are held constant, a reduction in the emission intensity results in a decline in pollution.
Finally, the impact of the composition effect of trade on the environment is ambiguous. Trade based on comparative advantage results in countries specializing in the production and the trade of those goods that the country is relatively efficient at producing. If comparative advantage lies in lax environmental regulations, developing countries will benefit and environmental damage might result. If, instead, factor endowments (e.g. labor or capital)
are the source of comparative advantage, the effects on the environment are not straightforward. A number of hypotheses have emerged concerning the relationship between environmental regulations/pollution policy and trade that led to different expectations.
First, the PHH states that differences in environmental regulations are the main motivation for trade. The hypothesis predicts that trade liberalization in goods will lead to the relocation of pollution intensive production from countries with high income and tight environmental regulations to countries with low income and lax environmental regulations.
Developing countries therefore will be expected to develop a comparative advantage in pollution intensive industries, thus becoming pollution havens. In this scenario developed countries will gain (have clean environment) while developing countries will lose (have polluted environment).
The second hypothesis is the factor endowment hypothesis (FEH) that claims that trade patterns are determined by differences in factor endowments and not by environmental policy. This implies that capital abundant countries will export capital intensive (dirty)
goods. 3 This stimulates production while increasing pollution in the capital rich country.
Countries where capital is scarce will see a fall in pollution given the contraction of the pollution generating industries. Thus, the effects of liberalized trade on the environment depend on the distribution of comparative advantages across countries.
The race-to-the-bottom is the third hypothesis, which asserts that developed countries refrain from adopting more stringent environmental regulations due to competition with countries that have lax environmental regulation (Stoessel, 2001; Esty and Geradin, 1998) .
Finally, the "Porter hypothesis" assumes a race-to-the-top, meaning that strict environmental regulations have the potential to reduce costs and induce efficient use of resources while encouraging innovation that helps to improve competitiveness (Porter and van der Linde, 1995; Stoessel, 2001) . The hypothesis predicts that tightening of environmental regulation will have positive effects on the economy and the environment. Ambec and Barla (2006) follow the same line of thinking and argue that environmental regulations force managers to adopt profitable technologies earlier. While the "weak" version of the hypothesis states that stricter regulation leads to more innovation, the "strong" version states that stricter regulation enhances business performance.
In summary, the literature identifies the existence of both positive and negative effects of pollution policy on trade. The positive effects include increased growth accompanied by the distribution of environmentally safe, high quality goods, services and technology. The negative effects stem from the relocation of pollution-intensive economic activities to countries with lax environmental regulations that could potentially threaten the regenerative capabilities of ecosystems while increasing the danger of depletion of natural resources.
Empirical evidence
Early empirical papers suggested that the stringency of environmental regulations had little or no impact on trade patterns (Tobey, 1990; Grossman and Krueger, 1991; Xu, 2000) .
The argument was that in general, pollution costs are relatively small with respect to total costs and multinational firms that operate in developed and developing countries do not want to be seen as transferring dirty operations to the latter countries. However, some studies have found weak evidence in support of PHH (Grether and De Melo, 2003; Kahn and Yoshino, 2004; Jug and Mirza, 2005; Mantovani and Vancauteren, 2005) . This finding coupled with additional sources of comparative advantage, such as labour costs differences, provides an extra reason to transfer production from rich to poor countries. Cole (2004) provides an excellent literature review and presents empirical evidence consistent with this view.
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More recently, using data on US regulation and trade with Canada and Mexico, Levinson and Taylor (2008) showed that pollution control expenditures have important effects on trade flows. They suggest that aggregation issues, unobserved heterogeneity, country heterogeneity and endogeneity can bias the results against finding a PHH. With respect to aggregation, Grether and de Melo (2002) and Mathys (2002) note that an aggregate analysis 4 Although we restrict our literature review to studies that examine the effects of environmental standards on trade flows, recent studies that examined the effect of regulations on FDI flows (see Dean et al., 2009; Wagner and Timmins, 2009; Ben Khedra and Zugravu, 2012; Rezza, 2013) or on the carbon leakage content of import flows (Aichele and Felbermayr, 2012) found empirical support for PHH.
hides specific patterns in each industry and hence, may mask pollution haven effects in specific industries. They argue that if there is indeed a PHH story in the data, it is more likely to be found at the disaggregated level. Similarly, Ederington et al. (2005) identified and tested three explanations that account for lack of evidence for the PHH. These reasons are that (1) most trade takes place between developed countries; (2) some industries are less geographically footloose than others and therefore the least likely mobile; (3) for the majority of industries environmental regulation costs represent only a small fraction of total production costs. In all three cases aggregated trade flows across multiple countries could conceal the effect of environmental regulation on trade for countries with distinct patterns of regulation, as well as for more footloose industries or for industries where environmental expenditures are significant. The authors find support for the first two explanations. On the one hand, estimating the average effect of an increase in environmental costs over all industries understates the effect of regulatory differences on trade in more footloose industries and on trade with low-income countries. On the other hand, a study that uses disaggregated data might be problematic, too. For example, most cross-industry studies only examine dirty industry sectors (e.g. Tobey, 1990) . Those industries could share some unobservable characteristics (e.g. natural resource intensiveness) that also make them immobile. Restricting the sample to pollution-intensive industries might lead to selection of the least geographically footloose industries. For this reason, it is reasonable to examine clean sectors as well for a comparison, because we would expect a different effect of pollution regulations on pollutionintensive sectors (or even to have the opposite sign) than on clean sectors (Brunnermeier and Levinson, 2004) .
Unobserved heterogeneity refers to unobserved industry or country characteristics which are likely to be correlated with strict regulations and the production and export of pollution-intensive goods. Assume that a country has an unobserved comparative advantage in the production of a pollution-intensive good; consequently, it will export a lot of that good and will also generate a lot of pollution. Ceteris paribus, it will impose strict regulations to control pollution output. If these unobserved variables are omitted in a simple cross-section model, this will produce inconsistent results which cannot be meaningfully interpreted (in this example, a simple cross-section model would find a positive relationship between strict regulations and exports). The easiest solution to this problem would be to use panel data and incorporate country or industry specific fixed effects (Brunnermeier and Levinson, 2004) .
The endogeneity problem refers to the fact that pollution regulations and trade may be endogenous, i.e. the causality might run in both directions (problem of simultaneous causality). If trade liberalization leads to higher income which in turn causes an increase in the demand for environmental quality; then environmental regulations may be a function of trade. A possible solution to this problem is to use instrumental variables techniques.
However, the instruments should possess the following characteristics: vary over time and be correlated with the measure of environmental stringency but not with the error term (Brunnermeier and Levinson, 2004) .
Following Levinson and Taylor (2008) Summarizing, empirical studies based on the gravity model seem to find in general, only weak evidence in favor of the PHH and this is confirmed by a meta-analysis provided by Mulatu et al. (2004) . Despite this fact, we have chosen to use the gravity model in this paper because it is a well established trade model with solid theoretical foundations. It also permits to tackle the three abovementioned econometric problems: endogeneity, unobservable heterogeneity and aggregation issues. Most studies use productivity as the target variable with the only exception of Constantini and Crespi (2008) , who use exports of specific industries related to renewable energies as target variables and find support for the strong version of the hypothesis.
Theoretical Background, Model Specification, Data and Variables
Theoretical background and model specification
The gravity model of trade is nowadays the most commonly accepted framework to model bilateral trade flows (Anderson, 1979; Bergstrand, 1985; Anderson and Van Wincoop, 2003) .
Independent from the theoretical framework of reference, most of the mainstream foundations of the gravity model are variants of the Anderson (1979) demand-driven model, which assumes constant elasticity of substitution and product differentiation by origin. According to the underlying theory, trade between two countries is explained by nominal incomes, by the distance between the economic centers of the exporter and importer, and by trade costs usually proxied with a number of trade impeding and trade facilitating variables, such as trade agreements, common language, or a common border, are generally used to proxy for these factors.
According to the underlying theory that has been reformulated and extended by Anderson and van Wincoop (2003) , the model assumes constant elasticity of substitution and product differentiation by place of origin. In addition, prices differ among locations due to symmetric bilateral trade costs. The reduced form of the model is given by (1) where X ijkt are bilateral exports of product k from country i to country j in year t, and Y it , Y jt and Y t W are the GDPs in the exporting country, the importing country, and the world in year t, respectively. t ijt denotes trade cost between the exporter and the importer in year t and P it , and P jt are the so-called multilateral resistance terms. is the elasticity of substitution between all goods.
The empirical specification of the model in equation (1) in log-linear form is given by
The estimation of equation (2) is not straightforward, since some assumptions are required concerning trade costs and multilateral resistance terms. The trade cost function is assumed to be a linear function of a number of trade barriers, namely the time invariant determinants of trade flows, including distance, common border, landlocked and common language dummies.
Substituting the trade cost function into equation (2) suggests estimating (3) where D ij denotes geographical distance from country i to country j, Landl i and Land j take the value of one when countries i or/and j are respectively landlocked, zero otherwise, Border ij takes the value of one when the trading countries share a border, zero otherwise, and EU ijt takes the value of one when the trading countries are members of the EU, zero otherwise.
Based on the recent gravity literature the multilateral resistance terms are modeled as countrypair specific dummies. That prevents us from obtaining estimates for time-invariant variables, the effects of which are subsumed into the dummies.
The gravity model has been widely used to investigate the role played by specific policy or geographical variables in explaining bilateral trade flows. Consistent with this approach and in order to investigate the effect of environmental regulations on exports, we augment the model with proxies for the differences in environmental regulations between countries and use net exports as dependent variable. Introducing several sets of fixed effects, the specification of the gravity model is
EU jit is a dummy variable that takes the value of 1 when countries i and j belong to the EU, zero otherwise;
Etaxdif ijt denote differences in environmental stringency between countries i and j.
The dummy variable for EU integration is time-varying since Eastern European countries
joined the EU at different times during the time period studied. tk are specific industry-time effects that control for omitted variables specific to each industry export flows but which vary over time. ij are bilateral specific fixed effects that proxy for multilateral resistance factors.
Although some authors suggest that exporter and importer fixed effects should be time varying we cannot include them in the estimation because they are correlated with the variables of interest. Instead, we use industry specific time-varying fixed effects as a proxy for the dynamics of specific factors that affect sectoral competitiveness in all countries, and we estimate the model by replacing the time-invariant bilateral variables, such as distance and common border with dyadic fixed effects to control for unobserved heterogeneity. Hence, the influence of the variables that vary only with the "ij" dimension cannot be directly estimated. This is the case for distance and common border; therefore their effects are subsumed in the dyadic dummies.
The expected signs for the coefficients of the variables included in the model are based on theory. A high level of income in the exporting country indicates a high level of production, which increases the availability of goods for exports. Therefore we expect 1 to be positive. The coefficient on Y j , 2 , is also expected to be positive since a high level of income in the importing country suggests higher demand for imports.
The expected sign for the coefficient on the environmental stringency differences is also not unambiguous. According to the PHH we expect the sign to be negative. Stricter environmental standards will increase the cost of production and result in higher prices of domestically produced goods relative to foreign goods leading to a decrease in net exports.
For dirty industries the stringency of environmental regulation will imply a loss of competitiveness and lower net exports of dirty goods. However, the Porter hypothesis states that the signs on the environmental stringency variables should be positive. According to Porter and Van der Linde (1995), stringent environmental regulations can lead to development of comparative advantage in highly regulated industries. Other reasons for a positive effect include technology spillovers as well as consumer demand of "green" goods in trading partner countries.
We estimate the gravity model for "clean" trade flows and also for exports by specific industries for which the impact should be stronger, according to the related literature. 
Data and Variables
We As the main proxy we consider "total environmental tax revenues". This variable has been used by recent studies (Ben Kheder and Zugravu, 2012, and Constantini and Crespi, 2008) . A second variable that we also considered is the current environmental protection expenditures by industry as a percentage of GDP that is comparable to that used by Jug and Mirza (2005) , Ederington et al. (2003) , Ederington and Minier (2003) , Levinson and Taylor (2008) and Constantini and Crespi (2008) , however the data for this variable are incomplete and therefore we have chosen the former variable. In the context of FDI flows, a number of recent studies such as Spatareanu (2007) consistent which makes comparisons difficult over time. We opted for the environmental tax and expenditure data provided by Eurostat because they are directly related to the production processes and the associated costs incurred by firms to abate pollution. They also correspond to the common European environmental regulation reflecting equal environmental standards for all EU members.
Similar to Jug and Mirza (2005) we also select a variable from the Eurostat dataset to serve as instrument, namely total tax revenues (ltotax). Total tax revenues are correlated with total environmental revenues and should not directly affect exports.
GDPs at current prices are also from Eurostat. Other gravity variables, such as common border, common language and distances come from CEPII, but they are dropped from the final model because they are time-invariant. Table 1 displays the summary statistics for the independent and dependent variables for non-EU countries and EU groups of countries. The last column shows the results of a test of the differences in the mean for each variable between the two groups. These differences are statistically significant for all variables. In general, EU membership is associated with higher exports of dirty goods and total exports of goods and higher GDPs. Also environmental expenditure shares and environmental tax shares are significantly higher for EU members than for non-EU member states. 
Main Results
The first estimation results based on Model (4) are reported in Table 2 . The first and the second columns show the results obtained for dirty exports and for footloose industries, column 3 for clean exports. As regards to our target variables, namely exporters' environmental tax expenditure differences (Etaxdif), the results indicate a positive correlation between the former variable and net exports for dirty and footloose industries' and also for clean exports. However, the coefficient is only statistically significant for clean exports.
The coefficients on the exporter's and importer's incomes are positive and significant in most cases and different from the theoretical value of unity.
The EU dummy for membership in the integration agreement is positive and significant indicating that exports are higher for participating countries than for the rest of the countries in the sample but only for dirty and footloose goods, but not for clean goods.
Table 2. Main estimation results
We obtain similar results when we use an instrumental variable estimator to control for the endogeneity of the environmental variables as shown in columns (3) to (6) of Table 2 .
The instruments used are the lagged values of the variable of interest (we also tried first and second lag of total tax revenues obtaining similar results). The environmental stringency variable of interest has the same signs and similar significance level, but the magnitudes of the estimated coefficients for "ln Etaxdif" are slightly lower for clean goods in comparison to the results in columns (1) to (3) in Table 2 . According to the results in column (6), an increase of 10 percent in environmental taxes is associated with a 3.8 percent increase in net exports of clean goods.
To investigate whether the results differ by industry and region and this heterogeneity is the reason why non-significant coefficients are obtained, we run similar regressions for accession countries and non accession countries and for each dirty industry separately.
Hence, we run regressions with sector-specific slope coefficients to see whether there is heterogeneity within the dirty industries that is affecting the estimated coefficients. Table 3 report the estimation results for the variable environmental expenditure differences. We find that while for old-EU countries higher differences in environmental revenues between partner countries are associated with lower net exports of dirty goods for four major-polluter industries, namely for iron and steel, non-ferrous metals, metal manufactures, metal manufactures and petroleum products, this happens only for two industries when CEEs are considered as exporters (petroleum products and fertilizers). The estimated coefficient of the target variable is not statistically significant for eight industries: organic chemicals, paper and paperboard, non ferrous, pulp and waste paper, veneers and plywood, wood manufactures and Lime, Cement, Construction Materials) and it is positive and significant in three cases (inorganic chemicals and chemical materials and metal manufactures), possible because the industries contain a range of products that is still too heterogeneous. Summarizing, while higher differences in environmental expenditures are positively correlated with clean exports, they are negatively correlated with exports of some dirty and footloose industries. Hence, we find some evidence supporting the Porter hypothesis for clean exports and only some evidence of the PHH for footloose industries.
Conclusions
This Using panel data and instrumental variables techniques, we find that environmental stringency variables are an important determinant of clean bilateral exports and also of specific dirty and footloose industries' exports. More specifically, while exporters' environmental tax expenditure differences are positively correlated with bilateral net exports of clean industries, the effect of environmental stringency differences on net exports of dirty industries is not significant when all the industries are treated as a homogeneous group. The results are robust to a variety of specifications for the particular variables used in estimation, namely to the use of different type of fixed effects to control for unobserved heterogeneity.
However, when heterogeneity across specific industries and between two groups of countries is considered, the results differ. We find that while for old-EU countries higher differences in environmental revenues between partner countries are associated with lower net exports of dirty goods for four major-polluter industries, namely for iron and steel, nonferrous metals, metal manufactures, metal manufactures and petroleum products, this happens only for two industries when CEEs are considered as exporters (petroleum products and fertilizers).
Summarising, the empirical results show that for Western EU countries, more stringent regulations could foster comparative advantages at the international level for clean exports and these findings could be interpreted as supporting evidence for the "Porter Hypothesis". Additionally, for exports of some goods belonging to dirty and footloose industries we find some evidence of a pollution haven effect.
FIGURES Figure 1. Trend in total environmental tax revenues, percent of GDP
Source: Author's elaboration using data from Eurostat. Note: *, **, *** indicate significant levels at the 1, 5 and 10 percent, respectively. t-values calculated using standard errors robust to autocorrelation and heteroskedasticity are reported. 
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