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It is proved that a graph with maximum degree at most 3 has a strong edge-colouring with at 
most 10 colours. A simple algorithm achieving a strong edge-colouring with at most 10 colours 
for any graph with maximum degree at most 3 is described; the algorithm is of a greedy nature 
and has running time linear in the number of vertices of the graph. 
1. Introduction 
At the British Combinatorial Conference in Norwich in 1989, A. Gyarfas gave 
a lecture on the strong chromatic index of a graph. He mentioned several 
interesting results and posed the open question: What is the maximum strong 
chromatic index of a cubic graph? The answer would be either 10 or 11. It is the 
purpose of the present paper to show that 10 is the correct answer, and to present 
an algorithm, linear in the number of vertices, which will give a strong 
edge-colouring with at most 10 colours to any graph with maximum degree at 
most 3. 
During the writing up of this paper, I have been informed that P. Horak, 
H. Quin and W.T. Trotter Jr, also have a proof that the strong chromatic index 
for a cubic graph is at most 10 (private communication with Zsolt Tuza and Peter 
Horak). I do not know to what extent their proof is similar to the one in this 
paper. 
We begin by giving the necessary definitions. Our graphs may have multiple 
edges, but no loops. A strong edge-colouring of a graph is a colouring of the 
edges, which is proper, i.e., no pair of edges incident with the same vertex have 
the same colour, and which has the additional property that no edge joins two 
vertices that are end-vertices of edges of the same colour. Put differently, in a 
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strong edge-colouring no colour can occur more than once on any path of length 
at most three. The requirement can also be stated: for any colour a, the edges of 
the graph induced by all vertices which are incident with an edge of colour a are 
independent (namely exactly those of colour a). A partial strong edge-colouring is 
one satisfying the above conditions, except that some edges may be left 
uncoloured. 
The strong chromatic index of a graph is the smallest integer k, for which the 
graph has a strong edge-colouring with k colours. This parameter was touched 
upon in [l] (by Chung, Gyarfas, Trotter and Tuza) and [2] (by Faudree, Gyarfas, 
Schelp and Tuza), and was given a thorough treatment by these last four authors 
in [3], to which we refer for more details. All these papers attribute to Erdiis and 
NeSetiil the conjecture that a graph with maximum degree A akways has strong 
chromatic index at most iA’. 
In this paper we only deal with the strong chromatic index of graphs with 
maximum degree at most 3. If we consider the graph G,,, of Fig. 1, with maximum 
degree 3, we see that in any strong edge-colouring of G,,,, all edges must have 
distinct colours, so that the strong chromatic index of G,,, is 10. We shall show 
that no graph of maximum degree 3 has strong chromatic index larger than 10. Of 
course, Glo can be extended to a cubic graph with strong chromatic index 10. 
The graph G,,, is a special case of a family of graphs pertaining to the conjecture 
by Erdiis and NeSetiil mentioned above. All our proofs will be in the form of an 
algorithm that achieves the desired colouring. Suppose that we want to obtain a 
strong edge-colouring of a graph with maximum degree at most 3 by colouring the 
edges one by one. Then, when colouring a given edge e = xy, all colours that 
already occur on an edge incident with n or y, or having an end-vertex joined to x 
or y, are forbidden for e. Let the set of such edges by N(e); then N(e) contains at 
most 12 edges (Fig. 2). Let F(e) be the set of colours occurring on an edge of 
N(e); edges of N(e) that are still uncoloured do not contribute to F(e). Clearly 
IF(e)1 d IN(e)1 d 12. This means that if we are satisfied with a strong edge- 
colouring with 13 colours, we can achieve this in a truly greedy fashion: just 
colour the edges one by one in any order, there will always be a colour available 
for the edge being coloured. We shall, however, use the word greedy in a slightly 
different sense. 
An algorithm for finding a strong edge-colouring of a graph will be called 
greedy, if it produces an ordering of the edges, so that if the edges are coloured 
Fig. 1. Fig. 2. 
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one by one in the given order, then every edge e can be coloured by any colour 
not in F(e), and there is always at least one such colour available. Thus, in a 
greedy colouring algorithm, after the sequence has been produced we never have 
to ‘think ahead’, and we never have to change a colour once assigned to an edge. 
A greedy algorithm is not necessarily of low time complexity; it could be involved 
to find the ordering of the edges. But the colouring phase is simple. 
Our aim is to find an algorithm which will produce a strong edge-colouring with 
at most 10 colours of any graph with maximum degree at most 3. The algorithm 
will be greedy in the sense of the definition above or simple variations thereof; we 
return to these variations later. Let us first see how easily we can describe a 
greedy algorithm producing a partial strong edge-colouring with 10 colours, 
where at most three edges may be left uncoloured (assuming that the graph is 
connected). This, as many of our later subroutines, is based on the distance 
classes of a graph with respect to a vertex. 
Let v0 be any vertex of a connected graph G. For i = 0, 1, . . . , let Q be the set 
of vertices of distance i from Q. Then it is well known, and an easy observation, 
that any edge joins two vertices that are either in the same D;, or in Di and D,+l 
for some i, and that each vertex in D;, i 2 1, is joined to at least one vertex of 
Dj_I. For any edge e of G, let d(e) be the smallest distance to u0 of an end-vertex 
of e (i.e., e joins a vertex of DdCej to a vertex of DdCej or D+)+J. We shall say 
that an ordering of the edges of G is compatible with the distance classes with 
respect to uO, if an edge e’ comes before an edge e” only if d(e’) s d(e”). 
The distance classes of a connected graph with n vertices and maximum degree 
at most 3 with respect to some vertex u,, can readily be found in time linear in n 
by breadth-first search from no. The order in which the edges are scanned by such 
a search is compatible with the distance classes, so a compatible ordering is 
obtained in linear time as well. (For our time complexity considerations, we 
assume that a graph G with maximum degree at most 3 is given in a 
representation of size O(n); for example by having, for each vertex, a list of 
edges incident with it, containing information about the other end-vertex of the 
edge, the colour of the edge, the preceding and following edge in some ordering, 
and so on.) 
We then have the following observation. 
Lemma 1. A greedy algorithm colouring the edges of a connected graph with 
maximum degree at most 3, in the reverse of an order compatible with the distance 
classes with respect to some vertex q), will produce a partial strong edge-colouring 
with 10 colours, where only edges incident with vO may be left uncoloured. 
Proof. If e is an edge not incident with u,,, then d(e) 2 1, and an end-vertex x of 
e with x E D+.) . . ’ will be joined to a vertex u of D+,-,. But then, at the stage of 
the greedy algorithm where e is to be coloured, no edge incident with u has yet 
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been coloured, so at most 9 edges of N(e) have colours. As IF(e)1 c 9, there is a 
colour available for e. 0 
Our task in the following will be to extend the simple idea of Lemma 1 to be 
able to colour also the edges incident with vg. There are a number of situations 
where this is fairly easily achieved; we deal with those in Section 2. Then in 
Section 3, we consider the general case where complications may arise. In this 
way, our proof will be composed of a number of lemmas, but it should be noted 
that the basic idea remains very straightforward, as reflected in the linear 
algorithm. In Section 4, we summarize. 
2. Graphs with small girth or small edge cuts 
When given the task of finding a strong edge-colouring of a graph, we can 
clearly colour each connected component separately. The first two simple lemmas 
show that we really only have to consider cubic graphs. 
Lemma 2. If G is a connected graph with maximum degree at most 3, and if G has 
a vertex of degree 1, then there is a greedy algorithm which produces a strong 
edge-colouring of G with at most 10 colours. 
Proof. Consider an ordering of the edges of G compatible with the distance 
classes with respect to a vertex v. of degree 1. Colour the edges in the reverse 
order. By Lemma 1, only the edge e, incident with v0 may be uncoloured. But 
IN( < 6, so e,, can indeed be coloured. 0 
Lemma 3. If G is a connected graph with maximum degree at most 3, and if G has 
a vertex of degree 2, then there is a greedy algorithm which produces a strong 
edge-colouring of G with at most 10 colours. 
Proof. As for Lemma 2, with v0 being a vertex of degree 2. If the first two edges 
of the compatible ordering are e, , e2, both incident with q,, then IF( c 8, and 
IF( ~9, when each is about to be coloured, so there is always a colour 
available. q 
We then look at the cases of graphs with low girth. 
Lemma 4. If G is a connected graph with maximum degree at most 3, and if G 
contains a multiple edge, then there is a greedy algorithm which produces a strong 
edge-colouring of G with at most 10 colours. 
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Proof. If q, is a vertex incident with a multiple edge, then any ordering of the 
edges compatible with the distance classes with respect to q, will work, as in 
Lemmas 2 and 3. 0 
Lemma 5. If G is a connected graph with maximum degree at most 3, and if G 
contains a 3-gon, then there is a greedy algorithm which produces a strong 
edge-colouring of G with at most 10 colours. 
Proof. Let u0 be a vertex of a 3-gon of G. If u(, has degree 2, Lemma 2 is all we 
need, so assume that its degree is 3. If an ordering of the edges of G compatible 
with the distance classes with respect to u0 is chosen so that its first three edges 
are el, e2, e3, all incident with q,, so that e, and e2 belong to the 3-gon, then, at 
the stage where each is about to be coloured (in the usual reverse order), 
IF(e3)l c 9, IF( s 8, and IF( c 9, so there is always a colour available. 0 
We shall prove lemmas similar to Lemma 5 for graphs with girth 4 and 5. In 
these cases, however, we must finish the colouring by considering several edges at 
the same time, so the algorithm is not totally greedy. If a colouring is produced 
by using a greedy algorithm to obtain a partial strong edge-colouring with at most 
a fixed number k of edges uncoloured, and these are then coloured in some other 
way, we shall say that the combined algorithm is greedy except for k edges. For a 
fixed number of colours (10 in our case), the complexity of such an algorithm will 
always be determined by the greedy part, as the last k or fewer edges can be 
coloured in a number of steps bounded by a constant simply by trying every 
possibility (knowing that one will work). In practice, we can do better than what 
this formal argument suggests. 
Lemma 6. If G is a connected graph with maximum degree at most 3, and if G 
contains a 4-gon, then a strong edge-colouring of G with at most 10 colours can be 
produced by an algorithm which is greedy except for 8 edges. 
Proof. Let C be a 4-gon of G, say with consecutive vertices v,, u2, ZJ~ and u4. If 
any of these has degree 2 in G, or if any two of them are joined by an edge not in 
C, we are finished by one of Lemmas 3-5, so we can assume that G has distinct 
edgesf; incident with Vi, k not belonging to C, i = 1, 2, 3, 4. For each i, let w, be 
the other end-vertex of 5. Some of the Wi may coincide. We let ej = uiui+,, indices 
modulo 4. 
The graph G - {v,, u2, u3, u4} may b e coloured by a greedy algorithm by 
Lemmas 2 and 3, as each wi has degree at most 2 in this graph, and each 
connected component of its contains some w,. So we assume that we have a 
partial strong edge-colouring of G with at most 10 colours, with exactly the edges 
of iJ = {e,, e2, e3, e4, fi, f2, A f4> uncoloured. 
We then have that IF(J)1 G 6 and IF( =Z 4 for i = 1, 2, 3, 4. Hence every J; 
has at least 4 colours available, and every e, at least 6. Let the set of colours 
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available for a given edge e be A(e). If we can give each of the uncoloured edges 
an available colour, so that all the eight colours are distinct, we do so, and the 
proof is complete. 
If it is not possible to give all the uncoloured edges distinct colours, then by 
Hall’s theorem on distinct representatives [4], there is a non-empty subset S of U 
such that 
As IA(e)12 4 for all edges e, we must have ISI 2 5; but this implies that S contains 
at least one ei, and as IA( 2 6 for all ei, we get ISI 2 7. 
Assume first that llJetS A(e)1 = 6. If S = U, then wr and w, are distinct vertices 
not joined by an edge, because w, = w, would imply IA( a 7, and w, joined to 
w, would imply IA U A( 2 7, except if two edges join wr and w,, in which 
case we apply Lemma 4. Similarly, w2 and w, are distinct non-adjacent vertices. 
Now IA(h) n 4h)I 2~ 2, and IA(f2) fl A( 32, because in each case we 
intersect two sets of cardinality at least 4 whose union can have at most 6 
elements. So it is possible to find two distinct colours and give one to f, and f3, 
and the other to f2 and f4; afterwards, there are at least 4 colours available for 
each ei, so these can be given distinct colours, thus completing the strong 
edge-colouring of G. 
Consider next the case where we still have IIJetsA(e)l = 6, but assume that this 
does not hold for S = U, but for some S with ISJ = 7. Then we may assume that S 
contains both fi and f3, and by the above argument there is a colour that can be 
given to both f, and h. Then the remaining edges of S can be coloured with 
distinct colours, because f2 and f4 still have at least 3 colours available, and any ei 
have at least 5 colours available. Finally, the edge of U not in S can be given a 
colour not in lJeEsA(e). 
This leaves only the case where IUeEsA(e)l = 7. Then S = U. We claim that 
either w, and w,, or w2 and w,, are distinct non-adjacent vertices (or a double 
edge joins a pair). Suppose first that w, = w,; then w, = w, would imply 
IF(e,)l<2, so IA( would be at least 8, a contradiction, so we deduce that w, 
and w, are distinct; if they were joined by a single edge we would have 
IA U A(e,)( 3 8, again a contradiction; in the case of a double edge we use 
Lemma 4. By symmetry, we get that if w, = w,, then w, and w, are distinct and 
non-adjacent. Suppose finally that w, #w, are neighbours, and that so are 
w,# w,; then IA UA(e,) UA(e,) U A( s 8, a contradiction, or there is a 
double edge. So our claim is indeed true, and we can assume that w, and w, are 
distinct and non-adjacent. Since IA flA(f;)l 3 1 (if not, their union would 
have size at least 8), we can give f, and b the same colour. Afterwards, each of fi 
and f4 has at least 3 available colours, each ej has at least 5, so the remaining 6 
edges can be given distinct colours except if the union of the sets of colours now 
available has cardinality 5. But in that case w2 and w, must be distinct 
The strong chromatic index of a cubic graph b at most 10 237 
non-adjacent vertices, and f2 and f_ can be given the same colour, and then the 
last 4 edges can be given distinct colours, and the lemma has been proved. 0 
Lemma 7. If G is a graph with maximum degree at most 3, and if G contains a 
Sgon, then a strong edge-colouring of G with at most 10 colours can be produced 
by an algorithm which is greedy except for 10 edges. 
Proof. Let C be a 5-gon of G, say with consecutive vertices hi, v2, vj, v4 and vs. 
If any of these has degree 2 in G, or if any two of them are joined by an edge not 
in C, we are finished by one of Lemmas 3-5, so we can assume that G has distinct 
edges i incident with vi, J not belonging to C, i = 1, 2, 3, 4, 5. For each i, let w, 
be the other end-vertex of fi. If two of the w, coincide, then G contains a 3-gon or 
a 4-gon, so we can colour by Lemmas 5 and 6. Hence we assume that all wi are 
distinct, i = 1, 2, 3, 4, 5. We let ei = vivitl, indices modulo 5. 
The graph G - {v,, vz, v3, v4, us} may be coloured by a greedy algorithm by 
Lemmas 2 and 3, as each w, has degree at most 2 in this graph, and each 
connected component of it contains some w,. So we assume that we have a partial 
strong edge-colouring of G with at most 10 colours, with exactly the edges of 
II = {e,, e2, e3, e4, es, f,, f2, f3, f4, f5} uncoloured. 
We then have that IF(f;)I s 6 and (F(e,)l 6 4 for i = 1, 2, 3, 4, 5. Hence everyf; 
has at least 4 colours available, and every ei at least 6. Let the set of colours 
available for a given edge e be A(e). If we can give each of the uncoloured edges 
an available colour, so that all the ten colours are distinct, we do so, and the 
proof is complete. 
If it is not possible to give all the uncoloured edges distinct colours, then by 
Hall’s theorem there is a non-empty subset S of U such that 
I I U A(e) < IV. t-e.7 
As IA( 2 4 for all edges e, we must have ISI 2 5. If ISI = 5, S must consist off,, 
f2, f3, f4 and f5; let A(&) = {a, b, c, d} for all i = 1, 2, 3, 4, 5. Then there is no 
edge joining two of the w, (this would imply A(J) 2 5 for any such i), and 
A(e,) 3 {a, b, c, d} for all i (no colour can be forbidden for any e, without being 
forbidden for either f; or fi+I). Therefore we can give the colour a to fi and f3, the 
colour b to f2 and e4, the colour c to f4 and e,, and the colour d to f5 and ez; this 
leaves only e3 and e5 uncoloured, but as there are still at least two colours 
available for each, they can be given distinct colours. Thus the colouring is 
completed in this case, and we shall now assume that IlJb, A( 2 5. 
Then ISI s 6, implying that S contains some ei, which again implies ISI 2 7. 
Suppose first that x = ll_leeS A(e)1 c 8. Note that for each i, J and ei+2 (indices 
modulo 5) are independent edges and can be given the same colour; we call such 
a pair opposite edges. A pair of opposite edges in S has at least 10 - x 2 2 colours 
available to both. As JSI > X, S contains at least (x + 1) - 5 = x - 4 2 2 pairs of 
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opposite edges. We now show that we can always colour two such pairs, each pair 
with one colour, so that the remaining three f; have at least 3 colours available 
between them. From the above it is clear that two pairs can be chosen and each 
pair given a distinct colour, say the colours a and b. Suppose that this choice 
leaves the same set of available colours, {c, d}, for all other f;. Note that by our 
assumption on lJ”=, A(J), for some fi in a chosen pair, A(fi) must contain a 
colour a’ different from a, b, c and d. We now change our choice in the following 
way. 
If x = 6, a’ must also be in A(e,+,); we then recolour the pair with the colour 
a’. If x = 7 or x = 8, one of the remaining J must also belong to a pair of opposite 
edges in S, and colouring that pair instead of h, ei+, gives the required situation. 
Having coloured two opposite pairs in the described way, we proceed to show 
how to colour the remaining six edges. If possible, give them distinct colours; if 
not, again apply Hall’s theorem. Let A’(e) be the set of colours now available for 
an edge e, and let S’ be a subset of the six edges so that IUeeS, A’(e)( < IS’I. Then 
we know from the above that JS’I 2 4, implying that S’ contains some ei, which 
again implies that IS’1 is 5 or 6, so that S’ contains at least 2 opposite pairs. If 
IL.de)l = 4, each opposite pair in S’ has two colours available to both edges 
of the pair, and as above it is seen that two pairs can be coloured, each pair by 
one colour, so that the remaining 5 still has a colour available; then this 5 and its 
opposite can be given distinct colours. If liJeeS, A’(e)/ = 5, then S’ contains all 
the uncoloured edges and each opposite pair has at least one colour available to 
both edges of the pair, and as above we see that one such pair can be coloured so 
that the remaining two j still have altogether at least two colours available; we 
then finish by giving the last four edges distinct colours if possible-if it is not, 
each opposite pair can be given one colour. 
So we have left to consider the case where IIJeEoA(e)l = 9. Then each opposite 
pair has at least one colour available to both edges of the pair, and as above it is 
seen that we can colour one pair such that the remaining h still have four colours 
left between them. Afterwards, we again try to give distinct colours to the 
remaining eight edges, and if this is impossible, we apply Hall’s theorem. We get 
that ILLS” A’(e)1 < IS”I for some S” with 6, 7 or 8 edges. It is now easy to finish 
the argument in the usual way: whenever the remaining edges cannot be given 
distinct colours, Hall’s theorem ensures that at least one opposite pair can be 
given the same colour, chosen so that the remaining f; have enough colours 
available. 
This completes the proof of Lemma 7. 0 
From graphs with small girth we now turn to graphs with small edge cuts. Our 
procedure in such cases will be to colour greedily each component of the graph 
obtained by deleting the edge cut, or a simple modification of each component, 
rename the colours used in one of the components to match those of the other 
component in an appropriate way, and then colour the remaining edges. The 
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term component here is perhaps ill-chosen: we define an edge cut of a graph G to 
be the set of edges joining two disjoint subgraphs G, and G2, with G = G, U G2, 
but we do not require G1 and G2 to be connected. 
In accordance with the above, we define an algorithm for strong edge- 
colourings to be bigreedy except for k edges, where k is some fixed integer, if for 
any graph G it works by giving greedy colourings to two disjoint graphs G, and 
G2, permutes the colours in one of these, colours all edges of G belonging to G, 
or G2 by the colours thus determined, and finally colours or recolours at most k 
edges to obtain a strong edge-colouring of G. Thus the two greedy colourings 
must leave at most k edges of G uncoloured. An algorithm which is bigreedy 
except for 0 edges will be called bigreedy. Note that an algorithm which is greedy 
except for k edges is also bigreedy except for k edges (take G2 empty). 
Lemma 8. If G is a connected graph with maximum degree at most 3, and if G 
contains a bridge, then there is a bigreedy algorithm which produces a strong 
edge-colouring of G with at most 10 colours. 
Proof. Let e =x1x2 be a bridge of G, and let the components of G - e be G, and 
G2, x1 E G,. By Lemmas 2 and 3, each of Cl = G1 U {x2, e} and G2 can be given a 
strong edge-colouring with the same 10 colours by a greedy algorithm. If 
necessary, interchange names of colours in G2 so that the colour a of e in G,’ does 
not occur in N(e) n G2, and the colours occurring at x, in G, do not occur at x2 in 
G2. The combined colouring is a strong edge-colouring of G. 0 
Lemma 9. If G is a connected graph with maximum degree at most 3, and if G 
contains an edge cut with 2 edges, then there is a bigreedy algorithm which 
produces a strong edge-colouring of G with at most 10 colours. 
Proof. Let e =x1x2, e’ = y,y2 be edges of an edge cut of G, where G - {e, e’} 
consists of disjoint graphs G, containing xi, y, and G2 containing x2, y,. Let G,’ be 
obtained from G, U {x2, y2, e,, e2} by identifying x2 and y2, and colour it greedily 
by Lemma 3; let the colour of e, be a, and let the colour of e2 be b (obviously 
b #a), let the colours at x1 in G, belong to {c,, c2}, and the colours at y, belong 
to {d,, d2}. Neither a nor b belongs to {c,, c2, d,, d2} (but this set can have less 
that 4 elements). Let G; be obtained from G2 by adding a new vertex z joined to 
x2 and y,, and colour it greedily with the same set of colours as G;. Change the 
notation so that the colour of zx2 becomes a, the colour of zy, becomes 6, and 
none of the at most 4 colours occurring at x2 and yz in G2 belong to 
{a, 6 cl, c2, dI, d2}; as we have 10 colours altogether, this is possible. 
The colouring obtained from G; and G2 is a strong edge-colouring of G with at 
most 10 colours. 0 
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The next step is to consider edge cuts with 3 edges. We call such an edge cut 
trivial if it consists of all edges incident with a vertex. 
Lemma 10. If G is a graph with maximum degree at most 3, and if G contains a 
nontrivial edge cut with 3 edges, then a strong edge-colouring of G with at most 10 
colours can be produced by an algorithm which is bigreedy except for 3 edges. 
Proof. Let e, = u,uz, e2 = v,v2, e3 = w, w, be the edges of a nontrivial cut in G, 
and let G - {e,, e2, e3} consist of disjoint graphs G, containing u, , v, , w, and G2 
containing uz, v2, w,. We assume that these vertices are all distinct-therwise 
there will be an edge cut with two edges in G, and Lemma 9 applies. We also 
assume that they all have degree 3 in G, otherwise we can apply Lemma 2 or 3. 
Furthermore, we may assume that neither G, nor G2 is a 3-gon (otherwise apply 
Lemma 5), and from this it follows that if G contains a path with vertex set 
{u,, 211, w,} or {u2, v2, w2}, then G contains an edge cut with 2 edges, incident 
with distinct end-vertices of the path; if that happens, we apply Lemma 9, so here 
we assume that no such path exists. We can therefore assume that the notation is 
chosen so that G contains no edge u,v, and no edge u2vz. 
Colour G; = G, U {uIvl} and G; = G2 U {uzv2} with the same 10 colours. This 
can be done greedily (say in the first case) by starting at w, and applying Lemma 
3; if this does not result in the edges at u, and v, being coloured, it is because 
w, w, is in fact a bridge of G, and the colouring can be completed as in Lemma 8. 
In Gi, let the colour on u, v, be a, and let c # a be a colour not occurring at u, 
and not forbidden for w, (by this we mean not occurring on an edge incident with 
w, or one of its neighbours); there is at least one such colour. Further, let the 
colours on u, in G, be b,, b2, and let the colours on v, be bJ, c or b,, b4, 
according to whether c occurs there or not. Then the 5 or 6 colours a, b,, b2, b,, 
c, (b4) are distinct. Let the total set of colours be {a, b,, b2, b3, b4, c, d,, 
dz, d3, dJ. 
In G;, rename the colour of u2v2 to be a, and give the name c #a to a colour 
not forbidden for w, and not appearing at v2. Let the colours on u2 in G2 be d, 
and, if c does not occur, d2, and let those on v2 be d3 and d,. 
We wish to obtain a strong edge-colouring of G from those of G, and G2 by 
giving e, and e2 the colour a, and giving e3 the colour c. The only thing that can 
prevent this from working is if some colour appears on both w, in G, and w, in 
G2. So suppose that this is the case. 
Case 1: The colour a appears at at most one of w, and w,. 
In this case, first suppose that the two colours x and y both appear at both w, 
and w,, x # a # y. Then if X, y = bi, b,, in G2 rename the colours by interchanging 
the names of bi and bi and the two remaining bk and b,, i, j # k, 1. If x, y = di, di 
interchange names in G2 so as to replace d;, dj by the other pair dk, d,. Finally, if 
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x, y = bi, di, interchange bi in G2 with one other bk, and interchange dj and 
another dl. 
Next assume that the colours occurring at w1 are x and y, those occurring at w, 
being x and z, y f z, x #a. If x = bj, in G2 interchange the names of x and some 
colour bj #x, y, z. If x = di, similarly interchange x and some dk fx, y, z. This 
finishes Case 1. 
Case 2: The colour a appears at both w1 and w,. 
Let the other colour at w1 be y, the other colour at w, be z. In Gr, let d # a, y, c 
be a colour not forbidden for v,; d is one of bI, bz, dI, d2, d3, d, (if b, does not 
occur at ul, we can still choose d # b4). We may assume that d is either bl or dq. 
In G,, let x be a colour x # z, a, c not forbidden for u2; x is one of bl, b2, b,, bq, 
d,, d, (d, can be avoided); we may assume that x = b, or x = d,. 
We now look at 4 slightly different cases one by one. 
(I) d,x=b,, bl. 
In G2, interchange names on colours a and b,. Before the interchange, 6, was 
available for u2, so after the interchange, a is still available there. At up, b, is 
available after the interchange. As a # c # b, , c is still available for w,. We now 
colour e, with a, e2 with b,, and e3 with c. Only if y = z this is not the required 
strong edge-colouring; in this case, if z = bi for some i, interchange the names of 
z and any bj with j # i, 1, and if z = dk for some k, interchange the names of z 
and any d,, 1 #k. 
(II) d, x = bl, dz,. 
Then, in G2, first interchange names of colours d, and bI. It is possible that the 
edge at w, of colour z now changes; let its new colour be z’, z’ = z or z’ = d,. 
Certainly z’ # b,. Next interchange names of the colours a and b,. Finally, give 
the colour a to e,, the colour b, to e2, and the colour c to e3. The only conflict 
could be y = z’; in that case, if z’ = 6, for some i, interchange the names in G2 of 
z’ and any bj with j # i, 1, and if z’ = dk for some k, interchange the names of z’ 
and any d[ with 1 Zk. 
(III) d, x = dz,, b,. 
In G,, first interchange names of colours d, and b,. As before, let z’ denote 
the new colour of the edge coloured z, z’ =z or z’ = b,, z’ #d4. Then 
interchange names of colours a and d,. Give the colour a to e,, the colour d4 to 
e2, and the colour c to e3. If y = z’, then if z’ = bi for some i # 2, interchange 
names of z’ and bz, if z’ = b2 interchange z’ and b3, and if z’ = dk for some k, 
interchange z’ and any d, with I # k, 4. 
(IV) d, x = d4, d,. 
In this case, in G2 interchange names of colours a and dq, and give the colour a 
to e,, the colour d, to e2, and the colour c to e3. If z = y, then if z = bi for some i, 
interchange the names of z and any bj with j # i, and if z = dk for some k, 
interchange the names of z and any dl with I #k, 4. 
In all cases have we obtained the required colouring, so the lemma has been 
proved. 0 
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3. The case of cubic graphs with girth at least six 
In this section, our starting point will be a connected cubic graph G, which has 
no 2-gon, no 3-gon, no 4-gon and no 5-gon. 
In G, let x be any vertex, and let the neighbours of x be the three (distinct) 
vertices U, v and w. Furthermore, let the neighbours of u be X, u1 and u2, let the 
neighbours of v be x, v1 and v2, and let the neighbours of w be x, w, and w,. By 
the assumptions on G, all these vertices are distinct, and the vertices ui, Us, v,, 
uz, Wl, w, are independent. See Fig. 3. 
We look for a way of giving G a strong edge-colouring with at most 10 colours 
where the edges are coloured successively so that the edges incident with x are 
the last ones to be coloured. 
To this end, we begin by colouring the edges UU,, vu,, and ww, by the colour 
a, and the edges ULQ and vu2 by the colour b (#a). This is a legal partial strong 
edge-colouring. Now let the neighbours of w, be w, q1 and q2, and consider the 
following sequence s0 of edges: 
sg: XW, XV, XU, ww,, wzq,. 
Let s be a sequence of uncoloured edges of G with s0 as starting segment, with the 
property that for each edge e of s -s Cl, at least 3 edges of N(e) precedes it in s, 
and such that s contains as many edges as possible. 
Such a sequence s can be found in linear time by a simple breadth-first search 
from w,: a crude implementation of this could work by, whenever an edge e is 
added onto s, putting all edges in N(e) in line to be checked for inclusion in s. 
Due to the presence of the precoloured edges, s need not be compatible with the 
distance classes with respect to w,, neither in G nor in the graph obtained from G 
by deleting the precoloured edges. 
Lemma 11. Ifs contains all uncoloured edges of G, then a strong edge-colouring 
of G with at most 10 colours can be obtained by colouring the edges of s - so 
greedily, in reverse order, then possibly recolouring ww,, and finally colouring the 
edges of so greedily in reverse order. 
Proof. When colouring the uncoloured edges of G in the reverse order to that of 
s, then by the construction of s, whenever an edge e of s - s0 is about to be 
Fig. 3. 
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coloured we have IF(e)1 < 9, so there is a colour available. If there is also a 
colour available for wzql, we continue and colour all edges of G in the order 
reverse to that of s; by the repetition of colours on the precoloured edges, there is 
always a colour available. 
If no colour is available for w2ql, then IF(w2ql)l = 10, and all edges of N(w2ql) 
coloured so far have distinct colours; in particular, wwi is the only edge in 
N(w2ql) of colour a. We remove the colour a from wwl and give it to w2q,. We 
then recolour wwl, which is possible as IF(ww,)l s 8. We then recolour the last 
edges in the order reverse to that of so; again, there is always a colour available. 
This completes the proof of Lemma 11. 0 
We then consider the case where s does not contain all uncoloured edges of G. 
Let H be the subgraph of G induced by the uncoloured edges not in s. That is, H 
contains precisely those edges and their end-vertices. For the remainder of this 
section, we assume that H # 0. Clearly, U, U, w, w2 and q2 belong to G - H; a 
vertex belongs to G - H if and only if each uncoloured edge incident with it is in 
s. We first note the following simple observation. 
Lemma 12. No edge of s joins two vertices of H. 
Proof. The lemma certainly holds for edges of sO. Suppose that it fails for an 
edge yy’ of s -so. As both y and y’ belong to H, there are uncoloured edges zy 
and z’y’ not in s. But at least 3 edges of N(yy’) must also be in s, and one of 
N(zy) and N(z’y’) must contain at least two of these, say N(zy) does. As N(zy) 
also contains yy’, it contains at least 3 edges of s, and so it could be added to s. 
This contradicts the maximality of s. q 
As no precoloured edge joins two vertices of H either, it follows from Lemma 
12 that H is in fact a (vertex-) induced subgraph of G. 
Let F be the set of edges of G joining a vertex of H to a vertex of G - H . We 
proceed to show that F consists of at most 5 edges. 
Lemma 13. Any edge of F is incident with one of u,, u2, v,, v2, w, , and no vertex 
different from u and v is incident with two edges of F. 
Proof. We first prove that any edge of F is incident with one u,, u2, v,, v2, w,. 
This is true for a precoloured edge, so suppose that e is an uncoloured edge of F, 
e = hg, where h is a vertex of H, g a vertex of G - H. Then, by the definition of 
H, e is in s, and some uncoloured edge hh’ is not in s. It follows that not all 3 
edges incident with g can be in s, and hence some edge incident with g must be a 
precoloured edge. As g cannot be u, v or w, g must be one of u,, u2, vl, v2, w,. 
Next we prove that the only vertices that may be incident with more than one 
edge of F are u and v. Suppose first that a vertex z belonging to 
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{ Ul, u2, Vl, 212, wl} is incident with two edges of F. If one of these edges is a 
precoloured edge, z must be in H, an uncoloured edge of F joining z to a vertex 
z’ of G - H; but then all three edges incident with Z’ would be in s, contradicting 
that the third edge incident with z is not in s. So it must be the two uncoloured 
edges, say e, and e2, incident with z that belong to F. But then no edge incident 
with z is in H, so z must be in G - H. None of e, and e2 belongs to sO, and we 
may assume that e, is before e2 in the sequence s; but then at least three edges of 
N(e,) is before e, in s, and one of these, together with e, and e2, would force all 
three edges incident with the end-vertex different to z of either e, or e2 to be in s, 
contradicting that e, and e2 are edges of F. 
Clearly w is not incident with two edges of F. We finally show that no vertex 
zfu1, u2, 211, 212, WY u, v, w can be incident with two edges of F. If it were, the 
two edges of F would join z to two of u,, u2, v,, vz, w,, and z would belong to 
H, but then s could be extended to include the third edge incident with z, which 
is a contradiction. 
This proves Lemma 13. Cl 
It is obvious from Lemma 13, that once a sequence s has been determined, the 
edges of F can be found in constant time. 
Our next task will be to show that the edge cut F always gives rise to a 
configuration where a bigreedy algorithm can be used. For this purpose, we need 
a closer look at the possible appearances of F. We shall use the term small cut for 
an edge cut in G, which has one or two edges, or has three edges and in 
nontrivial. 
Lemma 14. Either G contains a small cut, or it can be depicted as one of the cases 
of Fig. 4. 
Proof. If IF( ~3 it is a small cut, so we assume that IFI 24, that is, IFI is either 4 
or 5. 
Case 1: uu, and uu2 both belong to F. 
We have a small cut or the situation of Fig. 4(i): In this case, H U {u, uu,, uu2} 
is separated from the rest of the graph by xu and the remaining edges of F, so there 
is a small cut, except if IFI = 5, consisting of an edge incident with each of vi, v2, 
w, in addition to uu, and uu2. In the latter case, if any of the edges vu,, vu2 or 
ww, belonged to F, there would be a small cut separating G - (H U 
{ x, 4 v, 211, v2, w, w,}) from the rest of the graph. This leaves only the possibility 
of Fig. 4(i). 
In the following we assume that uu, and uu2 do not both belong to F. By 
symmetry, we also assume that vu, and vu2 do not both belong to F. In 
particular, F consists of independent edges. 
Case 2: uu, and vu, both belong to F. 
We have a small cut or the situation of Fig. 4(ii) or (iii): By assumption, in this 
case neither uu2 nor vu2 is in F. As IFI 2 4, at least one of u2 and v2 is incident 
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with an edge of F; suppose that u2 is, the edge u,t, being in F. If v2 is also 
incident with an edge of F, there is a small cut unless wi is incident with an edge 
different from ww, of F; this is the situation of Fig. 4(ii). If v2 is not incident with 
an edge of F, then w, must be, and again the edge must be different from ww,; 
this is Fig. 4(iii). 
We now assume that at most one of uu,, uuz, vu,, vu2 belongs to F, say UU~, 
vu17 vu2 do not. 
Case 3: uu, and ww, both belong to F. 
We have a small cut or the situation of Fig. 4(iv), (v) or (vi): Then F must 
contain edges incident with at least two of uz, v,, vz. If it contains edges incident 
with each of them, we have Fig. 4(iv). If F contains no edge incident with u2, it is 
Fig. 4(v), and if one of v,, v2, say v,, is incident with no edge of F we have Fig. 
4(vi). 
Case 4: uu, is in F and ww, is not. 
We have the situation of Fig. 4(vii), (viii), (ix) or (x): In this case, if IFI = 5 it is 
Fig. 4(vii). If IFI = 4, then u2, w,, or one of v,, v2 (say v,) is not incident with an 
edge of F; these situations correspond to Fig. 4(viii), (ix) and (x) respectively. 
Case 5: ww, is in F and MU, is not. 
We have the situation of Fig. 4(xi) or (xii): If IFI = 5, we have (xi). If IFI = 4, 
then, by symmetry, we may assume that u, is not incident with an edge of F, and 
we have (xii). 
Now we can finally assume that no precoloured edges are in F. In that case, if 
JFI = 5, we have situation (xiii), and if IFI = 4, it is (xiv) or (xv), by symmetry. 
This finishes the proof of Lemma 14. 0 
Lemma 15. A strong edge-colouring of G with at most 10 colours can be produced 
by an algorithm which is bigreedy except for 21 edges. 
Proof. If G contains a small cut, the lemma follows from Lemmas 8-10. So by 
Lemma 14, we only have to deal with the cases where G is as in Fig. 4. We 
consider these cases one by one. In each case, we use the notation of Fig. 4. 
When we use terms such as colouring we always refer to a strong edge-colouring 
with the same set of 10 colours. 
(i) The vertices w,, y,, y,, z, are distinct. Let G,: be obtained from G’ by adding 
a new vertex g joined to w,, y, and y,. Then z, has degree 2 in GR, so by Lemma 
3 there is a greedy algorithm to colour G, (if G, is not connected, G contains a 
bridge). Let the colour of gy, be a, the colour of gy, be b, and assume that if a 
does not occur at z,, then the colour c #a, b does. Similarly, let Hz be obtained 
from H U {u, uu,, uu2} by adding a vertex h joined to y,, y4 and u, and give Hg a 
greedy colouring (again, we may assume that H, is connected); rename colours so 
that hy, has the colour a, hy3 has the colour b, and if a does not occur at z,, then 
c does. Now a strong edge-colouring of G with 10 colours can be obtained by 
giving edges in G’ and H U {u, uulr uuz} the colours from Gfi and H6, giving the 
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colour a to 21, y,, v,y, and xw, giving the colour b to v,y, and v,y3, and by 
colouring the remaining edges in the following order: w~z,, wlz2, ww,, ww,, XU, 
xv, vu,, vv2. There is always a colour available for the edge e about to be 
coloured, either because at most 9 edges from N(e) have been coloured, or 
because of repetition among the colours used on N(e). This algorithm is bigreedy 
except for 13 edges. 
In the following, we shall tacitly assume that graphs constructed similar to Hfi 
and G, above are connected; if not, G would contain a small cut. 
(ii) If the vertices w,, tl, y, and z, are not distinct, G has a small cut, so we 
assume that they are. Form Hg from H by adding edges u,z, and t2y2 and colour it 
greedily. Let the colours occurring at zz in H be a and b, where b does not occur 
at ul. Let c and d be two distinct colours, both distinct from a and b, so that in H 
either b or c occurs at t2, and either b or d occurs at y2; they clearly exist. Let G, 
be obtained from G’ by adding tl y,; give Gg a greedy colouring and give the 
colours names so that a and b occur at z, and so that in G’ either b or c occurs at 
tl, and either b or d occurs at y,. From the colourings of H and G’ obtain a 
colouring of G by giving the colour b to ux and colouring the remaining edges in 
this order: t2u2, tlu2, uu,, uu2, v2y2, v2y1, vu,, vv2, xv, xw, ww,, w,z,, wlz2, 
ww,. 
(iii) We assume that the vertices w,, t,, v2, z, are distinct, because otherwise 
tl = z1 and there is a small cut. Let Hg be obtained from H by adding a vertex h 
joined to ul, v, and z2. Give it a greedy colouring, and let the colour of hu, be a, 
the colour of hv, be b. Let c #a, b be a colour so that either a or c occurs at t2, 
and let d #a, b, c be a colour occurring at z2 in H. Let G, be obtained from G’ 
by adding an edge w2v2, and give it a greedy colouring. Rename the colours so 
that the added edge w2v2 has colour a, b #a is a colour neither occurring at v2 
nor at z1 or any of its neighbours (there is at least one choice for b), c #a, b is a 
colour such that either u or c occurs at tl, and d # a, c is a colour such that either 
a or d occurs at z,; obviously d #b. From the colourings of H and G’, obtain a 
colouring of G by giving the colour a to UU,, ww, and vv2, giving the colour b to 
vu, and wlzl, and colouring the remaining edges in the order wlz2, ww,, u2t2, 
U2fl, uu2, xu, xv, xw. 
(iv) We assume that vertices t,, yl, y,, w2 are distinct (if not, there is a small 
cut). Let H, be obtained from H by adding a vertex h joined to y3, y4, w,, and 
give it a greedy colouring such that hy3 gets the colour a, hy, the colour b, c #a, 
b is a colour such that either c 3r c occurs at u ,, and d # c is a colour occurring at 
w, in H (clearly d # a, b). Let G,: be obtained from G’ by adding a new vertex g 
joined to y,, y,, w,. Give it a greedy colouring and choose the notation so that gy, 
has colour 6, gy2 colour a, c Z a, b is such that either a or c occurs at t,, and d # c 
occurs at w2 in G’. Obtain a colouring of G from that of H and G’ by giving the 
colour a to vly3, v2y2 and xw, giving the colour b to v,y, and v,y,, and colouring 
the remaining edges in this order: wwIr ww,, u2t2, u,t,, uu,, uu2, xu, vu,, vv2, 
XV. 
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(v) The vertices u2, y,, y2, w2 are all distinct. Let H, = H U {h, hy,, hy,, hw,}, 
and give Hg a colouring such that hy, has colour a, hy4 has colour b, c #a, b is 
such that a or c occurs at u, , and d fc occurs at w, in H. Do the same for 
G, = G’ U {g, gy,, gy,, gw2} (with gy, having colour 6, gy, colour a, a or c 
occurring at u2, and d at w, in G’). To colour G, give a to u,y,, v2y2 and xw, b 
to V.Y, and v2y4, and colour the rest in the order ww,, ww2, UU,, uu2, XU, vu,, 
vvz, xv. 
(vi) This is the same as case (iii) (with v and w interchanged). 
(vii) In this case it should be noted that possibly t, = y,, t, = y,, t, = z,, y, = z, 
or y2 = z,. We assume that if two of these equalities hold, then t, coincides with 
one of y,, y2, while z, coincides with the other, and G’ is a path with these two 
vertices as end-vertices and w2 as the only other vertex, because otherwise G has 
a small cut. When two of the vertices coincide, the vertex has degree 1 in G’ and 
thus only one colour present. The following description takes all possibilities into 
consideration. Let H, = H U {h, hu, , hy,, hy,}, and give it a greedy colouring; let 
the colour of hy3 be a, that of hy4 be b. If a or b occurs at t2, by symmetry we may 
assume that a does. Let c #a be a colour such that a or c occurs at z2, and let 
d # a, b, c be a colour such that a or d occurs at f2. Let GK be obtained from G’ 
by joining a new vertex g to y, and y,, and to z, if this is distinct from those, and 
give G, a greedy colouring. Choose the names so that gy, has colour b and gy2 has 
colour a. Let d # a, b be a colour so that a or d occurs at t, in G’ (if t, equals y,, 
y2 or z,, the sole colour occurring at t, will be distinct from a and b). Finally, if 
z, #t,, y2, let c fd be a colour occurring at z, in G’; here the case z, =y, needs 
special attention: if the colour on z, is d, we must recolour the edge with a colour 
c #a, b, d, which is possible as at most six colours can be forbidden for an edge 
incident with a vertex of degree one; furthermore, in this case, if z, is joined to t,, 
G contains a small cut, so we may assume that we can recolour the edge without 
affecting the occurrence of d at c,. Now obtain a colouring of G by adding to the 
colourings of H and G’: a on edges v,y,, v,y, and xu, b on v,y, and v,y,, and 
colouring the remaining edges in this order: w,z,, w,z2, ww,, ww,, u,t,, u,t,, 
uu,, u&?, xw, uv,, vu21 xv. Here we had to colour 17 edges, and possibly 
recolour one, after the greedy part of the algorithm. 
(viii) Here it is possible that z, equals y, or y,. The case is identical to that of 
Fig. 4 (iv), with H and G’ interchanged. As the discussion of (iv) is valid also if t, 
equals y, or y,, it covers (viii) completely. 
(ix) This is identical to (i), with H U {u, uu,, uu2} and G’ interchanged. t, 
could equal y, or y2, but this would give a small cut; hence the discussion of (i) is 
valid. 
(x) Wemayhavet,=y,, f,=z,ory,=z,. If none of these equalities hold, the 
situation is that of (ii), with H and G’ interchanged. In that case, the discussion 
of (ii) is valid also for (x). At most one of the equalities can hold. The first two 
are symmetrical, so we only have to consider the first and the third. 
Suppose first that f, = y,. Give H a greedy colouring, let the colours occurring 
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at z2 be a and b, and let c #a, b be a colour such that b or c occurs at t2. Let 
Gg = G’ U {ulzl}, and give Gg a colouring, greedily, choosing the notation so that 
the colours at z1 in G’ are a and b, where b does not occur at ul, and recolour so 
that the colour on t, is c. In G, give the colour b to XV and colour the rest of the 
edges in the order vul, u2y2, 21u2, t,v2, t,u2, u2t2, uulr uu2, ux, xw, ww,, w1z2, 
%Zl, WWl. 
Now suppose that y, = zi. Colour H greedily, let a and b occur at t2, and let b 
or c occur at y2. Also colour G’ U {tlw2} greedily, and rename so that a and b 
occur at tl in G’, b not occurring at w,; recolour so that the colour on y, is c. 
Finish the colouring of G by colouring xw with b, and the last edges in the order 
ww2, wz2, WWl, WY,, y1v2, v2y2, vv11 vvz, vx, -w UUI, u2t2, u,t,, uu2. 
(xi) Here we may have one of tl, t2 identical to one of y,, y2; if two such pairs 
coincide, G’ is a path with two edges and middle vertex w,. The discussion below 
includes all cases. Let H, be obtained from H by adding a vertex h joined to y3, y4 
and wr, and colour it greedily; let the colour of hy3 be a, the colour of hy, be b, 
let c #a, b be a colour such that a or c occurs at t4, and let d # c be a colour 
occurring at w1 in H (then d #a, b). Let G, = G U {g, gy,, gy2, gw2}, colour it 
greedily and name the colours so that gy, has colour b, gy, colour u, c #a, b is a 
colour such that a or c occurs at t2 in G’, and d #c is a colour occurring at w, in 
G’. Extend the colourings of H and G’ to one of G by giving the colour a to 
v1y3, v2y2 and xw, giving the colour b to IJ~Y, and v,y,, and colouring the 
remaining edges in this order: u,t,, ult3, u2t2, u2t4, uu,, uu2, ww,, ww, xu, xv, 
VVI, vvz. 
(xii) This is identical to (viii) (and symmetrical to (iv)). 
(xiii) Here we can have t, or t2 equal to y,, y, or z,, or z, equal to y, or y2, or 
more of these occurring simultaneously. If three of the vertices coincide, there is 
a small cut, so we assume that this does not happen. By symmetry, we may 
assume that z1 # t2. The following discussion then takes care of all possible cases. 
Let GR be obtained from G’ by adding a vertex g joined to w,, y, and y2, and 
adding an edge zlt2. Give G, a greedy colouring, and let the colour of gy, be a, 
the colour of gy, b, and let c and d be two colours, both distinct from a and b, so 
that a or d occurs at z1 in G’, and a or c occurs at t2 in G’; c and d clearly exist if 
z, and t2 have degree 2 in G’, and if one or both of them have degree 1, the edge 
incident with such a vertex can be recoloured with a choice of at least 4 colours, 
so c and d can be defined. Let Hg be obtained from H by adding a vertex g joined 
to y3, y4 and z2. Colour it greedily, and choose the notation so that gy3 has colour 
a, gy4 has colour b, c f a, b is a colour such that a or c occurs at t4 in H, and d # c 
is a colour occurring at z2 in H. Combine to a colouring of G by giving the colour 
a to v1y3, v2y2 and XW, giving the colour b to v,y, and ~2~4, and colouring the 
remaining edges in the order wlzl, w1z2, ww,, ww,, u2t2, u,t,, u, t,, u, t,, UUl, 
uu2, u, VVI 7 vv2, xv. This was the case with most edges left for the final stage; at 
most 21 edges were coloured or recoloured after the bigreedy part. 
(xiv) Possibly tl or t2 equals y, or y2; if two such pairs coincide, G’ is a path 
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with two edges. By symmetry, we may assume that t2 fy,. The following 
discussion then includes all cases. Give kZfi = H U {h, ht,, hy,, hy,} a greedy 
colouring and let a be the colour of hy,, b the colour of hy,, let c #a, b be such 
that a or c occurs at t, in H, and let d # c occur at t, in H. Let GK be obtained 
from G’ by adding g joined to yl and y2, and if tZ#y2 also to t2, and give it a 
greedy colouring. Name the colours so that a is on gy,, b is on gy2, a or c occurs 
at t, in G’, and d occurs at t2 in G’ (if l2 = y2 it may be necessary to change the 
colour of the edge incident with it to obtain this). From the colourings of H and 
G’ get a colouring of G by colouring u2y4, v, y, and uuZ with a, v, y3 and v2y2 
with b, and the remaining edges in order uZt2, u&, u,t,, u, t3, MU,, ux, xw, vu,, 
vv2, xv. 
(xv) In this final case it is possible that tl equals y,, yZ or t,, and that z, equals 
y, or yZ. If three of these vertices coincide simultaneously, there is a small cut, so 
we assume that this is not the case; two pairs may coincide. The discussion below 
covers all cases. Let HR = H U {h, hy,, hy4, hz2} and colour it greedily. Let the 
colour of hy4 be a, the colour of hy, be b, let c # a, b be such that a or c occurs at 
t2, and let d # c occur at z, in H. Let G, be obtained from G’ by adding a vertex g 
joined to w,, y, and y2, and, if t, Zz,, by adding an edge t,z,. Give G, a greedy 
colouring, and choose the notation so that a is on gy,, b is on gy,, c and d are 
such that a or c occurs at t, in G’, and if tl # z,, a or d occurs at z, in G’ (if t, = z, 
we may have to recolour the edge of G’ incident with it, with the colour c). 
Extend the colourings of H and G’ to a colouring of G by giving the colour a to 
v,y,, v2y4 and xw, giving the colour b to v, y, and v,y,, and by colouring the 
remaining edges in the order w1z2, wlzl, ww,, ww, u2tlr u,t,, MU,, uu2, ux, vu,, 
vv2, xv. 
This completes the proof of Lemma 15. 0 
4. Main theorem and final words on the algorithm 
Here we summarize the results proved in Sections 2 and 3. If, in the definition 
of an algorithm being bigreedy except for k edges, we include the possibility of 
precolouring some of the exceptional edges rather than colouring them all at the 
end, we get the following theorem. 
Theorem 1. There is a linear time algorithm for giving a strong edge-colouring 
with at most 10 colours to any graph with maximum degree at most 3. On each 
connected component of the graph, the algorithm is bigreedy except for 21 edges. 
Proof. That a graph with maximum degree at most 3 has a strong edge-colouring 
with at most 10 colours follows from Lemmas 2-14 (and the assumptions made on 
G and H in Section 3). We proceed to show the statement about the algorithm. 
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Let G be a graph with maximum degree at most 3. As mentioned in Section 1, 
we represent G by a data structure recording for each vertex all relevant 
information pertaining to that vertex in a list whose size is bounded by a constant. 
If the number of vertices of G is IZ, the size of the whole data structure is O(n) 
(the number of edges of G is also O(n)). 
We first note that we can find the connected components of G in linear time: 
Let the vertices of G be ul, u2, . . . , 21,. Search from u, to determine its 
component; mark the vertices visited. Then look at v2, v3 and so on, until an 
unmarked vertex is encountered, and search from this. Go on until v, is met. As 
each search is linear in the number of vertices it marks, this algorithm is clearly 
linear in n. 
It follows that it suffices to prove the linearity for connected graphs. In the 
following, we assume that G is connected. 
Clearly we can check, in time O(n), if G has a vertex of degree 1 or 2, or a 2-, 
3-, 4- or 5-gon. If any of these situations occur, we obtain the strong 
edge-colouring by an algorithm which is linear, and is greedy except for 10 edges, 
by one of Lemmas 2-7. 
So suppose that G is cubic and has girth at least 6. We then choose a vertex x 
as in Section 3, and precolour 5 edges as described there. A breadth-first search 
establishes the sequence s within linear time, and a further check at each vertex 
tells whether s includes all edges. If it does, we finish greedily by Lemma 11. If 
not, the last sweep through the vertices has also determined the edge cut F of at 
most 5 edges. If IF] s 3, we finish in linear time by one of Lemmas 8-10. If F has 
4 or 5 edges, we check it closer to identify either a small cut or one of the 
situations of Fig. 4. In case of a small cut we finish in a bigreedy way, and if we 
have a situation of Fig. 4, we try to finish as in the proof of Lemma 15, that is by 
colouring H, and G,; if it turns out that one of these is not connected, a small cut 
is detected and the colouring completed by one of Lemmas S-10. 
It should be noted that we never search the whole graph for small cuts; we only 
use Lemmas 8-10 in the vicinity of F. 
In total, we have achieved the required colouring in time O(n). 0 
5. Further questions 
This paper only solves one question from a long list of problems about the 
strong chromatic index. 
We refer the reader to references [l-3] for several related questions. Here we 
only mention the following three from [3]: 
Does a cubic bipartite graph have strong chromatic index at most 9? 
Does a cubic planar graph have strong chromatic index at most 9? 
Is there a constant g so that a cubic graph with girth at least g has strong 
chromatic index at most 5? 
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