At a low level of N supply, the proportion of N derived from atmosphere is expected to be close to 100% if the Legume content in legume-grass mixtures is a key parameter for legumes are grown in mixtures with nonlegumes. Then, the quantification of N 2 fixation, forage, and diet quality. This study N 2 fixation is mainly determined by the N yield of the was conducted (i) to develop a near infrared reflectance spectroscopy legumes (Boller, 1988; Peoples et al., 1995 NIRS less susceptible to maturity stage effects than the constituent differential method and highlighted the strong reduction in sample preparation and measurement. Other B iological N fixation (BNF) by legumes is an imauthors proved the capability of NIRS to predict the leportant source of N in agriculture. Estimates of BNF gume content in binary forage mixtures (Petersen et al., vary strongly between and within species (LaRue and 1987; Pitman et al., 1991; Shaffer et al., 1990; WachenPatterson, 1981). Site-specific variation of N 2 fixation is dorf et al., 1999). More complex mixtures with several rarely reported (Androsoff et al., 1995; Hansen and legumes and grasses were successfully tested by ColeVinther, 2001; Stevenson et al., 1995) although it is imman et al. (1990) and Pitman et al. (1991). However, portant information for sustainable low-input farming there is not yet any study that shows the capability of systems. Fixation of N 2 can simply be measured by the N NIRS in predicting legume content of multispecies legume yield of the legume multiplied by the proportion derived mixtures in widespread use in Western Europe, i.e., with from symbiotic N 2 fixation (N derived from atmosphere).
leave-out cross-validation, and two models were based on half of the method is needed that may serve these goals and ensure samples validated by the other half. Prediction errors were between 2.2 and 4.0%, and coefficients of determination of all validations were a high repeatability.
greater than 99% so that no remarkable differences between the Near infrared reflectance spectroscopy has already models existed. At least 70% of the selected spectral regions were proven its capability to determine legume content in lein common for all models. These regions do not describe legumes gume-grass mixtures. It is an easy-to-use technique that themselves but rather the information that discriminates them from can even be mounted onto harvesting machines (Dargrasses. It is emphasized that the calibrations introduced have the denne and Fé mé nias, 1999). Moore et al. (1990) found potential for a broad use that needs to be proved by further validations.
NIRS less susceptible to maturity stage effects than the constituent differential method and highlighted the strong reduction in sample preparation and measurement. Other B iological N fixation (BNF) by legumes is an imauthors proved the capability of NIRS to predict the leportant source of N in agriculture. Estimates of BNF gume content in binary forage mixtures (Petersen et al., vary strongly between and within species (LaRue and 1987; Pitman et al., 1991; Shaffer et al., 1990; WachenPatterson, 1981) . Site-specific variation of N 2 fixation is dorf et al., 1999) . More complex mixtures with several rarely reported (Androsoff et al., 1995; Hansen and legumes and grasses were successfully tested by ColeVinther, 2001; Stevenson et al., 1995) although it is imman et al. (1990) and Pitman et al. (1991) . However, portant information for sustainable low-input farming there is not yet any study that shows the capability of systems. Fixation of N 2 can simply be measured by the N NIRS in predicting legume content of multispecies legume yield of the legume multiplied by the proportion derived mixtures in widespread use in Western Europe, i.e., with from symbiotic N 2 fixation (N derived from atmosphere).
white clover (Trifolium repens L.), red clover (Trifolium pratense L.), and alfalfa (Medicago sativa L.) as dominating legumes in varying proportions. Wachendorf et al. (1999) developed separate methods for white clover tions in Europe and (ii) to compare end-points and artificial mixture calibration strategies. Since our stanand red clover in binary mixtures with ryegrass, but these may not be suitable for multispecies mixtures. Additiondard procedure was based on the preparation of samples from ground legume or grass batches, we (iii) evaluated ally, method development as published so far was mostly based on samples from well-defined plot experiments.
the effect grinding may have on the NIRS predictions of legume content by preparing duplicate mixtures, where Finally, the methods were rarely tested for their performance in natural stands as they were by, e.g., Pitman et one replicate was prepared from fresh material, dried, and ground as a mixture and the other mixed from dry, al. (1991), whose focus was the determination of accomground material according to the standard procedure. panying nonlegumes in tropical pastures.
The aim was to achieve a method with general applicaIn all cited studies, the error for NIRS prediction of bility by addressing all variation that may come from legume content ranged between 2 and 14%, but the data site conditions, plant age, and species composition and can hardly be compared because plant material, measurea prediction error less than 5% legume content. ment, and calibration conditions and even calibration strategy differed, which all affect the prediction error. The performance of a NIRS model strongly depends MATERIALS AND METHODS on the quality of the reference data (Naes et al., 2002) .
Plant Material and Site Condition Further, sample preparation and calibration strategy affect the prediction error. In the case of legume content, ples predominantly free of weeds, and they usually occur infrequently in legume-grass crops. The dried samples (60ЊC Ͼ 72 h) were ground in a shear mill (BRABENDER, Duisburg, Germany) to pass a 1.5-mm screen. On a few plots, not enough material was harvested so that the actual number of spectra does not coincide with the theoretical number of samples (Table 1 ). The artificially mixed samples were prepared from the pooled pure legume and grass fractions of August 1999. Twenty-one defined standards were mixed at 5% increments to continuously represent the range of 0 to 100% legume content.
One restriction to our calibration procedure may be due to the sample preparation. As outlined above, preparing the calibration samples with pure batches of legumes and grasses may create different particle size distributions compared with the field samples, which are ground as mixtures. The influence the grinding protocol may have on the prediction accuracy was tested with samples from two harvesting dates in 2002. Samples were collected at legume-grass experiments that were run at four different locations throughout Bavaria. Twentyone fresh samples from multispecies mixtures were hand-separated and a subsample of them recombined to a defined legume content simulating real fresh mixtures. They were dried and ground as a mixture, which is principally in contrast to the standard sample-handling protocol used in this study. The legume content of these samples ranged between 18 to 82% on dry matter basis. The remaining pure samples were used to create a replicate set of samples in the same manner as the artificial calibration standards, i.e., weighted mixtures from 
Near Infrared Reflectance Spectroscopy
Log (1/R ) spectra were taken with a Fourier Transform the best model. The first kind was to take the whole data set NIR spectrometer (Vector 22/N, Bruker, Ettlingen, Germany) from each strategy for calibration (A: 334 samples; B: 397 coupled to an external integration module. A rotating sample samples), resulting in Models A1 and B1. Each model develcup (9 cm diam.) was used to present the samples (Ͼ10 g) to oped during calibration was automatically tested by a onethe measurement area (2.0 cm diam.). A metal stamp (822 g) leave-out cross-validation, i.e., each sample of the calibration was put on top of the sample to ensure a comparable sample set is estimated by a model based on all the other spectra of density and to avoid any influence of external light. Spectra the data set. As the alternative, both data sets were split into from diffuse reflection were recorded by a PbS detector beroughly two halves, both designed to be as independent from tween 10000 and 3500 cm Ϫ1 , i.e., 1000 to 2857 nm (Fig. 1A) . each other as possible, i.e., samples of one sampling site were All samples (calibration and validation) were each measured put either to calibration or validation. Both halves were once once apart from the 21 artificial mixtures, which were meaused for calibration and a second time as test set for validation sured three times with repacking before the second and third resulting in two additional models for each strategy (A2, A3 measurement. and B2, B3). All models were developed during calibration Measurement conditions were tested to ensure a high signal/ by using an optimization routine offered by OPUS comparing noise ratio and a high resolution at an acceptable measurement various wave number regions and data pretreatments to deterduration, which is reflected by the number of scans. A resolumine the best calibration algorithm. Principally, the model tion of 10 cm Ϫ1 and 30 scans was found ideal to determine a with the lowest root mean square error of cross-validation spectrum. The instrument settings combined with a rotating (RMSECV) (Models A1 and B1) or root mean square error sample cup resulted in a scanned area of 44 cm 2 for each sample. of prediction (RMSEP) (Models A2, A3, B2, and B3) was chosen, which in all cases was achieved by a combination
Calibration Procedure
of first derivative (Savitzky Golay algorithm, 17 smoothing points) and vector normalization. Then we removed spectral Multivariate calibration was performed with partial least outliers, and the validation was repeated. Because the removal squares regression. The spectral region used for calibration of outliers is a critical issue during model development-one by a chemometrical software (OPUS 3.1, Bruker, Ettlingen, could remove distant but valuable spectra (Shenk and WesGermany) was generally restricted to the range from 7500 to terhaus, 1991)-this was only done once during each model 3950 cm Ϫ1 (1333-2532 nm) because of noise above and below development. Additionally, a one-leave-out cross-validation this range. This resulted in 833 data points per spectrum used was run with the calibration samples of the Models A2, A3, for calibration. Two calibration strategies were used as shown B2 and B3 only to get comparative error figures to the Models in Fig. 2 : Strategy A ϭ end-points calibration only with pure A1 and B1 (but this is not necessary for model development). legume and pure grass samples; Strategy B was extended by These data are reported along with the prediction errors (root artificial, incremental mixtures. Both strategies were analyzed by two kinds of calibration-validation procedures to find out mean square error, RMSE) calculated according to Eq.
[1], [2], and [3] whether they are from calibration (C), cross-validaexceed 4% legume content for all models (Table 2) .
tion (CV), or test-set validation (P ).
These error figures are in the same range as in the most similar studies published by Coleman et al. (1990) and Pitman et al. (1991) . Compared with the variability found in field (in our study, it ranged from 14 to 98%
legume content), the error is negligible. The minor change of the prediction errors from calibration to validation and from cross-validation to test-set validation (Table 2 ) underline that most of the variation found was accounted for in all models. Then, even the narrower
calibrations (less than 200 samples) were sufficient for a good prediction of legume content, confirming the findings of Shaffer et al. (1990) . But, a closer look at the data reveals some differences and effects that may be of relevance for future samples. The systematic effects on bias and intercept found
during the regression of the NIRS predicted on the true legume content ( mum of independence, i.e., no site was present in both sets. But, species composition, plant age, and seasonal effects were randomly distributed across both sets. Ob-
RESULTS AND DISCUSSION
viously, this caused a slight decrease in the prediction
Prediction of Legume Content
power of the smaller models compared with Models A1 The prediction error for the determination of legume and B1. But, on the other hand, the small differences confirm the general applicability of the models. There content in multispecies legume-grass mixtures did not is a striking difference in the number of factors used stated by Coleman et al. (1990) and Pitman et al. (1991) , was confirmed. Based on this, the use of end-points during calibration between Model A3 and all the other models (Table 2 ). This highlights two contrasting ascalibrations seems to be justified for future model development. pects. If several algorithms result in similar levels of error, it is recommended to choose the one with the lowest number of factors included in the algorithm Sample Preparation-Data Pretreatment (Naes et al., 2002) . However, the slight increase in the Particle size distribution strongly affects the spectra prediction error of Model A3 could be a hint that not since NIRS mainly gathers information of solid samples all variation was included to predict legume content.
from their surface. Even with grinding, particle size will Further independent validation has to be done to judge vary and may lead to different scatter coefficients of the relevance of these differences. So far we conclude grasses and legumes depending on, e.g., species compothat, although there were no relevant differences besition and plant age. This could be a problem in the tween the models found, future samples will be better prediction of the legume content (Coleman et al., 1990 ) predicted by Models A1 and B1.
because legumes are ground to a finer degree than grasses even though the same screen size is applied (Petersen
Comparison of Calibration Strategy
Martens and Naes (1987) and Brereton (2000) recommend a calibration design that covers the whole range of possible values. They argue that end-points calibrations (like Strategy A) assume linearity in the relationship between the spectra and the reference values. If this is not fulfilled, the prediction of intermediate samples would be erroneous. Our results are in line with others (Coleman et al., 1990; Pitman et al., 1991) : There was no benefit observed in calibrating with a continuum of intermediate samples compared with an end-points calibration, whether judged by calibration or validation errors (Table 2) . We tested this constraint by predicting the artificially mixed, intermediate samples with Model A1 (end-points calibration), i.e., the tested samples were not present in the calibration set. The relationship between the true values and the NIRS predicted values (Fig. 3) was almost unbiased, with a slope close to 1 and a negligible intercept. The prediction error as de- rived from this data set (RMSEP) was 2.3% legume the legume content of artificially mixed samples using Model A1 content, which was no larger than RMSECV. Therefore, (q.v. Fig. 2) , which was developed based on an end-points calibration.
a linearity between spectra and legume content, as et al., 1987) . Therefore, our standard procedure to preof Ϯ5% of their expected dry weight, which was explained by the difficulty of obtaining a representative pare the calibration standards, i.e., mixing them from dry and ground legume and grass batches, may systematsample from fresh, chopped plant material compared with dry, ground plant material. Therefore, our findings ically affect particle size distribution compared with real samples, which will be ground as natural mixtures. To provide evidence that preparing standards from dry, ground material is superior to preparing them from fresh evaluate this effect, we predicted the legume content of duplicate mixtures where one replicate was prepared samples because it ensures high reference data quality. from fresh material, dried, and ground as a mixture and Can We Spectrally Define Legumes and Are the the other mixed from dry, ground material according
Calibrations Robust Enough for Broad Use?
to the standard procedure. We did not measure particle size distribution, but we assumed differences to occur
The spectral regions selected during calibration repreas stated by Petersen et al. (1987) . This was supported by sent relevant information that discriminates between visible differences observed in the occurrence of coarse grasses and legumes. If the models are similar in their particles in our samples. However, in the prediction of predictive power, as was stated above, one could assume legume content of these duplicate samples (Fig. 4) , there that the spectral regions common for all models do was no difference found. But, this does not exclude any describe the relevant information to discriminate legumes influence of the partner in the mixture on the particle from grasses. Actually, not more than 70% of the specsize distribution, which we assume did evolve from grindtral regions were the same for all models. The coefficient ing, it only proves that it was of no relevance for the of determination for prediction of legume content from calibrations developed. There are two explanations why the spectra was almost the same for any of the models the calibration was robust to particle size effects. First, as referred to their spectral range. If the models were even the legume and grass batches themselves had wide restricted to the spectral regions common in all models variation in particle size because they represented a (6792-6433, 6082-5369, 5018-4659, 4308-3950 cm Ϫ1 ϭ broad range of species composition and plant age. Sec-1472 Sec- -1555 Sec- , 1644 Sec- -1863 Sec- , 1993 Sec- -2146 Sec- , 2321 Sec- -2532 , the ond, the data pretreatment, a combination of first derivprediction error slightly increased but did not exceed ative and vector normalization (Fig. 1B) , largely re-4.5% legume content. In conclusion, this spectral range duced the effects of scatter caused by different particle represented most of the variation necessary to discrimisize and particle orientation. This data pretreatment is nate between legume and grasses for the samples tested. Petersen et al., 1987; Pitman et al., 1991) or be deduced from these data that the spectral range spenormalization (Wachendorf et al., 1999) best.
cifically describes a legume. Finally, it described the During the preparation of the fresh mixtures, we difference between grasses and legumes, which does found it difficult to ensure a high repeatability, which quite likely refer to the same components (e.g., starch, in turn will affect the quality of the reference data. Only protein, lignin), which are present in different relations 80% of the fresh prepared mixtures were within a limit and cellular structures. Compared with the literature, the models already represent a broad variability (growing site, species composition, plant age), but the data can still be described as a closed population because the samples were collected on one farm. For the overall aim, the prediction of legume content in any multispecies legume-grass mixture grown under temperate climate conditions, further validation has to prove the ability of the models to accurately predict legume content. Then, it should be again questioned which calibration strategy is superior. In future samples, new sources of variability may affect the linearity stated so far and therefore demand a calibration design with intermediate samples. This important step of validation will be reported in a future paper.
CONCLUSIONS
Based on samples of multispecies clover-grass from real fields, a NIRS application was developed that predicted legume content at a high accuracy over a broad 
