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Abstract
Spline wavelets on a hybrid of uniform and geometric meshes that admits a natural dyadic multiresolution structure are con-
structed. The construction is extended to other scaling functions. The hybrid splines and wavelets provide good approximation of
functions near singularities and efficient representation of images with high resolution around regions of interest.
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1. Introduction
A foveated image is a nonuniform resolution image in which the resolution is highest at a point, called a fovea,
or a region (foveation region), but falls off away from the fovea or the foveation region. Foveation is an imaging
concept inspired by the human visual process that, when focused on a region of interest, the perception declines away
from the direction of gaze. A foveated image can have more than one fovea or foveation region. Although the initial
motivation of foveated imaging is in image compression, which enables only high resolution information of the region
of interest to be transmitted [1,5,9], the concept of foveation has wider applications, for instance in vision research,
3-D visualization and virtual reality [2,4,14].
A foveated image can be obtained from an image of uniform resolution through an adaptive scale-space smoothing
process, where the width of the smoothing kernel is small near the fovea and gradually expanding as the distance from
the fovea increases [5,6,15], which accounts for a better approximation and hence higher resolution in a neighbor-
hood of the fovea. Our object is to take a multiresolution approach to fovea imaging. The basic idea is to construct
low-pass filters that can preserve the quality of an image at any points or regions of interest and at the same time
control the quality and achieve a desired level of compression outside the regions. The underlying theory developed
in this approach has applications that go beyond image foveation. In particular, it provides good representation of
functions near singularities and is also useful in image compression that preserves edges. In this paper we start with
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knot sequence comprises a geometric mesh near the origin that integrates with a uniform mesh away from the origin,
and the multiresolution subspace is spanned by the corresponding B-splines. Polynomial splines on the geometric
mesh (qi)i∈Z or geometric splines were first studied by Micchelli [16]. They were independently rediscovered by
Mallat [15] in the study of image foveation. The foveated splines that we introduce here are a hybrid of geometric
and uniform splines. The filter sequences are the corresponding discrete B-splines. Away from the fovea the filter se-
quence is the uniform B-spline filter, which changes smoothly towards a fovea to achieve a better approximation. The
corresponding wavelets can be viewed as a “foveated version” of the compactly supported uniform spline wavelets of
Chui and Wang [7]. However, unlike the uniform case there is no Riesz basis of compactly supported semiorthogonal
foveated spline wavelets.
More precisely, for an integer  ∈ Z the knot sequence, x := (xj )j∈Z, is defined by
xj :=
{
2−(j + 1), j  0,
2−+j , j −1. (1.1)
For any  ∈ Z,
x ⊂ x+1 (1.2)
and
x+1,j = 2−1xj , j ∈ Z. (1.3)
For an integer n  1 the sequence of subspaces V˜ ≡ V˜n,,  ∈ Z, of piecewise polynomial functions of order n
(degree n − 1) in L2((0,∞)) with knots in x, form a nested sequence with cl(⋃∞=0 V˜) = L2((0,∞)). It is known
[3,17] that the B-splines Nn,j , j ∈ Z, with knot sequence x0 and supported on [x0j , x0,j+n] form a Riesz basis
for V˜0. Therefore we have a multiresolution approximation of L2((0,∞)). Unlike the uniform case the orthogonal
complement of V˜0 in V˜1 does not have a Riesz basis of compactly supported functions for n  2. In Section 3 we
construct a direct sum decomposition V˜1 = V˜0 ⊕ W˜0 and a Riesz basis of compactly supported functions for W˜0. We
also construct a Riesz basis for the orthogonal complement of V˜0 in V˜1 comprising functions with bounded support,
in which all but n − 1 of them are compactly supported.
The multiresolution approximation by the hybrid splines is nonstationary. The B-splines Nn,j , j ∈ Z, with knot
sequence x0 form a scaling sequence that satisfies the matrix two-scale relation
Nn,i =
∞∑
j=−∞
aijNn,j (2·), (1.4)
where the transition matrix (aij )i,j∈Z is of the form
aij =
{
aj−2i−1, i  0,
δi,j−1, i −n, (1.5)
aj = 2−n+1
(
n
j
)
, j = 0,1, . . . , n, is the low-pass filter sequence for the uniform B-spline of order n and for
−n  i  0, aij are discrete B-splines on the hybrid of uniform and geometric knots with aij = 0 for
j /∈ {i + 1, . . . ,2i + n + 1}. In Section 4 we extend this concept to the construction of hybrid scaling sequences
from any given scaling function φ with finite low-pass filter (aj ). In the construction, the hybrid scaling functions
inherit the smoothness of φ, and the entries aij , −n  i  0, j = i + 1, . . . ,2i + n + 1, of the transition matrix
provide parameters that allow their construction with the desired properties, such as Riesz basis, orthonormality and
polynomial reproduction. A necessary and sufficient condition for local linear independence of hybrid scaling func-
tions is given in Section 4, from which a necessary condition for the stability of the hybrid scaling function basis is
derived. An analysis of their polynomial reproduction properties and the construction of hybrid scaling functions that
reproduce polynomials up to certain degree are given in Section 5.
We remark that the analysis and construction of normalized tight frames of hybrid splines is much simpler and
neater than that of the Riesz bases of wavelets and is treated separately in [10].
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Take an integer n 1. Let Sn denote the space of all spline functions of order n, i.e. Cn−2 piecewise polynomials
of degree n − 1, with knots in Z. Let V0 := {f ∈ Sn: supp(f ) ⊂ [0,∞)} ∩ L2((0,∞)), and Vj := {f (2j ·): f ∈ V0},
j ∈ Z. Let Nn ∈ Sn denote the B-spline with support [0, n]. Then it is known that {Nn(· − j): j = 0,1, . . .} forms
a Riesz basis for V0. Moreover {Vj : j ∈ Z} forms a multiresolution approximation of L2((0,∞)), i.e. Vj ⊂ Vj+1,
j ∈ Z, and cl(⋃∞j=0Vj ) = L2((0,∞)).
Now let W0 denote the orthogonal complement of V0 in V1, and W ∗ the orthogonal complement of Sn ∩ L2(R)
in {f (2·): f ∈ Sn ∩ L2(R)}. It is known [7,11] that there is a function ψ in W ∗ with support [0,2n − 1] such that
{ψ(· − j): j ∈ Z} forms a Riesz basis for W ∗, and there are no nontrivial functions in W ∗ with shorter support. We
shall construct a Riesz basis for W0. Let Φ := {f ∈ W0: supp(f ) ⊂ [0,2n − 2]}.
Lemma 2.1. dim(Φ) = n − 1.
Proof. Let S = {f ∈ V1: supp(f ) ⊂ [0,2n − 2]}. Then dim(S) = 3n − 3. It is known that
{0} = S ∩ W ∗ = {f ∈ S: f ⊥ Nn(· − j), j = −n + 1, . . . ,2n − 3}.
So the linear transformation (λj )2n−3j=−n+1 : S → R3n−3, where λj (f ) =
∫∞
−∞ fNn(· − j), j = −n + 1, . . . ,2n − 3,
has full rank. Hence Λ := (λj )2n−3j=0 : S → R2n−2 is of rank 2n − 2. Since Φ = ker(Λ), it follows that dim(Φ) =
dim(S) − (2n − 2) = n − 1. 
Lemma 2.2. W0 is the closed linear span of Φ and ψ(· − j), j  0, in L2((0,∞)).
Proof. Let W˜ denote the closed linear span of Φ and ψ(· − j), j  0, in L2((0,∞)). Clearly W˜ ⊂ W0. Take
N  3n. Let U := {f ∈ V0: supp(f ) ⊂ [0,N]} and Ŵ = {f ∈ V1|[0,N ]: f ⊥ U}. Since dim(U) = N − n + 1 and
dim(V1|[0,N ]) = 2N , we have dim(Ŵ ) = N + n − 1.
Note that Φ and ψ(· − j), j  0, are locally linearly independent on [0,N ]. For if φ ∈ Φ and
φ(x) +
N−1∑
j=0
ajψ(x − j) = 0, 0 x N,
then
N−1∑
j=0
ajψ(x − j) = 0, 2n − 2 x N.
But it is known (see [11]) that ψ(· − j), j ∈ Z, are locally linearly independent on [2n − 2,N], and hence aj = 0,
j = 0, . . . ,N − 1. Thus dim(W˜ |[0,N ]) = dim(Φ) + N = N + n − 1, by Lemma 2.1. Since W˜ |[0,N ] ⊂ Ŵ , we have
W˜ |[0,N ] = Ŵ .
Now take f ∈ W0. Since f |[0,N ] ∈ Ŵ , there are unique φ ∈ Φ and c0, . . . , cN−1 ∈ R with
f (x) = φ(x) +
N−1∑
j=0
cjψ(x − j), 0 x N.
Then letting N → ∞ gives
f (x) = φ(x) +
∞∑
j=0
cjψ(x − j), x  0,
for cj ∈ R, j  0. Thus f ∈ W˜ and so W˜ = W0. 
We shall need the following result in [18].
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V , respectively. Then U + V is closed and U ∩ V = {0} if and only if X ∪ Y is a Riesz basis for U ⊕ V .
Theorem 2.4. Suppose that φ1, . . . , φn−1 is a basis for Φ . Then φ1, . . . , φn−1, ψ(·− j), j  0, is a Riesz basis for W0.
Proof. Let V be the closed linear span of ψ(· − j), j  0, in L2(R). By Lemma 2.2, W0 = Φ +V . It is known [7,11]
that Φ ∩ V = {0}, and {ψ(· − j): j ∈ Z} forms a Riesz basis for V . The result then follows from Lemma 2.3. 
For j ∈ Z, let Wj := {f (2j ·): f ∈ W0}. Then Wj ⊥ Wk , j = k, and for k  , V = Vk +∑−1j=k Wj . It follows that
L2
(
(0,∞))= V0 + ∞∑
j=0
Wj =
∞∑
j=−∞
Wj .
From Theorem 2.4 we can then deduce the following
Corollary 2.5. Take any basis {φ1, . . . , φn−1} of Φ . Then the following are Riesz bases for L2((0,∞)):
(a) {N(· − j): j  0} ∪ {2k/2φj (2k·): j = 1, . . . , n − 1, k  0} ∪ {2k/2ψ(2k(· − j)): j, k  0},
(b) {2k/2φj (2k·): j = 1, . . . , n − 1: k ∈ Z} ∪ {2k/2ψ(2k(· − j)): j  0, k ∈ Z}.
3. Hybrid uniform-geometric splines
Take an integer n 1. Let V˜0 ≡ V˜n,0 denote the space of all spline functions of order n in L2((0,∞)) with knots
xj ≡ x0j , j ∈ Z, as in (1.1). For j ∈ Z, let Nn,j denote the B-spline in V˜0 with support [xj , xj+n], normalized so that
‖Nn,j‖2 = 1. Since xj = j + 1, for j  0,
Nn,j = Nn(· − j − 1), j  0.
Note that here and elsewhere we identify a function on R with support in (0,∞) with its restriction to (0,∞). Also
writing N˜n := Nn,−n we see that
Nn,j = 2−(j+n)/2N˜n
(
2−(j+n)·), j −n − 1.
It is known that {Nn,j : j ∈ Z} forms a Riesz basis for V˜0.
Letting V˜j ≡ V˜n,j := {f (2j ·): f ∈ V˜0}, j ∈ Z, we see that {V˜j : j ∈ Z} forms a multiresolution approximation for
L2((0,∞)). Now write W˜0 = {f (· − 1): f ∈ W0} and take any basis {φ1, . . . , φn−1} of Φ as in the preceding section.
Theorem 3.1. V˜1 = V˜0 ⊕ W˜0, and a Riesz basis for V˜1 is given by Nn,j , j ∈ Z, φ1(· − 1), . . . , φn−1(· − 1), ψ(· − j),
j  1.
Proof. Take f ∈ V˜1. Then f = f1 + f2 + f3, where f1, f2, f3 ∈ V˜1 and supp(f1) ⊂ (0,1], supp(f2) ⊂ [x−n+1, 12xn],
supp(f3) ⊂ [1,∞). Let X := {f ∈ V˜1: supp(f ) ⊂ [x−n+1, xn−1]}. Then X = span{Nn,−n+2(2·), . . . ,Nn,n−1(2·)} and
so is of dimension 2n − 2. Further, the functions Nn,−n+1, . . . ,Nn,−1,Nn,1(2·), . . . ,Nn,n−1(2·) lie in X and, since
the left-hand ends of their supports are strictly increasing, are linearly independent, and so they span X. Since
f2 ∈ X and supp(Nn,j (2·)) ⊂ [1,∞), j = 1, . . . , n − 1, we can write f2 = f4 + f5, where f4 lies in the span of
Nn,−n+1, . . . ,Nn,−1, and supp(f5) ⊂ [1,∞).
Putting g = f1 + f4, h = f5 + f3, we have f = g + h, where g ∈ V˜0, supp(h) ⊂ [1,∞). Now h(· + 1) ∈ V1 and so
h(· + 1) = F + G, where F ∈ V0, G ∈ W0. Thus h = h1 + h2, where h1 ∈ V˜0, h2 ∈ W˜0. Hence f = (g + h1) + h2,
where g + h1 ∈ V˜0, h2 ∈ W˜0. So V˜1 = V˜0 + W˜0.
Now take f ∈ V˜0 ∩ W˜0. Since f ∈ W˜0, supp(f ) ⊂ [1,∞) and f (· + 1) ∈ W0. Then f (· + 1) ⊥ V0 and so f ⊥ V˜0.
Thus f = 0 and so V˜1 = V˜0 ⊕ W˜0.
The final part of the result follows from Lemma 2.3 
Note that W˜0 is not orthogonal to V˜0. Indeed we now show that if W denotes the orthogonal complement of V˜0
in V˜1, then for n 2 it is not possible to construct a Riesz basis for W comprising compactly supported functions.
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 = −n + j + 1, . . . , k − 1}. From the relation
[x, . . . , x+n]g = 1
n!
∞∫
−∞
Nn,(x)g
(n)(x) dx,  ∈ Z,
between the “normalized” divided difference on the left and the corresponding B-spline on the right, we know that
f ∈ X if and only if f = g(n), where g is a spline function of order 2n with knots at x1,j , supported in [xj , xk] and
g(xj+1) = · · · = g(xk−1) = 0. Thus dim(X) = (2k − 2n + 1 − j) − (k − j − 1) = k − 2n + 2, which is independent
of j . So elements of X have support in [x0, xk]. Thus any function in W with compact support must have support
in [1,∞) and so lie in span{ψ(· − j − 1): j  0}, where ψ is the uniform spline wavelet of order n with compact
support on [0,2n − 1].
Now for n  2 and for any basis {φ1, . . . , φn−1} of Φ , φ1(· − 1), . . . , φn−1(· − 1) lie in V˜1, but by Theorem 2.4,
they do not lie in V˜0 ⊕ span{ψ(· − j − 1): j  0}. Thus W cannot be the closed linear span of compactly supported
functions.
Our next result gives a Riesz basis for W of functions with bounded support.
Theorem 3.2. Let U = {f ∈ W : supp(f ) ⊂ (0,2n− 1]}. Then dim(U) = n− 1 and W = U ⊕ span{ψ(·− j): j  1}.
If ψ1, . . . ,ψn−1 comprise a basis for U , then a Riesz basis for W is given by ψ1, . . . ,ψn−1,ψ(· − j), j  1.
Proof. By Theorem 3.1, any function f in V˜1 can be written as f = f0 + f1 + f2, where f0 ∈ V˜0,
f2 ∈ span{ψ(· − j): j  1} and f1 ∈ V˜1 satisfies supp(f1) ⊂ [1,2n − 1], f1 ⊥ Nn,j , j  0. Now we can write
f1 = g + h, where g ∈ V˜0, h ∈ U . Thus
V˜1 = V˜0 ⊕ U ⊕ span
{
ψ(· − j): j  1}.
Since U ⊂ W and ψ(· − j) ∈ W, j  1,
W = U ⊕ span{ψ(· − j): j  1}.
Now let P denote the projection from L2((0,∞)) onto span{ψ(· − j): j  −n}. Let S = span{Nn,j (2·): 2 −
n  j  3n − 3} and put T = (I − P)S. Since Nn,j (2·), j  3n − 3, are linearly independent and Nn,j (2·) =
2−1/2Nn,j−1, j  1 − n, a basis for T is {(I − P)Nn,j (2·): 2 − n j  3n − 3}.
Now U = {f ∈ T : f ⊥ Nn,j , −n + 1  j  2n − 3}. For −n + 1  j  2n − 3, let λj : L2((0,∞)) →
R denote the linear functional λj (f ) =
∫∞
0 fNn,j . As in the proof of Lemma 2.1, the linear functionals
λ−n+1, . . . , λ2n−3 are linearly independent when restricted to the space {f ∈ V˜1: supp(f ) ⊂ [1,2n − 1]}, which
equals span{Nn,1(2·), . . . ,Nn,3n−3(2·)} = span{(I − P)Nn,1(2·), . . . , (I − P)Nn,3n−3(2·)}. Thus λ−n+1, . . . , λ2n−3
are linearly independent when restricted to the larger space T , and hence dim(U) = dim(T ) − (3n − 3) = n − 1.
Finally, let ψ1, . . . ,ψn−1 denote a basis for U . Then applying Lemma 2.3, as in the proof of Theorem 2.4, a Riesz
basis for W is given by ψ1, . . . ,ψn−1,ψ(· − j), j  1. 
As an example, take n = 2. Then dim(U) = 1 and we may write
ψ1 =
−1∑
j=−∞
cjN2,j +
2∑
j=0
cjN2,j+1(2·),
where ψ1 ⊥ N2,j , j  1. Putting λ =
∫∞
0 Nn,−2Nn,−1, this gives
λcj−1 + cj + λcj+1 = 0, j −2.
Thus we may choose cj = αj , j −1, where α denotes the root of λx2 + x + λ = 0 with α > −1. The coefficients
c0, c1, c2 can then be determined from the three linear equations ψ1 ⊥ N2,j , j = −1,0,1.
The Riesz bases in Theorem 3.1 for V˜0 and W˜0 are ‘almost orthogonal’ in the following sense. We have
ψ(· − j) ⊥ V˜0, j  1,
φk(· − 1) ⊥ Nn,j , k = 1, . . . , n − 1, j −n and j  0.
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a suitable basis φ1, . . . , φn−1 for Φ , we can gain further orthogonalities among these functions, as we shall see later.
Now for j ∈ Z, let W˜j = {f (2j ·): f ∈ W˜0}. Take integers j < k. Since W˜0 ⊥ {f ∈ V˜0: supp(f ) ⊂ [1,∞)}, we
have W˜k ⊥ {f ∈ V˜k: supp(f ) ⊂ [2−k,∞)}. Now for g ∈ W˜j , supp(g) ⊂ [2−j ,∞) ⊂ [2−k,∞) and g ∈ V˜j+1 ⊂ V˜k .
So g ⊥ W˜k . Thus
W˜j ⊥ W˜k, j, k ∈ Z, j = k.
Since for k ∈ Z, 2k/2φj (2k· − 1), j = 1, . . . , n − 1, 2k/2ψ(2k· − j), j  1, form a Riesz basis for W˜k , with Riesz
bounds independent of k, a Riesz basis for
⊕∑∞
k=−∞ W˜k is given by 2k/2φj (2k· − 1), j = 1, . . . , n − 1, k ∈ Z,
2k/2ψ(2k· − j), j  1, k ∈ Z.
From Theorem 3.1 we see that for any k ∈ Z, k  1,
V˜k = V˜0 ⊕
k−1∑
j=0
W˜j ,
and a Riesz basis for V˜k is Nn,j , j ∈ Z, 2/2φj (2· − 1), j = 1, . . . , n − 1,  = 0, . . . , k − 1, 2/2ψ(2· − j), j  1,
 = 0, . . . , k − 1. Letting k → ∞ gives
L2
(
(0,∞))= cl(V˜0 ⊕ ∞∑
j=0
W˜j
)
.
We conjecture that
L2
(
(0,∞))= V˜0 ⊕ ∞∑
j=0
W˜j (3.1)
and a Riesz basis for L2((0,∞)) is Nn,j , j ∈ Z, 2k/2φj (2k· − 1), j = 1, . . . , n − 1, k  0, 2k/2ψ(2k· − j), j  1,
k  0. If this is true, then letting k → −∞ in L2((0,∞)) = V˜k ⊕∑∞j=kW˜j gives
L2
(
(0,∞))= V˜−∞ ⊕ ∞∑
j=−∞
W˜j ,
where V˜−∞ =⋂0k=−∞V˜k , which is the space of all geometric spline functions of order n in L2((0,∞)) with knots 2j ,
j ∈ Z. A Riesz basis for V˜−∞ is 2j/2N˜n(2j ·), j ∈ Z. It would follow that a Riesz basis for L2((0,∞)) is 2j/2N˜n(2j ·),
j ∈ Z, 2k/2φj (2k· − 1), j = 1, . . . , n − 1, k ∈ Z, 2k/2ψ(2k· − j), j  1, k ∈ Z.
We now return to the choice of basis φ1, . . . , φn−1 for Φ . For j = 1, . . . , n − 1, let Φj = {f ∈ V˜1: supp(f ) ⊂
[1, n+ j ], f ⊥ Nn,,  1 − j}. Thus Φj ⊂ Φ(· − 1) := {f (· − 1): f ∈ Φ}, j = 1, . . . , n− 1. For j = 1, . . . , n− 1,
 n+j −1, supp(Nn,) ⊂ [n+j,∞), and so trivially Nn, ⊥ Φj . Thus Φj comprises all functions in the (n+2j −1)
dimensional space {f ∈ V˜1: supp(f ) ⊂ [1, n+ j ]} satisfying the n+ 2j − 2 conditions f ⊥ Nn,,  = 1 − j, . . . , n+
j − 2. To show that dim(Φj ) = 1 we shall use the following lemma.
Lemma 3.3. Take 1 j  n−1 and let f ∈ V˜1 have support in [1, n+ j − 12 ] and f ⊥ Nn,,  = 1− j, . . . , n+ j −2.
Then f = 0.
Proof. Define g so that g(n) = f and g has support in (−∞, n + j − 12 ]. Then
[x, . . . , x+n]g =
∞∫
−∞
Nn,g
(n) = 0,  = 1 − j, . . . , n + j − 2.
Since xn+j−1 = n + j > n + j − 12 , g(x) = 0 for   n + j − 1. Since [xn+j−2, . . . , x2n+j−2]g = 0, we have
g(xn+j−2) = 0. Continuing in this way gives g(x) = 0,  = 1 − j, . . . , n + j − 2.
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g =
2j−1∑
k=−∞
ckMk,
for some constants ck . First suppose that g does not vanish on any non-trivial interval in (−∞, n + j − 12 ]. Since
g coincides with a polynomial of degree n − 1 on (−∞,1], there is a polynomial p of degree n − 1 such that
ck = p(k), k  1. So the number of sign changes in the sequence {ck: k  1} is at most n − 1. Hence the number
of sign changes in the sequence {ck: k  2j − 1} is at most n + 2j − 3. Since g vanishes at n + 2j − 2 points, this
contradicts the variation diminishing property of B-splines.
Now suppose that g is non-trivial but vanishes on some non-trivial internal in (−∞, n + j − 12 ]. We note that for
 = 0, . . . , n + j − 2,
x =  + 1 ∈
(
 + j + 1 − n
2
,
 + j + 1 + n
2
)
,
while for 1 − j    −1, x < 1 < +j+1+n2 and x  2 + 1 > +j+1−n2 . So for  = 1 − j, . . . , n + j − 2,
M+j+1−n(x) > 0. If g vanishes on some interval in (−∞,1) then g(x) = 0 for x ∈ (−∞,1). It follows from
the Schoenberg–Whitney theorem that g = 0, and hence f = 0. Suppose that g vanishes on ( k2 , k+12 ) for some k ∈ Z,
1 k2 < n+ j − 12 , and does not vanish on any non-trivial interval in (−∞, k2 ]. Again from the Schoenberg–Whitney
theorem g vanishes on ( k2 ,∞). Then our previous argument leads to a contradiction, which shows that g = 0. Hence
f = 0. 
Theorem 3.4. There is a basis φ1, . . . , φn−1 for Φ , unique up to normalization, such that for j = 1, . . . , n − 1,
supp(φj (· − 1)) ⊂ [1, n + j ] and φj (· − 1) ⊥ Nn,,  1 − j . Moreover, φj (· − 1) does not have support in [1, n +
j − 12 ] or in [ 32 , n + j ].
Proof. For  ∈ Z, define λ : V˜1 → R by λ(f ) =
∫∞
−∞ fNn,. Take 1 j  n−1. By Lemma 3.3, λ1−j , . . . , λn+j−2
are linearly independent over {f ∈ V˜1: supp(f ) ⊂ [1, n + j − 12 ]}. Thus they are linearly independent over
{f ∈ V˜1: supp(f ) ⊂ [1, n + j ]}. Hence dim(Φj ) = 1. By Lemma 3.3, any non-trivial element of Φj cannot have
support in [1, n+ j − 12 ], and similarly it cannot have support in [ 32 , n+ j ]. Taking φj (· − 1) ∈ Φj , j = 1, . . . , n− 1,
gives the result. 
For n = 2, direct calculation shows that we can define φ1 as the unique element of V˜1 with support [0,2] satisfying
φ1(1/2) = 9, φ1(1) = −6, φ1(3/2) = 1.
As an application, we consider the problem of smoothing by hybrid splines that preserves features. The mask
(aij ) ≡ (anij ) in the two-scale relation (1.4) and (1.5) provides the low-pass filters for the smoothing process. They are
discrete B-splines (see [8]) on the hybrid geometric-uniform mesh (1.1) and are generated by the recursive relation,
anij =
(
x0,i+n − x1,j+n−1
x0,i+n − x0,i+1
)
an−1i+1,j +
(
x1,j+n−1 − x0,i
x0,i+n−1 − x0,i
)
an−1ij , (3.2)
with
a1ij =
{
1, x0,i  x1,j < x0,i+1, i, j ∈ Z,
0, otherwise.
Given a one-dimensional signal, (s0i ), we assume that a point of interest, s
0−n, has been detected by some feature
detector. The point is identified as a fovea and the low-pass filtering,
s+1i =
∑2i+n+1
j=i+1 aij sj−1∑2i+n+1
j=i+1 aij
, i = −n,−n+ 1, . . . ,
s+1i =
∑−3n−2i+1
j=−2n−i+1 a−i−2n,j s−j−2n+1∑−3n−2i+1
a−i−2n,j
, i = −n,−n − 1, . . . ,
j=−2n−i+1
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Fig. 1. Smoothing that preserves singularity.
is applied to obtain smooth versions (si ),  = 1,2, . . . , that preserve the feature at s0−n.
The table below shows the entries, aij , −5 i  0, −4 j  6, of the transition matrix for the 5th order hybrid
B-splines, N5,i , i ∈ Z. The rows of the matrix are the corresponding low-pass filters.⎛⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0
0 1 415 0 0 0 0 0 0 0 0
0 0 1115
6
11
6
55 0 0 0 0 0 0
0 0 0 511
51
77
5
14
1
14 0 0 0 0
0 0 0 0 835
65
112
69
112
5
16
1
16 0 0
0 0 0 0 0 116
5
16
10
16
10
16
5
16
1
16
⎞⎟⎟⎟⎟⎟⎟⎠ .
Fig. 1a shows a one-dimensional digital signal with a singularity, and Figs. 1b, 1c and 1d show respectively the
results of first, second and third level of smoothing that preserve the singularity.
Fig. 2a is an image where the feature of interest is the lower edge of the middle beam across the building, and
Figs. 2b, 2c and 2d show respectively the results of the first, second and third order of smoothing that preserve the
edge.
4. Hybrid refinable functions
Let φ be a refinable function with support on [0, n] satisfying the equation
φ(x) =
n∑
j=0
ajφ(2x − j), x ∈ R, (4.1)
for numbers a0, . . . , an with a0an = 0, and ∑j∈Za2j =∑j∈Za2j+1 = 1, where aj = 0 for j < 0 or j > n. Now take
numbers aij , i, j ∈ Z, where
aij =
{
aj−2i−1, i  0,
δ , i −n, (4.2)i,j−1
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(c) Second level smoothing (d) Third level smoothing
Fig. 2. Smoothing that preserves edge.
and for −n i  0, aij = 0 for j /∈ {i + 1, . . . ,2i + n + 1}. We shall consider the hybrid refinement equation
φi(x) =
∞∑
j=−∞
aijφj (2x), x > 0, i ∈ Z. (4.3)
We first note that (4.3) is satisfied for i  0 by
φj = φ(· − j − 1), j  0, (4.4)
since in this case, for x > 0,
φi(x) = φ(x − i − 1) =
∞∑
j=−∞
ajφ(2x − 2i − 2 − j) by (4.1)
=
∞∑
j=−∞
ajφ2i+j+1(2x) =
∞∑
j=−∞
aijφj (2x).
Next we note that for −n i −1,
φi(x) =
2i+n+1∑
j=i+1
aijφj (2x), x > 0.
Thus φi is defined in terms of φi+1(2·), . . . , φ2i+n+1(2·) and so recursively φi is defined uniquely in terms of φ(2j · −
k), 1 j −i, k  1. Also for i −n, φi = φi+1(2·). In particular we see that for all i ∈ Z, φi has the same regularity
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(ai)
n
0 .
Letting
xj ≡ x0j :=
{
2j , j −1,
j + 1, j  0,
as before, we see that φi has support [xi, xi+n], i ∈ Z.
Since
∞∑
j=−∞
a2j =
∞∑
j=−∞
a2j+1 = 1,
and for i −1, aij = 0 for j  n, we have for j  n,
∞∑
i=−∞
aij =
∞∑
i=−∞
aj−2i−1 = 1.
We shall assume
∞∑
i=−∞
aij = 1, j ∈ Z. (4.5)
It is known that we may choose a solution φ of (4.1) to satisfy
∞∑
j=−∞
φ(x − j) = 1, x ∈ R. (4.6)
Now from (4.3), for x > 0,
∞∑
i=−∞
φi(x) =
∞∑
i=−∞
∞∑
j=−∞
aijφj (2x) =
∞∑
j=−∞
∞∑
i=−∞
aijφj (2x) =
∞∑
j=−∞
φj (2x), (4.7)
by (4.5). For x  n,
∞∑
i=−∞
φi(x) =
∞∑
i=0
φ(x − i − 1) =
∞∑
i=−∞
φ(x − i − 1) = 1,
by (4.6). Then for any x > 0, we may choose k ∈ Z with 2−kn x, and apply (4.7) iteratively to give
∞∑
i=−∞
φi(x) =
∞∑
i=−∞
φi
(
2kx
)= 1.
Thus
∞∑
i=−∞
φi(x) = 1, x > 0. (4.8)
We also note that by (4.3)
∞∑
i=−∞
ciφi =
∞∑
i=−∞
ci
∞∑
j=−∞
aijφj (2·) =
∞∑
j=−∞
djφj (2·), (4.9)
where
dj =
∞∑
ciaij , j ∈ Z. (4.10)
i=−∞
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assume that {φ(· − i): i ∈ Z} are linearly independent. Conditions on the mask for linear independence are given
in [13].
Let U0 denote the closed linear span in L2(R) of {φ(· − i): i ∈ Z} and
Uj :=
{
f
(
2j ·): f ∈ U0}, j ∈ Z.
Similarly, let V0 denote the closed linear span in L2((0,∞)) of {φi : i ∈ Z} and
Vj =
{
f
(
2j ·): f ∈ V0}.
Theorem 4.1. If (φi) extend φ and
⋃∞
j=0 Uj = L2(R), then
⋃∞
j=0 Vj = L2((0,∞)).
Proof. Since {φ(· − i): i ∈ Z} are locally linearly independent, there are constants A,B > 0 such that for f =∑∞
i=−∞aiφ(· − i) ∈ U0,
A2
0∑
i=−n+1
a2i 
1∫
0
f 2  B2
0∑
i=−n+1
a2i .
Take f ∈ L2((0,∞)) and 
 > 0. Choose m ∈ Z so that ∫ 2−m0 f 2 < 
2. Define f˜ ∈ L2(R) by
f˜ (x) =
{
f (x), x > 2−m,
0, otherwise.
Since
⋃∞
j=0Uj = L2(R), we may choose N ∈ Z and g =
∑∞
i=−∞ai2−N/2φ(2N · − i) such that 2−Nn < 2−m and
‖g − f˜ ‖2 < 
. Define k ∈ Z, k  1, by 2−N(k + n) = 2−m. Let h =∑∞i=kai2−N/2φ(2N · − i). Then h ∈ VN , has
support in (0,∞), h(x) = g(x) for x  2−m and
‖h − f ‖2 
( ∞∫
0
(h − g)2
)1/2
+
( ∞∫
0
(g − f˜ )2
)1/2
+
( ∞∫
0
(f˜ − f )2
)1/2

( 2−m∫
0
(h − g)2
)1/2
+
( ∞∫
−∞
(g − f˜ )2
)1/2
+
( 2−m∫
0
f 2
)1/2
<
( 2−m∫
0
h2
) 1
2
+
( 2−m∫
−∞
g2
) 1
2
+ 2
 <
( 2−m∫
0
h2
) 1
2
+ 3
.
Now
2−m∫
0
h2 =
2−m∫
2−Nk
(
k+n−1∑
i=k
ai2−N/2φ
(
2N · − i))2  nB2k+n−1∑
i=k
a2i  nB2A−2
2−m∫
2−m−2−N
g2 < nB2A−2
2.
Thus ‖h − f ‖2 < 
(3 + n1/2BA−1) and the result follows. 
Theorem 4.2. The functions {φi : i ∈ Z} are locally linearly independent over (xk, xk+1), k ∈ Z, if and only if
aii+1 = 0, −n + 2 i −1, and for k = 1, . . . , n − 3, the matrix (aij ) k 2k+2i=k−n+1,j=2k−n+2 has full rank.
Proof. For j ∈ Z, the functions whose supports overlap (xj , xj+1) are φj−n+1, . . . , φj . Now for k  0, define Ak =
(aij )
k 2k+2
i=k−n+1,j=2k−n+2 while for k  −1, define Ak = (aij ) k k+1i=k−n+1,j=k−n+2. First consider k  0. We shall show
that if φ2k−n+2, . . . , φ2k+2 are locally linearly independent over (x2k+1, x2k+3) = (2xk,2xk+1), then (φj ) are locally
linearly independent over (xk, xk+1) if and only if Ak has full rank.
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(cj )
k
k−n+1Ak . Suppose that Ak has full rank. If f (x) = 0 for xk < x < xk+1, then dj = 0, j = 2k − n+ 2, . . . ,2k + 2,
and so cj = 0, j = k − n + 1, . . . , k. Thus (φj ) are locally linearly independent over (xk, xk+1). Conversely sup-
pose that (φj ) are locally linearly independent over (xk, xk+1). If Ak does not have full rank, then there is a
non-zero sequence c = (cj )kk−n+1 such that cAk = 0 and hence f (x) =
∑k
j=k−n+1cjφj (x) = 0, for xk < x < xk+1,
which is a contradiction. Thus (φj ) are locally linearly independent over (xk, xk+1) if and only if Ak has full
rank. Similarly, we may take k  −1 and suppose that φk−n+2, . . . , φk+1 are locally linearly independent over
(xk+1, xk+2) = (2xk,2xk+1). Then as above we see that (φj ) are locally linearly independent over (xk, xk+1) if and
only if Ak is non-singular, i.e. aii+1 = 0, i = k − n + 1, . . . , k.
In particular we see from the above argument that if (φj ) are locally linearly independent over (xk, xk+1), k ∈ Z,
then Ak has full rank for k = 1, . . . , n − 3 and aii+1 = 0, for −n + 2  i  −1. Conversely, we assume that these
conditions hold and show that (φj ) are locally linearly independent over (xk, xk+1), k ∈ Z. Note that since aii+1 = 0,
for i = −n + 1, . . . ,−1, and a01 = a0 = 0, A0 has full rank. For i  0, φi = φ(· − i − 1) and so for any k  n − 1,
(φi) are locally linearly independent over (xk, xk+1). Thus Ak has full rank for k  n − 1. It follows that An−2 also
has full rank.
Now suppose inductively that (φj ) are locally linearly independent over (x, x+1) for some , 1    n − 1.
Then since A−1 has full rank, our above argument shows that (φj ) are locally linearly independent over (x−1, x).
Thus (φj ) are locally linearly independent over (xk, xk+1) for all k  0. Now recall that aii+1 = 1, i −n + 1. Thus
Ak is non-singular for all k −1. Repeating the above inductive argument then shows that (φj ) are locally linearly
independent over (xk, xk+1) for all integers k. 
For n = 3, the conditions of Theorem 4.2 are simply a−10 = 0. For n = 4 we can write (aij ) as⎛⎜⎜⎜⎜⎜⎜⎜⎝
. . .
1 λ
1 − λ μ ν
1 − μ 1 − ν a3 a4
a0 a1 a2 a3 a4
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and the conditions become λ = 1, μ = 1 and the matrix⎛⎜⎝
μ ν
1 − μ 1 − ν a3 a4
a0 a1 a2 a3
a0 a1
⎞⎟⎠
has full rank.
Now renormalize the functions φi , i ∈ Z, by defining
φ˜i =
{
φi, i −n + 1,
2(1−i−n)/2φi, i −n.
Corollary 4.3. Under the conditions of Theorem 4.2, the functions {φ˜i : i ∈ Z} form a Riesz basis for V0.
Proof. By Theorem 4.2 there are constants Aj ,Bj > 0, j ∈ Z, so that for f ∈ V0, f =∑∞j=−∞cj φ˜j ,
Aj
j∑
i=j−n+1
c2i 
xj+1∫
x
f 2  Bj
j∑
i=j−n+1
c2i , j ∈ Z.j
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i  −n, we may choose Aj = A−n+1, Bj = B−n+1, j  −n + 1. So taking A = min{Aj : −n + 1  j  n − 1},
B = max{Bj : −n + 1 j  n − 1}, we have
A
j∑
i=j−n+1
c2i 
xj+1∫
xj
f 2  B
j∑
i=j−n+1
c2i , j ∈ Z.
Adding over j ∈ Z then gives
A
∞∑
i=−∞
c2i 
∞∫
0
f 2  B
∞∑
i=−∞
c2i . 
5. Polynomial reproduction
We shall say that the refinable function φ with mask (ai)n0 reproduces polynomials of degree m if the space
Πm of all polynomials of degree m lies in the linear span of {φ(· − i): i ∈ Z}. Similarly we say that the re-
finable functions (φi) with mask (aij ) reproduce polynomials of degree m if Πm|(0,∞) lies in the linear span of
{φi : i ∈ Z}. Polynomial reproduction is an important property as it is related to approximation order of the subspace.
If φ reproduces polynomials of degree m n − 1, we would like to extend φ to (φi) which also reproduces polyno-
mials of degree m. For m = n − 1 and φ is the uniform B-spline of order n, we have already seen that we can extend
φ to hybrid splines (φi). In what follows we shall give a general recursive construction.
For refinable functions (φi) with mask (aij ), we shall write
Ii :=
∞∫
0
φi, i ∈ Z.
For i  0,
Ii =
∞∫
0
φ(· − i − 1) =
∞∫
−∞
φ = 1.
For i ∈ Z,
Ii =
∞∑
j=−∞
aij
∞∫
0
φj (2·) = 12
∞∑
j=−∞
aij Ij , (5.1)
which defines Ii recursively for i −1. Note that for i −n, Ii = 12Ii+1.
Now given a mask (an−1ij ) which extends the mask (a
n−1
i )
n−1
0 , we define a new mask (a
n
ij )
n
0 by
anij =
1
2
j∑
k=−∞
(
an−1ik
I n−1i
− a
n−1
i+1k
I n−1i+1
)
In−1k , i, j ∈ Z, (5.2)
where In−1i =
∫∞
0 φ
n−1
i , i ∈ Z. From (5.2) we have
anij − anij−1 =
In−1j
2
(
an−1ij
I n−1i
− a
n−1
i+1j
I n−1i+1
)
, i, j ∈ Z. (5.3)
By (5.1), we can rewrite (5.2) as
anij =
1
2
∞∑ (an−1i+1k
I n−1i+1
− a
n−1
ik
I n−1i
)
In−1k , i, j ∈ Z. (5.4)k=j+1
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anij =
1
2
(
an−1ij−1 + an−1ij
)
. (5.5)
Also for i −1, we can use (5.3) to define anij recursively on j , e.g. for increasing j , starting with
anii+1 =
In−1i+1
2In−1i
an−1ii+1.
Theorem 5.1. Suppose that (φn−1i ) with mask (a
n−1
ij ) extend φn−1 with mask (a
n−1
i )
n−1
0 and reproduces polynomials
of degree m, 0m n − 2. Let
n∑
i=0
ani z
i = 1
2
(1 + z)
n−1∑
i=0
an−1i z
i , z ∈ C. (5.6)
Assume In−1i =
∫∞
0 φ
n−1
i = 0, i ∈ Z, and define (anij ) by (5.2). Then (anij ) extends (ani )n0 . Letting (φni ) be the corre-
sponding refinable functions, they reproduce polynomials of degree m + 1, and for some constant c = 0,
cφn ′i =
φn−1i
I n−1i
− φ
n−1
i+1
In−1i+1
, i ∈ Z. (5.7)
Moreover if (φn−1i ) are locally linearly independent over (xk, xk+1), k ∈ Z, then so are (φni ).
Proof. From (5.5), for i  0, j ∈ Z,
anij =
1
2
(
an−1j−2i−2 + an−1j−2i−1
)= anj−2i−1,
by (5.6). For i −n, j ∈ Z, (5.2) gives
anij = 0, j  i, anii+1 =
In−1i+1
2In−1i
= 1, anij =
In−1i+1
2In−1i
− I
n−1
i+2
2In−1i+1
= 0, j  i + 2.
For −n  i  −1, (5.2) and (5.4) give anij = 0 for j < i + 1 and j > 2i + n + 1, respectively. Thus (anij ) extends
(ani )
n
i=0.
Also, (5.3) gives for j ∈ Z,
∞∑
i=−∞
anij −
∞∑
i=−∞
anij−1 =
In−1j
2
∞∑
i=−∞
(
an−1ij
I n−1i
− a
n−1
i+1,j
I n−1i+1
)
= 0,
and so
∑∞
i=−∞anij is independent of j . But
∞∑
i=−∞
anin =
∞∑
i=0
1
2
(
an−1in−1 + an−1in
)= 1
2
∞∑
i=−∞
an−1in−1 +
1
2
∞∑
i=−∞
ain = 1,
and hence
∞∑
i=−∞
anij = 1, j ∈ Z.
So, as before, we may choose corresponding refinable functions (φni ) with
∑∞
i=−∞ φni (x) = 1 for x > 0.
Since
φni =
∞∑
anijφ
n
j (2·), i ∈ Z,j=−∞
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φn ′i = 2
∞∑
j=−∞
anijφ
n ′
j (2·), i ∈ Z.
Also for i ∈ Z,
φn−1i
I n−1i
− φ
n−1
i+1
In−1i+1
= 1
In−1i
∞∑
j=−∞
an−1ij φ
n−1
j (2·) −
1
In−1i+1
∞∑
j=−∞
an−1i+1jφ
n−1
j (2·)
=
∞∑
j=−∞
φn−1j (2·)
(
an−1ij
I n−1i
− a
n−1
i+1j
I n−1i+1
)
= 2
∞∑
j=−∞
φn−1j (2·)
In−1j
(
anij − anij−1
)
by (5.3)
= 2
∞∑
j=−∞
anij
(
φn−1j (2·)
In−1j
− φ
n−1
j+1(2·)
In−1j+1
)
,
and so both sides of (5.7) satisfy the same refinement equation. Also for i  0, φni = φn(· − i − 1), where
φn(x) =
n∑
j=0
anj φ
n(2x − j), x ∈ R,
and so, from (5.6), cφn ′ = φn−1 − φn−1(· − 1), for some constant c = 0. Thus for i  0,
cφn ′i (x) = cφn ′(x − i − 1) = φn−1(x − i − 1)− φn−1(x − i − 2) = φn−1i (x) − φn−1i+1 (x)
and so (5.7) holds for i  0. Hence (5.7) holds for all i ∈ Z.
Now take p, 1 p m + 1, and write
xp−1 =
∞∑
i=−∞
biφ
n−1
i (x), x > 0.
Let c0 = 0 and define
ci =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
cp
i∑
j=1
bj I
n−1
j , i  1,
−cp
0∑
j=i+1
bj I
n−1
j , i −1.
Define
f (x) =
∞∑
i=−∞
ciφ
n
i (x), x > 0.
Then by (5.7), for x > 0,
f ′(x) =
∞∑
i=−∞
c−1ci
(
φn−1i (x)
In−1i
− φ
n−1
i+1 (x)
In−1i+1
)
=
∞∑
i=−∞
c−1(ci − ci−1)φ
n−1
i (x)
In−1i
=
∞∑
i=−∞
pbiφ
n−1
i (x) = pxp−1.
Thus f (x) = xp + k, x > 0, for some constant k, and so
xp =
∞∑
i=−∞
(ci − k)φni (x), x > 0.
So (φn) reproduces polynomials of degree m + 1.i
396 G. Xiaojie et al. / Appl. Comput. Harmon. Anal. 25 (2008) 381–399Finally we suppose that (φn−1i ) are locally linearly independent over (xk, xk+1), k ∈ Z and let
k∑
i=k−n+1
Aiφ
n
i (x) = 0, xk < x < xk+1. (5.8)
Then for xk < x < xk+1,
0 =
k∑
i=k−n+1
Aiφ
n ′
i (x) = c−1
k∑
i=k−n+1
Ai
(
φn−1i (x)
In−1i
− φ
n−1
i+1 (x)
In−1i+1
)
= c−1
k∑
i=k−n+2
(Ai − Ai−1)φ
n−1
i (x)
In−1i
,
since φn−1k−n+1(x) = φn−1k+1 (x) = 0. Thus
Ai − Ai−1 = 0, i = k − n + 2, . . . , k,
and so
Ai = Ak, i = k − n + 1, . . . , k.
Therefore (5.8) becomes
Ak
k∑
i=k−n+1
φni (x) = 0, xk < x < xk+1,
so Ai = 0, i = k − n + 1, . . . , k, and (φni ) are locally linearly independent on (xk, xk+1). 
Now suppose that the refinable function φ with mask (ai)n0 reproduces polynomials of degree m, 1m n − 1.
Then we have the following procedure for constructing an extension (φi) with mask (aij ) which also reproduces
polynomials of degree m. We must have
n∑
i=0
aiz
i = 2−m(1 + z)m+1p(z), z ∈ C,
for a polynomial p of degree n − m − 1 0 with p(1) = 1. Let
n−m∑
i=0
biz
i = (1 + z)p(z), z ∈ C.
Then there is a refinable function φ with mask (bi)n−m0 which reproduces constants and so has an extension (φi) with
mask (bij ) which also reproduces constants. Theorem 5.1 then gives a recursive construction to give the desired mask
(aij ). We note that if {φ(· − i): i ∈ Z} are linearly independent, then it follows that {φ(· − i): i ∈ Z} are linearly inde-
pendent. Then we can construct (bij ) to satisfy the conditions of Theorem 4.2 to ensure that (φi) are locally linearly
independent over (xk, xk+1), k ∈ Z. It then follows from Theorem 5.1 that (φi) are locally linearly independent over
(xk, xk+1), k ∈ Z. The only difficulty with the above procedure is that for each recursive step applying Theorem 5.1,
we need to ensure that the integrals of the refinable functions are non-zeros.
As an example, take the Daubechies 6-tap mask (ai)50, where
5∑
i=0
aiz
i = 2−2(1 + z)3p(z), z ∈ C.
Then the mask (bi)30, given by
3∑
i=0
biz
i = (1 + z)p(z), z ∈ C,
where
b0 = 1.881869, b1 = 0.800730, b2 = −0.881869, b3 = 0.199270,
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. . .
1
1 λ
1 − λ b2 b3
b0 b1 b2 b3
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
For local linear independence we require λ = 1. Then one can choose λ so that the integrals of the refinable functions
in the two recursive steps are non-zero, though we do not know which value of λ is most suitable.
The recursive construction in Theorem 5.1 then gives a foveated extension (aij ) of Daubechies 6-tap mask. The
following matrix shows the entries, aij , −5 i  0, −4 j  6, of the extension corresponding to λ = 12 :⎛⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 1.528106 −0.630018 0 0 0 0 0 0
0 0 0 −0.528106 0.133336 0.132090 −0.054459 0 0 0 0
0 0 0 0 1.496682 0.397443 −0.086658 −0.120832 0.049818 0 0
0 0 0 0 0 0.470467 1.141117 0.650365 −0.190934 −0.120832 0.049817
⎞⎟⎟⎟⎟⎠ .
The entries in the last row are the Daubechies 6-tap mask.
Similarly, we can extend the Daubechies 8-tap mask with three degrees of freedom.
Now suppose that φ with mask (ai)n0 extends to (φi) with mask (aij ). It is known (see for instance [12]) that φ
reproduces polynomials of degree m if and only if 12p , p = 0,1, . . . ,m, are left eigenvalues of the matrix (aj−2i ).
Further, if Cp := (cpi)i∈Z is a normalized left eigenvector with eigenvalue 12p , then
xp =
∞∑
i=−∞
cpiφ(x − i), x ∈ (0,∞), p = 0,1, . . . ,m. (5.9)
We shall assume that φ reproduces polynomials of degree m. The following theorem gives the corresponding necessary
and sufficient condition for (φi) to reproduce polynomials of degree m.
Theorem 5.2. Suppose that conditions of Theorem 4.2 are satisfied. Then (φi) reproduces polynomials of degree m if
and only if 12p , p = 0,1, . . . ,m, are left eigenvalues of (aij ). Further, if Kp := (kpi)i∈Z is a normalized left eigenvector
with eigenvalue 12p , then
xp =
∞∑
i=−∞
kpiφi(x), x ∈ (0,∞), p = 0,1, . . . ,m. (5.10)
Proof. Assume that (φi) reproduces polynomials of degree m, and suppose that (5.10) holds. Then for p = 0,1, . . . ,m
by (4.3),
xp =
∞∑
j=−∞
∞∑
i=−∞
kpiaijφj (2x), x ∈ (0,∞).
This together with (5.10) give
1
2p
∞∑
j=−∞
kpjφj (x) =
∞∑
j=−∞
∞∑
i=−∞
kpiaijφj (x), x ∈ (0,∞),
and hence
1
2p
kpj =
∞∑
kpiaij ,i=−∞
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Conversely, suppose that 12p is a left eigenvalue of (aij ). Let Kp be a corresponding eigenvector. Then
1
2p
kpj =
∞∑
i=−∞
kpiaij , j ∈ Z (5.11)
and
1
2p
kpj =
∞∑
i=0
kpiaj−2i−1, j  n.
Recall that
1
2p
cpj+1 =
∞∑
i=−∞
cpi+1aj−2i−1, j ∈ Z.
Therefore we can choose Kp so that
kpi = ci+1, i  0. (5.12)
Let
f (x) =
∞∑
i=−∞
kpiφi(x), x > 0.
Then for x > 0, by (4.3) and (5.11),
f (x) =
∞∑
j=−∞
2−pkpjφj (2x) = 2−pf (2x),
and for x  n,
f (x) =
∞∑
i=0
kp,iφ(x − i − 1) =
∞∑
i=−∞
cp,iφ(x − i) = xp. (5.13)
Therefore, for any x > 0, choosing k ∈ Z with 2−kn x gives
f (x) = 2−kpf (2kx)= 2−kp(2kx)p = xp.
Thus
∞∑
i=−∞
kpiφi(x) = xp, x > 0. 
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