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Legendre et  la m éthode des m oindres carrés 
 
 
La m éthode du m axim um  de vraisem blance et  celle des m oindres carrés 
sont  les out ils de la théorie des erreurs ou de l'est im at ion, ut ilisés tous les jours 
dans toutes les sciences d'observat ion. 
La théorie des erreurs a été développée pour résoudre t rois problèm es :  
com biner les erreurs pour choisir  une valeur " juste m ilieu", t rouver la loi de 
densité de probabilité
1
 des erreurs, choisir  une dém arche pour déterm iner des 
quant ités dans un systèm e d'équat ions surdéterm iné
2
.  
L'est im at ion du m axim um  de vraisem blance est  une m éthode stat ist ique 
courante ut ilisée pour inférer les param ètres de la dist r ibut ion de probabilité d'un 
échant illon de m esures donné. 
Par ailleurs, la recherche de la valeur la plus probable d'une quant ité 
observée par diverses m esures donne le résultat  suivant  :  la valeur la plus 
probable est  telle que la som m e des carrés des différences ent re les observat ions 
et  cet te valeur est  m inim um .  
@@@@@@@ 
La prem ière publicat ion de la m éthode des m oindres carrés (dest inée à 
déterm iner des quant ités dans un systèm e d'équat ions surdéterm iné)  est  due à 
Legendre qui l'a donnée en annexe d'un ouvrage int itulé Nouvelles méthodes 
pour la détermination des orbites des comètes (1805)
3
.   
 
Querelle  ent re Legendre et  Gauss sur  la  paternité  d e la  
m éthode 
 
Gauss, dans son t raité Theoria motus corporum coelestium
4
 publié en 
1809, indique qu’il ut ilisait  cet te technique depuis 1795. I l écr it  :  
 
                                                 
1. Aujourd'hui, la loi de probabilité cont inue d'une var iable aléatoire X est  représentée par une densité de 
probabilité f,  la fonct ion f étant  posit ive, intégrable, d'intégrale égale à 1, telle que :  
P(X =  x)  =  f(x)  dx est  la probabilité que la variable prenne ses valeurs dans un intervalle élém entaire (x, x +  
dx) . La pr im it ive F de la densité de probabilité f est  appelée fonct ion de répart it ion. 
2. Dans ce cas, on dispose de nom breuses m esures (ou résultats d’observat ions)  des valeurs exactes 
recherchées, donc de plus d’équat ions que d’inconnues :  c’est  en ce sens que le systèm e est  surdéterminé.  
3. Le texte est  daté du 15 ventôse an 13 (6 mars 1805) . I l fut  reproduit  par Puissant  dans son Traité de 
Géodésie, édité par Courcier  toujours en 1805 (pages 137-141)  puis republié dans la deuxième édit ion de 
l’ouvrage de Legendre en 1806. L’or iginale des Nouvelles méthodes pour la détermination des orbites des 
comètes de 1805 a pour éditeur Didot , et  l’édit ion de 1806 a été éditée par Courcier. 
4. Theoria motus corporum coelestium in sectionibus conicis solem ambientium, Auctore Carolo Fr iderico Gauss, 
Hamburgi sum pt ibus Perthes et  Besser, 1809, page 210 et  seq. 
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Au reste, ce principe, dont nous avons fait usage depuis 1795, a été 
donné dernièrement par Legendre dans ses Nouvelles m éthodes pour la 
déterm inat ion des orbites des com ètes, Paris, 1806 ; on trouvera dans cet 
ouvrage plusieurs conséquences que le désir d'abréger nous a fait 
omettre. 
 
Figure 1  :  Por t ra it  de Gauss ( 1 7 7 7 - 1 8 5 5 )  en 1 8 4 0 .  
 
Cet te affirm at ion de Gauss irr ita Legendre. I l écr it  à Gauss, quelque 
tem ps après, en 1809 (Gauss, Werke,  Band. 10/ 1, p. 380)  :   
Je ne vous dissimulerai donc pas, Monsieur, que j’ai éprouvé quelque 
regret de voir qu’en citant mon mémoire …, vous dites principum  nost rum  
…Il n’est aucune découverte qu’on ne puisse s’attribuer en disant qu’on 
avait trouvé la même chose quelques années auparavant ; mais si on n’en 
fournit pas la preuve en citant le lieu où on l’a publiée, cette assertion 
devient sans objet et n’est plus qu’une chose désobligeante pour le 
véritable auteur de la découverte. En Mathématiques il arrive très souvent 
qu’on trouve les mêmes choses qui ont été trouvées par d’autres et qui 
sont bien connues; c’est ce qui m’est arrivé nombre de fois, mais je n’en 
ai point fait mention et je n’ai jamais appelé principum  nost rum  un 
principe qu’un autre avait publié avant moi. Vous êtes assez riche de 
[votre] fonds, Monsieur, pour n’avoir rien à envier à personne; et [je suis] 
bien persuadé au reste que j’ai à me plaindre de l’expression seulement et 
nullement de l’intention … 
@@@@@@@ 
Dans une let t re à Laplace datée de 1812 (Werke, Band 10/ 1 pp. 373-
374)  Gauss déclare, pour sa part  :  
 
J’ai fait usage de la méthode des moindres carrés depuis l’an 1795 (…)  
Cependant mes applications fréquentes de cette méthode ne datent que 
de l’année 1802, depuis ce temps j’en fait usage pour ainsi dire tous les 
jours dans mes calculs astronomiques sur les nouvelles planètes. (…). Au 
reste j’avais déjà communiqué cette même méthode, beaucoup avant la 
publication de l’ouvrage de M. Legendre, à plusieurs personnes, entre 
autres à Mr. Olbers en 1803. Ainsi, pouvais-je dans ma théorie parler de 
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la méthode des moindres carrés, dont j’avais fait depuis sept ans mille et 
mille applications (…). Pouvais-je parler de ce principe, -que j’avais 
annoncé à plusieurs de mes amis déjà en 1803 comme devant faire partie 
de l’ouvrage que je préparais,-comme d’une méthode empruntée de Mr. 
Legendre? Je n’avais pas l’idée, que Mr. Legendre pouvait attacher tant de 
prix à une idée aussi simple, qu’on doit plutôt s’étonner qu’on ne l’a pas 
eue depuis 100 ans, pour se fâcher que je raconte, que je m’en suis servi 
avant lui ? … Mais j’ai cru que tous ceux qui me connaissent le croiraient 
même sur ma parole, ainsi que je l’aurais cru de tout mon coeur si Mr. 
Legendre avait avancé, qu’il avait possédé la méthode déjà avant 1795. 
 
La m éthode des m oindres carrés est  qualifiée par St igler dans son History of 
Statistics (Belknap Press, 1986)  com m e le thèm e dom inant  -  le leitm ot iv -  des 
m athém at iques stat ist iques au XI Xe siècle. St igler ajoute que la clarté de 
l’exposit ion de Legendre n’a pas été surpassée et  que ce texte doit  êt re com pté 
dans l’histoire de la stat ist ique com m e l’une des int roduct ions d’une nouvelle 
m éthode les plus claires et  les plus élégantes. Pour sa part , Joseph Bert rand, 
dans l’int roduct ion de sa t raduct ion de divers m ém oires de Gauss int itulée 
Méthode des moindres carrés,  (1855)  affirm e que Gauss considérait  que la 
m eilleure m éthode pour com biner les observat ions était  un des problèmes les 
plus importants de la philosophie naturelle.  
 
LEGENDRE :  UNE METHODE ALGEBRI QUE  
La m éthode ut ilisée par Legendre pour exposer la m éthode des m oindres 
carrés n'est  pas probabiliste m ais purem ent  algébrique :  il t raite le problèm e 
algébrique de la déterm inat ion des quant ités dans un systèm e d'équat ions 
surdéterm iné. 
On peut  com m enter la m éthode de Legendre com m e suit  en reprenant  les 
équat ions des erreurs écr ites par Legendre au début  de son m ém oire :  
E = a+bx+cy+fz+...  
   E' = a'+b'x+c'y+f'z+...  
    E" = a"+b"x+c"y+f"z+...  
(etc.)  
Où E, E', E"...sont  les erreurs à rendre m inim ales. 
Legendre ut ilise une m éthode em pir ique, sim ple à m et t re en œuvre, qui consiste 
à rendre m inim ale la som m e des carrés des erreurs et  qu'il j ust ifie par la 
phrase :  
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De tous les principes qu'on peut proposer pour cet objet, je pense qu'il 
n'en est pas de plus général, de plus exact, ni d'une application plus facile 
que celui (...) qui consiste à rendre minimum la somme des carrés des 
erreurs. Par ce moyen, il s'établit entre les erreurs une sorte d'équilibre 
qui empêchant les extrêmes de prévaloir, est très propre à faire connaître 
l'état du système le plus proche de la vérité. 
La som m e des carrés des erreurs s'écr it  :  
S=E²+E'²+E"²+....=  
(a+bx+cy+fz+...)²+(a'+b'x+c'y+f'z+...)²+(a"+b"x+c"y+f"z+...)²+....  
et  nous désirons que cet te som m e soit  m inim ale par rapport  aux inconnues x, y, 
z,... 




doivent  donc êt re nulles. 
Soit , pour la dérivée par rapport  à x 
dS
= 2b(a+bx+cy +fz+...)+2b'(a'+b'x+c'y + f'z+...)+2b"(a" +b"x+c"y +f"z+...)+....= 0
dx
 
que l'on peut  écr ire, avec les notat ions de Legendre :  
∫ ∫ ∫ ∫ab+x b²+y bc+z bf +...= 0 ,  avec ∫ ab= ab+a'b'+a"b"+....  
 etc. 
En prenant , de m êm e, les dérivées part ielles par rapport  aux aut res 
inconnues – qui sont  en nom bre n –, on obt ient  finalem ent  n équat ions :  
∫ ∫ ∫ ∫ab+ x b²+y bc+ z bf +....=0  
∫ ∫ ∫ ∫ac+x bc+y c²+z cf +....=0  
∫ ∫ ∫ ∫af + x bf +y fc+z f²+....=0  
. . . .. . . .. . .. . ... . . .. . . .. . .. . ... . . .. . . .. . .. . ... . 
Le nom bre d'équat ions étant  égal aux nom bres d'inconnues, il existe une 
solut ion et  une seule, qui donne les valeurs des inconnues qui, selon l'approche 
em pir ique adoptée, sont  les plus proches des valeurs réelles. Com m e l’indique 
Legendre :  
On obtiendra de cette manière autant d’équations du minimum qu’il y a 
d’inconnues, et il faudra résoudre ces équations par les méthodes 
ordinaires. 
@@@@@@@ 
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 La m oyenne arithm ét ique des m esures est  un cas part iculier lorsque l'on a 
une seule variable x avec un coefficient  constant  b= b' = b" = ....=  1. Legendre 
vérifie que, dans ce cas, la m éthode des m oindres carrés consiste à m inim iser la 
som m e  
                             
1 2
( ) ² ( ) ² ...( ) ²
n
x x x x x x− + − + − ,  
soit  en dérivant  par rapport  à x 
                        
1 2
2( ) 2( ) ... 2( ) 0
n
x x x x x x− + − + + − =  






+ += ,  c'est -à-dire la m oyenne arithm ét ique des valeurs 
m esurées. 
 
Legendre, ajoute la rem arque suivante :   
Ces formules sont les mêmes par lesquelles on trouverait le centre de 
gravité commun de plusieurs masses égales, situés dans les points donnés 
(…) Si on divise la masse d’un corps en molécules égales et assez petites 
pour être considérées comme des points, la somme des quarrés des 
distances des molécules au centre de gravité sera un minimum. 
 
La m éthode, qui about it  à ce résultat  intuit if dans des cas sim ples, est  
néanm oins t rès facile à ut iliser lorsque la situat ion est  plus com plexe. Par 
exem ple, l'orbite ellipt ique d'une com ète est  déterm inée par rapport  au plan de 
l'éclipt ique par le calcul de six param ètres, inclinaison de l'orbite, dem i grand-
axe, excent r icité, longitude du nœud ascendant , longitude du périhélie et  date de 
passage de l'objet  céleste au périhélie. En général, t rois observat ions depuis la 
Terre donnant  chacune six angles sont  suffisantes pour résoudre le problèm e. La 
m éthode de Gauss pour écr ire les équat ions et  les résoudre est  alors la plus 
souvent  em ployée. 
  
 
L' APPROCHE PROBABI LI STE DE LA METHODE DES MOI NDRES CA RRES CHEZ GAUSS 
ET LAPLACE  
Pour com prendre le problèm e sur le plan probabiliste nous allons dire 




On peut , en ut ilisant  le concept  de variable aléatoire, exposer com m e suit  le 
résultat  de Gauss publié dans sa Theoria motus corporum coelestium 
5
 de 1809. 
Considérons que les erreurs sur une quant ité X inconnue, pour laquelle on 
dispose de plusieurs m esures x1 ,  x2,  . .. ,  xn ,  sont   e1 =  x1 -  X,  . .. ,  en =  xn -X  et  
correspondent  à des réalisat ions de n variables aléatoires indépendantes E1,  . . .,  
En de m êm e loi cont inue de densité  f,  dépendant  de la valeur inconnue de X.  
Pour X donné, la probabilité d'effectuer des erreurs com prises ent re e1 +  
de1,  . . . ,  en +  den  est  alors (com pte tenu  de l' indépendance)  
1 2 n 1 n
f(e ).f(e )...f(e ).de ...de  
On peut  alors, selon la m éthode de Bayes ou de probabilité des causes,  les 
m esures x1,  . . . ,  xn étant  connues et  considérées com m e des conséquences de la 
dist r ibut ion des erreurs, chercher quelle est  la valeur de X (la cause) la plus 
vraisem blable. 
Cet te valeur de X rendra m axim ale la probabilité d'observat ion des mesures 
observées x1,  . . . , xn et  donc d’observat ion des erreurs e1,  . . .en.  I l s'agit  de 
rechercher X,  donc f,  de sorte que  
1 n
f(x - X)...f(x - X)  soit  m axim um . Le produit  
1 n
f(x - X)...f(x - X)  est  m axim um  lorsque la som m e 
1 n
logf(x - X) + ...+ log f(x - X)  est  m axim ale. En dérivant  par rapport  à X on 
obt ient  la condit ion 
1
log ( - ) log ( - )
... 0+ + =nd f x X d f x X
dX dX
                (1) 




 correspond à la valeur 
recherchée de X. Ceci correspond à un axiom e dans la théorie de Gauss
6
.  Cet te 
m oyenne vérifie l'équat ion en X      
                                       ∑n i
i=1
(x - X)=0  
Gauss induit  que, pour vérifier l’équat ion (1), on a, pour i allant  de 1 à n,   
                                 i
i
dlogf(x - X)
= k(x - X).
dX
 
                                                 
5. Theoria motus corporum coelestium in sectionibus conicis solem ambientium, Auctore Carolo Fr iderico Gauss, 
Hamburgi sum pt ibus Perthes et  Besser, 1809, page 210 et  seq. 
6. À ce propos, Gauss écr it  :  « On a coutum e de regarder comm e un axiome l'hypothèse que si une quant ité a 
été obtenue par plusieurs observat ions im m édiates, faites avec le m êm e soin dans des circonstance 
semblables, la moyenne ar ithmét ique des valeurs observées sera la valeur la plus probable de cet te quant ité, 
sinon en toute r igueur, du m oins avec une grande approximat ion, de telle sorte que le plus sûr soit  toujours de 
s'y arrêter ». 
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En prenant  k(xi – X), Gauss prend ainsi une fonct ion linéaire en xi,  fonct ion 
impaire la plus sim ple ( la fonct ion f d’erreur étant  nécessairem ent  paire – m êm e 
probabilité d’erreur dans un sens ou dans l’aut re –, la dérivée de son logarithm e 
est  nécessairem ent  im paire) . On a alors, en intégrant ,   





logf(x - X)=- k
2






2f(x - X)=Ce  
c'est  à dire la densité de la loi de probabilité dite norm ale. 








1 nf(x - X)...f(x - X)=Ce
∑
 est  m axim um  (ce qui est  recherché d'après ce 
qui précède)  lorsque la som m e des carrés des écarts des m esures ∑n 2i
i=1
(x -X)  est  
m inim ale. 
La loi norm ale la plus générale (dite de Laplace-Gauss)  fait  intervenir une valeur 
m oyenne μ et  un écart  type σ.   
                                  
 Figure 2  : Fonct ion densité de probabilité  de la  «  loi norm ale  »  ( loi de Gauss-
Laplace)  d’espérance μ e t  de var iance σ.    
 
En résum é, Gauss, dans son t raitem ent  de la théor ie des erreurs de 1809, 
int roduit  en fait  le pr incipe du m axim um  de vraisemblance (puisqu'il cherche la 
valeur de la quant ité inconnue X qui rendra m axim ale la probabilité d'observat ion 
des m esures observées x1,  . . . ,  xn et  donc des erreurs e1,  . . .en.) .  Après ajout  du 
postulat  de la m oyenne arithm ét ique, il obt ient  à la fois la loi de dist r ibut ion 
norm ale et  le pr incipe des m oindres carrés. La just ificat ion de ce principe des 
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m oindres carrés est  donc la m axim alisat ion de la dist r ibut ion a posteriori des 
erreurs. 
@@@@@@@ 
En ce qui concerne Laplace, il écr it  de son côté, dans son m ém oire de 1811
7
 
dans l’object if de généraliser les résultats de Legendre et  de Gauss :  
Lorsque l'on veut corriger par l'ensemble d'un grand nombre d'ob-
servations plusieurs éléments déjà connus à peu près, on s'y prend de la 
manière suivante. Chaque observation étant une fonction des éléments, 
on substitue dans cette fonction leurs valeurs approchées, augmentées 
respectivement de petites corrections qu'il s'agit de connaître. En 
développant ensuite la fonction en série, par rapport à ces corrections, et 
négligeant leurs carrés et leurs produits, on égale la série à l'observation, 
ce qui donne une première équation de condition entre les corrections des 
éléments. Une seconde observation fournit une équation de condition 
semblable, et ainsi du reste. Si les observations étaient rigoureuses, il 
suffirait d'en employer autant qu'il y a d'éléments ; mais, vu les erreurs 
dont elles sont susceptibles, on en considère un grand nombre, afin de 
compenser les unes par les autres ces erreurs, dans les valeurs des 
corrections que l'on déduit de leur ensemble. Mais de quelle manière, 
faut-il combiner entre elles les équations de condition pour avoir les 
corrections les plus précises ? C'est ici que l'analyse des probabilités peut 
être d'un grand secours. Toutes les manières de combiner ces équations 
se réduisent à les multiplier chacune par un facteur particulier et à faire 
une somme de tous ces produits : on forme ainsi une première équation 
finale entre les corrections des éléments. Un second système de facteurs 
donne une seconde équation finale, et ainsi de suite jusqu'à ce que l'on ait 
autant d'équations finales que d'éléments dont on déterminera les 
corrections en résolvant ces équations. Maintenant il est visible qu'il faut 
choisir les systèmes de facteurs, de sorte que l'erreur moyenne à craindre 
en plus ou en moins sur chaque élément soit un minimum. J'entends par 
erreur moyenne la somme des produits de chaque erreur par sa 
probabilité. En déterminant les facteurs par cette condition, l'analyse 
conduit à ce résultat remarquable, savoir que, si l'on prépare chaque 
équation de condition de manière que son second membre soit zéro, la 
somme des carrés des premiers membres est un minimum, en y faisant 
varier successivement chaque correction. Ainsi cette méthode, que MM. 
Legendre et Gauss ont proposée, et qui, jusqu'à présent, ne présentait 
que l'avantage de fournir, sans aucun tâtonnement, les équations finales 
nécessaires pour corriger les éléments, donne en même temps les 
corrections les plus précises. 
                                                 
7. « Sur les intégrales définies et  leur applicat ion aux probabilités et  spécialem ent  à la recherche du m ilieu qu' il 
faut  choisir  ent re les résultats des observat ions », Mémoires de l'Institut National des sciences et des arts ; 




En résum é, Gauss avait  dém ont ré en 1809 la loi normale en considérant  
com m e un axiom e l'hypothèse que si une quant ité a été obtenue par plusieurs 
observat ions, faites avec le m êm e soin dans des circonstances sem blables, la 
m oyenne arithm ét ique des valeurs observées sera la valeur la plus probable de 
cet te quant ité. Laplace, dans la suite de son m ém oire de 1810, dém ont re que 
m êm e en ignorant  la dist r ibut ion des erreurs sur chaque groupe de m esures, on 
peut , lorsque le nom bre d'observat ions est  t rès grand, rem placer les m esures 
par leur m oyenne em pir ique et  obtenir pour l'ensem ble des observat ions une loi 
norm ale. Com m e dans le m ém oire de Gauss, Laplace obt ient  le m eilleur résultat  
en m inim isant  la som m e des carrés des erreurs de chaque résultat , m ult ipliées 
respect ivem ent  par la plus grande ordonnée de la courbe de probabilité des 
erreurs (car la valeur de l'inconnue X doit  rendre m axim ale la probabilité 
d'observat ion des m esures observées x1,  . . . ,  xn et  donc m axim ale la probabilité  
d’observat ion des erreurs e1,  . . .en) . I l est  donc évident  que les résultats de 
Laplace sont  obtenus, com m e ceux de Gauss, à l'aide d'un raisonnem ent  
probabiliste. 
Une explicat ion du ra isonnem ent  de Gauss par  Joseph Ber t rand 
  
 
Figure 3  :  Le m athém at icien Joseph  Bert rand ( 1 8 2 2 - 1 9 0 0 ) . Bertrand 
était polytechnicien (X1839), secrétaire perpétuel de l’Académie des sciences 
à partir de 1874, membre de l’Académie française en 1884. 
 
L'histoire de la m éthode des m oindres carrés est  singulière. Legendre, qui, 
le prem ier, l'a proposée, en 1805, aux calculateurs, ne la rat tachait  à 
aucune idée théorique. Gauss, qui depuis longtem ps en faisait  usage, a 
publié, en 1809, une dém onst rat ion acceptée sans contestat ion. 
( …)  
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Si des grandeurs l1, l2,…, ln ont  été observées, la probabilité d'une erreur 
com prise ent re z et  z + dz,  pour l'une d'elles, étant  ϕ(z)dz,  la probabilité 
du concours des erreurs z1, z2,…, zn  est  proport ionnelle à  
ϕ(z1) ϕ(z2)… ϕ(zn)  (1) 
et  ce produit  doit  êt re rendu m axim um . 
La fonct ion ϕ(z) restant  inconnue, le problèm e paraît  insoluble. 
L'hypothèse la plus plausible est , d'après le résultat  du calcul, celle qui 
rend m inima la som m e  
z1² + z2² +….zn² (2) 
Si le produit  (1) est  m axim um  quand la som m e (2) est  m inim a, il doit  
rester constant  en m êm e tem ps que celle-ci et  la fonct ion ϕ(z) doit  
sat isfaire à une équat ion de la forme 
ϕ(z1) ϕ(z2)… ϕ(zn) = F(z1² + z2² +….zn²)  
On déduit  de cet te équat ion bien connue 
ϕ(z) =G e-k²z² 
C'est  la loi proposée en 1809;  elle seule peut  just ifier la règle qu'on en a 
déduite. 
( …)  
Toutes les équat ions, dans la théorie de Gauss, sont  réduites au prem ier 
degré (…)  on peut , z étant  t rès pet it ,  rem placer ϕ(z) par son 
développem ent  





 étant  écartées, c'est  une des hypothèses de 
Gauss, on a ϕ(z) = ϕ(-z) et , par conséquent , ϕ’(0) = 0 et ϕ’’’(0) = 0. 
On peut , puisqu'on est  convenu de négliger z²  par rapport  à z, négliger z4   
par rapport  à  z2 et  réduire ϕ(z) à la form e  
                                     2 2
1φ(z)=φ(0)+ φ"(0)z = a+bz
2
 
 Mais on a, dans les mêm es condit ions, 
                                      G e-k²z²= G – Gk²z²        
Si donc on pose G =  a,  k =  -  b² / a, on aura 
ϕ(z) =G e-k²z² 
La fonct ion ϕ(z),  quelle que soit  sa form e véritable, est  réduct ible, dans 
les condit ions où l'on veut  résoudre le problèm e, à celle que Gauss avait  
proposée d'abord. 
 
(ext rait  de Joseph Bert rand, Sur la méthode des moindres carrés,  C.R.A.S., 
Paris, Tom e CVI , n°16, 1888, pp. 1115-1117) .                     
 
                                                 
8. Bert rand fait  ici référence aux erreurs systémat iques habituellem ent  faites dans les m esures. La méthode 
des moindres carrés nécessite de les élim iner et  de ne tenir  compte que des erreurs aléatoires -  d'où la 




L'établissem ent , en 1809 et  1810, de la loi normale, dont  l'usage se 
révèlera fondam ental en stat ist ique, s'est  donc fait  par deux voies :  celle de 
Gauss relat ive à la théorie des erreurs about issant  à la m éthode des m oindres 
carrés, et  celle de Laplace qui a énoncé la prem ière version du théorèm e de la 
lim ite cent rale. 
La synthèse ent re ces deux approches im pose, dès 1810, la loi norm ale 
com m e loi quasi universelle. En effet , m êm e si la dist r ibut ion individuelle des 
erreurs ne suit  pas une loi norm ale, celle des m oyennes des erreurs suit  sous 
certaines condit ions ( indépendance, lois ident iques) , une loi norm ale. 
 
Le théorèm e de la  lim ite  cent ra le  
 
Le théorèm e de la lim ite cent rale établit  que la som m e d'un grand 
nom bre de réalisat ions de variables aléatoires indépendantes et  ayant  
la m êm e loi de dist r ibut ion est  approxim at ivem ent  dist r ibuée suivant  la 
loi norm ale si les variables aléatoires ont  une variance finie. Abraham  
de Moivre avait  établi le théorèm e en 1733 pour une loi binom iale et  
Laplace approxim a en 1811 la loi binom iale par la loi norm ale. Le 
théorèm e de la lim ite cent rale est  appelé de nos jours le second 
théorèm e fondam ental des probabilités, le prem ier étant  la loi des 
grands nom bres de Jacob Bernoulli qui indique que la m oyenne des 
réalisat ions de variables aléatoires indépendantes ayant  la m êm e loi de 
dist r ibut ion et  une espérance finie converge vers la valeur de cet te 
espérance m athém at ique. 
 
Figure 4  :  Planche de Galton  (scientifique anglais, 1811-1922). Une bille 
lâchée en haut croise divers pitons sur son chemin et tombe dans un des 
compartiments du bas. Cette chute obéit à la loi de probabilités dite binomiale 





Le nom bre de t ravaux concernant  ces théorèm es étant  histor iquem ent  
t rès élevé, Lucien Le Cam  a com m enté avec hum our, en 1986, 
l'histoire du Théorèm e de la lim ite cent rale [ The central limit theorem 
around 1935.  Stat ist ical science, volum e 1, 1986, pp.78-96.]  
( t raduct ion) :  
Au commencement, il y eut De Moivre, Laplace, et de nombreux Bernoullis 
et ils engendrèrent des théorèmes de la limite, et les hommes avisés 
dirent que cela était bien et ils donnèrent au théorème le nom de Gauss. 
Puis vinrent de nouvelles générations qui trouvèrent que le théorème avait 
une validité expérimentale mais manquait de rigueur. Alors vinrent 
Chebychev, Liapunov et Markov et ils prouvèrent le théorème et Polya 
voyant l'usage des moments déclara que le nom Théorème de la limite 
centrale devait être utilisé. Puis vint Lindeberg et il dit que cela était 
élémentaire car Taylor avait développé ce qui demandait à être 
développé, et il le dit deux fois (...)  
 
Com pte tenu de l'ut ilisat ion perm anente de la loi norm ale, on a, par ailleurs, 
défini une fonction erreur qui est  l' intégrale num érique qui a été int roduite par 
Gauss en 1816. On la t rouve tabulée dans tous les m anuels et  elle est  définie par 
( ) 2x -ς
0
2
erf x = e dςπ ∫  .  La probabilité pour qu'une var iable norm ale cent rée 
réduite
9




⎛ ⎞⎜ ⎟⎝ ⎠ .  
 
AUTRE PRESENTATI ON DE LA METHODE DES MOI NDRES CARRES   
Dans la théorie des m oindres carrés, on cherche à est im er un vecteur β   [ 1 
x r] ,  ayant  ses r com posantes inconnues, à part ir  de N observat ions Y  reliées 
linéairem ent  à β ,  m ais com portant  des erreurs ε .  
On a                                  Y M β ε= +                   où 
   { }ijM x=  est  une m at r ice connue de N x r élém ents avec N r≥ ,  la colonne de 
rang r étant  pleine. 
                                                 
9. Une variable aléatoire cent rée réduite a une espérance m athémat ique E(X)  nulle et  un écart  type égal a 1. 
Par rapport  à une var iable aléatoire quelconque X, la var iable cent rée réduite est  une variable t ranslatée et  
homothét ique X-E(X)
(X)σ .  
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Le systèm e des m ult iplicateurs ijk  ut ilisés par Legendre, Gauss et  Laplace 
pour t raiter la m éthode des m oindres carrés const ituait  en fait  la recherche d'une 
m at r ice K de  r x n élém ents { }ijK k= ,   telle que l'on obt ienne  KM= I, I  étant  
la m at r ice unité.  
L'est im at ion de la m oyenne du vecteur β  noté β ,  consiste alors à choisir  la 
m at r ice K selon une approche probabiliste ou une approche algébrique afin 
d'obtenir l'est im at ion  
                                          β  =  Kβ ε+ = KY  
L'approche de Legendre, purem ent  algébrique, consiste à considérer la 
relat ion Y M β ε= +  com m e un jeu surdéterm iné d'équat ions linéaires ;  la m at r ice 
K est  alors établie en agissant  sur les erreurs elles-m êm es. L'approche 
probabiliste consiste à établir  K en im posant  les dist r ibut ions de probabilité sur 
les erreurs. 
@@@@@@@ 
I l est  à noter qu'un t rès grand nom bre de publicat ions ont  été faites, depuis 
celles de Legendre, Gauss et  Laplace, sur ce problèm e des m oindres carrés. Un 
t ravail rem arquable d'André-Louis Cholesky (1910)  mont re que la décom posit ion 
de la m at r ice définie plus haut  est  possible en un produit  d'une m at r ice 
t r iangulaire par sa m at r ice t ransposée, ram enant  la résolut ion du systèm e de 




CONCLUSI ON  
Legendre a term iné son exposé de 1805 sur les m oindres carrés par une 
applicat ion à la m esure des degrés du m éridien à part ir  de données établies par 
Delam bre et  Méchain. La m éthode des m oindres carrés a été surtout  ut ilisée au 
dix-neuvièm e siècle en ast ronom ie et  en géodésie, c'est  pourquoi le t it re de 
l'ouvrage de Legendre est  relat if aux com ètes et  son exem ple d'applicat ion à la 
géodésie.   
                                                 
10
 Roger Mansuy, analyse du manuscr it  Sur la résolution numérique des systèmes d'équations différentielles 
écr it  par Cholesky, Bibnum septembre 2008. 
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Cet te m éthode est  aujourd'hui universellem ent  ut ilisée de m êm e que la loi 
norm ale dite de Laplace-Gauss et  les quelques lignes qui précèdent  ont  tenté de 












La densité  de la  loi norm ale appara ît  page 2 1 2  de l'ouvrage de Gauss, 
Theor ia  m otus corporum , 1 8 0 9 . 
 
