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Abstract The ”noise” induced by quantization in digi-
tally controlled systems can be modelled as small ampli-
tude chaotic behaviour described by a simple piecewise
linear map, the micro-chaos map. The chaotic nature
of certain micro-chaos maps was proved rigorously in
the last 20 years. It was also pointed out that several
disconnected strange attractors or repellers may coex-
ist far from the desired state of the system. The control
error is influenced by the number of these strange sets
and the local behaviour of trajectories in their neigh-
bourhoods. In the present paper we focus on the ex-
ploration of the possible attractor/repeller structures
in the phase space of a PD-controlled system and esti-
mate the expected control error by several methods.
Keywords digital control · hybrid system · baker’s
map · Smale horseshoe · micro-chaos
1 Introduction
Quantization and sampling may lead to small-scale chao-
tic vibrations in digitally controlled systems [1–5]. These
vibrations are often neglected or considered as noise in
the engineering practice [6]. It was shown in [7] that sev-
eral small strange attractors can coexist in the phase-
space of a simple PD (proportional-differential) con-
trolled linear system. Although the amplitude of chaotic
vibrations was found to be indeed small, the large dis-
tance of the attracting structures from the desired po-
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sition showed that the digital effects can have a signif-
icant influence on the control error.
Our goal is the detailed exploration of the phase-
space structures of the aforementioned PD controlled
oscillator in order to be able to provide reliable esti-
mates for the control error. Section 2 is devoted to the
introduction of the mathematical model – basically, it
corresponds to a digitally controlled inverted pendulum
linearized about the upright (desired) position. In Sec-
tion 3, the stability properties of the desired position
are examined, taking into account the effects of sam-
pling but temporarily disregarding the quantization. As
a consequence of the quantization, the phase-space can
be divided into parallel bands. These bands play a ma-
jor role in the dynamics of the system. For example,
the number of true fixed points is strongly related to
the properties of the bands, as it is described in Sec-
tion 4. The true fixed points may turn to virtual ones
by border collision bifurcations at the borders between
the bands, i.e., at the so-called switching lines. Between
each pair of true fixed points – and even between a
true and a virtual fixed point – strange sets may oc-
cur in the neighbourhoods of the switching lines. Sec-
tion 5 is devoted to the detailed examination of these
strange repellers and attractors. Conditions of crisis bi-
furcations and jump criteria are formulated that can
be exploited for the determination of the strange set’s
attracting/repelling properties. Considering the com-
plexity of the phase-space structure and in search for
a method for the reliable estimation of control error in
more realistic models, we developed analytical estima-
tion methods for the cases that can be encountered in
practice (Section 6). The results are summarized and
discussed in Section 7.
Although the considered model seems to describe
only the dynamics of the interaction between digital
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computers and the continuous physical world, we hope
that our results can be utilized for the analysis of other
hybrid systems even in other branches of science (e.g.,
population dynamics [8] and neurology [9]), too.
2 Mathematical Model
We examine a linear oscillator with an unstable equi-
librium at x = 0, x˙ = 0 that is stabilized by a digital
control system. To highlight the inherent differences be-
tween analogue and digital control systems, we consider
the equation of motion of the oscillator under analogue
PD control first:
Mx¨(t) + cx˙(t)− kx(t) = −P˜ x(t)− D˜x˙(t). (1)
Here x(t) is the coordinate, M denotes mass, c ≥ 0 is
the damping coefficient, while k > 0 denotes the stiff-
ness parameter. The proportional gain P˜ and the dif-
ferential gain D˜ correspond to a virtual spring and a
virtual dashpot, respectively.
If digital control is applied, the effects of sampling
and quantization must also be taken into account. Sam-
pling means that the information about the state of the
system (e.g., displacement and velocity) is periodically
refreshed, according to the sampling period τ . We as-
sume that the control force is constant between the suc-
cessive sampling instants, and its value is immediately
available just after sampling, i.e., the processing delay
is negligible. Moreover, as a consequence of the quanti-
zation, the control force must be an integer multiple of
a certain resolution ∆F . Thus, the equation of motion
between the jth and (j + 1)st sampling instants can be
written as
x¨(t) +
c
M
x˙(t)− k
M
x(t) = −∆F
M
Int
(
P˜ xj + D˜x˙j
∆F
)
,(2)
where t ∈ [jτ, (j + 1)τ), xj ≡ x(jτ) and x˙j ≡ x˙(jτ)
denote the displacement and velocity at the jth sam-
pling, respectively. The Int() function rounds towards
the origin.
Let us introduce the dimensionless coordinate y =
Mx/(∆Fτ2) and the dimensionless time T = t/τ where
τ is the sampling time and t is the physical time. De-
noting differentiation with respect to T by prime, the
equation of motion turns to
y′′(T ) + 2βy′(T )− α2y(T ) = −Int (Pyj +Dy′j) , (3)
where T ∈ [j, (j + 1)) and
β =
cτ
2M
, α = τ
√
k
M
,
P =
P˜ τ2
M
, D =
D˜τ
M
. (4)
Parameter α is the ratio of the sampling time and the
characteristic time constant of the oscillator. Its value
is usually kept very small in practical applications (in
the order of 10−2 . . . 10−5) by increasing the sampling
frequency.
The general solution of (3) can be determined be-
tween the successive sampling instants. As a conse-
quence, one can construct a piecewise linear map f :
yj → yj+1 – referred to as micro-chaos map – in the
form
yj+1 = Uyj + b Int
(
Pyj +Dy
′
j
) ≡ Uyj + b mj , (5)
where mj = Int
(
Pyj +Dy
′
j
)
and yj = [yj y
′
j ]
T . In-
troducing the notations γ ≡
√
α2 + β2, s ≡ sinh(γ),
c ≡ cosh(γ), and e ≡ exp(β), one obtains
U =
1
eγ
[
γc+ βs s
α2s γc− βs
]
, b =
[
e−c
eα2 − βseγα2
− seγ
]
. (6)
The eigenvalues of U are λU1,2 = exp(−β ± γ). Since
γ > β, the state y = 0 is locally unstable and all the
other existing fixed or periodic points are saddle points.
The corresponding eigenvectors eS and eU – parallel
with the directions of the stable and unstable manifolds
of fixed points, respectively – are
eS =
[
1
−γ − β
]
, and eU =
[
1
γ − β
]
. (7)
If the system’s state is far from the equilibrium, the
quantization (or rounding) of the control force becomes
negligible. In this case, the integer part function can be
omitted, i.e.,
yj+1 ≈ Uyj + b
(
Pyj +Dy
′
j
) ≡ Syj. (8)
S = U + b ◦ [P D]T , where ◦ denotes the dyadic (Kro-
necker) product and
S =
1
eγ
[
(α2−P )(βs+γc)+Peγ
α2
α2s−(βs+γc−eγ)D
α2(
α2 − P ) s γc− (β +D)s
]
. (9)
Let us mention at this point that the micro-chaos map
(5) can be rewritten as
yj+1 = Syj − bχj , where− 1 < χj < 1. (10)
Thus, the fractional part of the control force is sub-
tracted in this case, instead of the addition of its integer
part.
3 Stability of the origin without quantization
The large-scale (macroscopic) behaviour of the system
is governed by the matrix S. Thus, in order to ensure
the practical stability [10] of the desired state – which
is the usual design goal –, the eigenvalues of matrix
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S must be inside the unit circle in the complex plane.
Since stability is a natural requirement for a control
system, we restrict ourselves to this case. Note, how-
ever, that – since the quantization typically leads to
chaotic behaviour – rather long chaotic transients may
exist outside the domain of stability, as it was pointed
out in [11].
The characteristic equation of matrix S can be ex-
pressed as
µ2 +
(sD − 2γc)α2 − P (γ(e− c)− βs)
eγα2
µ+ (11)
+
γα2 −Desα2 − P (eβs− eγc+ γ)
e2γα2
= 0.
To check the condition of the asymptotic stability us-
ing the Routh-Hurwicz criterions, we introduced a new
variable η as µ = (η + 1)/(η− 1). It can be shown that
Re(η) < 0 ⇐⇒ |µ| < 1, thus, the characteristic equa-
tion can be rewritten as
b2η
2 + b1η + b0 = 0, (12)
where
b2 = (P − α2)γ(2ce− 1− e2),
b1 = −α2(−2sDe+ 2γ(1− e2))− 2P (ecγ − esβ − γ),
b0 = α
2(γ(e2 + 1 + 2ce)− 2sDe) (13)
− P (2esβ + γ(1− e2)).
The origin is asymptotically stable under the applica-
tion of map yj+1 = Syj if these coefficients are greater
than zero. Note that – since exp(β) > 0 and γ > 0 –
condition 2ce− 1− e2 > 0 is fulfilled which means that
b2 > 0 corresponds to P > α
2.
Fig. 1 The domain of asymptotic stability (|µ1,2| < 1) of
the desired state y = 0 without considering processing delay
and quantization at α = 0.8 and β = 0.3.
The domain of stability of the smooth case (no quan-
tization) is shown in Fig. 1 on the P -D parameter plane
for α = 0.8 and β = 0.3. The differential gain along the
curves b0 = 0 and b1 = 0 can be expressed as
Db0 =
α2
(
1 + 2ce+ e2
)
γ + P
((−1 + e2) γ − 2βes)
2α2es
,
Db1 =
α2
(
γ − e2γ)+ P ((−1 + ce)γ − βes)
α2es
. (14)
These two lines cross each other at the rightmost corner
of the stability domain, at
Pmax =
α2
(
1− 2ce− 3e2)
1− 2ce+ e2 , (15)
D(Pmax) =
(−3e+ 2c2e+ e3 + c (−1 + e2)) γ
(2ce− e2 − 1) s
+
(
1− 2ce− 3e2)β
(2ce− e2 − 1) . (16)
The minimal admissible proportional gain is Pmin = α
2,
according to the condition b2 = 0. In this case, µ1 or
µ2 becomes 1. At b0 = 0 one of them becomes -1, while
at b1 = 0 the characteristic multipliers become complex
with unit modulus.
4 Bands, fixed points and periodic orbits
The phase-plane of (5) can be divided into parallel
bands, according to the quantization. The control force
is the same within such a band, e.g., m = Int(Py+Dy′).
The bands are bordered by the switching lines
SWm: y
′ =
m− Py
D
, |m| = 1, 2, 3, . . . (17)
that cross the horizontal axis at y = m/P . The direc-
tion field of the mapping and typical example trajecto-
ries are shown in Fig. 2.
Since the map (5) is piecewise linear, it can have
several equilibria – at most one fixed point in a band.
The exact position of the fixed point in the mth band
can be given as
Fm ≡ (I−U)−1 bm =
[m
α2
0
]T
, (18)
where I denotes the unit matrix. To find the fixed point
Fm indeed in band m, the conditions
|m|
P
≤ |m|
α2
<
|m|+ 1
P
(19)
must be fulfilled. If the fixed point Fm crosses the mth
switching line, i.e.,
P = α2
|m|+ 1
|m| , (20)
a border collision bifurcation occurs and the fixed point
becomes virtual. As the instability parameter α is de-
creased, the border collision bifurcation curves are shifted
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Fig. 2 The direction field of the mapping with switching
lines (SW1 . . .SW5) and fixed points (F0 . . .F3) with stable
and unstable manifolds (dashed lines) at α = 0.8, β = 0.3,
P = 0.9, and D = 0.4. Three true fixed points and one vir-
tual fixed point (F3) are depicted. Two trajectories are also
shown, leading to the same attractor that is a composition
of two adjacent repellers. The points of the trajectories are
connected with continuous lines for better visualization.
towards smaller values of parameter P. Since the phase-
space is symmetric to the origin and the origin is always
a true fixed point, the number of true fixed points (see
Fig. 3) can be given as
Nfixed = 2 Int
(
α2
P − α2
)
+ 1. (21)
The notions of true and virtual fixed points are illus-
trated in Fig. 2, where the outmost true fixed point F2
is in band m = 2 and the virtual fixed point F3 is in
band m = 4. Even two communicating chaotic repellers
are shown in this figure that together form a chaotic at-
tractor. As it will be discussed in the next section, the
distribution of disconnected attractors and repellers is
closely related to the structure of fixed points. This is
why the parameter dependence of the number of true
fixed points is important to understand the dynamics
of the system.
According to (21), the number of fixed points tends
to infinity as P → α2, while the origin is the single
true fixed point if P > 2α2. Even ”supervirtual” fixed
points can born in the latter case by further border
collisions of the virtual fixed point at values P = nα2,
n = 2,3,. . . .
Although parametersD and β do not appear in (21),
they influence the size of the domain of stability, i.e.,
the maximal possible value of the gain P . The minimal
possible number of fixed points at a given α, β pair – if
P is chosen from the domain of stability – can be found
Fig. 3 The number of fixed points at α = 1.8 and β = 0.3
and the border collision bifurcation curves (vertical dashed
lines).
by substituting P = Pmax to (21). The results are de-
picted in Fig. 4. In practical applications, the damping
Fig. 4 The minimal number of fixed points if the gains P
and D are chosen from the domain of stability. The maximal
possible number of fixed points is unbounded.
parameter β is usually small – significantly less than α.
Thus, at relatively large values of α (α & 2), the phase-
space structure becomes rather complicated with sev-
eral fixed points. On the other hand, if α is sufficiently
small, e.g., 3α2 < P , the supervirtual fixed points – sit-
uated several bands away from the true fixed points –
can influence the dynamics in the neighbourhood of the
origin. The unstable manifold sections of (super)virtual
fixed points lead to larger speed values than the man-
ifolds of true fixed points. As a consequence, the cor-
responding strange sets can also be larger. See Fig. 2,
where the diameter of the repeller between F1 and F2
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is larger than the diameter of the repeller between F0
and F1. The manifold sections of (super)virtual fixed
points ”open up” similarly.
5 Attractors and repellers
5.1 Strange structures between fixed points
As it was shown in [7], strange sets appear in the neigh-
bourhoods of the switching lines between any two true
fixed points and even between a true and a virtual fixed
point. This property is related to the fact that the con-
trol force is quantized. The control force is in equilib-
rium with other forces at the fixed points. In the sim-
plest case, if a phase-space point is farther away from
the origin than the fixed point (i.e., larger control force
would be necessary), but in the same band (i.e., the
control force is the same), the dynamics will push the
trajectory even farther, to the next band. Since the con-
trol force is one unit larger there, the dynamics will lead
back to the band that is closer to the origin. The evolv-
ing structures may be chaotic attractors or repellers
with transient chaotic dynamics. According to the rea-
soning above, the attractor/repeller points between the
fixed points Fm−1 and Fm are densely distributed in
the neighbourhoods of the crossings of the switching
lines and the y′ = 0 line, i.e., at
ym =
m
P
. (22)
Thus, the strange sets can be indexed by the corre-
sponding integer indices m of switching lines. The at-
tractor in Fig. 2 is a composition of two repellers at the
switching lines SW1 and SW2, while there is another re-
peller at SW3 with very large escape rate, thus, this lat-
ter object is practically undetectable. According to our
results, there are parameter domains where several dis-
connected chaotic attractors coexist in the phase space.
Although the diameter of these sets is usually negligi-
bly small in practice, they can reside very far from the
origin, leading to remarkable deviance from the desired
state.
Since there is a possible attractor or repeller be-
tween the ”last” true fixed point and the ”first” virtual
fixed point, the index mmax of the strange structure
that is farthest from the origin (cf. (21)) is
mmax = Int
(
P
P − α2
)
. (23)
As it will be shown in Section 5.2, the attractors
can undergo crisis bifurcations, turning to repellers with
transient chaotic behaviour. The escaping trajectories
eventually tend to another chaotic attractor or another
repeller – that possibly sends back the trajectories. In
the latter case, the two repellers merge, forming a larger
attractor. It may also happen – especially at low val-
ues of α and high values of parameter P , due to the
existence of supervirtual fixed points – that the single
attractor at the origin blows up and its diameter be-
comes several times larger than the distance between
the switching lines. The size of the single attractor or
the distance of the farthest attractor from the origin
provide estimates for the maximal possible control er-
ror. To be able to provide reliable estimates, the topol-
ogy and the global dynamics of the phase-space must
be examined in more detail.
5.2 Boundary crisis bifurcations
It was shown in [7] that the phase-space structure can
be described as a series of baker’s maps. To be able to
refine the concepts outlined in [7], we reiterate the no-
tations introduced there. Consider the neighbourhood
of the swithing line SWm (m > 0) that is between the
fixed points Fl on the left and Fr on the right. The
indices of the corresponding bands are l = m − 1 and
r = m, respectively. The stable and unstable manifolds
WSL , W
U
L , W
S
R and W
U
R of the two fixed points – where
the subscript refers to the fixed point and the super-
script refers to the type of the manifold – form a par-
allelogram, as depicted in Fig. 5. Due to the symmetry
of the system, the structure is similar on the negative
half-plane. Thus, it is enough to consider here the case
m > 0.
Fig. 5 The phase-space structure between two fixed points.
The parallelogram is divided into two quadrangles
L and R by the switching line SWm. The vertices of
the left quadrangle are the fixed point Fl, the intersec-
tion point PRULS of the manifolds WUR and W
S
L , the
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intersection point PRUSW of WUR and the switching line
and the crossing point PLUSW of manifold WUL and the
switching line, see Fig. 5. The vertices of the right quad-
rangle can be denoted similarly, as shown in the figure.
The coordinates of the aforementioned points can be
obtained by straightforward analytical calculation:
PLURS =
(
β + (2m− 1)γ
2α2γ
,
1
2γ
)
,
PRULS =
(−β + (2m− 1)γ
2α2γ
,− 1
2γ
)
, (24)
PRUSW =
((
α2 +D(−β + γ))m
α2(−βD +Dγ + P ) ,
− (β − γ)m
(
α2 − P )
α2(−βD +Dγ + P )
)
,
PLUSW =
(
D(β − γ)(−1 +m)− α2m
α2(βD −Dγ − P ) , (25)
(β − γ) (α2m+ P −mP )
α2(βD −Dγ − P )
)
.
The structure of successive attractors and repellers can
be explored based on the properties of the images of
the quadrangles L and R. The image of L can be cal-
culated by restricting the dynamics to the band of the
fixed point Fl, i.e., to the case l = m − 1. Thus, we
can introduce the restricted versions of the micro-chaos
map (5): fl ≡ f |l=m−1 and fr ≡ f |r=m. The images of
the quadrangles (fr(R) and fl(L)) are stretched along
the unstable manifolds. As it was shown in [7], the
four possible pre-images are stretched along the stable
manifolds, leading to a horseshoe structure indicating
chaotic dynamics.
The images of points PLUSW and PRUSW charac-
terize the stretching of the domains L and R along
the unstable directions. On one hand, if fl(P
LUSW )
or fl(P
RUSW ) cross the stable manifold WSR of Fr, a
boundary crisis bifurcation occurs and trajectories es-
cape from the quadrangle L ∪ R away from the origin.
This situation is shown in Fig. 5. On the other hand,
if fr(P
LUSW ) or fr(P
RUSW ) cross the stable manifold
WSL of Fl, trajectories escape towards the origin.
The attracting and repelling properties of the phase-
space objects between the fixed points can be deter-
mined by evaluating the positions of the aforementioned
image points. Note, however, that as parameters are
changed, point PLURS can be shifted to band r = m or
point PRULS to band l = m− 1, distorting the results
(cf. Fig. 5). This phenomenon is also a special bifurca-
tion whose conditions can be checked easily – typically,
the corner points tend to be in a “wrong” band if pa-
rameter P is large.
Fig. 6 shows how the attracting/repelling proper-
ties of structures at the switching lines vary as the
proportional gain is changed. The continuous curves
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Fig. 6 The attracting/repelling properties of phase-space
structures at α = 0.8, β = 0.3 and D = 0.6. Shading in-
dicates various attractors.
show the attractor/repeller positions at several values
of index m, according to (22). Possible attractors dis-
appear at the border collision bifurcations (20), i.e., at
P = mα2/(m−1), this is why curves with higher index
m are shorter. Arrows above the curves indicate the
attracting or repelling property of the corresponding
structure in the direction away from the origin, while
arrows below the curves show these properties in the
direction towards the origin. Based on these properties,
various types of attractors can be defined. An attractor
that is confined to the neighbourhood of the switch-
ing line SWm – i.e., no escape is possible in either di-
rection – is denoted by Sm. If two or more adjacent
repellers merge, e.g., that reside in the neighbourhoods
of switching lines m−1, m and m+1, the corresponding
large attractor is denoted by Mm−1,m,m+1. The afore-
mentioned attractors are designated by shaded areas in
Fig. 6. Note, that a special attractor exists at P ≈ 1.3,
denoted by MV−2,−1,1,2. At these parameters, the first
virtual fixed point is F1, thus, no strange set is ex-
pected in the position indexed by m = 2. Although
there is a repeller at SW1, the global dynamics leads
back towards the origin, resulting in a larger attractor.
It can be shown by differentiation with respect to P
that if the parameters are chosen from the domain of
stability, the increase of parameter P increases the at-
tractivity of the origin. This trivial result implies that
as P is increased, the arrows can flip downwards, only
(cf. Fig. 6). Consequently, there are only two different
scenarios possible at a certain value of m: both arrows
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are directed upwards at small P . As P is increased, ei-
ther the lower or the upper arrow flips downward. If
the upper arrow flips first, a single attractor is born.
However, if the lower arrow flips, the structure will re-
pell in both directions. Finally, at even larger values of
the proportional gain, the other arrow flips, too, giving
rise to a repeller directing the trajectories towards the
origin. One can also show analytically that no escape
away from the origin is possible close to the border col-
lision bifurcation points, i.e, at the right endpoints of
the lines the upper arrows always point downwards.
Four conditions must be checked to decide the direc-
tions of both the upper and lower arrows, correspond-
ing to the possible crossings of points with the stable
manifolds – i.e., to crisis bifurcations. As follows, the
crossing of fl(P
LUSW ) and fl(P
RUSW ) with WSR will
be denoted by Out+ and Out−, while the crossing of
fr(P
RUSW ) and fr(P
LUSW ) with WSL will be denoted
by In+ and In−, respectively. These four families of
crisis bifurcation curves at various values of index m
form straight lines on the PD parameter plane, as il-
lustrated in Fig. 7. The corresponding formulae can be
derived in a straightforward way.
Out+:
D = −βe+ γ(e+ 2(c+ s)(m− 1))
α2e
P+
2γm(c+ s)
e
.(26)
In+:
D = − (β + γ)e− 2 exp(γ)γ
α2e
P − 2γm exp(γ)
e
. (27)
Out−:
D =
γ((c− e)(β + γ)− 2cγm)
(β − γ)(α2s+ (β + γ)(cγ − eγ + βs))P
+
(α2 + β(β + γ)− 2γ2m)s
(β − γ)(α2s+ (β + γ)(cγ − eγ + βs))P (28)
+
2mα2(c+ s)γ2
(β − γ)(α2s+ (β + γ)(cγ − eγ + βs)) .
In−:
D =
γ2(s+ c)(2m− 1)− γ2e+ βγ(c− e+ s)
(β − γ)(α2s+ (β + γ)(cγ − eγ + βs)) P (29)
− 2mα
2(c+ s)γ2
(β − γ)(α2s+ (β + γ)(cγ − eγ + βs)) .
The validity of our concept was checked by numer-
ical simulation at equally spaced values of parameters
P and D in the domain of stability, omitting the tran-
sients. The results are also depicted in Fig. 7. The crosses
and plus signs show parameter values where the simula-
tion did not agree with the predicted structure. Crosses
(mainly on the left hand side of the figure) mean that
not all the predicted bands were visited by the numeri-
cal trajectory. Plus signs (at the top and bottom) corre-
spond to parameters where additional bands were vis-
ited.
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Fig. 7 The types of possible attractors at α = 0.8, β = 0.3
in a part of the domain of stability. Borders of the stable
domain: thick solid lines, thin lines: crisis bifurcation curves.
Si denotes domains where a separated attractor exists close
to the switching line SWi. Mi,...,k denotes domains where a
large attractor is formed of merged repellers about the switch-
ing lines SWi, . . . , SWk. Plus signs: escape. Crosses: not all
bands are visited. Outward jumps can occur in the shaded
domains.
As it can be seen, there are parameter domains that
are evenly covered by plus signs or crosses. The de-
viance from the expected behaviour is likely to be re-
lated to other types of bifurcations in these domains,
for example, jumps of the trajectory over whole bands
or border collisions of higher-order periodic orbits. The
points are scattered in some other parts of the figure. A
possible explanation of this fact is that merged attrac-
tors are formed by two or more repellers. The number
of steps that is necessary to escape from these struc-
tures depends both on the parameters and the initial
conditions. The dependence on initial conditions is non-
smooth, because the basin boundaries are fractals [12].
Thus, the escape time can be very long, this is why the
escape was not detected at certain parameters.
5.3 Jumps
There are two kinds of jumps possible: by outward jump
we mean that the point fl(P
LUSW ) or fl(P
RUSW ) (see
Fig. 5) arrives at band m + n, n > 0 instead of band
m. Similarly, inward jump means that fr(P
LUSW ) or
fr(P
RUSW ) arrives at band m − 1 − n, n > 0 instead
of band m − 1. According to the notations of Fig. 5,
l = m− 1 and r = m are the indices of the fixed points
on either side the switching line SWm. Just as in the
previous section, four conditions must be checked at a
given parameter set. The bifurcations, corresponding to
jumps, occur as the aforementioned image points cross
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the switching lines SWm+n or SWm−1−n. Thus, the bi-
furcation curves can be determined in a straightforward
way. Consider first the case of outward jumps.
5.3.1 Outward jumps
The jump of fl(P
LUSW ) over n bands occurs if
(1−m)P (c− e+ s) +α2(cm− e(m+n) +ms) > 0.(30)
Since c − e + s > 0, the coefficient of P is negative for
m > 1, thus, small P , large α and small β is neces-
sary to have jumps and this condition is independent
of parameter D:
P < α2
cm− e(m+ n) +ms
(m− 1)(c− e+ s) . (31)
Moreover, (30) is independent of both P and D at
m = 1 i.e, when the dynamics in the m = 0 (uncon-
trolled) band governs the jump. Two kinds of jumps
are illustrated in Fig. 8, showing a case when it is not
enough to examine jumps from the outmost true fixed
point for the estimation of the largest control error. The
”length” n of possible jumps is approximately propor-
tional with eγ−β , thus, the damping coefficient β has
an important effect on this type of outward jumps.
The jump of fl(P
RUSW ) occurs if
P < −α2Ds+ γ(cm− e(m+ n) +ms)
βs− γ((c− e)(m− 1) +ms)) . (32)
The parameter domains where n = 1 . . . 4 outward
jumps can occur from the neighbourhood of the last
true fixed point, i.e., from m = Int
(
P
P−α2
)
are shown
in Fig. 9. Since small damping is typical in reality, the
case β = 0.1α is depicted. β = 0 leads to only slightly
different results.
It is worth to note that at small values of α only the
D-dependent (cf. (32)) type of outward jumps can oc-
cur. Rather counterintuitively, the parameter domain of
possible outward jumps increases as D is increased. It
can be seen in Fig. 7 that the deviation between the sim-
ulation and the theoretical prediction can be explained
by outward jumps in certain parameter domains – at
high values of D. Since the points indicating deviation
from the theory are rather scattered, conditions (31)
and (32) only open the possibility of outward jumps
from strange sets.
5.3.2 Inward jumps
The jump of fr(P
RUSW ) can occur if
P > α2
(
1 +
n
m(eγ−β − 1)
)
. (33)
Just as in the case of condition (30), the length n of
jumps is proportional with eγ−β .
(a)
0
0.1
0.2
0.3
0.4
0.5
y'
y
-0.1 0.1 0.2 0.3 0.4 0.5
F1 F2F0
m = 0
m = 1 m = 2 m = 3 m = 4
P1USW
f1(P1USW)
1/(P-α2)
f1(P1USW)
m = 4
F2
y 1/(P-α2)
F1P1USW
m = 2
m = 1
y'
m = 0
F0
0 0.2 0.4
0.2
0.4
m = 3
P0USW
f0(P0USW)
0.6 0.8 1.0
0.6
0.8
-0.2
(b)
Fig. 8 (a) An outward jump over two whole bands from the
outmost true fixed point F1, at α = 2.25, β = 0.3, P = 8
and D = 2. (b) An example when a large jump occurs from
a non-outmost fixed point at α = 1.5, β = 0.3, P = 4 and
D = 0.6.
Fig. 9 Parameter domains where jumps n = 1, 2, 3, 4 can
occur from the last true fixed point, further away from the
origin, at β = 0.1α and D = 2.
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The condition of the jump of fr(P
LUSW ) can be
formulated as
D > γ
(c+ s)m+ e(n−m)
s
− (c− e)γm+ (β + γ(m− 1))s
α2s
P. (34)
The results are shown in Fig. 10 for the case m = 1 and
various values of n. We found that the differential gain
D has negligible influence on the inward jumps, while
the role of parameter β is significant. Since the width of
Fig. 10 Parameter domains where inward jumps n =
1, 2, 3, . . . can occur from the switching line at m = 1 to-
wards the origin (and to the other half plane), at β = 0.3 and
D = 2.
band 0 is twice as much as the widths of other bands,
the domain of 1 jump was calculated with substituting
n = 2 into (33) and (34). One can see that at small
values of α and large values of P very large inward
jumps may occur. Actually, it means that the trajectory
jumps to the other half plane, over several bands. In
practical applications this inward jump may contribute
a lot to the increase of the control error. To check our
results, we took into account
– the outward jumps,
– inward jumps when at least one band was jumped
over, and
– inward jumps with n = 2m + 1, i.e., when the jump
led to the other half-plane, farther from the origin than
the initial point.
The results are shown in Fig. 11 at α = 0.8 and
β = 0.3. It can be seen that not all the deviances can
be explained by the occurrence of jumps, but most of
them are related to them.
Certainly, several other mechanisms can also lead
to the escape of trajectories from the predicted bands.
Fig. 11 The whole domain of stability at α = 0.8 and β =
0.3. Parameter domains of possible jumps are shaded. The
domains of outward jumps are the three darkest triangles
(cf. Fig. 7). Plus signs denote deviances from the theoretical
prediction based on crisis bifurcations. The solid curves D0,
D1 and D+c divide the stable domain into smaller parts, based
on the properties of the eigenvalues of matrix S.
Unfortunately, the proper description of these mecha-
nisms (e.g. effects of supervirtual fixed points, dynamics
along the stable manifold of a virtual fixed point, etc.)
is rather complex. Thus, instead of their examination,
we developed more general concepts for the estimation
of the control error.
Either single or merged attractors exist in the phase-
space, they must reside in a finite domain, in a so-called
absorbing sphere. The maximal possible control error is
related to the diameter of the absorbing sphere. As we
saw in this section, the worst scenario occurs when in-
ward jumps can push the trajectories from the positive
to the negative half-plane. Typically, it means that the
trajectory is pushed back by another inward jump, but
in the other direction. As it will be discussed in the next
section, the abrupt change of the direction is related to
the negative or complex eigenvalues of matrix S (9).
6 Control error estimation
6.1 Topological error estimate
The simplest estimation of the size of the absorbing
sphere is based on the topological considerations, de-
scribed in Section 5.1. According to the results pre-
sented there, the attractor that is farthest from the ori-
gin can be located at the mmaxth switching line (see
(23)), at position ySWmax:
mmax = Int
(
P
P − α2
)
, ySWmax =
mmax
P
. (35)
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These results are valid if the diameters of the attractors
are small compared to the distance of switching lines,
i.e., no jumps or other escaping mechanisms occur. In
this case
ySWmax ≈
1
P − α2 (36)
provides a conservative estimate for the maximal con-
trol error.
6.2 General size estimate
6.2.1 Reformulation of the problem
Another – more general – estimation method is based
on the fact that the micro-chaos map (10) can be rewrit-
ten to the following form:
yj+1 = S
jy0 −
j−1∑
k=0
Skbχk. (37)
Unfortunately, matrix S is typically a so-called non-
normal matrix [13], i.e., its Euclidean norm (the great-
est singular value) can be larger than 1, even if the
eigenvalues are inside the unit circle. Still, in the latter
case
lim
j→∞
||Sj || = 0 (38)
is fulfilled with any kind of norm [5]. Since the frac-
tional numbers χk vary during the application of the
micro-chaos map, the series (37) is divergent for almost
all initial conditions. The only exceptions are the fixed
points of the map.
However, there are cases when one can define a se-
quence χ˜ ≡ χ˜0, χ˜1, . . . which is constant or can be di-
vided into a finite number of constant subsequences
such that (37) becomes convergent:
y∞(χ˜) ≡ − lim
j→∞
j∑
k=0
Skbχ˜k. (39)
Our goal is to choose the sequence χ˜ such that the max-
imal possible L1 norm of the vector y∞(χ˜) provides an
upper estimate for the size of the attracting domain at
the origin.
|y∞max| ≡ max
χ˜
|y∞(χ˜)| ≥ max
χ
lim sup
j→∞
|yj |. (40)
The details of the application of this concept depend
on the properties of the eigenvalues of matrix S.
6.2.2 Eigenvalues of matrix S – revisited
If the eigenvalues of S are real, the number of sign
changes in the characteristic equation (12) is equal to
the number of positive eigenvalues, according to Des-
cartes’s sign rule. The coefficient of µ changes sign if
the gain D assumes the value
D1 =
2cγα2 + (eγ − cγ − βs)P
α2s
, (41)
while the constant term changes sign at
D0 =
γα2 + (ceγ − γ − βes)P
α2es
. (42)
The eigenvalues µ1,2 are complex if the differential gain
is between these two values:
D±c =
γ
(
P − 2α2) (e− c)− Pβ s
α2s
± 2 γ
√
(α2 − P ) (−2 ec+ 1 + e2)
α s
. (43)
We are interested in cases when the eigenvalues are in-
side the unit circle. It means that – since D+c |P=α2 =
D−c |P=α2 is fulfilled – D−c does not intersect the domain
of stability. It can be shown after some algebra that
µ1,2 ∈ C if Db1 < D < D+c ,
µ1,2 > 0 if D
+
c < D < D0,
µ1 > 0 and µ2 < 0 if D0 < D < Db0 , (44)
µ1,2 < 0 if D
+
c < D < D0,
µ1µ2 < 0 and D < D1 ⇒ µ1 > |µ2|.
The domains of various pairs of eigenvalues in the do-
main of stability are shown in Fig. 12. Topologically,
the arrangement of these domains is invariant to the
changes in the parameters: curve D+c is tangent to Db0
and Db2 at the rightmost and lower left apexes of the
triangular domain, respectively. D0 is tangent to D
+
c
and D1 passes through this tangent point and the up-
per left corner of the domain.
6.2.3 Possible estimates
In most of the cases, S can be expressed as a diagonal
matrix in the basis of eigenvectors. Let T denote the
corresponding (in general complex-valued) transforma-
tion matrix, while the eigenvalues of S will be denoted
by µ1,2. Using the notation T
−1b = [b˜1 b˜2]T ,
y∞(χ˜) = −T
∞∑
k=0
T−1SkT T−1b χ˜k
= −T
∞∑
k=0
χ˜k
[
λk1 0
0 λk2
] [
b˜1
b˜2
]
. (45)
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Fig. 12 The domain of asymptotic stability (|µ1,2| < 1) of
the desired state y = 0 without considering processing delay
and quantization at α = 0.8 and β = 0.3. The sub-domains
of various pairs of eigenvalues are also shown.
– If the eigenvalues µ1,2 are positive real numbers, the
maximal L1 norm of y∞ can be obtained by the
choice χ˜k = 1, ∀k, i.e.,
y∞max|µ1,2>0 = T
[
b˜1
µ1−1
b˜2
µ2−1
]
. (46)
Moreover, it can be shown by substituting the ex-
pressions of S and b to (46) that – independently of
the real or complex nature of the eigenvalues –
y∞|χ˜k≡1 =
[
1
P−α2
0
]
, (47)
just according to (36) that was derived on the basis
of topological considerations!
– If both eigenvalues are negative, the choice χ˜k =
(−1)k would provide the maximal L1 norm in prin-
ciple:
y∞max|µ1,2<0 = T
[ −b˜1
µ1+1
−b˜2
µ2+1
]
. (48)
In practice, χk = (−1)k means that the trajectory
jumps between bands with alternating signs, e.g.
from band m = 1 to band m = −1, then back.
– If µ1 > 0 and µ2 < 0, there are two different scenar-
ios:
1) µ1 > |µ2|, i.e., the positive eigenvalue is domi-
nant. In this case the estimate (46) can be used.
2) µ1 < |µ2|, i.e., the negative eigenvalue is dom-
inant. In this case one can choose χ˜k = (−1)k
for the negative eigenvalue and χ˜k = 1 for the
positive one:
y∞max|µ1µ2<0 = T
[
b˜1
µ1−1
−b˜2
µ2+1
]
. (49)
– If the eigenvalues form a complex conjugate pair,
the error estimation can be performed as follows.
Let ρ and φ denote the modulus and the argument
of µ1, respectively. With this notation,
T
[∑∞
k=0 µ
k
1χ˜k b˜1∑∞
k=0 µ
k
2χ˜k b˜2
]
=
= T
[∑∞
k=0 ρ
k (cos(kφ) + i sin(kφ)) χ˜k b˜1∑∞
k=0 ρ
k (cos(kφ)− i sin(kφ)) χ˜k b˜2
]
=
= T
∞∑
k=0
ρk cos(kφ)χ˜k
[
b˜1
b˜2
]
+ (50)
+iT
∞∑
k=0
ρk sin(kφ)χ˜k
[
b˜1
−b˜2
]
=
=
∞∑
k=0
ρk cos(kφ)χ˜k b +
∞∑
k=0
ρk sin(kφ)χ˜k b
−,
where b− = iT[b˜1 − b˜2]T is a real valued vector.
Consequently, y∞ can be expressed by the elements
of b and b− in the form
y∞ =
[∑∞
k=0 ρ
k χ˜kA1 sin(kφ+ ε1)∑∞
k=0 ρ
k χ˜kA2 sin(kφ+ ε2)
]
. (51)
It is clearly seen that the maximal displacement can
be estimated by the choice χ˜k = sign(sin(kφ+ ε1)),
while the maximal velocity is obtained with χ˜k =
sign(sin(kφ + ε2)). Since we did not find an ana-
lytical formula for the calculation of these series,
truncated series can be used in practice. If the se-
ries are truncated at k = n− 1, the residual can be
overestimated as
i ≡
∞∑
k=n
ρkAi =
Aiρ
n
1− ρ , i = 1, 2. (52)
Thus, the necessary number of members in the series
can be estimated as
n >
log ((1− ρ)i)− log(Ai)
log(ρ)
, i = 1, 2. (53)
– In the rare special case, when S is not diagonaliz-
able, it still can be transformed to Jordan form. In
this case,
y∞ = −T
∞∑
k=0
χ˜k
[
µk1 + b˜1
µk2 b˜2
]
, (54)
which cannot be made convergent with a constant
sequence χ˜k. Actually, further results could be used
from the theory of non-normal matrices [13] for the
estimation of the control error. Unfortunately the
upper estimates that are based on the general the-
ory usually provide unrealistically large (but finite)
numbers. These large numbers cannot be used for
the prediction of the behaviour of the real control
system.
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To check our results, we performed a long series of nu-
merical simulations at several parameters, where P and
D assumed values in the corresponding domain of sta-
bility. Since the damping parameter β decreases the
lengths of jumps – and the size of the absorbing sphere
– we focused on the worst case scenario, i.e., β = 0.
As Fig. 13 shows, the simple topological estimate (47)
can be used even in a large subset of complex eigenval-
ues if the instability parameter α is small. Moreover,
the prediction of the phase-space structrure based on
the crisis phenomenon is also reliable in broad param-
eter domains. As α is increased, the domains, where
both the structure prediction and the size prediction
fail, increase. Besides the domain of complex eigenval-
ues (C) and the domain of negative eigenvalues (R−−),
the predictions may fail in the R−+ domain, too, where
the negative eigenvalue has larger modulus. Similarly,
R+− denotes the domain where the positive eigenvalue
is dominant, and there are only positive eigenvalues in
R++. The topological estimate was found to be always
reliable in these two domains.
Figs. 14 and 15 show the largest possible displace-
ment coordinate that was estimated by numerical sim-
ulation and Eqs. (46), (48) (49) and (51), taking into
account the absolute value of the first component of y∞.
As it can be seen, the proposed method is fairly accu-
rate or slightly overestimates the maximal displacement
coordinate in the domain R+− and even in R−+. As a
consequence of the border collisions of the fixed points
up to P = 2α2 = 1.28, clearly distinguishable steps
appear in the simulation results depicted in Fig. 14. A
small deviance occurs in R−−. Here Eq. (48) slightly un-
derestimates the maximal displacement in some parts
of the domain. Note that the estimate is based on the
maximal L1 norm of y∞, while the maximal displace-
ment coordinate is shown in Fig. 14. The worst – but
still conservative – error estimate is obtained in the do-
main C. The step in the simulation results at P = 4.34
is related to the possibility of inward jumps from m = 1
to m = −1.
Fig. 15 was drawn at parameters α = 0.1, β = 0
and D = 1. There is only a single true fixed point if
P > 0.02, thus, no steps can be observed in the simula-
tion results on the left hand side of the figure. However,
non-monotonous steps occur at large values of P that
are related to border collisions of higher-order periodic
orbits. Similar results were obtained in broad parame-
ter domains. It is worth to mention that a secondary
digital effect occured at small values of α (α < 0.01):
during the simulation of the micro-chaos map certain
trajectories could escape from attractors far from the
origin. This phenomenon is clearly related to the finite
number of digits used during the simulation [14].
0.2
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0 1 3 4
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5.06
25 25.3 25.6
1
2
1 2 3 4
9.9992
10
10.0008
100 100.008 100.016
Fig. 13 The estimated control error at parameters β = 0
and α = 0.1, α = 0.8, α = 5 and α = 10. Plus signs indicate
parameter values where the crisis-based prediction failed. Cir-
cles show cases where the simple estimate ymax = 1/(P −α2)
failed.
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Fig. 14 The estimated control error in terms of maximal
displacement at parameters D ≡ D(Pmax) = 1.89749, α =
0.8, β = 0.3. Topological estimate: ymax = 1/(P − α2).
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Fig. 15 The estimated control error in terms of maximal dis-
placement at parameters D = 1, α = 0.1, β = 0. Topological
estimate: ymax = 1/(P − α2).
7 Conclusions
The main goal of this contribution was the exploration
of phase-space structures in a simple PD-controlled os-
cillator where chaotic oscillations occur due to sampling
and quantization. The results may help to provide reli-
able conservative estimates of the control error, i.e., the
maximal distance from the origin. We found that sev-
eral fixed points can coexist in the phase-space. Their
number is independent of gain D and viscous damping
β, but increases with gain P and decreases with in-
stability parameter α via border collision bifurcations.
Certainly, if P and D are restricted to the domain of
stability, the number of fixed points is bounded from
below and the bound depends also on β.
It can be shown that strange repellers or attractors
are formed between each pair of fixed points. Conditions
of crisis bifurcations were derived that can be used for
the determination of repelling and attracting proper-
ties of the strange sets. At large values of parameter
α trajectories can jump farther away from the origin,
while at large values of P the trajectories typically jump
towards the origin. In the latter case, certain trajecto-
ries may even jump over the origin, leading to rather
large control error. The increase of parameter β helps
to decrease the length of possible jumps. In a counter-
intuitive way, larger jumps may occur if parameter D is
increased. This phenomenon is related to the fact that
the slope of the switching lines decreases with D.
There are several possible bifurcations that were not
examined in the present paper but still can influence the
control error. Because of the complexity of the phase-
space, these bifurcations cannot be fully explored. This
is why we derived a set of analytical estimates for five
different cases, depending on the eigenvalues of the ma-
trix S. Even a simple formula ymax = 1/(P − α2) was
derived that is valid if the positive eigenvalue of matrix
S is dominant. The analytical results were checked by
numerical simulation on a digital computer, which had
to be performed carefully due to a secondary digital
effect.
Acknowledgements This research was supported by the
Hungarian National Science Foundation under grant no. OTKA
K 83890.
References
1. Kuo, B.C.: Digital Control Systems. SRL Publishing,
Champaign, IL, USA (1977)
2. Delchamps,F.D.: Stabilizing a linear system with quan-
tized state feedback. IEEE Trans. Autom. Contr., 35,
916-924 (1990)
3. Chen, G., Dong, X.: From Chaos to Order: Methodolo-
gies, Perspectives and Applications. World Scientific, Sin-
gapore (1998)
4. Haller, G., Ste´pa´n, G.: Micro-Chaos in Digital Control.
J. Nonlinear Sci. 6, 415-448 (1996)
5. Cserna´k, G., Ste´pa´n, G.: Digital Control as Source
of Chaotic Behavior. Int. J. Bifurcat. Chaos, 20(5),
13651378 (2010)
6. Widrow, B., Kolla´r, I.: Quantization Noise: Roundoff Er-
ror in Digital Computation. Signal Processing, Control,
and Communications. Cambridge University Press, Cam-
bridge, UK, 778 p. (2008)
7. Cserna´k, G., Gyebro´szki, G., Ste´pa´n, G.: Multi-baker
Map as a Model of Digital PD Control. Int. J. Bifurcat.
Chaos, 26(2) (2016) Accepted on Sep 05, 2015, scheduled
for publication in the February issue of 2016.
8. Milton, J.G., Be´lair, J.: Chaos, Noise and Extinction in
Models of Population Growth. Theor. Popul. Biol., 37(2)
(1990)
9. Cabrera, J.L., Milton, J.G.: Stick balancing: On-off in-
termittency and survival times. Nonlinear Studies, 11(3),
305-317 (2004)
14 Ga´bor Cserna´k
10. Lakshmikantham, V., Leela, S., Martynyuk, A.A.: Practi-
cal Stability of Nonlinear Systems. World Scientific, Sin-
gapore (1990)
11. Insperger, T., Milton, J., Ste´pa´n, G.: Semidiscretization
for Time-Delayed Neural Balance Control. SIAM J. Appl.
Dyn. Syst., 14(3), 12581277 (2015)
12. Cserna´k, G., Ste´pa´n, G.: Quick Estimation of Escape
Rate with the Help of Fractal Dimension, Communi-
cations in Nonlinear Science and Numerical Simulation,
11(5), 595-605 (2005)
13. Trefethen, L. N., Embree, M.: Spectra And Pseudospec-
tra: The Behavior of Nonnormal Matrices And Opera-
tors. Princeton University Press (2005)
14. Domokos, G., Sza´sz, D.: Ulam’s Scheme Revisited:
Digital Modeling of Chaotic Attractors Via Micro-
Perturbations. Discret. Contin, Dyn. S., Series A. 9(4),
859-876 (2003)
