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Abstract
The aim of this paper is to develop a locally compact extension of an arbitrary normed space in
such a way that the initial algebraic structure is prolonged in some sense. To obtain such an exten-
sion, we weaken vector space axioms allowing a set-valued addition and introduce in this scheme a
topological structure, by means of a hypertopology, and a compatible proximity. Finally, the locally
compact multivector extension appears as an ultrafilter space. We also provide a Young measure
related interpretation of these extensions when the normed space is an Lp space.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Compactification is a common approach to infinite dimensional optimization, to ensure
the existence of a generalized solution, either trying to prove that it lies in the original space
or to treat the problem with tolerance techniques (see [14]). Essentially, what one probably
is looking for, is to get back local compactness, a typical property of finite dimensional
spaces. The snag about these methods is the loss of the initial algebraic structure (linearity,
convexity, etc.). There have been various attempts to develop locally compact extensions
of a given topological vector space preserving some algebraic structure (see [1,2,8,16]).
We adopt in this paper a set-valued point of view inspired by the following reasoning: let
U be a compatible totally bounded uniformity on a normed space X and suppose that V
is a uniformity on X × X compatible with the product topology and such that the maps
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456 J. Perán / J. Math. Anal. Appl. 287 (2003) 455–472S,π1,π2 :X × X → X, defined by S(x1, x2) = x1 + x2, πi(x1, x2) = xi , are uniformly
continuous. We have then the commutative diagram
X×X
i×i
X×Xp=(π1,π2) S
j
X
i
Xˆ× Xˆ X̂×Xpˆ=(πˆ1,πˆ2) Sˆ Xˆ
where i, j are the completion embeddings, i × i(x1, x2)= (i(x1), i(x2)) and Sˆ, πˆ1, πˆ2 are
the uniformly continuous extensions. Therefore, we would obtain an extended set-valued
addition on a compactification Xˆ, the map (u, v)→ Sˆ(pˆ−1(u, v)) from Xˆ × Xˆ to P(Xˆ).
It cannot be the case that the multiplication by real numbers of X is prolonged to a single-
valued continuous homogeneous multiplication by real numbers on Xˆ, so we would need
an open subset of Xˆ, that is, a locally compact extension of X, where that would be possi-
ble.
We explore in this paper these multivector local compactifications by means of a new
generalization of vector spaces theory, allowing axiomatically a set-valued addition. Some
algebraic systems with a set-valued operation have been yet studied, as in [3,9]. Observe
that a set-valued operation on a set always can be regarded as the restriction of a single-
valued operation on its power set.
In Section 2, we summarize the essential tools we need along the paper, while in Sec-
tion 3 we introduce the new algebraic structure, considering two mappings on a set: the
first one is in a sense an internal multivalued operation and the second one is a single val-
ued external operation. A maximal ordinary linear space (called the space of vectors) is
correctly fitted into each of these multivector spaces, being ordinary linear spaces a special
case of multivector space. Section 4 is devoted to introduce the convenient topologies and
proximities on a multivector space, while in Section 5 the space of bounded p-ultrafilters
is studied. Recall that each topological vector space is equipped with a canonical prox-
imity. In Section 6 we demonstrate our main result: for each Banach space X there is a
locally compact multivector extension, having X as its space of vectors. Finally, in Sec-
tion 7 we show how the above locally compact multivector extensions can be applied, as
Young measures type extensions, when X is an Lp space.
2. Background materials
2.1. Multifunctions
Let X˙ ⊂P0(X)⊂P(X) denote, respectively, the set of singletons of a set X, the set of
nonempty subsets of X and the set of all subsets of X. We define a multifunction F from
X to an arbitrary set Y , denoted by F :X⇒ Y , to be a map F :P(X)→ P(Y ) such that
F(A) =⋃a∈A F({a}) for every A ∈ P(X). As usual, we write F(a) instead of F({a}).
Given F(x) for each x ∈ X, the multifunction F is determined. Observe that F(X) is a
subset of Y , while F(X˙)= {F(x): x ∈X} is a subset of P(Y ).
Every map f :X→ Y induces multifunctions f :X⇒ Y and f−1 :Y ⇒X in the usual
way. Here, and above, we are following the common practice of denoting the elevation of f
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write f ↑ for the multifunction given by f ↑(A)= {f (a): a ∈A}. A multifunction F is said
to be strict if F(x) = ∅ for each x ∈X. Of course, the identity map I :P(X)→ P(X) is a
strict multifunction.
Let M(X,Y ) denote the set of all multifunctions from X to Y and let G be the bi-
jection G(F ) = {(x, y) ∈ X × Y : y ∈ F(x)} from M(X,Y ) to P(X × Y ). If F,G ∈
M(X,Y ), then we write F ∪ G, F ∩ G, F ⊂ G, . . . for the same relations between
G(F ) and G(G), so M(X,Y ) is a partial ordered set whose filters are, of course, the im-
ages by G of the filters on X × Y . The inverse multifunction F− :Y ⇒ X is defined by
F−(B) = {x ∈ X: F(x) ∩ B = ∅}. There is another way to take the inverse image of B:
the core F+(A) = {x ∈ X: F(x) ⊂ A}, but the map F+ :P(Y )→ P(X) is not a mul-
tifunction. Observe that F+(B) = F−1(P(B)). It is easily checked that the composition
G ◦ F :P(X)→ P(Z) of two multifunctions, F :X⇒ Y and G :Y ⇒ Z, is also a multi-
function. If X and Y are topological spaces, the closure multifunction F¯ is the only one in
M(X,Y ) for which G(F¯ ) is the closure of G(F ) in X× Y .
2.2. Uniformities and proximities
A uniformity (separated) on a set X can be defined to be a filter U on the lattice of
multifunctionsM(X,X), generated by {T ◦T −: T ∈ U} and satisfying⋂U = I (see 35.2,
35.4.b and 35.5 in [19]). Endowed with the topology induced by U , for which {T (x)}T∈U
is base of neighborhoods of x , X is a Tychonoff space, and conversely, the topology of
any Tychonoff space is generated by some uniformity. Recall that Tychonoff spaces are
precisely those for which a Hausdorff compactification exists.
A proximity space (separated), or p-space, is a nonempty set X endowed with a binary
relation on P(X), called proximity, such that there exists a uniformity U on X for which
A B if and only if T (A) ⊂ B for some T ∈ U . This definition coincides with those of
40.1 in [19], 3.1.b and 3.1.c in [6] and 4Z in [13], if we assume that A is far from B
when A X \ B (see also 35.5, 40.4 and 40.2.d in [19]). Observe that the uniformity U
does not need to be unique, but all uniformities generating the same proximity obviously
induce the same topology on X, called the topology induced by the proximity. The induced
proximity on a subspace Y ⊂ X is defined in the obvious way: A ≺ B in Y if and only if
A B ∪ (X \ Y ) in X.
A filter Γ on X is called a p-filter if for each A ∈ Γ there is some B ∈ Γ such that
B  A. Maximal p-filters are called p-ultrafilters. Identifying each point x ∈ X with
the p-ultrafilter of its neighborhoods (a principal p-ultrafilter), and endowing the set cX
of all p-ultrafilters on X with the topology generated by the family {o(U)}U⊂X, where
o(U)= {α ∈ cX: U ∈ α}, we obtain a Hausdorff compactification cX, called the Samuel–
Smirnov compactification of X relative to the given proximity. Conversely, every Hausdorff
compactification of a Tychonoff space X can be obtained in this way, considering the ap-
propriate proximity on X, namely, the restriction to X of the unique compatible proximity
on the compact space.
The Samuel–Smirnov compactification has been used to extend constrained optimiza-
tion problems in a stable way [14,17]. The notion of p-filters (4AA in [13]) coincide with
what is sometimes called the round filters (6.3.a in [6]).
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f (C) f (D) if and only if C  D, is called a p-isomorphism. Every p-isomorphism
is an homeomorphism. A map f :X → Y is a p-embedding if f :X → f (X) is a p-
isomorphism, for the induced proximity on f (X). The map assigning to each point x ∈X
the corresponding principal p-ultrafilter is a p-embedding of X in cX, when considering
cX endowed with the unique proximity compatible with its topology (unique, because cX
is a compact space). See Sections 40 and 41 of [19] and 4Z-4AA of [13].
All T0 topological (real) vector spaces (TVS through this paper) are Tychonoff spaces:
each TVS has a canonical uniformity (and hence, a canonical proximity), generated by the
multifunctions TU(x) = x + U , when U ranges over the neighborhoods of 0 in X. This
is the unique compatible uniformity on X for which the addition is a uniformly contin-
uous map from X ×X, endowed with the product uniformity; but this is not the unique
compatible uniformity of X for which translations are uniformly continuous: we will use
compactifications of TVS by means of completions with respect to the totally bounded
uniformity associated to the canonical one. In fact, we will do that via proximities.
2.3. Ultrafilters and p-ultrafilters
Let X be an arbitrary set and let Γ ⊂P(X) be such that each set containing an element
of Γ belongs itself to Γ . The grill of Γ is defined to be Γ¨ = {U ∈ P(X): U ∩G = ∅ for
all G ∈ Γ }, that is, Γ¨ = {U ∈ P(X): X \U /∈ Γ }. Note that Γ¨ = Γ if and only if Γ is an
ultrafilter. For each filter Γ on X we denote by Γ˜ the p-filter Γ˜ = {B ∈ P(X): A B for
some A ∈ Γ }. The following properties will be needed later (see [13,19]).
Proposition 2.1. Each p-ultrafilter is contained in some ultrafilter while each ultrafilter µ
contains exactly one p-ultrafilter, precisely µ˜.
Proposition 2.2. A p-filter Γ is a p-ultrafilter if and only if A B implies B ∈ Γ or
X \A ∈ Γ .
Then, p-ultrafilters are just round filters which are compressed with respect to the prox-
imity (see 5.2.a in [6]).
Proposition 2.3. If Γ is a p-filter, Ω a filter and Γ ⊂ Ω¨ (i.e., Ω ⊂ Γ¨ ), there is a p-
ultrafilter α on X satisfying Γ ⊂ α ⊂ Ω¨ .
Proposition 2.4. If C,D are disjoint closed subsets of cX, there exist C,D ∈ P(X) such
that C ⊂ o(C), D ⊂ o(D) and CX \D.
2.4. Young measures
Let Ω ⊂ Rn be a compact subset and |·| the Lebesgue measure on Ω . We will denote
by Rˆd the compactification of Rd obtained from the proximity associated to its canonical
uniformity as TVS (see Example 9 below). A Young measure onΩ×Rˆd is a positive Radon
measure τ on Ω × Rˆd such that τ (I × Rˆd) = |I | for any measurable I ⊂Ω . Recall that
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C(Ω× Rˆd)∗, being the isomorphism τ →〈τ,h〉 = ∫
Ω×Rˆd h dτ , with inverse φ→ τ (U)=
inf{φ(h): χU  h 1}. From now on we identify these spaces via the above isomorphism.
The Radon measures on Ω ×Rd are identified with C0(Ω ×Rd )∗, being C0(Ω ×Rd ) the
closure, in the space of bounded continuous functions endowed with the supremum norm,
of the subspace of all continuous functions with compact support.
The space Y(Ω; Rˆd) formed by all Young measures on Ω × Rˆd is a compact sub-
set of the space of Radon measures endowed with the vague topology (induced by the
weak* topology on C(Ω × Rˆd )∗), the coarsest one for which the maps τ → ∫
Ω×Rˆd h dτ
are continuous for every h ∈C(Ω × Rˆd ). The subspace Y(Ω; Rˆd)∩C0(Ω ×Rd)∗ will be
denoted by Y(Ω;Rd). Let Yp(Ω; Rˆd), 1 p <∞, denote the set of those τ ∈ Y(Ω; Rˆd)
satisfying
∫
Ω×Rd h dτ <∞ for h(x, y)= |y|p and Yp(Ω;Rd)= Yp(Ω; Rˆd)∩Y(Ω;Rd)
(see Schonbek generalization, Section 3.2.b in [15]). Neither Y(Ω;Rd) nor Yp(Ω;Rd) is
locally compact.
A Young measure τ can be described as measure-valued map x ∈ Ω → τx , where
τx is a probability on Rˆd and τ (I × A) =
∫
I τx(A) dx for each pair of measurable sets
I ⊂Ω,A⊂ Rˆd . Young measures are, in a sense, generalized functions on Ω , because each
measurable map u :Ω→Rd is identified with the Young measure x→ δu(x), where δy de-
notes the Dirac measure at y ∈ Rd . Through the above identification, the topology of the
convergence in measure is induced on Lp(Ω,Rd). It can be proved (see Proposition 3.2.9
in [15]) that τ ∈ Yp(Ω;Rd) if and only if there is an Lp-norm bounded net in Lp(Ω,Rd)
whose weak* limit is τ . Moreover, each L∞-norm bounded sequence in Lp(Ω,Rd) has a
subsequence converging in Yp(Ω;Rd) (see Prohorov’s theorem in [18]). Of course, there
are Lp-norm bounded sequences having no converging subsequences in Yp(Ω;Rd). Ob-
serve that the embedding of Lp(Ω,Rd) into Yp(Ω;Rd) is not a morphism.
To obtain a locally compact convex compactification of Lp(Ω,Rd), 1 < p ∞, with
the norm topology, DiPerna and Majda introduce a different embedding: u ∈ Lp(Ω) is
identified with the map x→ (1+|u(x)|p)δu(x), considered as a Radon measure on Ω×Rˆd ,
that is, as the linear form defined by h→ ∫
Ω
h(x,u(x))(1+|u(x)|p) dx for h ∈ C(Ω×Rˆd )
(see Section 3.2.c in [15]). Of course, this embedding is neither a morphism.
Young measures theory and related generalizations have been developed in connection
with optimal control problems and nonlinear differential equations. Great results on ex-
istence of global weak solutions for hyperbolic conservation laws have been obtained by
DiPerna. See [8,10–12,15,18] and references therein.
3. Multivector spaces
Let Z be an arbitrary nonempty set endowed with a strict multifunction Σ :Z×Z⇒ Z
and a single-valued strict multifunction π :R × Z⇒ Z. For all u,v ∈ Z, r ∈ R, A,B ∈
P(Z), H ∈ P(R) we denote
Σ(u,v)= u+ v, π(r,u)= ru,
Σ
({u} ×B)= u+B, π({r} ×A)= rA,
Σ(A×B)=A+B, π(H ×A)=HA.
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u,v,w ∈ Z and r, s ∈R:
u+ v = v + u, (1)
(u+ v)+w = u+ (v +w), (2)
r(u+ v)= ru+ rv, (3)
(r + s)u⊂ ru+ su, (4)
(rs)u= r(su), (5)
1u= {u}, (6)
0w⊂ v+ (−1)u ⇒ v = u. (7)
The set Σ(Z˙× Z˙)= {u+ v ∈P0(Z): u,v ∈ Z} will be termed the range of Z and denoted
by rng(Z). Observe that Z˙ ⊂ rng(Z)⊂P0(Z).
Example 1. Each ordinary (real) vector space X carries an MS structure, defining
Σ(u,v)= {u+ v} and π(r,u)= {ru}, so we can consider vector spaces as particular cases
of MS’s. Observe that rng(X) = X˙. Conversely, if Z is an MS with a single-valued ad-
dition, then X = Z˙ has ordinary vector space structure. Therefore, from now on we will
identify vector spaces and multivector spaces with single-valued addition.
Example 2. A simple, but not linear, MS is obtained by adding a new element ∞ to a
vector space X, and extending its operations to Z = X ∪ {∞} by ∞+∞= Z; x +∞=
∞+ x = {∞} for x ∈ X, r∞= {∞}, r = 0; 0∞= {0} for r ∈ R. Now, it is rng(Z) =
Z˙ ∪ {{∞}} ∪ {Z}.
Example 3. Having X a vector space, let us consider the set Z of all ultrafilters on X,
where µ+ ν is the set of all ultrafilters containing the filter base {M +N : M ∈µ, N ∈ ν}
and rµ contains the ultrafilter generated by {rM: M ∈ µ}. As we will see later, Z is a
multivector space.
For all u,v ∈ Z, and w ∈ u+ v, it is 0w ⊂ 0(u+ v)= 0u+ (−1)(0v), thus 0u= 0v for
all u,v ∈ Z. If we denote by 0 this only element, 0u= {0}, then 0 ∈ u− u, u+ 0 = {u},
and w ∈ u+ v if and only if v ∈w− u.
Remark 1. Observe that (P0(Z),+, {0},⊂) is an ordered monoid. It can be proved that,
for A,B,C ∈ P(Z) and r, s ∈R, we have
r(A+B)= rA+ rB, (r + s)A⊂ rA+ sA,
0 ∈A−B ⇔ A∩B = ∅, A∩ (B + u) = ∅ ⇔ (A− u)∩B = ∅,
(A+B)+C =A+ (B +C), 0+A=A.
Let M be a nonempty subset of Z. We say that M is balanced when [−1,1]M ⊂M ,
while M is said to be absorbing when RM = Z. The balanced core of a subset U ⊂ Z
with 0 ∈U is the set ⋂|r |1 rU .
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to be a multivector subspace, or simply subspace, if RM ⊂M and for all u,v,u′, v′ ∈M
the following properties hold:
u⊕ v ⊂ u′ ⊕ v′ ⇒ u+ v ⊂ u′ + v′, (8)
(u⊕ v) ∩ (u′ ⊕ v′)= ∅ ⇒ (u+ v)∩ (u′ + v′)= ∅. (9)
If we consider on the subspace M the operations (u, v)→ u⊕ v and (r, u)→ ru, then M
is an MS. This is trivial, except for axiom (2): if z ∈ (u⊕ v)⊕w, then z ∈ u+ (v +w).
Hence, there is z′ ∈ v+w such that z ∈ u+ z′, so (v+w)∩ (z+ (−u)) = ∅. By (9), there
is z′′ ∈ (v⊕w) ∩ (z⊕ (−u)), and then z ∈ u⊕ z′′ ⊂ u⊕ (v⊕w), which proves (2).
It may be that u⊕ v will be a singleton for all u,v in the subspace M , and then, as M
would have structure of ordinary linear (vector) space, M is called a linear subspace of the
multivector space Z. It may be also that M +M ⊂M; then we say that the subspace M is
strict.
Example 4. Let Z = X ∪ {∞} be the MS of Example 2. If E is an ordinary subspace of
the vector space X, then M =E ∪ {∞} is a multivector subspace of Z, but neither a linear
nor a strict one.
A vector is an element u ∈ Z such that u − u = {0}. Obviously, u is a vector if and
only if the set u+ v has only one element for all v ∈ Z, for w ∈ u+ v implies u+ v ⊂
u+ (w − u) = w + (u− u)= w + 0 = {w}. The set Z0 formed by the vectors of Z is a
strict subspace and a linear one. Moreover, a subspace of Z which is linear and strict is
necessarily an ordinary linear subspace of Z0, and conversely.
Example 5. The vectors of X∪{∞} in Example 2 and Z in Example 3 are just the elements
of X.
The Cartesian product Z =∏i∈I Zi of the family {Zi}i∈I of MS’s is an MS with the
operations defined for all u,v ∈ Z, r ∈ R by u + v = ∏i∈I (ui + vi), ru = ∏i∈I rui .
A multifunction F :Z ⇒ W between multivector spaces is said to be m-linear if F(Z)
is a subspace of W and F(ru+ sv)= rF (u)⊕ sF (v) for all u,v ∈Z, r, s ∈R \ {0}, where
⊕ denotes the subspace addition on f (Z), that is, u⊕v = (u+v)∩F(Z) for u,v ∈ F(Z).
A map f :Z→W is said to be an m-linear map if f ↑ :Z⇒W is an m-linear multifunc-
tion. Of course, the m-linear maps between vector spaces, considered as MS’s, are just the
linear ones.
Remark 2. Observe that an m-linear map f :Z → W provides a map from rng(Z) to
rng(f (Z)) by f ↑(u+ v)= f (u)⊕ f (v). This map is well defined because of (9).
It can be easily proved that the inverse f−1 of an m-linear map f :Z→W is an m-
linear multifunction from f (Z) to Z.
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Let X be an arbitrary nonempty set and C be a subset of P0(X) such that X˙ ⊂ C . We
say that a T0 topology τ on C is an H2 hypertopology if any two disjoint elements of C
have disjoint neighborhoods on C , that is, if the following separation axiom holds: for each
A,B ∈ C satisfyingA∩B = ∅, there existA,B ∈ τ such thatA ∈A, B ∈ B andA∩B = ∅.
We consider on X the naturally induced topology by τ , that for which the map x→{x} is
an embedding of X in C . Then X is a Hausdorff space.
One can prove that a topology τ on C is an H2 hypertopology if and only if there exists
an H2 hypertopology on P0(X) inducing τ on C . Of course, Hausdorff topologies on C are
H2 hypertopologies, but H2 hypertopologies do not need to satisfy even T1 axiom.
Example 6. Let X be a Hausdorff topological space with more than one point and C the set
formed by the compact subsets of X. The miss hypertopology τ generated by the family
{A+: A an open subset of X}, where A+ = {B ∈ C: B ⊂ A}, is an H2 hypertopology, but
τ is not a T1 topology.
Let Z be an MS and suppose a that τ is an H2 hypertopology on rng(Z). Consider on Z
the naturally induced topology and on Z×Z and R×Z the corresponding product ones.
We say τ is a multivector hypertopology, provided (u, v)→ u + v and (r, u)→ ru be
continuous maps from Z×Z and R×Z to rng(Z), respectively. When rng(Z) is endowed
with a multivector hypertopology, we say that Z is a topological multivector space (TMS).
It can be easily proved that nontrivial topological multivectorial spaces are never compact.
Let M be a multivector subspace of Z. Remember that u⊕v denote the set (u+ v)∩M
and consider on rng(M) the unique topology τM for which the map u⊕ v→ u+ v is an
embedding of rng(M) into rng(Z). Observe that the map is well defined because of (8).
One can easily check that τM is a multivector hypertopology inducing on M the same
topology as that induced on it as a subset of Z. We call τM the subspace multivector
hypertopology.
Example 7. The space of vectors of a TMS, endowed with the subspace multivector hy-
pertopology, is a TVS.
An m-linear map f :Z → Z′, between TMS’s, is said to be an mh-embedding if f
provides an homeomorphism from rng(Z) to rng(f (Z)). That is, if f ↑ maps homeo-
morphically the subset rng(Z) of P(Z) to rng(f (Z)), a subset of P(Z′). A surjective
mh-embedding is called an mh-isomorphism.
Example 8. Let X be a topological vector space considered as a multivector one, as in
Example 1. Since rng(X)= X˙, there is a natural multivector hypertopology τ , essentially
identical to its own topology, τ = {A˙: A open in X}. If there exists an mh-isomorphism
between a TVS and a TMS, then both are isomorphic TVS’s.
Lemma 1. If u ∈ Z \ {0} and |s|< |r|, then ru = su.
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For each neighborhood V of 0 in Z and r = 0 the set rV is a neighborhood of {0}
in Z˙, thus the balanced core of V is itself a neighborhood of 0, for there are r > 0 and
W & {0} such that srW ⊂ V for every |s| 1, and thus the neighborhood rW is contained
in the balanced core of V . Therefore, there exists in Z a fundamental system of balanced
neighborhoods of 0.
A subset B of Z is said to be bounded provided that, for every neighborhood V of 0
in Z, there is r ∈ R such that B ⊂ rV . Of course, every one-point subset {z} of Z is
bounded, that is, each neighborhood of 0 is an absorbing set. In fact, the map r → rz is
continuous at r = 0.
Proposition 1. If A,B are bounded subsets of Z and r ∈ R, then A+ B , A ∪ B , A ∩ B
and rA are also bounded.
Proof. Let V be a neighborhood of 0 in Z, W a balanced neighborhood of 0 in Z such
that W +W ⊂ V and sA > 0, sB > 0 such that sAA⊂W , sBB ⊂W . If s = min(sA, sB),
then
s(A+B)= sA+ sB ⊂ s
sA
sAA+ s
sB
sBB ⊂ s
sA
W + s
sB
W ⊂W +W ⊂ V,
thus A+B is bounded. It is obvious that A∪B , A∩B and rA are bounded sets. ✷
It is said that a multivector topological space Z is locally bounded provided there is a
bounded neighborhood of 0 in Z. Obviously, each bounded subset B of a locally bounded
TMS has a bounded neighborhood. Just let V be a bounded open neighborhood of 0 and
r ∈R such that B ⊂ rV .
We define a multivector extension of Z to be an ordered pair (K, ), where K is a TMS
and  :Z→ K is an mh-embedding into a dense subspace of K . Two multivector exten-
sions (K, ), (K ′,  ′) of Z are considered to be identical if there exists an mh-isomorphism
Φ :K→K ′ such that Φ ◦  =  ′.
Remark 3. If a T1 multivector hypertopology would be considered as, for instance, a hit-
and-miss one, then T (z) = z− z would be a continuous map from Z to rng(Z), thus the
space of vectors Z0 = T −1({0}) would be a closed subset of Z. But we are looking for
extensions of normed spaces, so we need the space of vectorsZ0 to be dense in Z. We will
prefer T0, not T1, hypertopologies as, for instance, miss hypertopologies. See [4,7].
Let us now consider the multivector space Z endowed with a proximity relation  and
let τ be the corresponding proximal miss hypertopology on rng(Z), that is, τ is generated
by the family {A++: A ∈P(Z)}, where A++ = {B˙ ⊂ rng(Z): BA}. Then, Z is said to
be a multivector p-space (MPS) if τ is a multivector hypertopology and for each A B ,
A′  B ′ and r = 0 it is A+A′  B +B ′ and rA rB .
If U and V are open subsets of an MPS, then U + V is also open. For each bounded
subset B of a locally bounded p-space there is a bounded set A such that B  A. The
following lemma about proximities is easily proved.
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p-ultrafilter if and only if for AG, A ∈ Γ¨ one has G ∈ Γ . Furthermore, if Γ ⊂ β¨, then
Γ ⊂ β .
Example 9. LetX be a TVS considered as a multivector one, as in Example 1, and endowed
with its canonical proximity:A B if and only if there is a neighborhood V of 0 such that
A+V ⊂ B . Then X is a multivector p-space. This is the finest proximity among those for
which X is an MPS.
5. Bounded p-ultrafilters on a locally bounded multivector p-space
From now on, let Z be a locally bounded multivector p-space and let cZ be the Samuel–
Smirnov compactification of Z with respect to its proximity. We consider on cZ the unique
compatible proximity: A≺ B if and only clcZ(A)⊂ intcZ(B), that is, if and only if there
exist A B such that A⊂ o(A), cZ \ B ⊂ o(Z \B). Let  denote the p-embedding of Z
into cZ defined by  (z)= {U ∈P(Z): {x}U} (see 4Z and 4AA in [13]).
Let bZ be the subset of cZ formed by the bounded p-ultrafilters on Z, that is, those
β ∈ cZ for which there is a bounded set B ∈ β . We consider on bZ the proximity induced
by that of cZ: if A,B ⊂ bZ it is A ✁ B if and only A ≺ B ∪ (cZ \ bZ), which occurs
if and only there exist A,B ⊂ Z, such that A B , A ⊂ o(A), bZ \ B ⊂ o(Z \ B). Note
that bZ is an open subset of cZ, because for each β ∈ bZ there is a bounded B ∈ β , thus
β ∈ o(B)⊂ bZ. Also observe that  (Z)⊂ bZ, thus bZ is a dense open subset of cZ, and
hence a locally compact space, having {o(B): B bounded subset of Z} as a base for its
topology. Of course,  is a p-embedding of Z into bZ.
Proposition 2. If B is a bounded subset of Z, then o(B) is a relatively compact subset of
bZ.
Proof. o(B)⊂ B = cZ \ o(Z \B)⊂ bZ with B closed in cZ. ✷
Lemma 3. Let A be a bounded subset of Z, γ ∈ bZ and rn → r a convergent sequence of
real numbers satisfying rnA ∈ γ¨ for all n ∈N. Then rA ∈ γ¨ .
Proof. Suppose rA /∈ γ¨ , that is, there is G ∈ γ such that rA∩G= ∅. Picking up in γ a set
G′ G, one has rA⊂Z \G Z \G′, thus there is a balanced neighborhood V of 0 in Z
satisfying rA+V ⊂Z \G′. Let s > 0 be such that sA⊂ V . Then, for all rn ∈ (r− s, r+ s)
we have
rnA=
(
r + rn − r
s
s
)
A⊂ rA+ rn − r
s
V ⊂ rA+ V ⊂Z \G′,
thus rnA∩G′ = ∅, that is, rnA /∈ γ¨ . ✷
For each α,β ∈ bZ and r ∈ R define Γα,β = {U ∈ P(Z): there are A ∈ α, B ∈ β such
that A+BU} and Φr,α = {U ∈ P(Z): there is A ∈ α such that rAU}. Observe that
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proved that Γα,β is a p-filter, as well as Φr,α is a p-ultrafilter. As for the second assertion,
if r = 0, then Φr,α is the p-ultrafilter  (0) formed by the neighborhoods of 0 in Z. Let us
prove that V  U implies U ∈Φr,α or Z \ V ∈Φr,α , when r = 0. Being α a p-ultrafilter
and V/r  U/r , it is U/r ∈ α or Z \ (V /r) ∈ α. If U/r ∈ α, there is A ∈ α such that
A U/r , thus rA U and then U ∈Φr,α . On the other hand, if Z \ (V /r) ∈ α, there is
A ∈ α such that A Z \ (V /r), hence rA r(Z \ (V /r))⊂Z \V and then Z \V ∈Φr,α .
Proposition 3. The closures multifunctions, Σ¯ :bZ× bZ⇒ bZ and π¯ :R× bZ⇒ bZ, of
the operations corresponding to Z, are given by Σ¯(α,β)= {γ ∈ bZ: Γα,β ⊂ γ }, π¯(r, α)=
{γ ∈ bZ: Φr,α ⊂ γ } for all α,β ∈ bZ, r ∈R.
Proof. Let Σ¯ :bZ× bZ⇒ bZ be the only multifunction such that G(Σ¯) is the closure of
G(Σ) in (bZ× bZ)× bZ, endowed with the product topology. We have (α,β, γ ) ∈ G(Σ¯)
if and only if (A+B)∩G = ∅ for all A ∈ α, B ∈ β , G ∈ γ , that is, if and only if Γα,β ⊂ γ¨ .
But, by Lemma 2, this is equivalent to Γα,β ⊂ γ .
On the other hand, let π¯ :R× bZ⇒ bZ be the only multifunction such that G(π¯ ) is the
closure of G(π) in (R× bZ)× bZ. Since each bounded p-ultrafilter has a base formed by
bounded sets, we have that (r,α, γ ) ∈ G(π¯ ) if and only if for all A ∈ α bounded, G ∈ γ
and s > 0, it is r ′A ∩G = ∅ for some r ′ ∈ (r − s, r + s). Therefore, (r,α, γ ) ∈ G(π¯) if
and only if for each bounded set A ∈ α there is a sequence rn → r such that rnA ∈ γ¨ . By
Lemma 3 this is equivalent to rA ∈ γ¨ for each bounded set A ∈ α, that is, Φr,α ⊂ γ¨ . Once
more, by Lemma 2, this means Φr,α ⊂ γ . ✷
In sequel, we will consider the space bZ of bounded p-ultrafilters over Z endowed
with the operations α + β = Σ¯(α,β), rα = π¯(r, α). Of course, γ ∈ α + β if and only if
A+B ∈ γ for all A ∈ α,B ∈ β . Furthermore 0α =  (0), while for r = 0, we have rα = γ ,
where γ = {rA: A ∈ α}. To show that axioms (1)–(7) for multivector structure are fulfilled,
we need the following lemma.
Lemma 4. If α,β, γ ∈ bZ, then
(α + β)+ γ = {δ ∈ bZ: A+B +G ∈ δ for all A ∈ α, B ∈ β, G ∈ γ }.
Proof. If δ ∈ (α + β) + γ , then there is θ ∈ α + β such that δ ∈ θ + γ . Hence, for all
A ∈ α, B ∈ β , we have A+B ∈ θ , and for all G ∈ γ , A+B +G= (A+B)+G ∈ δ.
Conversely, suppose δ ∈ bZ such that A+ B +G ∈ δ for each A ∈ α, B ∈ β , G ∈ γ .
Consider an ultrafilter µ on Z containing δ, that is µ˜= δ, and
Ω = {U ∈P(Z): G+ (Z \U) /∈µ for some G ∈ γ }.
Let us prove that Ω is a filter. If U1,U2 ∈ Ω , then there are Gi ∈ γ for i = 1,2, with
Gi + (Z \Ui) /∈ µ. Therefore,
(G1 ∩G2)+
(
Z \ (U1 ∩U2)
)⊂ (G1 + (Z \U1))∪ (G2 + (Z \U2)) /∈ µ
and then U1 ∩U2 ∈Ω . On the other hand, if V ⊃U1, one has
G1 + (Z \ V )⊂G1 + (Z \U1) /∈ µ,
466 J. Perán / J. Math. Anal. Appl. 287 (2003) 455–472thus V ∈ Ω . Finally, observe that Z ∈ Ω , because G + ∅ = ∅. We have demonstrated
that Ω is a filter.
Being Ω¨ = {U ∈ P(Z): G+U ∈ µ for all G ∈ γ }, it is Γα,β ⊂ Ω¨ , so there exists a p-
ultrafilter ν such that Γ ⊂ ν ⊂ Ω¨ . Since Γ ⊂ ν, we have ν ∈ α+ β . On the other hand, for
all N ∈ ν, G ∈ γ there are G′ ∈ γ , N ′ ∈ ν such that N ′ N,G′ G and then N ′ +G′ 
N + G. Because ν ⊂ Ω¨ , it is N ′ + G′ ∈ µ, thus N + G ∈ µ˜ = δ. This is true for all
N ∈ ν,G ∈ γ , hence δ ∈ ν + γ . Therefore, δ ∈ (α + β)+ γ . ✷
Proposition 4. bZ is a multivector space.
Proof. First of all, observe that Σ¯ and π¯ are strict multifunctions, because Γα,β and Φr,α
are p-filters and A+B , rA are bounded for A ∈ α, B ∈ β bounded, so α+ β = ∅, rα = ∅
for each bounded p-ultrafilters α,β and r ∈ R. Also, since Φr,α is a p-ultrafilter, π¯ is
single-valued. It remains to prove that axioms (1)–(7) hold:
(1) α + β = β + α: A consequence of addition commutativity on Z.
(2) (α + β)+ γ = α+ (β + γ ): A consequence of Lemma 4 and (1).
(5) (rs)α = r(sα): It is obvious, because 0β = { (0)}.
(3) r(α + β)= rα + rβ : For r = 0, the unique p-ultrafilter in r(α + β) is  (0), while
rα = rβ = { (0)} and  (0)+  (0)⊂ { (0)}, for if δ ∈  (0)+  (0), then for all U ∈  (0)
exists V ∈  (0) with V + V ⊂ U , so U ∈ δ, which implies  (0) ⊂ δ, i.e.,  (0) = δ. For
r = 0, δ ∈ r(α + β)⇔ δ/r ⊂ α + β⇔ r(A+B)= rA+ rB ∈ δ for A ∈ α, B ∈ β⇔ δ ∈
rα + rβ .
(4) (r + s)α ⊂ rα+ sα: If r + s = 0 then 0α =  (0)⊂ rα− rα, because for all U ∈ rα
there is U ′ ∈ rα with U ′  U , so {0} ⊂ U ′ −U ′  U −U which implies {0}  U −U .
If r + s = 0, for all A,A′ ∈ α we have (r + s)(A ∩ A′) ⊂ rA+ sA′. Hence, rA+ sA′ ∈
(r + s)α. It follows that (r + s)α ∈ rα + sα.
(6) 1α = {α}: Obvious.
(7) 0γ ⊂ α + (−1)β ⇒ α = β : Since 0γ = { (0)}, if 0γ ⊂ α + (−1)β , then {0} 
A−B , thus A∩B = ∅, for all A ∈ α, B ∈ β . Therefore, α ⊂ β¨, and by Lemma 2, α = β .✷
Remark 4. If we define on cZ both operations as above: γ ∈ α+β if and only if A+B ∈ γ
for all A ∈ α, B ∈ β ; 0α =  (0), rα = γ , where γ = {rA: A ∈ α} for r = 0, then cZ is a
multivector space.
Lemma 5. Let A1, A2, B1 and B2 be bounded subsets of Z such that A1  B1, A2  B2.
Then ro(A1)= o(rA1) whenever r = 0 and o(A1 +A2)⊂ o(B1)+ o(B2)⊂ o(B1 +B2).
Proof. Let γ ∈ o(A1 + A2), that is, A1 + A2 ∈ γ , and let µ be an ultrafilter on Z con-
taining γ , i.e., such that µ˜= γ . Define T (W)=⋃{u1 + u2: (u1, u2) ∈ (Z×Z) \W } for
W ⊂ Z × Z, and let Ω = {W ⊂ Z × Z: T (W) /∈ µ}. Let us prove that Ω is a filter. Sup-
pose W,W ′ ∈Ω . Since T (W ∩W ′)⊂ T (W)∪T (W ′), if T (W ∩W ′) were in µ, we would
have T (W) ∈ µ or T (W ′) ∈ µ, because µ is an ultrafilter. But this is not the case. Hence
W ∩W ′ ∈Ω . Suppose now that W ∈Ω and W ⊂W ′. Then T (W ′)⊂ T (W), thus T (W ′)
/∈ µ and then W ′ ∈Ω . Finally, observe that T (Z × Z) = ∅, thus Z × Z ∈Ω . Therefore,
Ω is a filter.
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filter Γ of those subsets of Z × Z containing A1 × A2 is contained in Ω¨ . Hence, there
exists an ultrafilter ξ on Z×Z such that A1 ×A2 ∈ Γ ⊂ ξ ⊂ Ω¨ .
Let ξ1 = {U1 ⊂ Z: U1 × Z ∈ ξ}, ξ2 = {U2 ⊂ Z: Z × U2 ∈ ξ}. Clearly, ξ1 and ξ2 are
filters on Z, and ξ¨1 ⊂ ξ1, ξ¨2 ⊂ ξ2, thus ξ1 and ξ2 are ultrafilters. Furthermore, sinceA1×A2
∈ ξ , it is A1 ∈ ξ1, A2 ∈ ξ2 and then B1 ∈ ξ˜1, B2 ∈ ξ˜2, that is, ξ˜1 ∈ o(B1), ξ˜2 ∈ o(B2).
Now, for every U1 ∈ ξ˜1, U2 ∈ ξ˜2 there are V1 ∈ ξ1, V2 ∈ ξ2 with V1  U1, V2  U2.
Then, V1 × V2 = (V1 × Z) ∩ (Z × V2) ∈ ξ ⊂ Ω¨ , thus V1 + V2 = T (Z \ (V1 × V2)) ∈ µ.
Finally, since V1 + V2  U1 + U2, we have U1 + U2 ∈ µ˜ = γ . Therefore γ ∈ ξ˜1 + ξ˜2 ⊂
o(B1)+ o(B2), and then o(A1 +A2)⊂ o(B1)+ o(B2).
For the other inclusion, if γ ∈ o(B1)+ o(B2), there exist β1 ∈ o(B1), β2 ∈ o(B2) such
that γ ∈ β1 + β2. Thus, since B1 ∈ β1, B2 ∈ β2, we have B1 + B2 ∈ γ , which implies
γ ∈ o(B1 +B2). ✷
Proposition 5. For each α,β ∈ bZ, the set α + β is compact.
Proof. Let γ ∈ bZ \ (α + β). There are bounded subsets A& A′ ∈ α, B & B ′ ∈ β such
that A+ B /∈ γ . Then the closure in bZ of o(A′ +B ′) contains α + β and is contained in
o(A+ B), being γ /∈ o(A+ B). Hence, α + β is a closed subset of bZ. Since A+ B is a
bounded set, o(A+B) is a relatively compact subset of bZ, thus α+β is a compact subset
of bZ. ✷
6. Locally compact multivector extension of a locally bounded multivector p-space
Observe that rng(bZ) is formed by some compact subsets of bZ, thus the proximal miss
hypertopology on rng(bZ) coincides with the miss hypertopology, generated by the family
{A+: A an open subset of bZ}, where A+ = {D ∈ rng(bZ): D⊂A}.
Proposition 6. The multivector space bZ, endowed with the proximity ✁, is a multivector
p-space.
Proof. First of all, let us prove that the proximal miss hypertopology on rng(bZ), which
coincides, as we have seen, with the miss hypertopology, is a multivector hypertopology.
Since G(Σ¯) and G(π¯) are closed, then Σ¯ and π¯ are outer semicontinuous multifunctions
(see Theorem 6.1.16 of [4]). On the other hand, for each pair of bounded subsets A,B
of Z and for each open interval I in R, the sets Σ¯(o(A) × o(B)) = o(A) + o(B) and
π¯(I ×o(A))= Io(A) are bounded, and thus relatively compact subsets of bZ. By Proposi-
tion 6.3.2 of [4], Σ¯ and π¯ are upper semicontinuous multifunctions, thus continuous maps
from bZ× bZ and R× bZ to rng(bZ), respectively. Now, let A✁ B, A′ ✁ B′ and h = 0.
Then, there are A B , A′  B ′ such that A ⊂ o(A), bZ \ (o(Z \ B))⊂ B, A′ ⊂ o(A′),
bZ \ (o(Z \ B ′)) ⊂ B′. Picking up four sets C,D,C′,D′ such that A C  D  B ,
A′  C′ D′  B ′ one has A+A′  C +C′ D +D′  B +B ′. Then
A+A′ ⊂ o(A)+ o(A′)⊂ o(A+A′)
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bZ \ (o(Z \ (C +C′)))⊂ o(D+D′)⊂ o(B)+ o(B ′)
⊂ bZ \ (o(Z \B))+ bZ \ (o(Z \B ′))⊂ B +B′.
Therefore,A+A′ ✁ B+B′. Analogously,
rA⊂ ro(A)= o(rA)
and
rB ⊃ r(bZ \ (o(Z \B)))= bZ \ (o(r(Z \B)))= bZ \ (o(Z \ (rB))).
Since rA rB , we have rA✁ rA′. ✷
If B is a bounded subset of the multivector p-space bZ and V ⊂ Z is a bounded neigh-
borhood of 0 inZ, then there is r ∈R such thatB ⊂ ro(V )= o(rV ), thus, by Proposition 2,
B is a relatively compact subset of bZ.
Theorem 1. A subset of bZ is compact if and only if it is closed and bounded.
Proof. Let K be a compact subset of bZ and V ⊂ Z a bounded neighborhood of {0}.
For each γ ∈ K there is rγ ∈ R such that γ ∈ rγ o(V ). Then {rγ o(V ): γ ∈ K} is an open
cover of K formed by bounded subsets. Getting up a finite subcover, we show that K is
a bounded subset of bZ. Conversely, if K is closed and bounded, then K is closed and
relatively compact, thus compact. ✷
Recall that  (z) = {U ∈ P(Z): {z}  U} is a dense p-embedding of Z into bZ and
denote  (u)⊕  (v)= ( (u)+  (v)) ∩  (Z).
Lemma 6. If u,v ∈ Z then  (u+ v)=  (u)⊕  (v).
Proof. For each w ∈ u+ v and U ∈  (u), V ∈  (v), one has {w} ⊂ u+ v U + V , so
U + V ∈  (w); then  (w) ∈  (u)+  (v). Hence,  (u+ v) ⊂  (u)⊕  (v). Suppose now
w ∈ Z such that  (w) /∈  (u+ v). Since {w} ∩ (u+ v)= ∅, there exist disjoint neighbor-
hoodsW++ and A++ of {w} and u+v in rng(Z). Then, {w} W , u+vA, butA is not
a neighborhood of w. Because of continuity of addition, there are two open neighborhoods
U,V of u,v, respectively, such that U +V ⊂A. Then, U +V is not a neighborhood of w,
thus  (w) /∈  (u)⊕  (v). As a consequence,  (u+ v)=  (u)⊕  (v). ✷
Lemma 7.  (Z) is a dense multivector subspace of bZ.
Proof. It is only necessary to prove that  (Z) is a multivector subspace of bZ. On the one
hand, R (Z)=  (Z), because r (z)=  (rz) for each r ∈R, z ∈Z. On the other hand, (8)
and (9) hold:
(8) Let u,v,u′, v′ ∈ Z be such that  (u)⊕  (v)⊂  (u′)⊕  (v′). By Lemma 6, one has
 (u+v)⊂  (u′ +v′), so u+v⊂ u′ +v′. Suppose α ∈ bZ, α /∈  (u′)+ (v′) and let U ′,V ′
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{v′}  V ′, then u + v ⊂ u′ + v′  U ′ + V ′. By continuity of addition, there are two
open neighborhoods U,V of u,v, respectively, such that U + V ⊂ U ′ + V ′. Therefore,
U + V /∈ α, thus α /∈  (u)+  (v), that is,  (u)+  (v)⊂  (u′)+  (v′).
(9) Let u,v,u′, v′ ∈ Z be such that ( (u) ⊕  (v)) ∩ ( (u′) ⊕  (v′)) = ∅. Because of
Lemma 6, one has (u+ v) ∩ (u′ + v′) = ∅, and then there are two open disjoint subsets
A,B of Z such that u+vA, u′ +v′  B . Then, because of continuity of addition, there
are four open neighborhoodsU,V,U ′,V ′ of u,v,u′, v′, respectively, such thatU+V ⊂ A,
U ′ +V ′ ⊂ B . ThusU ∈  (u), V ∈  (v), U ′ ∈  (u′), V ′ ∈  (v′), being (U+V )∩(U ′ +V ′)
= ∅. Hence, one has ( (u)+  (v)) ∩ ( (u′)+  (v′))= ∅. ✷
Lemma 8. u+ vD if and only if  (u+ v)✁ o(D).
Proof. If u+ vD, there are A,B ⊂ Z such that u+ v A B D. The set A is a
neighborhood of eachw ∈ u+v, because u+vA; then one has  (u+v)⊂ o(A). On the
other hand, if β ∈ bZ is such thatZ \B /∈ β , then, since BD, we haveD ∈ β . Therefore,
bZ \o(Z \B)⊂ o(D), that is, bZ \o(D)⊂ o(Z \B). As a consequence,  (u+ v)✁o(D).
Conversely, if  (u+ v)✁ o(D), then there are A B , subsets of Z such that  (u+ v)
⊂ o(A) and bZ \ o(D) ⊂ o(Z \ B). The first inclusion,  (u + v) ⊂ o(A), means that
u + v ⊂ int(A), while, by the second one o(int(B)) ⊂ o(B) ⊂ bZ \ o(Z \ B) ⊂ o(D).
But then, int(B) ⊂ D. Finally, since A B is equivalent to cl(A) int(B), we have
u+ v ⊂ int(A)⊂ cl(A) int(B)⊂D. ✷
Theorem 2. If Z is a locally bounded multivector p-space, then (bZ, ) is a locally com-
pact multivector extension of Z.
Proof. By Lemmas 6 and 7,  is an m-linear map from Z to bZ, and  (Z) is a dense
subspace of the locally compact space bZ. It remains to prove that  provides a home-
omorphism from rng(Z) to rng( (Z)). Since  is a bijection from Z to  (Z) ⊂ bZ, it
provides a bijection ↑ from rng(Z) to rng( (Z)). Let u,v ∈ Z. The sets (U + V )++,
with {u}  U , {v}  V form a basis of neighborhoods of u + v in rng(Z). As for the
space rng(bZ), a basis of neighborhoods of the point  (u)+  (v) is formed by the sets
[o(U + V )]++ with {u}  U , {v}  V . Hence, a basis of neighborhoods of the point
 (u)⊕  (v) in rng( (Z)) is formed by the sets { (w)⊕  (z) ∈ [o(U + V )]++: w,z ∈Z}
with {u} U , {v}  V . As a consequence, it suffices to show that
(↑)↑
(
(U + V )++)= { (w)⊕  (z) ∈ [o(U + V )]++: w,z ∈Z},
where we write ↑ to avoid confusion. But, by Lemmas 6 and 8,
(↑)↑
(
(U + V )++)= {↑(D): D ∈ (U + V )++ ⊂ rng(Z)}
= {↑(w+ z): w,z ∈Z, w+ zU + V }
= {↑(w+ z): w,z ∈Z, ↑(w+ z)✁ o(U + V )}
= {↑(w+ z) ∈ [o(U + V )]++: w,z ∈Z}
= { (w)⊕  (z) ∈ [o(U + V )]++: w,z ∈Z}. ✷
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(bX, ) is a locally compact multivectorial extension of X. Obviously,  (X) is formed by
some vectors of bX, being  :X→  (X) an isomorphism of topological vector spaces.
Proposition 7. The topological vector space (bX)0 formed by the vectors of bX is the
completion of X.
Proof. It is enough to show that (bX)0 is complete with respect to its canonical uniformity
as TVS. Observe that the minimal Cauchy filters on X are precisely the Cauchy p-filters
(II, Section 3.2 of [5]), thus, since  (X) is dense in (bX)0, it suffices to prove that each
Cauchy p-filter ℵ on  (X) converges, as a filter base, on (bX)0 (see II, Section 3.4 in [5]).
Let Ω be the p-filter Ω = {V ∈ P(X):  (V ) ∈ ℵ} and α ∈ cX such that Ω ⊂ α. For
each neighborhood U of 0 in X there is V ∈Ω such that V − V ⊂ U , thus α−α consists
only of the p-ultrafilter  (0) formed by the neighborhoods of 0 at X, that is, α ∈ (bX)0.
Obviously, the filter base { (A) ∈ P((bX)0): A ∈ α} converges to α on (bX)0. It follows
that α is a cluster point of ℵ on (bX)0 and, since ℵ is a Cauchy filter, then α ∈ (bX)0 is the
limit of ℵ. ✷
Theorem 3. If X is a Banach space, then bX is a locally compact multivectorial extension
of X having X as its space of vectors.
7. Applications to Young measures theory
We conclude with an example of how the above locally compact multivector exten-
sions can be applied, as Young measures type extensions, when X is an Lp space. Let
Ω ⊂ Rn be a compact subset and X = Lp(Ω,Rd), with 1  p <∞, be endowed with
its canonical uniformity and hence with its canonical proximity as in Example 9. Fix h in
C(Ω)⊗ C(Rˆd ), that is, the dense subspace of C(Ω × Rˆd), endowed with the supremum
norm, formed by those functions h for which there are gi ∈ C(Ω), wi ∈ C(Rˆd ) such that
h(x, y) =∑Ni=1 gi(x)wi(y). The function u→ ϕ(h,u) = ∫Ω h(x,u(x)) dx is seen to be
bounded and uniformly continuous on X. For the latter property it suffices to prove that,
whenever ‖un− vn‖Lp → 0, for all E > 0 exists n ∈N such that |ϕ(h,un)− ϕ(h, vn)|< E.
Choose r > 0 satisfying |wi(y)−wi(y ′)|< E/(2N max |gi |) for all i = 1, . . . ,N , y, y ′ ∈R
with |y− y ′|< r; then there is n ∈N such that |{x: |un(x)− vn(x)| r}|< E/(2 max |h|).
For simplicity of notation, we continue to write ϕ(h, ·) for the extension of this uniformly
continuous function, ϕ(h, ·) :bX→ R. For each β ∈ bX, the map h→ ϕ(h,β) is a norm
bounded linear form on C(Ω)⊗C(Rˆd ), thus it can be extended to a unique linear contin-
uous form ϕ(·, β) ∈ C(Ω × Rˆd)∗.
Given β ∈ bX, the measure βˆ(U) = inf{ϕ(h,β): χU  h  1, h ∈ C(Ω × Rˆd)}, cor-
respondent to ϕ(·, β), is a Young measure, because ϕ(h,β)  0 for all h  0 (βˆ is a
positive measure) and, for any measurable I ⊂ Ω , one has ϕ(hs,β) ↓ |I | when s ↓ 0,
where hs(x, y) = 1 − (d(x, I))s , thus βˆ(I × Rˆd) = |I |. This Young measure satisfies∫
Ω×Rd |y|p dβˆ <∞, because β is a bounded p-ultrafilter and the function u ∈X→‖u‖Lp
is uniformly continuous; therefore βˆ ∈ Yp(Ω; Rˆd).
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infU∈β supu∈U |A∩ u−1(B)|.
We have then a continuous map β → βˆ ≡ ϕ(·, β) from bX to Yp(Ω; Rˆd), for β →
ϕ(h,β) is a continuous map for all h ∈ C(Ω × Rˆd). Note that βˆ = αˆ if β = α (consider
hλ(x, y)= |aλ(x)− y|p for a net (aλ) converging to α in bX, with aλ ∈C(Ω,Rd )). Since
bX is a locally compact space, the injective continuous map β→ βˆ is a local homeomor-
phism from bX to Yp(Ω; Rˆd), that is, a continuous map such that each β ∈ bX has a
neighborhood which is mapped homeomorphically onto its image.
Theorem 4. If an Lp-norm bounded net in X converges in Yp(Ω; Rˆd), it also converges
in bX.
Proof. Suppose (uλ) is an Lp-norm bounded net in X converging in Yp(Ω; Rˆd) and as-
sume that (uλ) does not converge in bX. Because of compactness, there exists a cluster
point α ∈ bX of (uλ). Since (uλ) does not converge in bX, there exists also an open neigh-
borhood U of α in bX such that there is a cluster point γ = α of (uλ) in bX \U . Finally,
αˆ and γˆ are cluster points of (uλ) in Yp(Ω; Rˆd), because the map β→ βˆ is continuous.
Therefore, γˆ = αˆ, thus γ = α, a contradiction. ✷
Theorem 5. Each L∞-norm bounded sequence in X has a subsequence converging in bX.
Proof. Each L∞-norm bounded sequence in X has a subsequence converging in Yp(Ω;
Rd)⊂ Yp(Ω; Rˆd) (see Theorem 7 in [18]). By Theorem 4, it converges in bX.
Therefore, bX can be thought in a natural way as a set of Young measures on Ω × Rˆd
endowed with a locally compact topology, finer than the vague one but having in X the
same bounded convergent nets, and also endowed with a compatible algebraic structure
extending, in a sense, that of X, which is a dense subspace of bX. ✷
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