Abstract Plasmas with varying collisionalities occur in many applications, such as tokamak edge regions, where the flows are characterized by significant variations in density and temperature. While a kinetic model is necessary for weakly-collisional high-temperature plasmas, high collisionality in colder regions render the equations numerically stiff due to disparate time scales. In this paper, we propose an implicitexplicit algorithm for such cases, where the collisional term is integrated implicitly in time, while the advective term is integrated explicitly in time, thus allowing time step sizes that are comparable to the advective time scales. This partitioning results in a more efficient algorithm than those using explicit time integrators, where the time step sizes are constrained by the stiff collisional time scales. We implement semi-implicit additive Runge-Kutta methods in COGENT, a finite-volume gyrokinetic code for mapped, multiblock grids and test the accuracy, convergence, and computational cost of these semi-implicit methods for test cases with highly-collisional plasmas.
time step sizes are constrained by the stiff collisional time scales. We implement the equations of motion for "superparticles" in the Lagrangian frame. The primary drawback is that the number of superparticles needed to control the numerical noise is very large [80, 32] . Eulerian methods [42, 77, 84, 20, 85, 83] solve the VFP equation on a fixed phase space grid, where the phase space comprises the spatial position and velocity coordinates. Semi-Lagrangian approaches [36, 73, 22, 70, 71] follow characteristics, either tracing backward or forward in time, requiring interpolation of the solution from or to a fixed phase-space grid. In this paper, we adopt the Eulerian approach that allows the use of advanced numerical algorithms developed by the computational fluid dynamics (CFD) community.
The gyrokinetic VFP equation is a parabolic partial differential equation (PDE) that comprises an advective Vlasov term and the Fokker-Planck collision term. The Vlasov term describes incompressible flow in the phase space [80, 37] , i.e., the evolution of the distribution function by the gyrokinetic velocity of the particles and their acceleration parallel to the magnetic field. The Fokker-Planck term describes the collisional relaxation of the distribution function to the Maxwellian distribution [80, 72] and acts in the velocity space only. The difference in the time scales of these two terms varies significantly in the edge region due to the variation in the collisionality. The weakly and moderately collisional plasma at the inner edge and the separatrix, respectively, exhibits collisional time scales much smaller or comparable to the Vlasov time scales, while the strongly-collisional plasma at the outer edge exhibits collisional time scales much smaller than the Vlasov time scales. Consequently, the VFP equation exhibits disparate scales and is numerically stiff. Explicit time integration methods are inefficient because the time step size is constrained by the collisional time scale. Implicit time integration methods, on the other hand, are unconditionally linearly stable, but they require solutions to a linear or nonlinear system of equations. Linearly implicit [61, 8, 59, 55, 56, 60, 11] and nonlinearly implicit methods [57, 28, 13, 79, 78] have been applied to the Fokker-Planck operator in isolation, and several implicit algorithms have also been proposed for the VFP equation [29, 65, 50, 81] . In our context, the accurate resolution of the unsteady dynamics requires time steps comparable to the Vlasov time scales, and thus a fully-implicit approach is inefficient.
Semi-implicit or implicit-explicit (IMEX) time integration methods [1, 66, 48] allow the partitioning of the right-hand-side (RHS) into two parts: the stiff component integrated implicitly, comprising time scales faster than those of interest, and the nonstiff component integrated explicitly, comprising the slower scales. Such methods have been applied successfully to many multiscale applications [27, 35, 33, 44, 52, 47, 76, 82] . In the context of the Vlasov equation, semi-implicit approaches have been proposed [19, 10, 41, 62] that partition the Vlasov term and integrate the parallel advection implicitly in time.
In this paper, we propose a semi-implicit algorithm for the gyrokinetic VFP equation, where we integrate the Vlasov term explicitly while the stiff Fokker-Planck term is integrated implicitly to allow time steps that are comparable to the Vlasov time scales. The Fokker-Planck term represents a nonlinear advection-diffusion operator that can be expressed in two forms: the Landau form [53] and the Rosenbluth form [72] . Although the two forms are theoretically equivalent, they differ in their implications on the implicit numerical solution of this term. The Landau form expresses the advection and diffusion coefficients as direct integrals and is well-suited for conservative numerical methods [15, 49, 57, 28, 61, 7, 4] . However, when integrated implicitly, the integral form results in a dense, nonlinear system of equations. Naive algorithms scale as O N 2 , where N is the number of velocity space grid points, whereas fast algorithms [31, 8, 2, 6 ] scale as O (N log N). The Rosenbluth form, on the other hand, relates the advection and diffusion coefficients to the distribution function through Poisson equations for the Rosenbluth potentials in the velocity space. Thus, each evaluation of the Fokker-Planck term requires the solution to the Poisson equations, which scales as O (N), assuming that an efficient Poisson solver is available. The primary difficulty is the need for solving the Poisson equations, defined on an infinite velocity space, on the truncated numerical domain, and several approaches have been proposed [45, 3, 64, 54, 67, 55, 13] . An additional difficulty with the Rosenbluth form is the difficulty in enforcing mass, momentum, and energy conservation [12, 79] , and modifications are necessary to ensure energy and momentum are conserved to round-off errors. In this paper, we consider the Rosenbluth form of the FokkerPlanck term.
Our semi-implicit approach is implemented in COGENT [24, 26, 25] , a high-order finite-volume code that solves the gyrokinetic VFP equations on mapped, multiblock grids representing complex geometries. We implement multistage, conservative additive Runge-Kutta (ARK) methods [48] , where the resulting nonlinear system of equations for the implicit stages are solved using the Jacobian-free Newton-Krylov approach [51] . We investigate the performance of the ARK methods for test problems representative of the tokamak edge and compare it to that of the explicit Runge-Kutta (RK) methods for VFP problems. In particular, we verify the accuracy and convergence of the ARK methods and their computational efficiency with respect to the RK methods. Although the preconditioning that we have implemented reduces the cost of the implicit solve significantly, our approach is a preliminary effort, and the implementation of better preconditioning techniques will be addressed in the future.
The outline of the paper is as follows. Section 2 introduces the gyrokinetic VFP equations and the nondimensionalization used in our implementation. Section 3 describes the high-order finite-volume method that COGENT uses to discretize the equations in space. The time integration methods are discussed in Section 4. The algorithm verification through two test cases is presented in Section 5, and Section 6 summarizes the contributions of this paper.
Governing Equations
The plasma dynamics at the tokamak edge are described by the full-f gyrokinetic VFP equation [37, 26] . In this paper, we consider a single species, and the axisymmetric governing equation is expressed in the nondimensional form as
where f ≡ f R, v , µ,t is the distribution function defined on the phase space R, v , µ . R ≡ (r, θ ) is the spatial gyrocenter position vector in the configuration space with r as the radial coordinate and θ as the poloidal coordinate, v is the velocity parallel to the externally applied magnetic field B, and µ = mv 2 ⊥ / |B| is the magnetic moment. The configuration space R is two-dimensional, and (1) is a four-dimensional (2D-2V) PDE. ∇ R denotes the divergence operator in the configuration space. In the long wavelength limit, the gyrokinetic model reduces to the drift-kinetic model, and the Vlasov velocity and parallel acceleration are given bẏ
where m and Z are the mass and ionization state, respectively, λ a is the Larmor number (ratio of the gyroradius to the characteristic length scale),b = B/ |B| and B = |B| are the unit vector along the magnetic field and magnitude of the magnetic field, and
B * = B * ·b is the Jacobian of the transformation from the lab frame to the gyrocentric coordinates. In this paper, we consider cases with uniform magnetic field, and thus B * ≡ B. The electric field is E = −∇ R φ , where φ is the electrostatic potential.
In this paper, we consider cases where φ = φ (R) is specified; however, COGENT generally computes a self-consistent electrostatic potential from the species charge densities [24, 26] where a Boltzman or vorticity model is assumed for the electrons. The Rosenbluth form of the Fokker-Planck collision term for a single species is expressed as [25] 
where ν c is the collision frequency, and the coefficients are defined as follows:
where
The operator ∇ (v ,µ) denotes the gradient operator in the velocity space ∂ /∂ v , ∂ /∂ µ . The Rosenbluth potentials, ϕ and ρ, are related to the distribution function through the following Poisson equations in the two-dimensional velocity space v , µ :
The Maxwellian distribution function, defined as
is an exact solution of the Fokker-Planck collision operator (c ( f M ) = 0), where the temperature T (R) is given by
and
are the number density and average parallel velocity, respectively. The equations in the preceding discussion involve non-dimensional variables. The non-dimensionalization is derived by 
and e is the elementary charge.
Spatial Discretization
Equation (1) is a parabolic PDE, which we discretize in space using a fourth-order finite-volume method on a mapped grid [21, 63] . The computational domain is defined as a four-dimensional hypercube of unit length in each dimension,
partitioned by a uniform grid with a computational cell defined as
where D = 4 is the number of spatial dimensions, e d is the unit vector along dimension d, and i is an integer vector representing a four-dimensional grid index. The transformation x = X (ξ ξ ξ ) defines the mapping between a vector in the physical space x ≡ R, v , µ and a vector in the computational space ξ ξ ξ . Equation (1) is integrated over a physical cell X (ω i ) to yield the integral form
where the Vlasov and collision terms are
Defining the computational cell-averaged solution as
where ω i is the volume of the computational cell ω i , the physical cell-averaged solution is
The Vlasov and collision terms in (14) can be written in the divergence form as follows:
wherer,θ θ θ ,v ,μ µ µ are the unit vectors along the r, θ , v , µ coordinates, respectively, and ∇ x denotes the divergence operator in the physical space. Using the divergence theorem, (14) is expressed as
wheren is the outward normal for ∂ X (ω i ), N = J∇ x ξ ξ ξ , and A i± 1 2 e d denote the faces along dimension d of the cell ω i . The face-averaged Vlasov and collision fluxes on a given face are defined as
The computational cell is a hypercube with length h in each dimension with the vol- 
Defining the solution vector as consisting of the cell-averaged distribution function at all the computational cells in the grid, (21) is expressed for the entire domain as a system of ordinary differential equations (ODEs) in time,
where p, q are the orders of the schemes used to discretize the Vlasov and collision terms, respectively. Equation (22) requires the computation of the face-averaged Vlasov and collisional fluxes defined by (20) , for which we use the discretization described in [21] . The following relationships between the cell-centered and face-centered quantities and cell-averaged and face-averaged quantities to fourth order will be used in the subsequent discussion:
for an arbitrary variable u, where u i± 1 2 e d denotes the face-averaged value,ū i denotes the cell-averaged value, and u i± 1 2 e d and u i denote the face-centered and cell-centered values, respectively. We note that it is sufficient to compute the second derivatives in the RHS of (23) to second order using centered finite-differences since they are multiplied by h 2 . The face-averaged fluxes in (22) are computed to fourth order aŝ
; s = 1, · · · , D are the column vectors of the face-averaged metric quantities [21] . Equation (24a) requires computing V s
Writing each component of four-dimensional Vlasov term as an advection operator,
is computed to fourth order from the discrete convolution as
The face-averaged advective coefficients a s
are computed by evaluatingṘ anḋ v at the face centers using (2) and transforming them to face-averaged quantities using (23a). The cell-averaged distribution function in the computational spacef i is defined and related tof i as follows:
The derivatives ∂ /∂ ξ d ′ in (26) and ∇ ξ in (27) are computed using second-order central finite-differences since they are multiplied by h 2 . Finally, the face-averaged distribution function in the computational space f
is computed from cell-averaged values using the fifth-order weighted essentially nonoscillatory (WENO) scheme [46] with upwinding based on the sign of a s
. Thus, the algorithm to computeV f in (22a) is fourth-order accurate, and p = 4 in (22b). Equation (24b) requires the computation of the face-averaged collision flux C s
. We note that the velocity space grid is Cartesian in our drift-kinetic model and independent of the configuration space grid; thus, C s i± . The face-averaged flux is obtained from the face-centered collision flux
using (23a). Equation (4a) involves derivatives in the velocity space v , µ only, and to simplify the subsequent discussion, two-dimensional grid indices (k, l) will be used, such that
for an arbitrary grid variable u and p, q ∈ Z. The computation of
in the following paragraphs and can be extended trivially to computing Γ µ i± 
The face-centered advective term is computed as
where the distribution function at the interface f k+ 1 2 ,l is computed using the fifthorder upwind interpolation method based on the sign of σ v ,k+ 1 2 ,l , i.e.,
Note that the advective term is on the RHS of (1), and a negative value of σ v ,k+ 1 2 ,l implies a right-moving wave. The cell-centered values of the distribution function f k,l are obtained from its cell-averaged values using (23b). The diffusion terms are computed as follows:
The derivatives at the cell faces in (33) and (35) are computed using fourth-order central differences:
and similarly for ∂ f /∂ µ| k,l+ 1
2
. The advective and diffusive coefficients in (31), (33), and (34) are related to the Rosenbluth potentials through (6) . Appendix A describes the computation of the Rosenbluth potentials from the distribution function by discretizing and solving (7), which is defined on the infinite velocity domain but is solved on a truncated numerical domain. Our current implementation is second-order accurate, and therefore, the coefficients in (31), (33) , and (34) are calculated by discretizing (6) with second-order finite differences:
The magnetic field magnitude B in (37c) varies in the configuration space only. Overall, the algorithm to computeĈ f in (22a) is second-order accurate and q = 2 in (22c).
Mass and Energy Conservation
The Fokker-Planck collision term conserves mass, momentum, and energy in its analytical form, and it is important that these quantities are discretely conserved as well. Mass conservation is expressed as
is the velocity space domain, and v ≡ v , µ is the velocity space coordinate. Equation (38) is satisfied if the normal flux − → Γ · ds is zero over the entire velocity space boundary, and this is enforced by setting the coefficients σ v , σ µ , κ v v , κ µ µ , and κ v µ at the velocity boundaries to zero. Energy conservation is expressed as
and is enforced using the approach described in [79] , adapted for Cartesian velocity coordinates. Let
and letĈ (a) f andĈ (d) f be the corresponding spatially discretized terms. Equation (39) implies
We define
and modify (4) as
We note that ν E (R) → −1 as ∆ v , ∆ µ → 0 for a consistent discretization of the collision term, and this factor counteracts the energy imbalance in the collision term resulting from the discretization errors. Equation (43) is discretized as decribed in the preceding discussions. Discrete enforcement of momentum conservation is also discussed in [79] ; however, the numerical test cases considered in this paper have negligible average velocities and yielded stable and convergent results without momentum conservation enforcement. In our implementation, discrete energy conservation is necessary to preserve a Maxwellian solution; without the modification described by (43) , unphysical cooling of the Maxwellian solution is observed that is alleviated by refining the grid in the velocity space. This behavior is similar to that reported in [79] .
-10 Real(λ) Fig. 2 Eigenvalues of the RHS of (22a) (λ R ) and its constituent terms -the Vlasov (λ V ) and collision terms (λ C ). (a) In the hot near-core region, the collisional eigenvalues (red) are much smaller than the Vlasov eigenvalues (blue). (b) However, in the cold edge region, the former are much larger in magnitude than the latter. Note the change in the horizontal scale.
Time Integration
Equation (22a) represents a system of ODEs in time that are solved using high-order, multistage explicit and IMEX time integrators in COGENT. The plasma density and temperature vary significantly in the edge region along the radial direction, and as a result, the stiffness of (22a) changes substantially from the inner edge region (adjacent to the core) to the outer edge. We use a simple problem to analyze the eigenvalues of the RHS of (22a). The two-dimensional (in space) Cartesian domain is R ≡ (r, θ ) ≡ (x, y) with specified density and temperature and a A uniform density n = 1 is specified, and the temperature is specified as
where n and T are nondimensional quantities. The magnetic field is (B These values are based on measurements in the edge region of a DIII-D tokamak [69] . The Jacobians of the RHS of (22a) and its constituentsV andĈ are computed by applying finite differences on these operators, which scales as O N 2 operations where N is the total number of grid points. Therefore, a very coarse grid with (6, 16, 16, 12) points is used to discretize the domain for this analysis. Figure 2 shows the eigenvalues of the RHS of (22a) as well as its constituents evaluated separately:
whereR f =V f +Ĉ f and λ ([·] ) are the eigenvalues of [·] . In the hot nearcore region, shown in Figure 2 (a), the eigenvalues of the Vlasov term dominate the spectrum, and thus, the overall system of equations is not stiff with respect to the Vlasov time scale. However, in the cold edge region, shown in Figure 2 (b), the strong collisionality results in the eigenvalues ofĈ being much larger than those of the eigenvalues ofV . It should be noted that the magnitudes of the eigenvalues ofV are similar in the two figures. The stable time step for an explicit time integration method is constrained by
where P represents the stability polynomial. It is evident from Figure 2 that, though an explicit method will allow time steps comparable to the Vlasov time scales in the near-core region, it will be constrained by the collisional time scales in the cold edge region. This fact motivates the use of the IMEX approach, where the collisions are integrated in time implicitly, while the Vlasov term is integrated explicitly; therefore, the stable time step for an IMEX method is constrained by
where P IMEX is the stability polynomial for the explicit component of the IMEX method. The IMEX approach allows time steps comparable to the Vlasov time scales in the entire edge region.
In this paper, we investigate high-order multistage ARK methods [48] that are expressed in the Butcher tableaux [9] form as:
where a i j , b j , c i define the explicit component of the IMEX method, with a i j = 0, j ≥ i;ã i j ,b j ,c i define the implicit component, withã i j = 0, j > i; and n s is the number of stages. The implicit components of the methods considered in this paper are L-stable, explicit-first-stage, single-diagonal-coefficient implicit Runge-Kutta (ES-DIRK) methods, and the coefficients satisfyã 11 = 0;ã ii = γ, i = 2, · · · , n s , where γ is a constant. In addition, the methods are conservative, and b i =b i , ∀i. A time step of the ARK methods applied to Eq. (22a) is expressed as follows:
where ∆t is the time step, n denotes the time level (f n =f (t n ) ,t n = t 0 + n∆t), andf (i, j) are the stage solutions. The second-order (three-stage) ("ARK2") [34] , the thirdorder (four-stage) ("ARK3") [48] , and the fourth-order (six-stage) ("ARK4") [48] are implemented. Equation (49a) is a nonlinear system of equations for i > 1 that is expressed as
where y ≡f (i) is the unknown stage solution and
We use the Jacobian-Free Newton-Krylov (JFNK) approach [51] to solve Eq. (50). The inexact Newton's method [23] is used to solve the nonlinear equation, where the initial guess is the solution of the previous stage y 0 ≡f
0 =f (i−1) (note that the first stage is always explicit), and the k-th Newton step is
where I is the identity matrix and J is the Jacobian of F . The exit criterion is
where ε a and ε r are the absolute and relative tolerances for the Newton solver, respectively, and ε s is the step size tolerance. Equation (52) requires the solution to the linear system of equations,
which is solved using the preconditioned generalized minimum residual (GMRES) method [74, 75] . The GMRES solver only requires the action of the matrix J on a vector, which is approximated by computing the directional derivative [68] ,
where ε = ε m (1 + y k 2 )/ x 2 and ε m is machine round-off error (taken as 10 −14 in our algorithm). The exit criterion for the GMRES solver is
where x l is the solution at the l-th GMRES iteration, and r 0 = F (y k ) since x 0 = 0. The preconditioned GMRES algorithm uses a preconditioning matrix to accelerate convergence. Equation (54) is rewritten as
where P ≈ J is the preconditioning matrix. Although the Jacobian J is not assembled, the preconditioning matrix P is assembled and stored as a banded matrix. The preconditioner is constructed as
Thus, the preconditioning matrix is defined as the Jacobian of a lower-order discretization of the collision term. In our current implementation,C is constructed by reconstructing f k+ 1 2 ,l in (31) with the first-order upwind method and discretizing ∂ v f k+ 1 2 ,l and ∂ µ f k,l+ 1 2 in (33) and (35) with second-order central differences. In addition, the conversions from cell-centered to cell-averaged solutions and vice-versa using (23) are neglected, which results in a nine-banded sparse matrix. The GaussSeidel method is used to invert it. Though this preconditioning approach is satisfactory for the cases presented in this paper, we are exploring more efficient approaches presented in the literature [79] .
Results
In this section, we test the accuracy, convergence, and computational cost of the IMEX time integration methods by applying them to two cases that are representative of the tokamak edge region. The edge is characterized by a steep decrease in the plasma density and temperature in the outward radial direction [69] that results in an increase in the collisionality from the near-core region to the edge. Our current implementation is insufficient to resolve significant variations in temperature due to the use of a fixed velocity grid in the entire configuration space domain; implementation of adaptive velocity grids based on the local thermal velocity will be pursued in future studies. We investigate our time integration methods for constant and varying collisionality by considering two Cartesian, two-dimensional heat transport problems where R ≡ (x, y). Both of these problems involve the thermal equilibration of an initially sinusoidal temperature profile while a specified electrostatic potential drives the flow. The first problem is essentially one-dimensional with zero gradients along the x dimension, and the collisionality does not vary significantly through the domain. The second problem introduces significantly varying collisionality along the x dimension (similar to the variation at the tokamak edge) by specifying an appropriate density profile. The performance of the IMEX methods is analyzed for both these problems and compared with that of the explicit RK methods. The cases and the results in this section are described in terms of the nondimensional variables described in Section 2, unless noted otherwise. The reference quantities (dimensional) and their values are 
and the nondimensional values in the subsequent discussions should be multiplied by the corresponding reference values in (59) to calculate the dimensional values. COGENT is implemented for distributed-memory parallel computations using the MPI library, and the simulations discussed in this paper are run on a Linux cluster where each node has two Intel Xeon 8-core processors with 2.6 GHz clock speed and 32 GB of memory.
Case 1: Uniform Collisionality
This case simulates the parallel heat transport over a two-dimensional (in configuration space) slab where the collisionality does not vary significantly throughout the domain. The configuration space domain is 0 ≤ x, y ≤ L, where L = 1, and the velocity space domain is −3.5 ≤ v ≤ 3.5, 0 ≤ µ ≤ 10. The initial solution is the Maxwellian distribution in the velocity space with uniform density n (x, y,t = 0) = 1, and the initial temperature profile is specified as
A steady electrostatic potential φ (x, y,t) = −0.1 cos(2πy) and a constant magnetic field B y = 0.2, B z = 2 are applied throughout the simulation. Periodic boundary conditions are applied at all boundaries. Flow gradients along x are zero at all times in the simulation, and this case is essentially one-dimensional. The species charge and mass correspond to ionized hydrogen. The collision time is defined as
where( ·) are dimensional quantities and τ is the nondimensional collision time. The Coulomb logarithm is specified as λ c = 11 [40] . The collisional mean free path is λ = v th τ, where v th = 2T /m is the thermal velocity, and the characteristic length scale is k −1 = (B/B y ) (L/2π); consequently, the ratio of the particle mean free path to the characteristic length scale is
and therefore, the plasma is highly collisional for this case. The solutions discussed in this section are obtained on a grid with N x , N y , N v , N µ = (6, 64, 36, 24) points. Figure 3 shows the evolution of the density and temperature in time. This solution is obtained with the ARK4 method with a time step of ∆t = 0.05 that results in a Vlasov CFL of σ V ∼ 1.1 and a collision CFL of σ C ∼ 12.9, defined as follows: The simulation is run until a final time of t f = 130 on 192 cores (12 nodes) with 8 MPI ranks along y, 6 ranks along v , and 4 ranks along µ. The specified electrostatic potential forces the initially constant density to assume a sinusoidal profile while thermal equilibration drives the temperature to a constant value. These processes occur on the slow transport time scale (τ T ≈ mL 2 /2τT ). is the heat flux computed by the Braginskii model [5] ,
is the nondimensional parallel heat flux, and
is the reference heat flux. At a given time, the collisions drive the heat flux to a value consistent with the local temperature gradient at the collisional time scale τ. As the temperature assumes a constant value, the heat flux decays to zero, which happens on the transport time scale. Thus, this problem demonstrates the disparate time scales resulting from a highly-collisional plasma. Figure 5 (a) shows the L 2 norm of the time integration error as a function of the collisional and Vlasov CFL numbers defined by (63) for solutions obtained at a final time of t f = 0.1. The errors for the ARK methods are compared with those for explicit second-order (RK2a), third-order (RK3), and fourth-order (RK4) RK methods. The error is defined as
wheref is the numerical solution andf RK4,∆t=10 −5 is the reference solution obtained with the RK4 method with a time step of ∆t = 10 −5 (corresponding to σ V ∼ 2.2 × 10 −4 , σ C ∼ 2.4 × 10 −3 ). The relative tolerance for the Newton solver is ε r = 10 −10 for all the solutions, and the absolute tolerance ε a is specified as the maximum value ε max a for which the error in solving the nonlinear system is less than the truncation error of the time integration method for a given ∆t. Thus, it is a function of the method and the time step size and is defined as
where f ε,ε a is the error defined by (66) . This approach avoids solving the nonlinear system of equations to a higher accuracy than required by the time integration method for a given ∆t. The relative tolerance for the GMRES solver is specified asε r = 10 −4 , and the absolute tolerance is specified asε a = ε max a /10 for all the simulations. Figure 5(a) shows that all the methods implemented converge at their theoretical orders. The errors for a given method are shown at all CFL numbers for which the method is stable. The explicit RK methods are unstable beyond a collisional CFL of σ C ∼ 0.5 that corresponds to a Vlasov CFL of σ V ∼ 0.04 since they are constrained by the collisional time scale. The ARK methods allow stable time steps comparable to the Vlasov time scales; the maximum Vlasov CFL is σ V ∼ 1.1, corresponding to a collisional CFL of σ C ∼ 12.
The computational cost of the ARK methods are compared with that of the explicit RK methods for the solutions shown in Figure 5 (a). Figure 6 (a) shows the L 2 norm of the truncation error f ε as a function of the number of calls to the collision Table 1 Computational cost with and without preconditioning for solutions obtained with the ARK4 method at a final time of t f = 130. The preconditioner is effective at reducing the cost of the linear solver at higher CFL numbers. operatorĈ f . It is defined as
for an explicit RK time integrator, where N T = t f /∆t is the total number of time steps, and n s is the number of stages in the RK methods. Since we use the JFNK approach to solve the nonlinear system of equations in the ARK time integrators, it is defined as
for the ARK methods, where N Newton is the total number of Newton iterations and N GMRES is the total number of preconditioned GMRES iterations. The time step ∆t (and consequently, the collisional and Vlasov CFL numbers) increases as one moves along a curve from bottom-right to the top-left. In the region where the explicit methods are stable, they are more efficient, and this is expected because of the additional burden on the ARK methods to solve an nonlinear system of equations. However, the ARK methods allow stable solutions at a significantly lower cost at higher CFL numbers where the explicit methods are unstable. The metric shown in Figure 6 (a) does not reflect the cost of assembling and solving the preconditioner. The Gauss-Seidel method is used to invert the preconditioner, and 80 iterations are required to solve it to sufficient accuracy. Figure 6 (b) shows truncation error f ε 2 as a function of the the wall time (in seconds), which includes the additional cost of preconditioning the system. The simulations are run on 96 cores (6 nodes) with 8 MPI ranks along y, 6 ranks along v , and 2 ranks along µ. A similar trend is observed, and the ARK methods allow for significantly faster stable time step. For example, the fastest stable solution with ARK2 is ∼ 6 times faster than that with RK2a, while the fastest stable solution with ARK4 is ∼ 4 times faster than that with RK4. The performance of the preconditioner is assessed for the ARK4 method. Table 1 shows the number of GMRES iterations (N GMRES ), number of function calls toĈ (N C ), and the wall time for solutions obtained with various time steps ∆t at final time of t f = 130. The simulations are run with the preconditioner ("With PC") and without it ("No PC") on 192 cores (12 nodes) with 8 MPI ranks along y, 6 ranks along v , and 4 ranks along µ. As a reference, the number of function calls and the wall time are reported for the explicit RK4 with the largest stable time step ∆t = 0.002; this represents the fastest stable solution with the RK4 method. The preconditioner is ineffective at the lower CFL numbers considered; at σ C = 2.4, the number of preconditioned GMRES iterations is slightly larger than the number of unpreconditioned GMRES iterations, while at σ C = 6.1, the number of preconditioned iterations is slightly less than the number of unpreconditioned iterations. At the higher CFL numbers σ C = 9.7, 12.1, the preconditioner reduces the number of GMRES iterations by factors of ∼ 2.1 and ∼ 2.3, respectively. The number of function calls N C includes the calls from the Newton solver and the time integrator, and therefore, the effect of the preconditioner is less pronounced when considering this metric. At the highest stable time step for the ARK4 method (∆t = 0.05), the number of function calls for the preconditioned simulation is ∼ 1.5 times smaller than that for the unpreconditioned simulation. In terms of the wall time, the preconditioned simulation is ∼ 1.4 times faster than the unpreconditioned simulation, and this shows that the construction and inversion of the preconditioner is relatively cheap even though 80 Gauss-Seidel iterations are required. Overall, this test case does not result in a very ill-conditioned system; at the highest collisional CFL number considered, the unpreconditioned simulation requires only ∼ 4 GMRES iterations on average (N GMRES /(N T × n imp s ), where n imp s = 5 is the number of implicit stages for ARK4 and the nonlinearity is sufficiently weak that only one Newton iteration is observed for each implicit stage). Figure 7(a) shows the evolution of the temperature T at y = 0 for the simulations in Table 1 . The solutions obtained with the semi-implicit approach at high collisional CFL numbers agree well with the solution obtained with the explicit RK4 method with a time step constrained by the collisional time scale. (b) Ratio of mean free path to length scale k λ Fig. 8 The initial density variation along x for the varying collisionality case and the consequent collisionality variation. The plasma is weakly collisional for x → 0 while it is highly collisional for x → 1.
global (in time) error at a given time is an accumulation of the local truncation error for all preceding time steps.
Case 2: Varying Collisionality
This case is similar to the previous case, except that a significant variation in the density, and therefore, the collisionality, is introduced along x. The initial density is specified as
where δ = 0.475. The problem setup is identical to the previous case in all other aspects. Figure 8 shows the initial density and the ratio of the mean free path to the characteristic length scale k λ . The mean free path is comparable to the characteristic length scale near x = 0, and the plasma is weakly collisional. On the other hand, the mean free path is much smaller than the length scale near x = 1, and the plasma is strongly collisional. The collisional time scales are thus comparable to the Vlasov time scales as x → 0 but are much smaller as x → 1. This variation in the collisionality is representative of the radial variation in the tokamak edge region [69] . The plasma conditions as x → 1 correspond to the previous test case. This case is solved on a grid with N x , N y , N v , N µ = (32, 32, 36, 24) points in the subsequent discussions. Figure 9 shows the cross-sectional temperature along y at x = 0.1 (weakly collisional) and x = 0.9 (strongly collisional). The solutions are obtained with the ARK4 method at a time step of ∆t = 0.1, corresponding to a Vlasov CFL number of σ V ≈ 1.1 and a collisional CFL number of σ C ≈ 26. The simulation is run until a final time of t f = 130 on 384 cores (24 nodes) with 4 MPI ranks along x, y, and µ and 6 MPI ranks along v . The dynamics are similar to the previous test case; however, the varying collisionality results in varying thermal equilibration and density diffusion rates. Near x = 0, the collisional and Vlasov time scales are comparable while near x = 1, the collisional time scale is much smaller than the Vlasov time scale. In the region where the plasma is weakly collisional (x → 0), the temperature equilibrates much faster while the equilibration is much slower in the region where the plasma is strongly collisional (x → 1). Figure 10 shows the evolution of the normalized parallel heat flux (Γ Γ ref /Γ B ) at y = 0.25 and x = 0.1, 0.9. At x = 0.1, the heat flux decays to zero much faster than at x = 0.9 due to the faster equilibration. Figure 11 (a) shows the L 2 norm of the time integration error as a function of the Vlasov and collisional CFL numbers defined by (63) number of σ V ≈ 2.2 × 10 −4 and a collisional CFL number of σ C ≈ 4.7 × 10 −3 . Thus, the fastest collisional time scale is ∼ 21 times faster than the Vlasov time scale for this test case. The relative and absolute tolerances for the Newton and GMRES solvers are specified in the same way as described for the previous test case. All the methods considered converge at their theoretical orders of convergence. The maximum stable time step for the explicit RK methods correspond to the collisional CFL number of σ C ≈ 0.5 because they are constrained by the collisional time scales. The semiimplicit methods are stable until a collisional CFL of σ C ≈ 25 that corresponds to a Vlasov CFL of σ V ≈ 1.1; thus, they are constrained by the Vlasov time scale. Figure 11 (b) shows the error as a function of the number of calls (N C ) to the collision operatorĈ f defined through (68) and (69) for the explicit RK and semiimplicit ARK methods, respectively. The ARK methods allow significantly less expensive stable solutions; for example, the fastest stable solution with ARK2 is ∼ 7 times less expensive than that with RK2a, and the fastest stable solution with ARK4 is ∼ 6 times less expensive than that with RK4. Figure 11(c) shows the error as a function of the wall time. The simulations are run on 192 cores with 4 MPI ranks along x and y, 6 ranks along v , and 2 ranks along µ. The wall times include the cost of assembling and inverting the preconditioning matrix (80 Gauss-Seidel iterations), and similar trends are observed. Thus, the additional cost of the preconditioner is insignificant despite 80 Gauss-Seidel iterations being required to solve it to sufficient accuracy. Table 2 compares the computational cost of the fastest stable solution with the ARK4 method, both with and without the preconditioner, as well as the fastest stable RK4 solution. The preconditioner reduces the total number of GMRES iterations by a factor of ∼ 3. The unpreconditioned simulation requires an average of ∼ 5 GM-RES iterations in each implicit stage, while the preconditioned simulation requires an average of ∼ 1.8 GMRES iterations. The nonlinearity was sufficiently weak that the Newton solver was observed to converge in one iteration for these simulations. The total number of calls to the collision operator (N C ), which includes calls from the time integrator and the Newton solver, is reduced by a factor of ∼ 1.7 by the preconditioner, while the total wall time is reduced by ∼ 1.6. The difference in these two factors reflects the cost of inverting the preconditioning matrix with 80 Gauss-Seidel iterations. The preconditioned ARK4 solution is ∼ 11 times faster than the fastest stable RK4 solution in terms of the wall time. These solutions are obtained on 384 cores (24 nodes) with 4 MPI ranks along x, y, and µ, and 6 ranks along v . Figure 12 shows the cross-sectional density n (y) at x = 0.1 and x = 0.9 for the two simulations in Table 2 at the final time of t f = 130. The initially constant density developes a nonconstant profile to balance the specified electrostatic potential. The solution obtained 
Fig . 12 Cross-sectional density n (y) at two x locations corresponding to the weakly and strongly collisional regions for the simulations in Table 2 at the final simulation time of t f = 130. The solutions agree well with each other.
with the semi-implicit ARK4 method agrees well with that obtained with the explicit RK4 method.
Conclusion
This paper describes a semi-implicit time integration algorithm for the Vlasov-FokkerPlanck equations with the motivating application area being tokamak edge plasma simulations. The dynamics in the edge region of a tokamak fusion reactor are characterized by disparate length and time scales. The hot, weakly-collisional plasma near the core requires a kinetic model; however, near the cold edge, the strong collisionality renders the kinetic model numerically stiff. Explicit time integration methods are thus too expensive for such applications. In this paper, we consider as our governing equations the drift-kinetic Vlasov equation, which is the long-wavelength limit of the gyrokinetic VFP equation, with the Fokker-Planck collision model in the Rosenbluth form.
We implement high-order, semi-implicit Additive Runge-Kutta methods where the Vlasov term is integrated explicitly in time while the Fokker-Planck term is integrated implicitly. The semi-implicit algorithms are applied to two test problems, where the ratio of the collisional time scales to the Vlasov time scales are representative of the tokamak edge region. We show that the semi-implicit time integrators allow time steps that respect the Vlasov time scales and are larger than the maximum time steps allowed by explicit time integrators, which respect the collisional time scales. Accuracy and convergence tests of the methods show that the semi-implicit methods converge at their theoretical orders. We also assess the computational cost of these methods and compare the relative cost of the semi-implicit solutions with those obtained with explicit Runge-Kutta methods. Overall, the IMEX approach results in significantly faster stable solutions. Explicit methods are more efficient when seeking solutions with high accuracy. However, the IMEX approach allows faster solutions that are less accurate (due to a higher truncation error from a larger time step size) but well-resolved; explicit methods cannot yield solutions at a comparable cost even allowing for lower accuracy since their time step sizes are constrained.
Two deficiencies of this paper are areas of active research and will be reported in future publications. A better preconditioning approach is needed, both in terms of constructing the preconditioning matrix as an approximation to the true Jacobian and implementing an efficient method to solve it. The use of fixed velocity grids restricts us to applications without severe temperature gradients, and thus, our current implementation cannot solve for true tokamak conditions where the temperature drops significantly from the hot core to the cold edge. This limitation will be addressed by using velocity renormalization.
A Computation of Rosenbluth Potentials
The Rosenbluth potentials are related to the distribution function by Poisson equations, given by (7) , that are defined on an infinite velocity domain. The algorithm implemented in COGENT to solve them on a finite numerical domain was introduced in [25] and is summarized briefly in this section. 
ρ v ∂ Ωv = 1 8π
where v ∂ Ωv is the velocity vector at the computational domain boundary ∂ Ω v . Direct evaluation of (71) is expensive and an asymptotic method is used. The Green's function is expanded as [43] 
where Y lm is the spherical harmonic function, θ = arccos v /v is the pitch angle, ψ is the gyro-angle, v > = max (|v| ,|v ′ |), and v < = min (|v| ,|v ′ |). Therefore,
where P l denotes the Legendre polynomials, v = |v| is the particle speed, and
The second Rosenbluth potential ρ is expressed on the domain boundary in terms of the first Rosenbluth potential ϕ as
Though this is similar to (71a), the above analysis does not apply because ϕ v , µ : v > min v ∂ Ωv = 0. Equation (75) is decomposed as 1 4π 
Therefore,
whereφ ( 
The second Rosenbluth potential is thus expressed at the computational domain boundary as Equations (73) and (80) serve as the boundary conditions for (7) on the finite numerical domain Ω v . Cutcell issues, arising in evaluating (78) , are solved by linear interpolations [25] , and therefore, the current implementation uses second-order central finite differences to discretize the derivatives in Eq. (7). The fourth-order implementation will be investigated in the future. We use the conjugate gradient method with a structured multigrid preconditioner from the hypre library [30] to solve the discretized system of equations.
