In this paper we analyze the approximation of multivariate integrals over the Euclidean space for functions which are analytic. We show explicit upper bounds which attain the exponential rate of convergence. We use an infinite grid with different mesh sizes in each direction to sample the function, and then truncate it. In our analysis, the mesh sizes and the truncated domain are chosen by optimally balancing the truncation error and the discretization error.
Introduction
We study approximation of the multivariate integral
for functions defined over the s-dimensional Euclidean space R s , which belong to some normed weighted function space, by using a cubature rule using function values of f , cf. (3) . The function space setting will be formally introduced in Section 2, but let us make some remarks already here. We stress that we do not integrate explicitly against any specific probability density function, and as such this implicitly requires the function to decay fast enough towards infinity to be integrable, i.e., at least with a polynomial rate strictly larger than 1, which will be denoted by assumption (F1) in Section 2. In particular we are interested in approximating the above integral with an exponential rate O(exp(−C 1 (s)N C2(s) )) or O(exp(−C 3 (s)N C4(s) (ln N ) C5(s) )) in the number of integration nodes N , where C 1 (s), C 2 (s), C 3 (s), C 4 (s) and C 5 (s) are constants depending on s.
The Fourier transform of a function f will be denoted bŷ
It is well known that the decay of the Fourier transform can be interpreted as a kind of smoothness of the function. In the one dimensional case the Fourier transform of an analytic function decays faster than any polynomial. Moreover, according to the Paley-Weiner theorem, if a real-valued analytic function has some continuation into the complex plane and satisfies some decay conditions then its Fourier transform decays exponentially fast, see [9, Chapter 4, Theorem 2.1, 3.1]. As a natural extension to the multivariate case, we will therefore further restrict to the case where the Fourier transform decays at least exponential, which will be denoted by assumption (W2) in Section 2. Our analysis is done for a cubature algorithm which can be described by two consecutive steps. First we approximate I(f ) by
with different mesh sizes h j , j = 1, . . . , s, for different dimensions, based on the anisotropy of the Fourier transform of f , and then we truncate the infinite sum to obtain our final quadrature approximation
for some appropriate truncation set D n depending on the anisotropic decay of the function itself. Although this is a straightforward algorithm, it will be essential to determine the mesh sizes h j , j = 1, . . . , s, and the truncation set D n in an optimal way to balance their error contributions. We remark that for integration over R s there is only little difference between the "rectangle", "trapezoidal" and "midpoint" rule. Furthermore, as the distinction does not play any role in the further analysis we just denote our rule as the "trapezoidal rule", similar to what was argued in [14] in the univariate setting. We choose the truncation set D n such that −n j /2 ≤ k j ≤ n j /2 for all j = 1, . . . , s, and for well chosen truncation points n j /2. This approach leads to two errors which need to be controlled, more specifically, a discretization error and a truncation error:
The discretization error will be studied in Section 3 and the truncation error will be studied in Section 4. In order to achieve an exponential rate of convergence we will further assume that the final integrand function decays at least exponential, cf. assumption (F2) in Section 2, to control the truncation error and we analyze this in Section 4.1. This may seem like an unreasonably strong assumption, but for functions that do not decay this fast we employ a variable transform. E.g., the so-called exponential and double exponential transforms by Takahasi and Mori [12] . This leads us to also study functions which decay double exponentially, cf. assumption (F3) in the next section and we analyze its truncation error in Section 4.2. The idea from [12] is to use a suitable change of variables to transform an integral over a domain Ω ⊆ R s into another integral over the Euclidean space R s , for which the integrand decays double exponentially fast towards infinity. The transformed integral can then be approximated by the trapezoidal rule.
The extreme accuracy of the trapezoidal rule for the integration of one dimensional analytic periodic functions on intervals and on the real line was studied by many researchers, see [14] for a recent overview by Trefethen and Weideman. This is easy to show on periodic intervals. As a hand-waving argument the analysis can be carried over to integration on R if the function goes to zero fast and smooth enough, as then the truncated integrand is "nearly periodic" on the truncated interval. Also in the one-dimensional case this can be quantified in exact terms by an analysis of the discretization and truncation errors.
We now give a quick overview of existing results. In the setting of multivariate integration over the unit cube [0, 1] s , in a weighted periodic function space with exponentially decaying Fourier series expansions, it was recently shown that a regular grid (with different mesh sizes for the different dimensions), as well as "good" rank-1 lattice rules, achieve exponential rates of convergence, see Dick et al [1] , and Kritzer et al [4] . We note explicitly that, with respect to the rate, it is shown in [1] that there is no difference if one takes a grid or a lattice rule in the case of periodic functions over [0, 1] s . The weighted function space over R s in the current paper, see Section 2, is modeled after the weighted function space over [0, 1] s in these papers. Multivariate integration over R s with exponential convergence rates was also studied in [8, 10] and recently in [3] . In [8, 10] , the integral I(f ) is approximated by an equal-weight rule based on an infinite lattice. In [8] , Sloan and Osborn also considered a regular grid as a special case of a lattice, a so-called "cubic lattice", next to more general lattices and in particular the body centered cubic lattice. They studied the case where the function is isotropic, and thus only have one mesh size for all dimensions, and do not discuss how to balance discretization and truncation error. Instead they fix their truncation domain in advance (to be all lattice points inside a sphere around the origin with a fixed radius) and then study the convergence in terms of decreasing the mesh size. Also in their result it makes no difference, in terms of the exponential rate, if one takes a more general lattice as a point set or a regular grid. They illustrate their technique numerically on different examples for fixed truncation radius.
In [3] , Irrgeher et al use a weighted tensor product of Gauss-Hermite quadrature rule for integrating a class of analytic functions. In their context, the analyticity of a function is characterized by the exponential decay of its Hermite coefficients. They show an explicit error bound which attains the exponential rate of convergence O(exp(−C 1 (s)N C2(s) )). Moreover, they study so-called exponential convergence and even uniform exponential convergence with tractability, i.e., study the dependence on the dimension of C 1 (s), C 2 (s) and the constant in the O notation. Finally, they show an important result, i.e., necessary conditions on the decay of Hermite coefficients such that these constants become independent of the dimension.
We write N := {1, 2, . . .} and N 0 := {0, 1, 2, . . .}. We use the shorthand notation {1 : s} := {1, . . . , s}. Further we write R + := {x ∈ R : x > 0}.
Weighted function spaces
First, we introduce a function space in the univariate case. Let ν : R → R + and ω : R → R + . We then define a one-dimensional space of integrable functions E(ν, ω) as follows
The idea is that ν controls the decay of the function and ω controls the decay of the Fourier transform of the function. The faster ν and ω increase for increasing x and ξ, the faster the function and its Fourier transform decay.
For the multivariate case, we consider the tensor product. Let ν : R s → R + and ω : R s → R + . Then we define
In this paper, we will consider two main kinds of decay of the Fourier transform:
(W1) decay with polynomial order, for any α > 0:
(W2) exponentially decay, with all a j , b j > 0:
Likewise we will assume three main kinds of decay of the function:
(F1) polynomial decay, for any α > 0:
double exponentially decay, with all c j , d j , e j > 0:
The double exponential decay (F3) of the function was introduced by Takahasi and Mori [12] . They studied one dimensional integration with singularities at the endpoints. By a suitable change of variable they transformed the integration into integration over the real line where the transformed integrand decays double exponentially fast and they then applied a trapezoidal rule to approximate the integration over the real line. The above univariate function space E(ν, ω) where ω satisfies assumption (W2) and assumption (F2) or (F3) with d 1 = 1 is studied in [11] . It was shown that the trapezoidal rule is nearly optimal, in the sense that the upper bound and the lower bound of the error are nearly equal where the difference depends on the number of function evaluations.
We remark that the combination of assumptions (W1) and (F1) allows the use of the Poisson summation formula [9] which links the discretization of the function to a discretization of its Fourier transform:
3 The discretization error
We consider the case when the Fourier transform of the function decays exponentially fast as in (W2). To be able to use the Poisson summation formula we also need the function itself to decay at least polynomially as in (F1). We note that this condition is also needed for integrability.
The following lemma will be useful in the estimation of both discretization error and truncation error.
Lemma 1. We present three different estimates.
where e := exp(1) and Γ(·) is the gamma function.
(ii) For c > 0, d ≥ 1 and n ≥ 0, we have
Proof. The proofs are as follows.
(i) We have the estimate
where the last inequality yields from the condition h ≤ 1 and k b − 1 ≥ 0. Moreover, interpreting the sum as an infinite right-rectangle rule applied to a decreasing function, we have
Combining these gives the desired result (6).
(ii) Inequality (7) is obtained as follows
The first above inequality is due to the following inequality
for any d ≥ 1 and x ≥ n ≥ 0.
Indeed, we consider the following function
for every x ≥ n ≥ 0 and since f (n) = 0, inequality (9) is easily obtained from the monotonicity of f .
(iii) We have
where the first inequality is due to the following inequality
This inequality is easily obtained from the monotonicity of the following function
Moreover, we have
where we use e x ≥ x + 1, for x ≥ 0 in the second inequality .
Applying the above estimation into (10), inequality (8) follows.
This completes the proof.
We are now ready to prove a bound on the discretization error when we choose h j = (a j h) 1/bj . Theorem 1. Suppose f belongs to E s (ν, ω) for some ν and ω with conditions (F1) and (W2) such that for some fixed a j , b j > 0, we can take
If we set h j = (a j h) 1/bj , then, for any h ∈ (0, 1/ ln(2 e)], the following inequality is satisfied
Proof. We first note the obvious identity I(f ) =f (0). By the assumptions on the decay of the function values and the decay of the Fourier transform we can use the Poisson summation formula (5) to rewrite (2) and obtain
Thus, we have
To evenly distribute the leading terms in the sum we fix h = h bj j /a j for each j, then, we can bound the sum using (6) as
where for the last inequality we used h ≤ 1/ ln(2 e).
The truncation error
We consider the following truncation domain
where n j ∈ N 0 , j = 1, . . . , s, and n j /2 are called the truncation points. Without loss of generality we consider the case where n 1 , . . . , n s are even integers. The total number of function evaluations is then given by
We could choose the truncation points differently for the left hand side and the right hand side. However, we assume it is easy to use a centering mapping, e.g., as in [7] , to transform the function into a new function with symmetric decay around the origin. From the bound (4) it is clear that if the function decays not at least exponentially at infinity then our proposed algorithm is not efficient. For example, for the one dimensional function f (x) = (1 + x 2 ) −1 , it will take thousands of function evaluations to achieve a few digits of accuracy, see [14] . In order to achieve an exponential convergence rate it is required that the function decays at least exponentially fast as in assumption (F2). We consider this case in Section 4.1.
For functions that are smooth enough in the sense of assumption (W2) but unfortunately decay slower, i.e., decay at most of polynomial order (F1), we propose to use a variable transformation such that the function decays at least exponential (F2), or even double exponential (F3). This will be studied in Section 4.2.
Functions that decay exponentially fast
The truncation error for the function that decays exponentially fast will be estimated by the following theorem.
Theorem 2. Suppose
Then, for any h j > 0 and n j ≥ 0, for j = 1, . . . , s, the following inequality is satisfied
where
Proof. From (2) and (3) and the definition of the norm using ν, we have
Now we evaluate the sum in the last inequality. We have
For each of the i = 1, . . . , s, since d i ≥ 1, then using (7), we have
Applying (16) and (17) into (15), we get
Applying (18) into (14), the claim follows.
Now we prove the first main result. Let us denote
and
Theorem 3. Suppose f belongs to E s (ν, ω) for some ν and ω with conditions (F2) and (W2) such that for some fixed a j , b j , c j > 0 and d j ≥ 1, we can take
We set h j = (a j h) 1/bj with
Then, for all N sufficiently large, the following inequality is satisfied
and N is an upper bound for the total number of function evaluations as
Remark 1. N is chosen sufficiently large such that h ≤ 1/ ln(2 e), which is the condition on h in Theorem 1.
Proof. We have
We first study the discretization error |I(f )− I h (f )|. We see that all the conditions of Theorem 1 are satisfied. We set h j = (a j h) 1/bj , j = 1, . . . , s, such that the discretization error can be estimated as
Now we estimate the truncation error
All the conditions of Theorem 2 are satisfied, then substituting the chosen step size into (12) the truncation error can now be written as
For all j = 1, . . . , s define n j as
Note that ⌊x⌋ ≥ x 2 , for all x ≥ 1 then
Applying the above inequality into (24) leads to
Adding the discretization error (23) and the truncation error (26) we receive the total error
where C(s) is given by
It is clear that when h decreases, the first term in the square bracket of (27) increases while the second term decreases. Hence, the optimal h is chosen by balancing these two terms, which leads to
this implies
This is equivalent to balancing the orders of magnitude of the discretization error (23) and the truncation error (26).
Substituting the chosen h into (25) we get the optimal way of choosing n 1 , . . . , n s as in (21). Thus, from (27) the total error is given by
for any N ∈ N, where C(s) = 2 C(s).
It is easy to see that (n 1 + 1) · · · (n s + 1) ≤ N since
Remark 2. In the proof we used ⌊x⌋ ≥ x 2 , for x large this is a severe underestimate for ⌊x⌋ since for larger x we have ⌊x⌋ ≫ x/2. There exists a better estimate by considering ⌊x⌋ ≥ λ x, for some 0 < λ ≤ 1. The following part of the proof is easily changed with respect to this estimate. Furthermore, it is easy to see that choosing a sufficient larger λ we achieve a better constant in the convergence. In the numerical section we do not use the rough bound but choose a better λ (depending on the case).
Functions that decay double exponentially fast
Let us denote
The truncation error is bounded by the following theorem.
Theorem 4. Suppose f belongs to E s (ν, ω) for ν with condition (F2) such that for some fixed c j > 0 and d j ≥ 1, we can take
Proof. Using the definition of the norm and the assumption on ν, we get
Now we evaluate the summation in the last inequality. We have
Since d i ≥ 1 then using (8) and n i /2 + 1 ≥ (n i + 1)/2, we have
Moreover, using the inequality (11), we obtain
Applying (31) and (32) into (30), we get
Using the above inequality into (29) yields the claim.
Let us use the same notations for C * as in (19) and C ♯ as in (20). Now we obtain the total error for functions which decay double exponential.
Theorem 5. Suppose f belongs to E s (ν, ω) for some ν and ω with conditions (F3) and (W2) such that for some fixed a j , b j , c j , e j > 0 and d j ≥ 1, we can take
, and
Remark 3. N is chosen sufficiently large such that h ≤ 1/ ln(2 e), which is the condition on h in Theorem 1.
Proof. Using Theorem 1 the discretization error does not change and is given by
The truncation error |I h (f ) − Q Dn h (f )| is estimated using Theorem 4. We set h j = (a j h) 1/bj , j = 1, . . . , s, the discretization error can be estimated as
Note that ⌊x⌋ ≥ x 2 , for all x ≥ 1, the truncation error is rewritten as
Similarly to Theorem 3, by balancing the orders of magnitude of two errors we obtain
which leads to
where W(·) is the Lambert-W function.
Here, we will approximately solve the equation (37) which is equivalent to
.
Substituting h = N −1/B(s) into the right hand side of the above equality implies
which asymptotically agrees with (38) since W(c x) is equivalent to ln(x) when x goes to infinity for any positive constant c. Substituting the chosen h as in (39) into (34) and (36), the total error is estimated by the combination of these two inequalities.
Numerical results
In this section we present some numerical examples to illustrate the results of Theorem 3 and Theorem 5. We consider three toy examples of integration that might be interesting since they are seen in many applications, namely: integration with respect to Gaussian distribution, integration with respect to exponential distribution and Fourier-like integration. For the last two integrations we apply so-called double exponential transformations, which were firstly developed by Mori and Takahasi, see [5, 12, 13] . Particularly, we use the change of variables
where Ω ⊆ R s and φ j , for j = 1, . . . , s, are suitable double exponential transformations. Generally, these transformations not only give single or double exponential decay of the function, but also keep the smoothness of the integrand. We will discuss more about which transformations should be used for each particular example in the further part.
In order to calculate with very high precision, our test are implemented in C++ using the Boost.Multiprecision library which allows us to define variables with arbitrary decimal digit precision.
Example 1. We consider the integral
The Fourier transform is given aŝ
Since the integrand and its Fourier transform already decay exponentially fast, for this integrand there is no need to use double exponential transform. In Figure 1 Example 2. To provide numerical examples that illustrate the convergence rate using double exponential transformation, we consider the integration over R s + with respect to the exponential probability density To get double exponential decay towards both −∞ and +∞ we apply the following double exponential transformations: 
Applying our proposed method where the step sizes and truncation points are chosen as in Theorem 5, the obtained result is displayed in Figure 2 (log-log). We can see that the convergence rate again matches well with the expected convergence rate in the Theorem 5, i.e., of order O(exp(−c N 1/s / log(N )), where c ≈ 4.37, 6.10, 10.50, 9.63 for the case s = 1, 2, 4, 8 respectively.
Example 3. In this example we consider a Fourier-type integration
sin(x j ) x j dx. We apply the following double exponential transformations, see [5, §5.4] and [6] , for j = 1, . . . , s,
and M j is chosen depending on h j as
where h j is the step size. This results in the following integral
For large negative u j , the univariate transformed integrand decays double exponentially. For large positive u j , in contrary to the other double exponential transformations, (41) does not improve the decay of the integrand. Instead, it guarantees the discretized transformed function (on the trapezoidal points) decays double exponentially fast, which is in fact the more accurate condition for the truncation error to hold. Indeed, when n j goes to +∞, with the chosen M j as in (42) we have
due to the fact that sin (πn/(1 − x)) = sin(πn + πnx/(1 − x)) ≈ (−1) n πnx when x ≈ 0. Since the right hand side of the last equality decays double exponentially fast when n goes to +∞ and φ ′ (n j h j )/φ(n j h j ) is bounded, then the univariate transformed integrand becomes double exponentially small also at large positive trapezoidal points. As a result, we can truncate the trapezoidal sum at a moderate number of terms and expect an exponential convergence rate. The graph of the univariate transformed function and the function values at the trapezoidal points are shown in Figure 3 . The non-symmetry of the univariate transformed integrand leads to different behavior of the multivariate transformed integrand in different s dimensional orthants. Therefore, in this example instead of truncating the integration domain in advance, we use an adaptive truncation strategy as was done in [6] .
Since the considered function is isotropic, h j and M j are chosen equal to and M respectively for all j. Due to the analyticity of the transformed integrand, its Fourier transform decays exponentially fast, presumably, with a j = a and b j = 1 for all j and some positive constant a. Substituting chosen h j , a j and b j into Theorem 1, the discretization error can be estimated as
The value of a will be determined numerically in order to achieve the best accuracy. The trapezoidal summation is truncated when its terms are small enough, namely when the following condition is satisfied sin(M φ j (n j )) φ j (n j ) φ ′ j (n j ) < exp(−a/ ).
In the implementation, we repeat the test for = π/M with an increasing sequence of M . We tested this problem numerically up to the 4 dimensional case. We choose a = 5 for s = 1, 2, 3 and a = 6 for s = 4. Figure 4 (log-log) shows the relative error with respect to the number of function evaluations, which shows an expected rate of convergence close to O exp(−c N 1/s / log N ) , where c ≈ 2.17, 4.32, 5.11, 6.86 for the case s = 1, 2, 3, 4 respectively.
In view of the theoretical results and the results of numerical experiments, we may see the curse of dimensionality. This will be discussed more in Section 6.
Conclusion
In this work we have analyzed the integration of analytic functions over Euclidean space, we show the truncated trapezoidal rule is efficient, i.e., the error decays exponentially fast, for a moderate number of dimensions. This setting allows us to estimate both the discretization error and truncation error; and then optimally balance them. We have also numerically verified our theory by some numerical tests. The obtained results match very well with the theoretical estimations.
Finally, the convergence rates in Theorem 3 and Theorem 5 depend strongly on the dimension s via the parameters B(s) and D(s). One may hope to relax these dependences by making stronger assumptions on the smoothness and the decay of the functions, e.g., by assuming both B(s) and D(s) to be uniformly bounded when s increases. This is equivalent to requiring the function and its Fourier transform to be both concentrated at the origin which is unfortunately in conflict with a general phenomenon sometimes called "the Heisenberg uncertainty problem" [2] . Additionally, although our truncation strategy is the simplest one, easy to be analyzed and implemented, it has not inexhaustibly taken advantage of the trapezoidal rule. For example, for the integration of the Gaussian function as in (40) it is easy to see that it will be more efficient if we truncate the trapezoidal points within a sphere rather than a cube. Therefore, it is necessary to seek for other possible efficient truncation strategies. This will be left for future research. 
