Spectral statistics play a central role in many multivariate testing problems. It is therefore of interest to approximate the distribution of functions of the eigenvalues of sample covariance matrices. Although bootstrap methods are an established approach to approximating the laws of spectral statistics in lowdimensional problems, these methods are relatively unexplored in the high-dimensional setting. The aim of this paper is to focus on linear spectral statistics (LSS) as a class of "prototype statistics" for developing a new bootstrap method in the high-dimensional setting. In essence, the method originates from the parametric bootstrap, and is motivated by the notion that, in high dimensions, it is difficult to obtain a non-parametric approximation to the full data-generating distribution. From a practical standpoint, the method is easy to use, and allows the user to circumvent the difficulties of complex asymptotic formulas for LSS. In addition to proving the consistency of the proposed method, we provide encouraging empirical results in a variety of settings. Lastly, and perhaps most interestingly, we show through simulations that the method can be applied successfully to statistics outside the class of LSS, such as the largest sample eigenvalue and others.
in a streamlined way. In recent years, the two approaches have developed along different trajectories, and in comparison to the rapid advances in RMT (see Bai and Silverstein (2010) ; Paul and Aue (2014) ; Yao et al. (2015) for overviews), relatively little is known about the performance of bootstrap methods in the context of high-dimensional covariance matrices.
Based on these considerations, it is of basic interest to identify classes of spectral statistics for which bootstrap methods can succeed in high dimensions. For this purpose, linear spectral statistics (LSS) provide a fairly broad class that may be used as a testing ground. Moreover, LSS are an attractive class of prototypes because they are closely related to many classical statistics in multivariate analysis (Muirhead, 2005) , and also, because their probabilistic theory is well-developed -which facilitates the analysis of bootstrap methods.
Much of the modern work on the central limit theorem (CLT) for LSS in high dimensions was initiated in the pioneering papers Jonsson (1982) and Bai and Silverstein (2004) . In the case when data are generated by an underlying matrix of i.i.d. random variables, these papers assume that the variables have kurtosis equal to 3, and thus closely resemble Gaussian variables. Subsequent papers, such as Pan and Zhou (2008) , Lytova and Pastur (2009) , Zheng (2012) , Wang and Yao (2013) and Najim and Yao (2016) , have sought to remove this restriction at the expense of having to deal with additional non-vanishing higher-order terms that alter the form of the limit. In particular, the CLTs derived in these papers lead to intricate expressions for the limit laws of LSS. Furthermore, if the kurtosis differs from 3, the existence of a limiting distribution is not assured without extra assumptions on the population eigenvectors -a fact elucidated in the papers Pan and Zhou (2008) and Najim and Yao (2016) .
Although the asymptotic formulas for LSS provide valuable insight, it is important to note that the numerical evaluation of these formulas involves two sets of considerations. First, the formulas depend on the unknown population spectrum. Hence, in general, the formulas must be combined with a method for spectrum estimation, which has been an active research topic in recent years (El Karoui, 2008; Mestre, 2008; Rao et al., 2008; Bai et al., 2010; Ledoit and Wolf, 2015; Kong and Valiant, 2017+) . Second, once the relevant estimates have been obtained, they must be plugged into expressions involving complex derivatives, contour integrals, or multivariate polynomials of high degree, which entail non-trivial numerical issues, as discussed in the papers Rao et al. (2008) and Dobriban (2015) . By contrast, bootstrap methods have the ability to bypass many of these details, because the formulas will typically be evaluated implicitly by a sampling mechanism. Another related benefit is that if the settings of an application are updated, a bootstrap method may often be left unaltered, whereas formula-based methods may be more sensitive to such changes.
In low dimensions, the bootstrap generally works for smooth functionals of the sample covariance matrix, with difficulties potentially arising in certain cases; for example, if population eigenvalues are tied. An overview of works in these settings is given in Hall et al. (2009) , and remedies of various kinds have been proposed in Beran and Srivastava (1985) , Dümbgen (1993) and Hall et al. (2009) , among others. In highdimensions, there are few contributions to the literature on bootstrap procedures, and those available report mixed outcomes. For example, Pan et al. (2014) briefly discuss a high-dimensional bootstrap method for con-structing test statistics based on LSS, but a different method is ultimately pursued in that work. Outside of the class of LSS, the recent paper El Karoui and Purdom (2016) considers both successes and failures of the standard non-parametric bootstrap in high dimensions. Specifically, it is proven that when the population covariance matrix is effectively low-rank, the non-parametric bootstrap can consistently approximate the joint distribution of a fixed set of the largest sample eigenvalues. However, it is also shown that the non-parametric bootstrap can fail to approximate the law of the largest sample eigenvalue when its population counterpart is not well separated from the bulk. Concerning the implementation of the non-parametric bootstrap, the recent paper Fisher et al. (2016) develops an efficient algorithm in the context of high-dimensional PCA. Another computationally-oriented work is Rao et al. (2008) , which focuses on a sub-class of LSS, namely the tracial moments of the sample covariance matrix. In the case of Gaussian data, the authors use high-order moment formulas to analytically compute the parameters in the limit laws of tracial moments.
The primary methodological contribution of this paper is a bootstrap procedure for LSS that is both user-friendly, and consistent (under certain assumptions). In light of the mentioned difficulties of the nonparametric bootstrap in high dimensions, it is natural to consider a different approach inspired by the parametric bootstrap. Specifically, our approach treats the population eigenvalues and kurtosis as the essential parameters for approximating the distributions of LSS. Likewise, the proposed algorithm involves sampling bootstrap data from a proxy distribution that is parameterized by estimates of the eigenvalues and kurtosis.
The approach taken here bears some similarity with the bootstrap method of Pan et al. (2014) , since both may be viewed as relatives of the parametric bootstrap. However, there is no further overlap, as the bootstrap in Pan et al. (2014) is intended to produce a specific type of test statistic, and is not designed to approximate the distributions of general LSS, as pursued here.
The main theoretical contribution of this paper is the verification of bootstrap consistency. To place this result in context, it is worth mentioning that, to the best of our knowledge, a bootstrap consistency result for general LSS has not previously been available in high dimensions, even when the true covariance matrix is diagonal, or when the data are Gaussian. Nevertheless, the results here are embedded in a more general setting that allows for non-diagonal covariance matrices with sufficiently regular eigenvectors, as well as non-Gaussian data. The proof synthesizes recent results on the CLT for LSS and spectrum estimation (Najim and Yao, 2016; Ledoit and Wolf, 2015) . Along the way, consistency is also established for a new kurtosis estimator that may be useful in other situations. The theoretical results are complemented by a simulation study for several types of LSS, which indicates that the proposed bootstrap has excellent performance in finite samples, even when dimensionality is larger than sample size. One of the most interesting aspects of the method is that it appears to extend well to various nonlinear spectral statistics (for which asymptotic formulas are more scarce). This fact is highlighted through experiments on three nonlinear spectral statistics: the largest sample eigenvalue, the sum of the top ten sample eigenvalues and the spectral gap statistic. Moreover, the proposed bootstrap leads to favorable results when applied to several classical sphericity tests, including some nonlinear ones.
The remainder of this paper is organized as follows. Section 2 details the setting, and states the assump-tions underlying the theoretical results. Section 3 presents the bootstrap algorithm. The main theoretical contributions are given in Section 4. Empirical aspects are highlighted in Section 5. Lastly, Section 6 concludes, and all proofs are given the Appendix.
Setting and preliminaries
Our analysis is based on a standard framework for high-dimensional asymptotics, involving a set of n samples in R p , where the dimension p = p(n) grows proportionally with n. The data-generating model is assumed to satisfy the following conditions, where the samples are represented as the rows of the data matrix X ∈ R n×p .
Even though X depends on n, this is generally suppressed (except in some technical arguments), and the same convention is applied to a number of other objects.
Assumption 2.1 (Data-generating model).
(i) For each n, the population covariance matrix Σ n ∈ R p×p is positive definite.
(ii) As n → ∞, the aspect ratio γ n = p/n converges to a constant γ ∈ (0, ∞) \ {1}.
(iii) For each n, the data matrix X is generated as X = ZΣ 1/2 n , where the matrix Z ∈ R n×p is the upper-left
Remark 2.1. The restriction γ = 1 is made for purely technical reasons, in order to use existing theory for spectrum estimation, as discussed in Section 3. The proposed method can, however, still be implemented when p = n.
Define the sample covariance matrixΣ n = 1 n X ⊤ X, and denote its ordered eigenvalues by
In the high-dimensional setting, asymptotic results regarding the eigenvalues ofΣ n are typically stated in terms of the empirical spectral distribution (ESD)Ĥ n , defined througĥ
Denote by H n the population counterpart ofĤ n in (2.1), using the population eigenvalues λ j (Σ n ) in place of the sample eigenvalues λ j (Σ n ).
The class of linear spectral statistics associated withΣ n consists of statistics of the form
where f is a sufficiently smooth real-valued function on an open interval I ⊂ R. In the context of this paper, it will be sufficient to assume that f has three continuous derivatives, denoted by f ∈ C 3 (I). To specify I in detail, define an interval [a, b] with endpoints
where x 2 + = (max{x, 0}) 2 . Note that the boundedness of the interval [a, b] will be implied by Assumption 2.2 below. In turn, I is allowed to be any open interval containing [a, b] . The reason for this choice of I is that asymptotically, it is wide enough to contain all of the eigenvalues ofΣ n . More precisely, with probability 1, every eigenvalue ofΣ n lies in I for all large n; see Silverstein (1998, 2004) . Lastly, when referring to the joint distribution of linear spectral statistics arising from several functions f = (f 1 , . . . , f m ), the notation
) is used, with m being a fixed number that does not depend on n.
The next assumption details additional asymptotic requirements on the population spectrum. Note that weak convergence is denoted as
Assumption 2.2 (Regularity of spectrum). There is a limiting spectral distribution H, such that, as n → ∞,
where the support of H is a finite union of closed intervals, bounded away from zero and infinity. Furthermore, there is a compact interval in (0, ∞) containing the support of H n for all large n, and also, λ 1 (Σ n ) converges to the largest number in the support of H.
The existence of the limit (2.2) is standard for proofs relying on arguments from random matrix theory. Meanwhile, the assumed structure on the support of H allows us to make use of existing theoretical guarantees for estimating the spectrum of Σ n , based on the QuEST algorithm of Ledoit and Wolf (2017) , to be discussed later.
In addition to Assumption 2.2, regularity of the population eigenvectors is needed to establish the consistency of the proposed method in the case of non-Gaussian data, when κ = 3. A similar assumption has also been used previously in Pan and Zhou (2008, Theorem 1.4) in order to ensure the existence of a limiting distribution for LSS. To state the assumption, recall some standard terminology. For any distribution function F , define its associated Stieltjes transform as the function z → 1 λ−z dF (λ), where z ranges over the set C \ R. A second object to introduce is the "Marčenko-Pastur map", which describes the limit of the ESD H n . Specifically, under conditions weaker than Assumptions 2.1 and 2.2, it is a classical fact that the limit H n w − − → F(H, γ) holds with probability 1, where F(H, γ) is a distribution that only depends on H and γ.
The object F(·, ·) was termed the Marčenko-Pastur map in Dobriban (2017+) . Additional background may be found in the references Marčenko and Pastur (1967) and Bai and Silverstein (2010) . Assumption 2.3 (Regularity of eigenvectors). Let z ∈ C \ R, and let t n (z) be the Stieltjes transform of
n be a spectral decomposition for Σ n , and define the non-random diagonal matrix
Then, for any fixed numbers z 1 , z 2 ∈ C \ R, the following limit holds as n → ∞:
Although the condition (2.4) is clearly satisfied when Σ n is diagonal, the condition can also be satisfied when Σ n is non-diagonal. Specific examples of such matrices are detailed in Propositions 4.1 and 4.2 below. In addition, the simulation results reported in Section 5 include several examples of non-diagonal Σ n , as well as some constructed from natural data. One further point to keep in mind is that this assumption will not be necessary when κ = 3.
Method
This section details the bootstrap algorithm. At a conceptual level, the approach is rooted in the notion that when p and n are proportional, it is typically difficult to obtain a non-parametric approximation to the full datagenerating distribution. Nevertheless, if the statistic of interest only depends on a relatively small number of parameters, it may still be feasible to estimate them, and then generate bootstrap data based on the estimated parameters. In this way, the proposed method is akin to the parametric bootstrap (even though the model in Assumption 2.1 is non-parametric).
From a technical perspective, the starting point for this method is the fundamental CLT for LSS established by Bai and Silverstein (2004) for the case κ = 3. Their result implies that, under Assumptions 2.1 and 2.2, the
, where the limiting variance σ 2 f (H) is completely determined by f and H. Consequently, when κ = 3, the eigenvectors of Σ n have no asymptotic effect on a standardized LSS. More recently, the advances made by Najim and Yao (2016, Theorem 2) and Pan and Zhou (2008, Theorem 1.4) indicate that this property extends to the case κ = 3, provided that the eigenvectors of Σ n are sufficiently regular (in the sense prescribed by Assumption 2.3). Likewise, this observation motivates a parametric-type bootstrap -which involves estimating the parameters κ and H, and then drawing bootstrap data from a distribution that is parameterized by these estimates. More concretely, since H can be approximated in terms of the finite set of population eigenvalues λ 1 (Σ n ), . . . , λ p (Σ n ), the bootstrap data will be generated using estimates of these eigenvalues.
Bootstrap algorithm
To introduce the resampling algorithm, let Σ n = U n Λ n U ⊤ n be a spectral decomposition for Σ n . The bootstrap method relies on access to estimators of the spectrum Λ n and the kurtosis κ, which will be denoted byΛ n and κ n . For the sake of understanding the resampling algorithm, these estimators may for now be viewed as black boxes. Later on, specific methods for obtainingΛ n andκ n will be introduced and their consistency properties established. Lastly, if W is a scalar random variable, write W ∼ Pearson(µ 1 , µ 2 , µ 3 , µ 4 ) to refer to a member of the Pearson system of distributions, which is parameterized by the first four moments E[W l ] = µ l with l = 1, . . . , 4 (Becker and Klößner, 2017; Pearson, 1895) . * Algorithm 3.1 (Spectral bootstrap).
(1) Generate a random matrix Z * ∈ R n×p with i.i.d. entries drawn from Pearson(0, 1, 0,κ n ).
(2) Compute the eigenvalues of the matrixΣ
n , and denote them byλ * 1 , . . . ,λ * p .
Return: the empirical distribution of the values T * n,1 (f ), . . . , T * n,B (f ).
Although the algorithm is presented with a focus on LSS, it can be easily adapted to any other type of spectral statistic by merely changing Step (3). The performance of the algorithm may thus be explored in a wide range of situations. Regarding the task of generating the random matrix Z * , the Pearson system is used only because it offers a convenient way to sample from a distribution with a specified set of moments. Apart from the ability to select the first four moments as (0, 1, 0,κ n ), the choice of the distribution is non-essential.
Estimating the spectrum
To use Algorithm 3.1 in practice, specific estimators for H and κ have to be specified. With regard to the first task of spectrum estimation, several methods are available in the literature (as listed in Section 1). For the purposes of this paper, a slightly modified version of the QuEST spectrum estimation method proposed by Ledoit and Wolf (2015, 2017 ) is used. However, the bootstrap procedure does not uniquely rely on QuEST, and any other spectrum estimation method is compatible with the results presented here, as long as it furnishes a weakly consistent estimator of H, as in Theorem 4.1 below.
In addition to consistency properties, another reason for the choice of the QuEST method is its userfriendly Matlab software (Ledoit and Wolf, 2017) . The numerical implementation of this method relies on the QuEST function, which is essentially a discretization of the integral equation satisfied by the Stieltjes transform of the limiting ESD arising from the Marčenko-Pastur law. In turn, the conversion of the Stieltjes transform to the spectrum requires inverting the QuEST function, given in the algorithm of Ledoit and Wolf (2017) . * If the first three moments satisfy µ1 = 0, µ2 = 1, µ3 = 0, then any value µ4 > 1 is permitted within the standard definition of the Pearson system. However, as a matter of completeness, the possibility µ4 = 1 is included by defining Pearson(0,1,0,1) as the two-point (Rademacher) distribution placing equal mass at ±1. This small detail ensures that the distribution Pearson(0, 1, 0,κn) makes sense for all possible realizations of the estimatorκn defined in line (3.2).
For the bootstrap procedure of Algorithm 3.1, the QuEST algorithm is used in the following way. Let λ Q,1 , . . . ,λ Q,p denote the estimates of λ 1 (Σ n ), . . . , λ p (Σ n ) output by QuEST, noting that these eigenvalue estimates are obtained as quantiles of the QuEST estimator for H. Rather than using these estimated eigenvalue directly, useλ
. . ,λ p ) will be used in several places below.) Applying the truncation (3.1) ensures that the top estimated eigenvalueλ 1 remains asymptotically bounded, which will be useful in proving that the bootstrap Algorithm 3.1 is consistent. This modification will not affect estimation of the limiting distribution H, because the truncation only affects a negligible fraction of top QuEST eigenvalues, and does not affect the weak convergence of the distributioñ
1{λ j ≤ λ} (which will be explained more carefully in the relevant proofs). This consistency ofH n is stated in Theorem 4.1 below.
Estimating the kurtosis
It remains to construct an estimator for the kurtosis. This is done considering an estimating equation for κ arising from the variance of a quadratic form. Specifically, under the data-generating model in Assumption 2.1, it is known that
where · F denotes Frobenius norm, X 1· is the first row of X, and (σ 2 1 , . . . , σ 2 p ) = diag(Σ n ); see Lemma A.1 in Appendix A. The importance of this equation is that it is possible to obtain ratio-consistent estimates of the three unknown parameters on the right-hand side, even when the dimension is high. Define
observing that these parameters tend to grow in magnitude as p increases. Define corresponding estimatorŝ
These give rise to the the kurtosis estimator
wheneverω n = 0, andκ n is arbitrarily defined to be 3 in the exceptional caseω n = 0. The latter detail is only mentioned because our setting allows for discrete data, and so it is possible in finite samples forω n to be zero with positive probability -but this issue is unimportant from an asymptotic standpoint. Also note that the max{·, 1} function in the definition (3.2) enforces the basic inequality
To the best of our knowledge, a consistent estimate for κ has not previously been established in the highdimensional setting (although the estimation of related moment parameters has been studied, for instance, in Bai and Saranadasa (1996) and Fan et al. (2015) ). Outside the context of LSS, the estimatorκ n may be independently useful as a diagnostic tool for checking whether or not data are approximately Gaussian.
Main results
This section collects the large-sample results, including the consistency of the spectrum and kurtosis estimators, and the consistency of the spectral bootstrap procedure. In addition, examples of covariance models are provided that guarantee regularity of eigenvectors. The first result pertains to the consistency of the estimators.
Its proof as well as those of all other statements in this section are collected in the Appendix. Denote by P − → convergence in probability. 
and the inequality sup n λ 1 (Λ n ) < ∞ holds almost surely.
Note that the consistency of the kurtosis estimator only relies on the data-generating model in Assumption 2.1, and does not require any special structure of the matrix Σ n .
The following propositions discuss specific settings that satisfy Assumption 2.3 on eigenvector regularity.
The first example concerns the spiked covariance model introduced by Johnstone (2001) , which has received considerable attention in the literature. (Confer Baik and Silverstein (2006) and Paul (2007) for additional background.) An important feature of this example is that an arbitrary set of eigenvectors will satisfy Assumption 2.3 when the eigenvalues are spiked.
Proposition 4.1. (Non-diagonal spiked covariance models). Suppose the eigenvalues of Σ n are given by
where
For the next example, recall that by definition, a matrix Π is an orthogonal projection if it is symmetric and satisfies Π 2 = Π. It follows that if Π is an orthogonal projection, then any matrix of the form U n = I p − 2Π satisfies U ⊤ n U n = I p , and is hence orthogonal. In a sense, the following example is dual to the first example, since it shows that an arbitrary set of eigenvalues are allowed under Assumption 2.3 if the rank of the perturbing matrix Π does not grow too quickly. 
, where Π is a p × p orthogonal projection matrix with rank(Π) = o(p). Then, for any diagonal matrix Λ n with non-negative entries, the matrix Σ n = U n Λ n U ⊤ n satisfies Assumption 2.3.
To consider the simplest case of the proposition, note that even a rank-1 perturbation Π can produce a dense matrix Σ n in which most off-diagonal entries are non-zero. Namely, if 1 ∈ R p denotes the all-ones vector and if Π = 1 p 11 ⊤ , then it follows that the off-diagonal (i, j) entry of Σ n will be non-zero whenever
Remark 4.1. The previous examples may also be of interest outside the scope of the current paper, since they illustrate some consequences of the CLT derived by Najim and Yao (2016) . Specifically, for the choices of Σ n identified in Propositions 4.1 and 4.2, it follows from Theorem 2 in Najim and Yao (2016) that even when κ = 3, a limiting distribution exists for the standardized statistic p(T n (f ) − E[T n (f )]) -and it seems that this was not previously known. (In general, when κ = 3 and Σ n is non-diagonal, a limiting distribution is not guaranteed to exist.)
All ingredients have been collected in order to state bootstrap consistency. The main result is expressed in terms of the Lévy-Prohorov (LP) metric between probability distributions. Let L(U ) denote the distribution of a random vector U ∈ R m , and let B be the collection of Borel subsets of R m . For any A ⊂ R m and any δ > 0, define the δ-neighborhood A δ = {x ∈ R m : inf y∈A x − y 2 ≤ δ}. For any two random vectors U and V in R m , the LP metric between their probability distributions is defined by
The LP metric plays a fundamental role in comparing distributions because convergence with respect to d LP is equivalent to weak convergence. The following is the main result of this paper.
Theorem 4.2 (Consistency of the spectral bootstrap for LSS). Suppose that Assumptions 2.1 and 2.2 hold,
and that either κ = 3 or Assumption 2.3 hold. Let f = (f 1 , . . . , f m ) be a fixed collection of functions lying in
is a bootstrap sample constructed from Algorithm 3.1 with the estimatorsΛ n andκ n defined through (3.1) and (3.2), then, as n → ∞,
Note that the result allows for the approximation of the joint distribution of several linear spectral statistics, which is of interest, since a variety of classical statistics can be written as a non-linear function of several LSS (Dobriban, 2017+, Sec. 3.2) . A second point to mention is that even if κ = 3 and Assumption 2.3 fails, then the limit (4.3) may still remain approximately valid. The reason is that, as n → ∞, it turns out that the parameters of L(T n (f )) that are influenced by the eigenvectors U n are suppressed by a factor of (κ − 3).
The proof of Theorem 4.2 is given in the Appendix. At a high level, the proof leverages recent progress on the CLT for LSS (Najim and Yao, 2016) , as well as a consistency guarantee for spectrum estimation (Ledoit and Wolf, 2015) . In particular, there are two ingredients from Najim and Yao (2016) that are helpful in analyzing the bootstrap in the high-dimensional setting. The first is the use of the d LP metric for quantifying distributional approximation, which differs from previous formulations of the CLT for LSS that have usually been stated in terms of weak limits. † Secondly, Najim and Yao (2016) extend the use of the Helffer-Sjöstrand formula (Helffer and Sjöstrand, 1989 ) from previous works in RMT, allowing T n (f ) to be analyzed with f ∈ C 3 (I), as opposed to the more stringent smoothness assumptions placed on f in previous works. This formula is also convenient to work with, since it allows any LSS to be represented as a linear functional of the empirical Stieltjes transform
, viewed as a process indexed by z. Hence, when comparing T n (f ) with its bootstrap analogue, it is enough to compare the empirical Stiltjes transform with its bootstrap analogue, and in turn, these have the virtue of being approximable with Gaussian processes.
Numerical experiments
This section highlights the empirical performance of the proposed spectral bootstrap procedure in a variety of settings to be introduced in Section 5.1. The performance for three generic choices of LSS is reported in Section 5.2, while Section 5.3 discusses how the bootstrap performs for a number of nonlinear spectral statistics of interest that are not covered by the theory. Section 5.4 shows how the proposed method can be applied to some popular multivariate hypothesis tests.
Simulation settings
Several situations involving non-diagonal covariance matrices Σ n were considered. In each case, data were generated according to X = ZΣ 1/2 n , where the entries of Z ∈ R n×p are i.i.d. random variables. The specifications for the matrices Σ n and Z are given below.
(a) Spiked covariance model: The eigenvalues were chosen as λ 1 = · · · = λ 10 = 3 and λ j = 1 for j = 11, . . . , p. The eigenvector matrix U n for Σ n was generated from the uniform (Haar) distribution on the set of orthogonal matrices.
(b) Spread eigenvalues: To construct a case with substantial variation among the eigenvalues, we used λ j = j −1/2 for j = 1, . . . , p. This choice is of special interest, since it violates the condition that the bottom eigenvalue is bounded away from 0 as p → ∞, which is commonly relied upon in random matrix theory. In addition, the eigenvectors of Σ n were generated as in case (a).
(c) Real data: The population matrix Σ n is constructed with the help of the DrivFace dataset in the UCI Machine Learning Repository (Lichman, 2013) . After centering the rows and standardizing the columns, the rows were projected onto the first p principal components, with p = 200, 400, or 600. If the resulting transformed data matrix is denotedX, then the matrix Σ n = 1 nX TX was used (for each choice of p) as a population covariance matrix for generating new data in the simulations.
With regard to the entries of the matrix Z, the following distributions were selected. In each case, the distributions were standardized to have mean 0 and variance 1.
(1) The standard Gaussian distribution with κ = 3;
(2) The standardized beta(6,6) distribution with κ = 2.6; (3) The standardized Student t-distribution with 20 degrees of freedom, giving κ = 3.375.
The beta distribution is an example of a platykurtic distribution, while the t-distribution is leptokurtic. This allows for a meaningful assessment of the bootstrap for various choices of kurtosis. For each combination of settings (a)-(c) and (1)- (3), simulation results are reported in the following sections for sample size n = 500 and dimensions p = 200, 400 and 600, leading to aspect ratios γ n = 0.4, 0.8 and 1.2, respectively.
Simulations for LSS
In order to assess the bootstrap performance for LSS, the following cases were considered:
The population and bootstrap distributions of these spectral statistics were computed in the following way.
For each setting corresponding to (a)-(c) and (1)-(3), a set of 1,000 realizations of X were generated. The bootstrap method was then applied to each matrix X, using B = 100 bootstrap replicates. From these 100 replicates, the sample standard deviation, as well as the 0.95 and 0.99 sample quantiles were used to estimate the corresponding parameters of the standardized distribution p(T n (f ) − E[T n (f )]). Hence, altogether, 1,000 bootstrap estimates were obtained for each of these three parameters. In the tables, the sample means of these 1,000 estimates are reported in bold, with the sample standard deviation listed in parentheses. The corresponding population values (approximated with the 1,000 realizations of X) are reported in unbolded font.
The results corresponding to the Gaussian, beta, and t-distributions are given in Tables 5.1, 5.2 and 5.3, respectively. It can be seen that the bootstrap generally works well, even with the modest choice of 100 bootstrap replicates. The quality of approximation is excellent for the Gaussian case, and still very good for the beta and t-distributions. It is particularly remarkable that the bootstrap does well for the real data cases across all three distributions, perhaps indicating its promise for practical use. Table 5 .1: Case (1): Standard Gaussian variables Z ij . Summary statistics for the bootstrap for standardized LSS with (a) spiked (b) spread and (c) real data covariance matrices Σ n , and various aspect ratios γ n . For each γ n , the unbolded entries display the population quantities, while the bolded entries display the mean and standard deviation (in parentheses) for the bootstrap estimates. All results are for sample size n = 500. Table 5 .1.
with f (x) = log( Table 5 .1.
Simulations for nonlinear spectral statistics
This section shows that the proposed bootstrap procedure can work for statistics beyond the class of LSS.
(Recall that in order to apply Algorithm 3.1 to a generic nonlinear spectral statistic, say ψ(λ 1 , . . . ,λ p ), it suffices to change only Step (3) to compute bootstrap samples of the form ψ(λ * 1 , . . . ,λ * p ).) Even though a theoretical assessment for nonlinear spectral statistics is not feasible in the present paper, simulations have been conducted with the following examples:
T max = λ 1 (Σ n ), the largest eigenvalue;
T 10 = λ 1 (Σ n ) + · · · + λ 10 (Σ n ), the sum of the top ten eigenvalues;
Note that asymptotic formulas for the distributions of these statistics are not available in many situations, especially if the matrix Z is non-Gaussian, or if the matrix Σ n is non-diagonal. The simulations are were set up in the same way as in the previous subsection for LSS, except that results are reported for (T max −E[T max ]), Table 5 .5: Case (2): Standardized beta(6,6) variables Z ij . Results are displayed as in Table 5 .4. Table 5 .4.
Applications to hypothesis testing
The bootstrap procedure may be applied to compute critical values for sphericity tests of the null hypothesis Muirhead, 2005) . Three types of test statistics were considered in the simulations, namely
Likelihood ratio test (LRT) statistic: tr(Σ n ) − log detΣ n − p;
Note that the latter two examples are nonlinear spectral statistics, whereas the LRT of Onatski et al. (2013) is an LSS based on f (x) = x − log(x) − 1. John's test (John, 1971 ) is proportional to the square of the coefficient of variation of the spectrum of the sample covariance matrix. In the case of Gaussian data, both LRT and John's test statistics have been shown to be asymptotically normal (Yao et al., 2015) .
As indicated above, the bootstrap was applied using the three distributions (1)- (3) given in Section 5.1 and the empirical rejection levels were recorded for both the 5% and 1% nominal levels. Table 5 .7: Type 1 errors of the bootstrap procedure at the 5% and 1% nominal levels for various tests for sphericity under various distributions and aspect ratios. CN stands for condition number. Note that Gaussian, beta(6,6), and t20 refer to the standardized versions of these distributions, with mean 0 and variance 1.
Conclusions
In this paper, a simple yet powerful spectral bootstrap procedure was introduced that facilitates the computation of linear spectral statistics. The method is conceptually simple and easy to apply in practice, thanks to the existence of computing software, such as the QuEST Matlab routine. While the proofs rely on arguments from random matrix theory, the use of the method requires no knowledge of this subject matter.
The main theoretical contribution states the consistency of the spectral bootstrap. Simulation studies with a number of LSS indicate that the bootstrap has excellent finite sample behavior for a range of distributions and varying kurtosis. Moreover, the bootstrap has the promise of being applicable beyond the class of LSS as evidenced through experiments with several nonlinear spectral statistics. This might be particularly useful in applications where formulas for limit laws do not yet exist. Future research may look into theoretically and computationally extending the scope of the proposed bootstrap.
Appendices
Before presenting the proofs, we first mention a few notational items. If a n and b n are numerical sequences, we write a n b n , or equivalently a n = O(b n ), if there is a positive constant c such that |a n | ≤ c|b n | for all large n (where a n and b n are allowed to be complex). Lastly, define the upper and lower complex half-planes
A Proof of Theorem 4.1
Below, we prove the consistency ofκ n in Section A.1, and the consistency ofH n in Section A.2.
A.1 Consistency of kurtosis estimator
Recall that a generic estimatorθ n for a parameter θ n is said to be ratio-consistent ifθ n /θ n P −→ 1. Below, Lemmas A.2, A.3, and A.4 will establish the ratio-consistency ofω n ,ν n , andτ n respectively. In proving these lemmas, we will rely on some facts about random quadratic forms, which are summarized in the following lemma obtained from Bai and Silverstein (2010, Lemma B.26 ) and Bai and Silverstein (2004, eqn. 1.15 ).
Lemma A.1. Let A ∈ R p×p be a non-random matrix, and let V ∈ R p be a random vector with independent
where C r > 0 is a number depending only on r. Furthermore, in the case r = 2, the following formula holds:
Proof. For each j = 1, . . . , p, define the estimator
which clearly satisfies E[σ 2 j ] = σ 2 j , and allowsω n to be written aŝ
Considering the bound
we concentrate on the jth term,
where in the last step we have used the general inequality
. We now deal with the problem of bounding var(σ 2 j ). Let v j = Σ 1/2 e j ∈ R p , and define the rank-1 matrix A (j) = v j v ⊤ j . In turn, letting Z i· denote the ith row of Z, we have
and since the matrix Z has i.i.d. entries, it follows from Lemma A.1 that
Now, returning to the bounds (A.4) and (A.5), we see that
which completes the proof.
Lemma A.3. Suppose Assumption 2.1 holds. Then, E[ν n ] = ν n , and as n → ∞,
Proof. The unbiasedness ofν n is clear. It is a classical fact that for a generic i.i.d. sample Y 1 , . . . , Y n of scalar variables, the sample varianceς 2 =
where µ 4 is the fourth central moment of Y 1 , and ς 2 = var(Y 1 ); see Kenney and Keeping (1951, p. 164 ). If
, where X i· denotes the ith row of X, then we have ς 2 = ν n . Using the formula (A.6), it remains to show that
Noting that X 1· 2 2 = Z ⊤ 1· ΣZ 1· , and that tr(Σ 4 n ) ≤ Σ n 4 F , we may apply Lemma A.1 to conclude that
Furthermore, since we assume κ > 1, the formula (A.2) in Lemma (A.1) implies that ν n Σ n 2 F . Hence, the limit (A.7) holds with rate O(1/n). Proof. We refer to Bai and Saranadasa (1996, Section A. 3) for the proof.
Proof of Theorem 4.1, line (4.1). Define the quantity κ n := 3 +ν n − 2τ n ω n .
Due to the Lemmas A.3, A.2, and A.4, the estimatorsν n ,ω n andτ n are ratio-consistent, which implies that for any fixed ǫ ∈ (0, 1), the event 1 − ǫ 1 + ǫ κ ≤κ n ≤ 1 + ǫ 1 − ǫ κ has probability tending to 1. Since the function max{·, 1} is continuous, the consistency ofκ n = max{κ n , 1} follows.
A.2 Consistency of spectrum estimator
Proof of Theorem 4.1, line (4.2). To prove that the limitH n w − → H holds with probability 1, define the empirical distribution function associated with the QuEST eigenvalues,
Under the conditions used here, the proof of Theorem 2.2 in Ledoit and Wolf (2015) shows that with proba-
To show the distributionH n also satisfies the limit (A.9), let the random variable N n denote the number of valuesλ j that differ from their QuEST counterpartλ Q,j . In this notation, it is sufficient to show that N n = o(p) almost surely, because this implies that for any fixed λ, the following relation holds almost surely,
To show that N n = o(p) almost surely, first note that N n can be written as
With regard to λ 1 (Σ n ), it is known under our assumptions that the limit lim n λ 1 (Σ n ) exists almost surely, and is equal to a finite constant (Bai and Silverstein, 1998, p. 319) . Next, if we let λ H max denote the largest number in the support of H, then it is known under our assumptions that the following inequality holds almost surely,
Although this fact is known to specialists, it does not seem to be commonly stated in the literature when Σ n = I p , and so we prove this as Lemma A.5 at the end of the current proof. To make use of the inequality (A.11), define the random variable
It follows that the inequality (A.11) and the definitions of N n and N ′ n give the following asymptotic bound, which holds with probability 1,
Finally, the limit (A.9) requires that N ′ n = o(p) almost surely, which completes the proof.
Remark. In using the next lemma, note that the condition λ H max = lim n λ 1 (Σ n ) is ensured by Assumption 2.2, where λ H max denotes the largest number in the support of H.
Lemma A.5. Suppose that Assumptions 2.1 and 2.2 hold. Then, the following inequality holds almost surely
Proof. Define the random matrixZ ∈ R n×p to have truncated and centered entries
n . Due to the argument in Section 6.2.1 of the book Bai and Silverstein (2010) , the following equality holds almost surely
and we note that our assumptions imply the right side exists and is deterministic (Bai and Silverstein, 1998, p. 319) . It is also simple to check that E[Σ n ] = ς 2 n Σ n where ς 2 n := var(Z 11 ) satisfies ς 2 n → 1. Therefore,
(A.14)
Meanwhile, Jensen's inequality implies
Lastly, it follows from Section 4 of Yin et al. (1988) that the sequence {λ 1 (Σ n )} is bounded in L 2 , namely sup n E (λ 1 (Σ n )) 2 ≤ C < ∞ for a fixed constant C, and hence, the sequence {λ 1 (Σ n )} is uniformly integrable. Therefore, lines (A.13), (A.14), and (A.15) imply
almost surely, as needed.
B Proofs of Propositions 4.1 and 4.2
Lemma B.1. For any z ∈ C \ R, and any j = 1, . . . , p, the following bound holds,
Proof. Since |w| ≥ |ℑ(w)| for any complex number w, the definition of Γ n (z) implies
Next, we define the function
Because the function t n (z) is a Stieltjes transform, it is a fact that s n (z) is a Stieltjes transform of some distribution, as shown in the proof of Corollary 3.1 in the book Couillet and Debbah (2011) . This implies that
(See Couillet and Debbah, 2011, Theorem 3.2, for details) . When the number ℑ(z) is positive, we have
|ℑ(
1 sn(z) )| ≥ |ℑ(z)|, and hence
The proof can be essentially repeated in the case when z ∈ C − , by using the fact that any Stieltjes transform
Proof of Proposition 4.1. Let z ∈ C \ R be fixed. Also, let the diagonal entries of Γ n (z) be written as
, and let the columns of U n be denoted as u 1 , . . . , u p . Then, for any fixed 1 ≤ j ≤ p,
Under a spiked covariance model, note that the entries
Also note that by Lemma B.1, we have the following bound for each l = 1, . . . , p,
and so the numbers a j (z) satisfy
Now, let z 1 , z 2 ∈ C \ R be fixed, and consider the sum
where we define the remainder
It follows that the bounds (B.1), (B.2) and (B.3), along with Hölder's inequality, imply
Lastly, we must compare with the sum of the values
where we have again used the bound (B.1). Altogether, this verifies the limit (2.4).
Proof of Proposition 4.2. Let z ∈ C \ R be fixed. As before, let the diagonal entries of Γ n (z) be denoted
Since Γ n (z)e j = d j (z)e j , the middle term on the right side satisfies the bound
where we have used Lemma B.1 in the second step. (Note that Π jj = e ⊤ j Πe j is non-negative because Π is necessarily positive semidefinite.) Similarly, Lemma B.1 also implies
Hence, viewing z as fixed, equation (B.4) gives
Likewise, using the boundedness of the values d j (z), and the fact that (Π jj ) 2 ≤ Π jj , it follows that for any fixed numbers z 1 , z 2 ∈ C \ R,
Consequently, averaging over j leads to
which proves the limit (2.4).
C Proof of Theorem 4.2
Let C 3 c (R) denote the set of 3-times continuously differentiable functions on R with compact support. For any function f ∈ C 3 (I), there is another function g ∈ C 3 c (R) such that f = g on some open interval J that satisfies [a, b] ⊂ J ⊂ I. Furthermore, due to the comments on page 5, it is known that with probability 1, every eigenvalue ofΣ n also lies in J for all large n. It follows that f and g will asymptotically agree on all eigenvalues ofΣ n . Hence, we may prove Theorem 4.2 with the set C 3 c (R) in place of C 3 (I). For z ∈ C \ R, define the Stieltjes transforms
where the matrix X should be viewed as fixed when interpretingm * n (z; X) as the empirical Stieltjes transform ofΣ * n . For any positive integer r, define the operator Φ r to act on a function f ∈ C r+1 c (R) according to
where z = x+ √ −1y and the function χ : R → R + is a particular "cut-off function" that is smooth, compactly supported, and equal to 1 in a neighborhood of 0. In turn, for a continuous test function h : C + → C, define the linear functional
∂ ∂y , and ℓ 2 (dz) refers to Lebesue measure on C + . A notable property of the functional φ f is the so-called Helffer-Sjöstrand formula (Helffer and Sjöstrand, 1989) . For a suitable cut-off function χ, this formula allows a generic linear spectral statistic T n (f ) to be represented in terms of the empirical Stieltjes transformm n ,
The importance of this formula in studying the fluctuations of eigenvalues has been recognized in several previous works; see for example Najim and Yao (2016) and the references therein.
To describe the standardized statistic p(T n (f ) − E[T n (f )]), it will be convenient to define the vectorvalued functional φ f (h) = (φ f 1 (h), . . . , φ fm (h)), as well the following standardized versions of the Stieltjes
Consequently, linearity of the functional φ f implies the relations
In this notation, Theorem 4.2 amounts to comparing the distributions L(φ f (μ n )) and L(φ f (μ * n )    X) in the LP metric. To carry this out, each of these distributions will be compared separately with Gaussian processes evaluated under φ f . Specifically, let G n (z) denote the Gaussian process to be compared withμ n (z), and similarly, for a fixed realization of X, let G * n (z; X) denote the Gaussian process to be compared withμ * p (z). (These processes will be defined precisely in Section C.1.) In turn, consider the bound
where we define the terms
It remains to show that I n + II n (X) + III n (X) converges to 0 in probability, which is handled in Section C.2.
With this notation in place, the following lemma defines the processes G n (z) and G * n (z; X), and can be obtained as a reformulation of Proposition 5.2 in Najim and Yao (2016) . Also, as a small clarification, for a generic complex-valued stochastic process indexed by z, say W (z) ∈ C, we write its ordinary covariance function using the notation cov(
Lemma C.1. Suppose that Assumptions 2.1 and 2.2 hold. Then, for each n ≥ 1, there exists a zero-mean complex-valued Gaussian process {G n (z)} z∈Dsym with the covariance function
Also, for each n ≥ 1, and almost every realization of X, there exists a zero-mean complex-valued Gaussian process {G * n (z; X)} z∈Dsym with the conditional covariance function
whereκ n is the kurtosis estimator (3.2) obtained from X.
C.2 Completing the proof of Theorem 4.2
Under the assumptions of Theorem 4.2, we will show that I n + II n (X) + III n (X) converges to 0 in probability by applying the following core lemma from Najim and Yao (2016) to each of the three terms separately. The details of applying the lemma are somewhat different for each term, and these details are addressed in separate paragraphs below.
Lemma C.2 (Najim and Yao (2016, Lemma 6.3)). Let {φ n (z)} n≥1 and {ψ n (z)} n≥1 be two sequences of centered complex-valued stochastic processes indexed by z ∈ D sym . Assume the following conditions (i) -(v) hold.
(i) For each n ≥ 1, and each z ∈ D sym , the processes satisfyφ n (z) =φ n (z) andψ(z) =ψ(z).
(ii) For every ε ∈ (0, 1), both sequences of processes {φ n (z)} n≥1 and {ψ n (z)} n≥1 are tight on D ε .
(iii) For every n ≥ 1, the processψ n (z) is a complex-valued Gaussian process on D sym .
(iv) There are polynomial functions π 1 and π 2 , not depending on n, such that the following bounds hold for
(v) For every fixed d ≥ 1, and every {z 1 , . . . ,
and {ψ n (z)} n≥1 satisfy
Then, for any fixed collection of functions
The term I n . Consider the choicesφ n (z) =μ n (z) andψ n (z) = G n (z). Recall the definitionμ n (z) = p(m n (z)−E[m n (z)]) from line (C.1). Due to the fact that any Stieltjes transform s(z) satisfies s(z) = s(z), it follows that property (i) holds for {μ n (z)} n≥1 . Using this property of Stieltjes transforms again, the sequence {G n (z)} n≥1 can be verified to satisfy (i) by applying the "meta-model argument" in the proof of Proposition 5.2 in the paper Najim and Yao (2016) , which implies that for each n, the process G n (z) arises as a limit of empirical Stieltjes transforms. ‡ Lastly, the fact that both sequences of processes satisfy conditions (ii)-(v) follow directly from Theorem 1 and Proposition 6.4 in Najim and Yao (2016) ; see also the comments preceding Proposition 6.4. Therefore, I n → 0.
Remark C.1. In the remaining paragraphs, we will write X n instead of X, in order to emphasize the fact that each realization of X lies within the sequence of matrices {X n } n≥1 .
The term II n (X n ). We aim to show that II n (X n ) P −→ 0. Consider the choicesφ n (z) = G n (z) and ψ n (z) = G * n (z; X n ), where we view the second process from the viewpoint of the bootstrap world, conditionally on a fixed realization of X n . In the previous paragraph, we already explained why {G n (z)} n≥1 satisfies conditions (i)-(iv). Hence, we will first verify the conditions (i)-(iv) for {G * n (z; X n )} n≥1 , and then condition (v) involving both sequences of processes will be verified later. To handle the first task, it is enough to show that for any subsequence N ⊂ {1, 2, . . . }, there is a sub-subsequence N ′ ⊂ N, such that {G * n (z; X n )} n∈N ′ satisfies conditions (i)-(iv) for almost every realization of {X n } n∈N ′ . For the conditions (i)-(iv), the arguments used in the previous paragraph may be applied almost directly to {G * n (z; X n )} n∈N ′ , again using Theorem 1 and Proposition 6.4 in Najim and Yao (2016) . However, there is one detail to notice, which is that if we view {G * n (z; X n )} n∈N ′ from the perspective of the bootstrap world, then the "population kurtosis" isκ n , which varies with n (whereas κ is fixed with respect to n). Nevertheless, this does not create any difficulty when using Theorem 1 and Proposition 6.4 in Najim and Yao (2016) . The reason is that the proofs underlying these results allow the population kurtosis to vary with n as long as it remains bounded, and since we knowκ n P −→ κ, it follows that for any sub-subsequence N ′ , almost every realization of {κ n } n∈N ′ is a bounded sequence of numbers.
We now verify condition (v), involving both sequences of processes. Specifically, in order to ensure that II n (X n ) P −→ 0, it remains to show that for any fixed set {z 1 , . . . , z d } ⊂ D + , as n → ∞, the random variable ∆ n (z 1 , . . . , z d ; X n ) converges to 0 in probability, where we define
Here, it is important to keep in mind that G n (z) and G * n (z; X n ) are centered complex-valued Gaussian processes. Unlike the case of real-valued Gaussian processes, there is a small subtlety, because in general, if W (z), say, is a centered complex-valued Gaussian process, then its finite dimensional distributions depend on both the ordinary covariance function E[W (z 1 )W (z 2 )], as well as the conjugated version E[W (z 1 )W (z 2 )]. ‡ Note that our notation for Gn(z) differs from that in Najim and Yao (2016) , since the process Gn(z) has mean zero here.
However, since the processes G n (z) and G * n (z; X n ) satisfy condition (i), and since the domain D sym is closed under complex conjugation, the finite-dimensional distributions of G n (z) and G * n (z; X n ) are completely determined by their ordinary covariance functions on D 2 sym . Due to the comments just given, the task of verifying (v) reduces to showing that there is a limiting covariance function C(z 1 , z 2 ) such that the following limits hold for all (z 1 , z 2 ) ∈ D 2 sym , cov(G n (z), G n (z 2 )) − → C(z 1 , z 2 ), (C.7) and cov(G * n (z; X n ), G * n (z 2 ; X n )
By inspecting the covariance formulas (C.5) and (C.6), and usingκ n P − → κ, it follows that the above limits (C. 7) and (C.8) will hold if we can show that for each ℓ ∈ {0, 2}, there is a deterministic function Θ ℓ (z 1 , z 2 ) on the domain D 2 sym such that Θ ℓ,n (z 1 , z 2 ) − → Θ ℓ (z 1 , z 2 ), (C.9) andΘ ℓ,n (z, z 2 ; X n ) P − → Θ ℓ (z 1 , z 2 ). (C.10)
To handle the limit (C.9), let t(z) denote the Stieltjes transform of F(H, γ), and let t(z) = − 1−γ z + γt(z). In the special situation when Σ n is diagonal for every n ≥ 1, the calculations in Najim and Yao (2016, Section 3.4, see also p. 1845) show that under Assumptions 2.1 and 2.2, the limit (C.9) exists for each ℓ ∈ {0, 2}, and each function Θ ℓ (z 1 , z 2 ) is determined by γ and H. When Σ n is not diagonal, Assumption 2.3 may be used, since it implies that Θ 2,n (z 1 , z 2 ), as defined in (C.4), still behaves asymptotically as if Σ n were diagonal. § Next, we handle the bootstrap limit (C.10), and in fact, we show that it holds almost surely. The idea is to check that the same conditions giving rise to Θ ℓ (z 1 , z 2 ) in the limit (C.9) also hold in the bootstrap world.
Specifically, the calculations in Najim and Yao (2016, Section 3.4 ) that establish the limit (C.9) are based on four conditions: that Σ n is diagonal, that sup n λ 1 (Σ n ) < ∞, that H n w − − → H, and that γ n → γ. In light of these conditions, we proceed by viewingΛ n as a diagonal population covariance matrix in the bootstrap world, and by viewingH n as the analogue of H n in the bootstrap world. It follows from our Theorem 4.1 that for almost every realization of the matrices {X n } n≥1 , the conditions sup n λ 1 (Λ n ) < ∞ andH n w − − → H are satisfied. Therefore, we conclude that for each ℓ ∈ {0, 2}, the limitΘ ℓ,n (z, z 2 ; X) → Θ ℓ (z 1 , z 2 ) holds almost surely. The completes the verification of the limit II n (X) P −→ 0.
The term III n (X n ). Consider the choicesφ n (z) =μ * n (z; X n ) andψ n (z) = G * n (z; X n ). The conditions (i)-(v) can be verified using the same reasoning described for I and II n (X n ) above. It follows that III n (X n ) P − → 0. § Also note that when κ = 3, the formula (C.5) shows that Θ2,n(z1, z2) does not affect the limiting covariance function C(z1, z2), and this explains why Assumption 2.3 is not needed when κ = 3.
