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Phase imbalance is a widespread and long-outstanding problem for low voltage (LV, 
415V) networks. According to the data from Western Power Distribution (WPD, one of 
the UK’s distribution network operators), more than 50% of their LV networks suffered 
from severe phase imbalance – the current on the “heaviest” phase exceeded that on 
the “lightest” phase by 50% most of the time, increasing energy losses by up to 30%. 
Moreover, phase imbalance leads to inefficient use of network assets. If leaving phase 
imbalance unsolved, distribution network operators have to reinforce LV networks when 
the “heaviest” phase goes overloaded, despite having unused capacities on the 
“lightest” phase. Suppose an LV network suffers from significant phase imbalance 
where its “heaviest” phase exceeds the “lightest” phase by 50%, and its “heaviest” 
phase uses up the capacity of that phase. If leaving phase imbalance as it is, the LV 
network requires reinforcement immediately. However, supposing the annual load 
growth rate is 2%, fully rebalancing this LV network can defer network reinforcements 
for at least 15 years. 
A number of references had studied imbalance-induced consequences and phase 
balancing solutions, supposing they had substation-side time-series phase current data 
and customer-side smart meter data. However, in reality, those data are not collected 
due to the lack of advanced monitoring devices for the majority of LV networks in the 
UK. It, therefore, raises a solid challenge: distribution network operators cannot 
implement existing phase imbalance assessments and phase swapping to over 
900,000 LV networks in the UK because of data scarcity. This thesis, for the first time, 
addresses this challenge by developing statistical methodologies to estimate 
imbalance-induced energy losses and making phase swapping (one classic phase 
balancing method by moving customers from one phase to the other) guidance for 




methodologies only require existing data from data-scarce LV networks, thus 
accommodating the reality and being practical for industrial implementation.  
This thesis originally develops three methodologies to get around the data limitations in 
implementing phase imbalance diagnosis and phase swapping. First, this thesis 
estimates imbalance-induced energy losses on the phase residual path and the three 
phases, separately, using only yearly average and maximum phase current data. The 
estimation accuracies are over 80% and 82%, respectively. Second, this thesis 
develops phase swapping guidance for LV networks without the requirement of year-
round substation-side time-series phase current data and customer-side smart meter 
data. Case studies reveal that my approach achieves effective reductions of the phase 
imbalance degrees for data-scarce networks. And the reduction of phase imbalance 
degree is only 14.3% lower than that for data-rich networks. 
Given the developed approaches, this thesis brings the following solid contributions for 
the industry: 1) it provides one significant component of the decision making of phase 
balancing investments, imbalance-induced energy losses, for data-scarce LV networks; 
and 2) it significantly improves the practically of phase swapping for the industrial 
implementation. In short, this thesis turns massive industrial application of the decision 
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This chapter overviews the background, motivation, objectives, challenges and 
contributions. It also presents the structure of this thesis.  
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1.1. Background and motivation 
1.1.1. Drives: phase imbalance increases the operation costs of 
low voltage networks 
In the UK’s low voltage (LV, 400V) networks, the majority of terminal customers are 
single-phase connected to the grid. This inevitably causes two circumstances that both 
incur phase imbalance for LV networks. First, active customers on the network’s three 
phases are normally not in the same number because of house ownership changes, 
network maintenance and modification. Second, customers’ load profiles vary from 
customer to customer throughout a day. Unbalanced customer quantities and their 
different load profiles lead to different phase load profiles for the LV network. The 
difference among the phase load profiles calls phase imbalance. According to the data 
from Western Power Distribution (WPD), one of the UK’s distribution network operators 
(DNOs), more than 50% of its LV networks suffered from severe phase imbalance. 
Their “heaviest” phase current exceeded the “lightest” phase current by 50% most of 
the time [1]. TNEI, a UK consultancy, found that 165 of 233 (more than 70%) of 
Scottish Power Energy Networks’ (SPEN) LV lines had noticeable phase imbalance, 
where the greatest single-phase current exceeded the average phase current by 30% 
most of the time [2], [3]. In the future, phase imbalance will worsen when low carbon 
technologies (LCTs) are randomly and unorderly connected to the three phases of LV 
networks [2], such as electric vehicles (EVs), heat pumps (HPs), household PV 
systems. By 2030, UK power networks estimate that there could be over 700,000 
electric heat pumps and 4.5 million EVs across London, the East and South East of the 
UK [4].  
Phase imbalance is also noticeable in other countries’ LV networks. For example, 
reference [5] indicated phase imbalance is a problem for Denmark’s LV networks, 
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where customers were three-phase connected to the LV networks. Reference [6] 
presented 2% of MV networks in the US had undesirable phase imbalance.  
Phase imbalance leads to a number of consequences:  
⚫ Insufficient infrastructure utilisation – imbalance-induced capacity wastes. If 
leaving phase imbalance unsolved, DNOs have to reinforce LV networks when 
the “heaviest” phase goes overloaded, despite having unused capacity on the 
other two phases. 
⚫ Additional energy losses [7], [8] on feeders, transformers, and the residual path. 
Totally, phase imbalance raises energy losses by up to 35% [1].  
⚫ Substantial zero-sequences currents. Unexpected zero-sequence currents 
could cause malfunction of relay protection devices (e.g. the zero-sequence 
overcurrent relays for transformers), increasing network tripping risks [9]. 
According to the data from WPD, the zero-sequence currents could achieve up 
to 2 times the ‘lightest’ phase current.  
⚫ Motor overheating and damage from severe voltage imbalance [10], [11]. 
Overall, phase imbalance increases LV networks’ operation costs [7], [8], [12], 
especially when the bulk of LCTs are randomly and unorderly connected to the grid in 
the foreseeable future [2]. To minimise this cost, having a credible phase imbalance 
diagnosis is vital for DNOs to make phase balancing investment decisions. 
1.1.2. Challenges: data scarcity, scalability and inconvenience 
A number of references had studied phase imbalance consequences and phase 
balancing solutions. However, massively implementing them on real networks faces 
limitations. 
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⚫ The data-scarcity problem for LV networks 
Theoretically, assessing phase imbalance consequences and making phase balancing 
decisions is a straightforward engineering task. Adopting time-series phase current 
data at the substation side of LV networks can directly drive imbalance-induced energy 
losses [8], [13], [14] and imbalance-induced capacity wastes (expressed by additional 
reinforcement costs [12], [15]), alongside determining phase balancing solutions. 
However, only a small portion of the UK’s networks collect these year-round time-series 
phase current data in reality. The majority of LV networks in the UK do not record those 
data due to a lack of advanced monitoring devices. The data-scarcity problem makes 
existing phase imbalance assessment methodologies not applicable to the majority of 
LV networks and limits the implementation of off-line phase balancing solutions, such 
as phase swapping and network reconfiguration.  
⚫ The scalability and inconvenience problems for existing phase imbalance 
assessments and phase balancing solutions 
To address the data scarcity problem, one solution is deploying advanced monitoring 
devices. However, implementing this solution for over 900,000 LV networks incurs 
prohibitive costs, thus incurring practicality and scalability problems. 
Moreover, apart from the data-scarce problem, existing phase balancing solutions also 
perform other scalability and practicality limitations. The state of the art phase 
balancing solutions have three categories: 1) off-line phase balancing solutions, such 
as phase swapping and network reconfiguration [16], [9], [17]; 2) tailor-designed phase 
balancing systems, such as customer-side phase switches [18], [19], [20] and power-
electronics-based phase balancers [21], [22], [23], [24]; and 3) using existing LCT 
devices to provide phase balancing [7], [22], [25], [26].  
Chapter 1.                                                                                                       Introduction 
5 
 
First, off-line balancing solutions require scheduled power cuts and intensive fieldworks, 
as well as network topologies that are not properly documented by DNOs in the UK 
[27], [28]. These requirements limit the scalability for off-line balancing solutions. 
Furthermore, off-line balancing solutions cannot guarantee long-term phase balancing 
effectiveness. Unbalanced load changes, particularly the random connection of single-
phase LCTs, would change the imbalance direction from time to time, invalidating 
previous off-line balancing strategies. It also implies DNOs require deploying off-line 
phase balancing multiple times to guarantee long-term phase balancing effect.  
Second, deploying phase switches incurs prohibitive costs. For example, it requires 
deploying at least 27.8 million switches in the same number of households in the UK 
[29]. Furthermore, deploying phase switches requires excavating roads and modifying 
link boxes on cables. Millions of phase switches bring vastly inconvenience for DNOs 
when maintenance is required. For example, if the annual failure rate for phase 
switches is 0.01%, it requires maintenance works for at least 2,780 phase switches 
each year in the UK. It should be noted that the failure rate increases with the phase 
switch ageing. 
Third, using existing LCT devices, such as energy storage systems, EV chargers, and 
household PV systems, can theoretically address phase imbalance. However, a gap 
remains between the technical solution and real business implementation: there is 
currently no business approach to motivate these customers to provide their LCT 
devices for phase balancing, especially guiding customers to prioritise predominant 
imbalance-induced consequences. 
To sum up, there raises the following challenges: 1) assessing phase imbalance 
consequences and making phase balancing decisions for data-scarce LV networks; 
and 2) subject to 1), those solutions should be tangible, scalable and practical. 
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1.2.  Research contributions 
This thesis makes original contributions by two means: 1) for the first time developed 
phase imbalance assessment approaches for data-scarce LV networks (LV networks 
that do not record substation-side year-round time-series phase current data); 2) for the 
first time developed phase swapping (one of the off-line phase balancing solutions by 
swapping customers from one phase to the other) guidance for data-scarce LV 
networks.  
⚫ Assessing imbalance-induced energy losses for data-scarce LV networks 
Phase imbalance leads to imbalance-induced energy losses, including losses on the 
three phases and the phase residual path. According to these two consequences, this 
thesis develops two corresponding statistical methodologies to get around the daunting 
data-scarce problem for LV networks. These approaches do not require any 
deployment of additional monitoring devices, thus providing a cost-effective way to 
implement phase imbalance assessment massively in the industry.  
First, this thesis develops a regression-based approach to assess the imbalance-
induced phase energy losses for data-scarce LV networks. Unlike existing phase 
imbalance assessment studies, this approach only requires the yearly average and 
maximum phase currents, thus applicable to the majority of LV networks. Through 
validation in Chapter 3, this approach delivers at least 80.6% estimation accuracy for 
90% of data-scarce LV networks within WPD’s business area. 
Second, this thesis develops a clustering, classification & range estimation (CCRE) 
approach to assess the imbalance-induced residual energy losses for data-scarce LV 
networks. Similar to the regression-based approach, this approach only requires the 
yearly average phase currents, thus applicable to the majority of LV networks. 
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Compared to the regression-based approach, which delivers a point data estimation, 
the CCRE approach derives range estimations. Given that phase imbalance changes 
are uncertain in the long term, range estimations are more credible than point 
estimation for DNOs in making phase balancing investment decisions.  
⚫ Developing phase swapping guidance for data-scarce LV networks 
Phase swapping is a cost-effective phase balancing solution by moving single-phase 
customers from one phase to the other [2]. Previous references developed phase 
swapping strategies based on detailed network topologies, time-series phase loading 
data, and customer’s smart meter data. However, implementing these methods on real 
networks faces a challenge: the majority of the UK’s LV networks do not have time-
series phase load data and customer’s smart meter data. In deploying phase swapping 
for a mass scale of LV networks, the data-scarcity problem offsets the cost-effective 
advantage of phase swapping. To address this challenge and promote the scalability of 
phase swapping, this thesis originally develops a statistical approach to guide phase 
swapping for data-scarce LV networks without the requirement of customer-side smart 
meter data and year-round substation-side phase current data. Case studies in 
Chapter 5 reveal that the statistical approach produces effective phase swapping 
guidance, which reduces the phase imbalance degrees for 99% of the LV networks. 
The maximum reduction of phase imbalance degrees is 0.35. Moreover, the reduction 
of phase imbalance degree for data-scarce LV networks is only 14.3% lower than that 
for data-rich networks. 
1.3. Thesis layout 
The rest of the thesis is organised as follows: 
Chapter 2 reviews the existing literature on phase imbalance consequence 
Chapter 1.                                                                                                       Introduction 
8 
 
assessment and phase balancing solutions, including the state of art studies and 
industry adopted approaches.  
Chapter 3 estimates imbalance-induced phase energy losses for data-scarce LV 
networks. It develops one novel statistical approach. This approach only requires 
existing data from data-scarce LV networks, and delivers over 80% estimation 
accuracy in estimating imbalance-induced phase energy losses. 
Chapter 4 estimates imbalance induced residual energy losses for data-scarce LV 
networks. It develops a clustering classification and range estimation approach. This 
approach not only delivers over 80% accuracy but also perform a range estimation. 
This range estimation is more valuable for DNOs to make long-term phase balancing 
investment decisions than point estimation. 
Chapter 5 derives phase swapping guidance for data-scarce LV networks by three 
steps. To achieve that, this thesis develops a statistical approach on top of data 
analytics. This approach outputs the number and the type of loads that are required to 
swap from a given “heavy” phase to one “light” phase. For example, the derived 
guidance is “swapping 3 commercial loads from heavy-loaded phase A to light-loaded 
phase B” to mitigate phase imbalance. This chapter also discusses the implementation 
of the derived phase swapping guidance for data-scarce LV networks. 
Chapter 6 performs conclusions and discusses potential future works.  
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This chapter reviews the literature of phase imbalance assessments and phase 
balancing solutions. It includes the state of art studies and industry adopted 
approaches. 
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2.1.  Introduction 
Phase imbalance is a widespread and long-outstanding problem for LV networks 
around the world [30], [31], [32]. This section makes a comprehensive review of phase 
imbalance, impacts & assessments, and phase balancing solutions. The review 
includes state-of-the-art studies and industry adopted approaches.  
2.2.  Phase imbalance for LV networks 
Typically, phase imbalance includes two scenarios: load imbalance among the three 
phases and voltage imbalance among the three phases. 
2.2.1. Load imbalance 
For LV networks within UK, China and substantial countries, customers are single-
phase connected to the grid. The uneven number of customers and their vastly 
different behaviour inevitably lead to different loading levels on the three phases on the 
time horizon. This difference is load imbalance. The load imbalance severities from 
different countries are shown in Fig.2-1. For the two of UK’s DNOs, WPD and SPEN, 
50% and 70% of LV networks have siginifcant phase imbalance problems, where the 
current on the “heaviest” phase exceeds that on the “lightest” phase by 50% for the 
majority of time.  
  





Fig. 2-1 Load imbalance severity in different countries 
Since this paper focuses on phase imbalance (load imbalance) assessment and phase 
swapping decision making, the details of load imbalance consequences and load 
balancing solutions are presented in Chapters 2.3 and 2.4. 
2.2.2. Voltage unbalance 
Different from the principle of load imbalance, voltage imbalance includes unequal 
voltage values, phase angle deviation and different harmonic distortion levels on the 
three phases. The national electrical manufacturers association (NEMA) defined 
voltage unbalance as the ratio of the maximum voltage variation to the average three-
phase voltage [33], as given by: 
 
𝑉𝑈𝐹 = 
max{𝑉𝑎 , 𝑉𝑏 , 𝑉𝑐} − 𝑎𝑣𝑒{𝑉𝑎 , 𝑉𝑏 , 𝑉𝑐}
𝑎𝑣𝑒{𝑉𝑎 , 𝑉𝑏, 𝑉𝑐}
 
2-(1)  
where 𝑎𝑣𝑒{ } is the function for calculating the average value of all variables within the 
brace;  𝑉𝑎 , 𝑉𝑏, 𝑉𝑐 denote the voltage on phase a, b, and c, respectively. According to the 
data from U.S. distribution systems, 66% of distribution networks had a voltage 
unbalance degree of up to 1%. For 32% of distribution networks, the voltage unbalance 
degree was between 1% and 3% [34].  
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Further, voltage unbalance has a second definition, which gives a ratio of the negative 
sequence component of the three-phase voltage to the positive sequence component 
of the three phases.  
 
𝑉𝑈𝐹 = 𝑉− 𝑉+⁄  
2-(2)  
where 𝑉−  and 𝑉+  are the negative sequence component of voltage to the positive 
sequence component of voltage, respectively.  
Voltage unbalance leads to two main consequences: derating and additional energy 
losses for induction motors, including customer-side three-phase motors and network-
side transformers [35]. The derating and energy loss increase problems are presented 
in Fig. 2-2 and Fig.2-3. 5% of volatge unbalance leads to over 20% derating and 15% 
of energy loss increase for induction motors. 
 
Fig. 2-2 Voltage unbalance-induced derating for induction motors [36] 




Fig. 2-3 The voltage-unbalance-induced energy loss increase for 240V 25 hp induction 
motors [37] 
Typically, load imbalance and voltage unbalance interact with each other. The main 
cause for voltage unbalance is uneven loading levels on the three phases [36], while 
voltage unbalance also siginificantly exacerbates load imbalance [35]. This thesis 
studies the load imbalance problem for LV networks, including its real problem and 
solutions.  
2.3. Phase imbalance consequences and assessments 
Phase imbalance (load imbalance) leads to two major consequences: additional energy 
losses and capacity wastes. This section summarises existing approaches for 
assessing these two consequences.  
2.3.1. Imbalance-induced energy loss assessments 
Phase imbalance leads to two types of additional energy losses. First, phase 
imbalance increases energy losses on phase wires [8]. Second, it generates zero 
sequence current, which causes additional energy losses on the residual path [8]. For 
LV networks with TN-C earthing systems, shown in Fig. 2-5, the residual path is the 
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ground between customers and the transformer [38]. For LV networks with TN-S 
earthing systems, shown in Fig. 2-4, the residual path is the neutral wire between 
customers and the transformer [38].  
 
Fig. 2-4 Examples for TN-C earthing systems 
 
Fig. 2-5 Examples for TN-S earthing systems 
Theoretically, the imbalance-induced energy loss is given by：  
 
𝐸𝐼𝐵 = (∑ 𝐼𝑎,𝑡
2 𝑅𝑝 + 𝐼𝑏,𝑡










) + ∑ 𝐼𝑝𝑟
2𝑅𝑟𝑝
𝑡
 2-(3)  
where                   𝐼𝑝𝑟 = √𝐼𝑎2 + 𝐼𝑏
2 + 𝐼𝑐
2 − 𝐼𝑎𝐼𝑏 − 𝐼𝑏𝐼𝑐 − 𝐼𝑎𝐼𝑐; 
𝐼𝑎,𝑡, 𝐼𝑏,𝑡, and 𝐼𝑐,𝑡  are currents for phase a, b, and c, respectively, at time 𝑡; 𝑅𝑝 is the 
equivalent resistance for phases; 𝐼𝑝𝑟 is the phase residual current; 𝑅𝑟𝑝 is the equivalent 
resistance for the residual path. Equation 2-(3) is adopted only when time-series phase 
current data are collected in a given period.  
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According to data from WPD [1], Fig. 2-6 shows the percentage of imbalance-induced 



















Fig. 2-6 The percentage of imbalance-induced energy losses for LV networks within 
WPD’s business area 
The rest of the section summarises research studies for calculating and estimating 
imbalance-induced energy losses, as well as the industry-adopted approaches for 
estimating energy losses. 
⚫ Research studies for calculating imbalance-induced energy losses 
Reference [8] calculated imbalance-induced energy losses for 29-bus and 34-bus 
example networks using detailed power flow analysis. Reference [13] modelled the line 
segments by Carson's equation to calculate the neutral energy losses (imbalance-
induced residual losses) of overhead lines. Reference [14] defined a ratio between the 
equivalent neutral line resistance and the phase wire resistance to estimate neutral 
energy losses. Reference [39] calculated the neutral energy losses induced by non-
linear three-phase loads. Reference [40] calculates imbalance-induced additional 
copper losses for LV transformers. Reference [41] formulates a complex unbalance 
factor for calculating imbalance-induced energy losses for LV networks. 
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⚫ Research studies for estimating energy losses 
Because of inadequate metering in LV networks, the energy losses are normally 
estimated instead of measured. Reference [42] developed two energy estimation 
schemes: 1) using phase current data to estimate energy losses for MV networks, and 
2) using integrating type metering data to estimate energy losses for LV networks. 
Reference [43] developed a simplified unbalanced power flow model to estimate 
energy losses.  
⚫ The industry adopted approaches to estimate energy losses 
The industry commonly adopted the load loss factor to estimate energy losses [44]. 
This approach derives the relationship between the load factor and loss factor to 
estimate the average energy loss in a given period. The following steps describe the 
load loss factor model: 
1) First, the load factor is calculated using the load profiling data throughout a given 
period.  
 
𝐿𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟 =  𝐿𝑜𝑎𝑑𝑎𝑣𝑔 𝐿𝑜𝑎𝑑𝑝𝑒𝑎𝑘⁄  2-(4)  
where 𝐿𝑜𝑎𝑑𝑎𝑣𝑔 is the average loading level throughout a given period, such as one 
month; 𝐿𝑜𝑎𝑑𝑝𝑒𝑎𝑘 denotes the peak loading level throughout a given period. 
2) Second, the loss factor is calculated based on the calculated load factor.  
 
𝐿𝑜𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 =  𝐿𝑜𝑠𝑠𝑎𝑣𝑔 𝐿𝑜𝑠𝑠𝑝𝑒𝑎𝑘⁄  
2-(5)  
where 𝐿𝑜𝑠𝑠𝑎𝑣𝑔 is the average energy losses throughout a given period, such as one 
month; 𝐿𝑜𝑠𝑠𝑝𝑒𝑎𝑘 denotes the peak energy losses throughout a given period. 
3) Third, according to calculated load factor and loss factor, a weight factor 𝑎  is 
estimated, as given by: 
 
𝑎 =  
𝐿𝑜𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 − (𝐿𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟)2
𝐿𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟 − (𝐿𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟)2
 
2-(6)  
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4) Given the derived 𝑎 and the 𝐿𝑜𝑎𝑑 𝑓𝑎𝑐𝑡𝑜𝑟, equation 2-(6), in turn, could estimate the 
loss factor for the future. By for estimating future energy losses, the average energy 
loss is equal to the peak energy loss multiplying the estimated loss factor. 
It should be stressed that although the load loss factor (LLF) model is the typical 
industry-adopted method for estimating energy losses. However, it also has limitations: 
DNOs require updating the LLF model each month to obtain an accurate estimation 
[44]. 
2.3.2. Imbalance-induced capacity waste assessments 
Phase imbalance leads to insufficient use of the LV network’s infrastructure. DNOs 
require reinforcing LV networks when the “heaviest” phase goes overloaded, despiting 
having unused capacity on “light” phases. This premature network reinforcement brings 
additional costs. Fig. 2-7 presents an example of imbalance-induced capacity wastes 

























Loading level on each phase
Spare capacity for each phase
The average phase current during the three-phase total peak
The nominal capacity for each phase
 
Fig. 2-7 An example of the imbalance-induced capacity wastes 
Previous literature studies imbalance-induced capacity wastes in two ways: 1) 
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assessing imbalance-induced capacity wastes in kW [2], and 2) converting the kW 
capacity wastes into additional reinforcement costs (ARCs) [45] [12].  
⚫ Assessing imbalance-induced capacity wastes in kW 
Reference [2] studied imbalance-induced capacity wastes for LV networks within 
Scottish Power Energy Networks’ operation area. The potential capacity release via 





 2-(7)  
Where 𝐼𝑓ℎ  is the peak current on the heaviest phase, 𝐼𝑠ℎ  is the peak current of the 
second-highest phase. It should be noted that equation 2-(7) does not calculate the 
maximum potential release. Reference [2] noted that 𝑟𝑐𝑙 is the potential release with 
minimal phase balancing costs.  
Overall, data from SPEN showed that 165 out of 233 feeders had an average phase 
imbalance ratio of no less than 1.3. This implies that the “heaviest” phase current 
exceeds the average phase current by 30% most of the time. Approximately 10% of 
these feeders had the potential to release more than 20% capacity headroom, which 
equals no less than 100A capacity.  
⚫ Converting Amps capacity wastes to additional network reinforcement costs 
Given that DNOs will reinforce LV networks when the “heaviest” phase goes 
overloaded, phase imbalance leads to premature network reinforcements. Deploying 
phase balancing solutions can defer network reinforcements for years to save 
investments. By contrast, leaving phase imbalance unsolved incurs additional 
reinforcement costs.  
For example, suppose 1) the DNO requires investing £10,000 to reinforce an LV 
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network because of single-phase overload; 2) the DNO can defer network 
reinforcements for ten years if this LV network is fully rebalanced. If the three phases 
are balancing, the DNO’s stakeholders can invest these £10,000 to other areas at 
present and make profits over the next ten years. Suppose the rate of return is 6.9% for 
other investments and the yearly inflation rate is 2% over the ten years. This implies 
DNO’s stakeholders can make profits of £9,500, where the net present profits are 
£8,400, via investing £10,000 in other areas. However, because of phase imbalance, 
DNOs must invest that money in network reinforcements to address network 
congestions today, thus losing the calculated profits over the next ten years. The lost 
profits are the ARC.   
Reference [12] develops a formula to quantify phase imbalance to ARCs. The ARC is 
given by: 
 
𝐴𝑅𝐶 = 𝐶(1 + 𝑑)
log𝑈𝑡𝑝
log(1+𝑟) [(1 + 𝑑)
log(3𝐷𝑡𝑝+1)
log(1+𝑟) − 1] 
2-(8)  
where C is the reinforcement costs for the network in question; 𝑈𝑡𝑝 is the utilisation rate 
during the three-phase total peak; 𝐷𝑡𝑝 is the phase imbalance degree during the three-
phase total peak; 𝑃𝜑(𝑡) is the current on phase 𝜑 at time t, 𝜑𝜖{𝑎, 𝑏, 𝑐}; 𝑟  is the load 
growth rate; 𝑑 is the discount rate. 
According to data from WPD [1], Fig. 2-8 shows the imbalance-induced additional 
reinforcement costs, where the network reinforcement costs are the same as those in 
TABLE 5-5 and TABLE 5-6. 



















Fig. 2-8 Imbalance-induced capacity wastes for LV networks within WPD’s business 
area 
2.4.  Phase balancing solutions 
Existing phase balancing solutions have three categories: 1) off-line phase balancing 
solutions; 2) tailor-designed phase balancing systems, such as power-electronics-
based phase balancers and deploying customer-side phase switches; and 3) using 
LCT devices to provide phase balancing.  
⚫ Off-line phase balancing solutions 
Phase swapping and network reconfiguration are two classic off-line phase balancing 
solutions. DNOs implement them during scheduled power cuts by moving customers 
from one phase to the other. It requires detailed network topology, historical substation-
side time-series phase currents data, and customer-side smart meter data to plan off-
line phase balancing. Although this solution is classic, its implementation difficulty 
varies from case to case. For overhead lines, field engineers can quickly locate the 
joints between customers and the main feeder for implementing phase swapping. For 
underground cables, field engineers require excavating roads and make new joints on 
cables. Moreover, off-line phase balancing cannot ensure a long-term phase balancing 
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effectiveness – any phase imbalance direction change in the future invalidates previous 
off-line phase balancing solutions.  
A number of references had studied phase swapping or network reconfiguration 
guidance. This guidance presents how to swap customers to achieve maximal phase 
balancing effectiveness. However, combining the principle of off-line phase balancing 
solutions and power flow analysis creates a complex optimisation problem. This 
optimisation problem is given as follows: 
To address this problem, 1) reference [16] used simulated annealing to formulate an 
optimal power flow model; 2) reference [9] formulated a mixed-integer optimisation 
model, where both customer and lateral swapping were considered; 3) references [46] 
and [47] developed a combined heuristic and neural network model and a combined 
fuzzy logic and Newton-Raphson model, respectively; reference [48] developed a novel 
dynamic programming algorithm; reference [49] formulated a genetic algorithm 
considering a detailed power flow model; reference [50] developed a backward sweep 
model for DG-Integrated distribution networks. Furthermore, reference [51] developed 
a hierarchical decentralised approach to make network reconfiguration strategy for 
unbalanced distribution networks with distributed generations. Reference [52] 
developed a fuzzy evolutionary particle swarm optimisation to solve phase swapping 
optimisation problems.  
In the implemenation, off-line phase balancing solutions performs obvious limitations. 
they require scheduled power cuts and intensive fieldworks, as well as network 
topologies that are not properly documented by DNOs in the UK [27], [28]. Furthermore, 
off-line balancing solutions cannot guarantee long-term phase balancing effectiveness. 
Unbalanced load changes, particularly the random connection of single-phase LCTs, 
would change the imbalance direction from time to time, invalidating previous off-line 
balancing strategies.  
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⚫ Tailor-designed phase balancing systems 
Tailor-designed phase balancing systems have two categories: 1) power-electronics-
based phase balancer and 2) deploying phase switches for each customer.  
The principle of power-electronics-based phase balancers is a controllable bridge 
among the three phases that transfers loads from “heavy” phases to “light” phases. 
This principle determines power-electronics-based phase balancers only address the 
phase imbalance upstream, while the downstream phase imbalance remains unsolved. 
Its deployment location, therefore, is vital to planning. Reference [53] developed a 
three-phase electric spring circuit for phase balancing. Reference [54] used D-
STATCOM for phase balancing. Reference [21] reallocated the three-phase currents of 
the AC/DC converter, located between AC and DC networks, for phase balancing. 
References [23] and [55] developed-static-var compensator-based phase balancer to 
eliminate negative and zero sequence currents. Reference [24] developed an active 
phase filter to inject negative currents into the grid for phase balancing.  
The principle of using phase switches for phase balancing is the same as the off-line 
phase balancing solutions. Using phase switches for phase balancing addresses the 
limitation of not accommodating future phase imbalance changes for offline phase 
balancing solutions. However, its implementation costs and maintenance 
inconvenience problems should be further investigated. References [18], [19], [20] 
studied how to switch customers for phase balancing. Reference [20] combined phase 
switch control with phase identification to improve the practicality of deploying phase 
switches for phase balancing. Reference [56] formulated phase switching guidance by 
considering customer’s load profiles. Reference [57] formulated a dynamic and 
heuristic model to derive phase switching guidance 
However, deploying phase switches incurs prohibitive costs. For example, it requires 
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excavating roads modifying link boxes and deploying at least 27.8 million switches in 
the same number of households in the UK [29]. Further, millions of phase switches 
bring vastly inconvenience for DNOs when maintenance is required. For example, if the 
annual failure rate for phase switches is 0.01%, it requires maintenance works for at 
least 2,780 phase switches each year in the UK. It should be noted that the failure rate 
increases with the phase switch ageing. 
⚫ Using LCT devices to provide phase balancing 
Using LCT devices, such as energy storage systems, EV chargers, and household PV 
systems, for phase balancing breaks down into two categories: 1) reallocating phase 
currents of three-phase LCT devices for phase balancing; 2) shifting single-phase LCT 
loads on time horizons for phase balancing.  
First, references [58] and [59] justified that three-phase AC/DC converters can operate 
under the unbalanced model to provide phase balancing for LV networks. For example, 
suppose the three-phase currents at time t are [10A, 20A, 30A] for an LV network, a 
three-phase LCT device’s load is 30A loads at time t, and the single-phase capacity for 
this LCT device is 20A. If the LCT does not provide phase balancing, its three-phase 
load current is [10A, 10A, 10A]. If it provides phase balancing, the control will reallocate 
its three-phase load current to [20A, 10A, 0A]. At this time, the LCT’s AC/DC converter 
works under an unbalanced model, while the three-phase currents for the LV network 
are rebalanced to [20A, 20A, 20A]. Based on the principle of [58] and [59], reference 
[21] used the AC/DC converters between the AC and DC networks for phase balancing. 
Reference [22] used the spare capacities of three-phase PV systems and EV chargers’ 
converters for phase balancing. Reference [60] adopted a transactive approach to 
coordinate the operations of DERs and data centres for phase balancing. This 
approach was applied in the distribution electricity market to justify its profits. 
Reference [61] controlled the inverters of single-phase distributed generations to offset 
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negative and zero sequences current for LV networks, thus achieving phase balancing.   
Second, when there are no distinguished “heavy” phases and “light” phases on time 
horizons, shifting single-phase LCT loads on time horizons for phase balancing can 
address phase imbalance. The “no distinguished “heavy” phases and “light” phases” 
indicates each phase will alternately become the “heavy” phase or “light” phase on the 
time horizon. Fig. 2-9 presents an example of no distinguished “heavy” phases and 
“light” phases. 
0:00                    6:00                       12:00                       18:00                       24:00
Phase A Phase B Phase C
Average 
phase  
Fig. 2-9 An example of no distinguished “heavy” phases and “light” phases 
In Fig. 2-9, the peak time for phases A, B, and C does not occur simultaneously. Shiting 
peak loads (loads exceed the dashed line) on Phase A, B and C to their off-peak period 
(when loads below the dashed line) rebalances the three phases.  
According to the principle of shifting single-phase loads for phase balancing, reference 
[25] developed a game-based control to shift single-phase EV charging on time 
horizons for phase balancing. Reference [7] shifted battery storage systems’ charging 
and discharging period for phase balancing.  
While, using existing LCT devices, such as energy storage systems, EV chargers, and 
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household PV systems, can theoretically address phase imbalance. there has no 
business approach that could motivate these customers to provide their LCT devices 
for phase balancing, especially guiding customers to prioritise predominant imbalance-
induced consequences. 
2.5.  Chapter summary 
This chapter does a comprehensive review of existing studies of phase imbalance 
assessment and phase balancing solutions, including the state of art investigations and 
industry-adopted approaches.  
However, as the thesis has described in Chapter 1.1.2, in reality, the data-scarcity 
problem invalids all existing literature on phase imbalance assessments and phase 
balancing decision making. It, therefore, raises two research gaps: 
⚫ In making phase balancing investment decisions for individual LV networks, how to 
assess the imbalance-induced consequences, thus turning phase balancing cost-
benefits analysis into possibility.  
⚫ Given that off-line phase balancing is the priority choice for the industry [2]. How to 
make phase swapping guidance before industry field works without the 
requirement of both customer-side smart meter data and network-side year-round 
time-series data, thus significantly improving phase swapping’s practically in the 
industrial implementation.  
To bridge the above two gaps, this thesis, for the first time, makes three statistical 
approaches, described in Chapter 3, Chapter 4 and Chapter 5 respectively. These 
three statisticall appraoches turn massive industrial application of the decision making 
for phase balancing investments and phase swapping planning into reality.  
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This chapter develops two original methodologies to assessing imbalance-induced 
phase energy losses and imbalance-induced residual energy losses, respectively, for 
data-scarce LV networks. 
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3.1.  Chapter summary 
Unbalanced three-phase current raise energy losses on distribution wires. For example, 
the three-phase currents are [3A, 4A, 5A]. The power loss is 50r, where r is the 
equivalent resistance. If the three phases are balanced, where each phase has a 
current of 4A, its power loss is 48r. In this case, phase imbalance raises energy losses 
by 4%.  
Considering the data-scarcity problem for LV networks, there rises an unsolved 
question in the industry: how to use available data from data-scarce LV networks (LV 
networks that do not record time-series phase current data) to assess imbalance-
induced phase energy losses. This chapter develops a regression-based approach to 
get around the unsolved question and assess imbalance-induced phase energy losses 
for data-scarce LV networks. This approach acquires knowledge from a small sample 
set of data-rich networks. The acquired knowledge then is applied to data-scarce LV 
networks to estimate imbalance-induced phase energy losses. In detail, first, this 
approach extracts features that exist in both data-rich and data-scarce LV networks. 
Second, the feature vector is transformed by kernel transformation to achieve better 
regression results [62]. Third, the robust-linear regression model [63] is applied to learn 
the relationship between the transformed feature and calculated imbalance-induced 
phase energy loss for data-rich LV networks. Lastly, the trained regression model 
estimate the imbalance-induced phase energy loss for data-scarce LV networks. 
Compared to classic regression methods, such as ordinary linear regression [64], tree, 
SVR [62] and Gaussian process [65], my approach delivers the highest estimation 
accuracy. Generally, this approach derives over 80% accuracy for 90% of the data-
scarce LV networks. This approach is validated by 10-folds cross-validation [66], using 
data from 800 data-rich LV networks sampled in WPD’s business area. 
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Chapter 4.2 is cited from the author’s published article in IET Generation, Transmission, 
and Distribution [67]. The structure of this chapter is organised in an alternative-based 
format, where the indices, equations, tables, figures and titles are numbered 
independently.  
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Assessment of additional phase energy losses caused by phase imbalance for 
data-scarce LV networks 
Lurui Fang 1, Kang Ma* 1 
1 Department of Electronic and Electrical Engineering, University of Bath, Bath, UK 
*K.Ma@Bath.ac.uk 
Abstract: Unbalanced phase currents, which flow in transformer windings and 
distribution wires, cause a significant increase (approximately 33%) of phase 
energy losses in low voltage (LV, 415V) networks. However, these additional 
phase energy losses (APEL) are hard to calculate for most LV networks. A key 
challenge is that these LV networks are data-scarce, with only yearly average and 
maximum phase currents. To estimate the APEL for data-scarce LV networks, this 
paper proposes a statistical approach that effectively overcomes the above 
challenge. Firstly, the approach calculates APEL for a sample set of data-rich 
networks with year-round time-series phase current data. Secondly, features are 
extracted from these networks by considering: 1) whether the features are 
strongly correlated to additional phase energy losses; and 2) whether the features 
can be derived from available data (e.g. yearly average and maximum phase 
currents) from data-scarce networks. Thirdly, to approximate mappings from the 
features (derived in stage 2) to the APEL (derived in stage 1), a kernel-based 
regression model is developed, using the customised features. Given any data-
scarce network, its APEL is then estimated by applying the regression model. 
Cross-validation shows that the statistical approach incurs an average error of 13% 
for 90% of the data-scarce LV networks, excluding the networks with very low 
APEL values. 
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Index terms: phase imbalance, energy losses, regression, feature selection 
3.2. Introduction 
Phase imbalance is a widespread problem in low voltage (415V, LV) networks in the 
UK and other countries [2], [68], [32]. According to the data from Western Power 
Distribution (WPD, a UK distribution network operator), more than 50% of the LV 
networks suffer from a notable degree of phase imbalance. It is common that the 
current on the heaviest phase is greater than that on the lightest phase by more than 
50% [1] . It should be noted that even if a network has perfectly balanced three phases, 
there is still an I2R loss on the phase conductors because of conductor impedance. 
However, if the three phases are unbalanced, the I2R loss on the phase conductors 
would be greater than if the three phases were balanced. The difference is the 
additional phase energy loss (APEL).  
These unbalanced phase currents cause a significant increase in energy losses on the 
three phases of LV networks: 1) on distribution lines, APELs account for up to 33% of 
wire energy losses [1]; and 2) in distribution transformers, APELs account for up to 27% 
energy losses of transformer copper losses [1]. However, APELs are hard to calculate 
for most LV networks. A key challenge arises from the APEL estimation: a lack of time-
series phase current data for the majority of LV networks that are data-scarce. These 
networks only have yearly average and maximum phase current data collected once a 
year. 
One solution to address the data scarcity challenge is to deploy monitoring devices for 
more than 900,000 LV networks in the UK. However, this causes a substantial cost. 
With sufficient data collected, a number of references assess energy losses caused by 
phase imbalance. Reference [40] assesses the additional copper losses caused by 
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imbalanced loading for LV transformers. Reference [8] evaluates energy losses in 
distribution networks with imbalanced three phases. The APELs are calculated for 
networks with full data. Reference [69] develops network component models (includes 
load, line, and transformers) to calculate the energy losses for distribution transformers 
and lines. The APELs are then derived from this model. Reference [68] develops new 
phase imbalance indices, which are then used to estimate energy losses. Reference 
[41] uses complex unbalance factors to evaluate the APEL.  
Reference [70] develops a combination of clustering and classification approaches to 
estimate the imbalance-induced energy losses for data-scarce networks. However, 
Reference [70]  focuses on the energy losses in the neutral and ground, caused by 
phase residual currents. Such energy losses have a fundamentally different 
mechanism from the APEL, which occurs on the phases. Because of the different 
mechanisms, this paper uses a completely different methodology from that in [70]. 
Compared to Reference [70], which uses a combination of clustering and classification, 
this paper develops a straightforward regression model using customised features. 
This model achieves a greater estimation accuracy than the approach in Reference 
[70]. 
In addition, it is popular to use the load loss factor to estimate the energy losses on 
each phase [44]. The APEL can be directly calculated if the energy losses on each of 
the three phases were available. However, the load loss factor k is suggested to be 
updated every month [44]. This incurs a prohibitively high cost to collect these data 
every month for the mass population of LV networks throughout the UK. Reference [71]  
models the correlation between the increase of energy losses and imbalance degrees 
based on three scenarios, e.g. 1) one phase is overloaded, and the other two phases 
have light loads; 2) two phases are overloaded, and the other phase has a light load; 
and 3) the three phases are overloaded, moderately loaded, and lightly loaded, 
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respectively. Reference [72] develops a statistical approach to estimate energy losses 
in distribution components (e.g. distribution lines, transformer, etc.) based on load 
curves. However, Reference [72] does not assess the APEL caused by phase 
imbalance.  
Based on the literature review, a research question arises: to assess the APEL caused 
by phase imbalance for data-scarce LV networks. This paper makes an original 
contribution by answering the above research question for the first time. To this end, 
this paper develops a new customised statistical approach, using customised features, 
to assess the APELs for data-scarce networks. This approach learns the knowledge 
from a sample set of 800 data-rich networks (with time-series phase current data 
throughout a year), then infers the APELs by extrapolating the knowledge to these 
data-scarce networks.  
The customised methodology is designed to be highly practical for distribution network 
operators (DNOs), who can directly apply the methodology to their business areas. 
Furthermore, the APEL is one of the key inputs for the cost-benefit analysis of phase 
rebalancing for data-scarce networks. In addition, it can help the DNOs to assess the 
additional heating caused by phase imbalance for data-scarce LV networks. This 
additional heating is one of the key components in analysing the thermal ratings of 
electric apparatuses (e.g. distribution transformers and lines) in data-scarce LV 
networks.  
The rest of this paper is organised as follows: Chapter 3.2.2 presents the methodology. 
Chapter 3.2.3 performs case studies. Chapter 3.2.3 discusses the limitation of using 
load flow analysis for estimating imbalance-induced energy losses. Chapter 3.2.5 
concludes this paper. 
Chapter 3                               Estimating imbalance-induced energy losses on the three 




The statistical approach consists of three stages. Firstly, it calculates the APELs for 
800 data-rich networks with time-series phase current data throughout a year. Then, 
features are selected by considering: 1) whether the features are strongly correlated to 
the APELs; and 2) whether the features can be obtained from data-scarce networks 
that only have yearly average and maximum phase currents. Thirdly, a regression 
model is developed to map the features (derived in Stage 2) to the APELs (derived in 
Stage 1). Given any data-scarce network that has the feature vector as the input, the 
APEL is estimated by applying the developed regression model.  
The flowchart of the proposed approach is shown as follows: 
Read phase current 
data from nnet data-
rich networks
Derive additional loss 
coefficients (as defined 
in (2))
Extract features
Estimate the additonal phase energy 
losses for data-scarce networks
Read yearly average 




Develop a regression model
Estimate the additional loss 






Fig. 3-1 Overview of the statistical approach 
The project “Low Voltage Network Template” provides time-series phase current data 
throughout a year from 𝑛𝑛𝑒𝑡 (𝑛𝑛𝑒𝑡 = 800) data-rich networks. These networks cover: 1) 
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a good mixture of urban, suburban and rural areas; and 2) a good mixture of household, 
commercial and industry loads [1].  
3.3.1. Data processing 











 3-(1)  
where 𝐼𝑎(𝑡), 𝐼𝑏(𝑡), and 𝐼𝑐(𝑡) denote the currents on phase a, b and c, respectively, at 
time 𝑡.  









 3-(2)  
where 𝐼𝑣  is defined in 3-(1); 𝑛𝑦  is the length of time-series phase current data 
throughout a year. The reason for defining this coefficient is to normalise the sum of 
𝐼𝑣(𝑡)
2 for all data-rich networks. This prevents large values of the sums of 𝐼𝑣(𝑡)
2 from 
causing large root-mean-squared errors, thus improving the accuracy of the regression 
model.  
For most LV networks, their topologies are unknown for the DNO. According to 
reference [73], loads are assumed to be distributed in a rectangular fashion along the 
LV networks. This results in the equivalent distribution line resistance being discounted 
to only 1/3 of the original line resistance, but the transformer resistance is unaffected. 
Therefore, the APEL is given by [73]：  
  𝐸𝑎𝑙 = 𝑇 ∙ 𝐿𝑎𝑐 ∙ (
1
3
 𝑅𝐷 + 𝑅𝑇) 3-(3)  
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where 𝑇 (𝑇 = 8760) is the number of hours throughout a year; 𝑅𝐷 is the resistance of 
the distribution line; 𝑅𝑇 is the resistance of the transformer winding referred to the LV 
side.  
The resistance values of distribution lines and transformers vary in different LV 
networks. The key output of this stage is the additional loss coefficient 𝐿𝑎𝑐, which will 
be used for regression later.  
3.3.2. Feature extraction 
To select the features, two factors are considered: 1) whether the features are strongly 
correlated to additional loss coefficients (derived in Chapter 3.2.2.1); and 2) whether 
the features can be derived from the available data (i.e. yearly average and maximum 
phase currents) from data-scarce networks. Based on the above principles, four 
features are selected: hypothetical virtual current, maximum current, hypothetical 
degree of phase imbalance, and root-mean-square of unbalance ratio. 






𝐼𝑦𝑎 + 𝐼𝑦𝑏 + 𝐼𝑦𝑐
3
)2 3-(4)  
where 𝐼𝑦𝑎 , 𝐼𝑦𝑏 , 𝐼𝑦𝑐 denotes the yearly average phase currents on phases a, b and c, 
respectively. 
2) The maximum current is given by:  
   𝐼𝑚 = max {𝐼𝑦𝑚𝑎, 𝐼𝑦𝑚𝑏, 𝐼𝑦𝑚𝑐} 3-(5)  
where 𝐼𝑦𝑚𝑎, 𝐼𝑦𝑚𝑏 and 𝐼𝑦𝑚𝑐 denote the yearly maximum currents on phases a, b and c, 
respectively; max {… } indicates the maximum value of {… }. 
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3) The hypothetical degree of phase imbalance is given by:  
  
𝐷𝐼𝐵𝑣 =
(max{𝐼𝑦𝑎 , 𝐼𝑦𝑏 , 𝐼𝑦𝑐} −
𝐼𝑦𝑎 + 𝐼𝑦𝑏 + 𝐼𝑦𝑐
3
)
𝐼𝑦𝑎 + 𝐼𝑦𝑏 + 𝐼𝑦𝑐
 3-(6)  
where 𝐼𝑦𝑎, 𝐼𝑦𝑏 and 𝐼𝑦𝑐 are defined in 3-(4). 
4) The root-mean-square (RMS) of unbalance ratio  


















] 3-(7)  
where 𝑞 is 𝑒𝑗2𝜋 3⁄ ; 𝐼𝑦?̇? , 𝐼𝑦𝑏̇ , 𝐼𝑦𝑐̇  are the yearly average complex current values on phases 
a, b and c, respectively; the upper dot indicates that these values are complex values, 
which are 120 degrees apart from each other. 






|𝐼1̇|⁄  3-(8)  
where |𝐼1̇|, |𝐼2̇| and |𝐼0̇| are the magnitudes of 𝐼1̇, 𝐼2̇ and 𝐼0̇, respectively. A feature vector 
consisting of the above features is given by: 
  𝑓𝑣 = [𝐼ℎ𝑣, 𝐼ℎ𝑚, 𝐷𝐼𝐵ℎ , 𝑅𝑀𝑆] 3-(9)  
where 𝐼ℎ𝑣, 𝐼ℎ𝑚, 𝐷𝐼𝐵ℎ and 𝑅𝑀𝑆 are defined in 3-(4), 3-(5), 3-(6), and 3-(8), respectively. 
Through the case study, a high regression accuracy is achieved when considering all 
the above features. This shows a strong correlation between the selected features and 
the additional loss coefficients. 
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3.3.3. Develop the regression model 
In this stage, a kernel-based robust linear regression model is developed. It 
approximates the mappings from the features (derived in Chapter 3.2.2.2) to the 
additional loss coefficients (derived in Chapter 3.2.2.1) through training on the sample 
set of the data-rich networks. Then the developed mapping is applied to any data-
scarce LV network with the feature vector only to estimate its additional loss coefficient. 
This value is then converted to the APEL for the data-scarce LV network by applying 3-
(3). The reasons for using the kernel-based robust linear regression model are: 1) 
robust linear regression is a classic regression approach [75]; 2) it is less sensitive to 
outliers [75]; and 3) the approach allows for a higher regression accuracy compared to 
alternative classical regression approaches. The comparison will be demonstrated in 
case studies. 
In the first step, a quadratic kernel transformation is used to transform the feature 
vector from its original space to a vector in a high dimensional Hilbert space [62]. This 
is because the mapping in the original space is non-linear; the quadratic kernel 
transformation enables a nearly linear mapping in the high dimensional space. Through 
such a transformation, the regression accuracy is improved by 43% compared to the 
ordinary robust linear regression. The quadratic kernel transformation is given by: 
 𝑓𝑘𝑣 = [𝑘(𝑓𝑣,1, 𝑓𝑣,1),⋯𝑘(𝑓𝑣,𝑖, 𝑓𝑣,𝑗)⋯ , 𝑘(𝑓𝑣,4, 𝑓𝑣,4)] 3-(10)  
where 𝑘(𝑓𝑣,𝑖, 𝑓𝑣,𝑗) = (𝑓𝑣,𝑖
T  ∙ 𝑓𝑣,𝑗 + 𝑐)
2; 
𝑓𝑣,𝑖  and 𝑓𝑣,𝑗  are the 𝑖𝑡ℎ and 𝑗𝑡ℎ variables in the feature vector 𝑓𝑣  (as defined in 3-(9)), 
respectively; c denotes a constant value. Based on this transformation, the feature 
vector 𝑓𝑣 is transformed into a high dimensional kernel feature vector  𝑓𝑘𝑣. In this study, 
 𝑓𝑘𝑣 is a vector with 16 variables. 
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Then, a robust linear regression model is developed to approximate the mapping from 
the kernel feature vector  𝑓𝑘𝑣 (defined in 3-(10)) to the additional loss coefficients 𝐿𝑎𝑐 














] 3-(11)  
where 𝐿𝑎𝑐,𝑖 is the additional loss coefficients for the 𝑖𝑡ℎ  data-rich LV network, as defined 
in 3-(2);  𝑓𝑘𝑣,𝑖 is the kernel feature vector with 𝑛𝑓 (𝑛𝑓 = 16) columns for the 𝑖𝑡ℎ  data-rich 
LV network; 𝛽  is a coefficient vector with 𝑛𝑓  rows; 𝜀𝑖  is the regression error for the 
𝑖𝑡ℎ data-rich LV network; 𝑛𝑛𝑒𝑡(𝑛𝑛𝑒𝑡 = 800) is the number of data-rich networks.  
To obtain 𝛽 and 𝜀, an iterative algorithm is presented as follows: 
1) Set i = 0. The ordinary linear regression [64] is used to derive coefficient vector 𝛽(𝑖) 
and error vector 𝜀(𝑖). 
2) According to the derived error vector 𝜀(𝑖) , weighting vector 𝑤𝑖+1  are given to the 
training samples (data-rich networks), as high weights are given to samples with low 





 3-(12)  
3) Set 𝑖 → 𝑖 + 1. A weighted least square model is used to minimise: 
  min∑𝑤𝑖 𝜀
(𝑖)2 3-(13)  
After finding all 𝑤𝑖, 𝛽
(𝑖) is given by: 




𝑇𝑊𝐿𝑒𝑜 3-(14)  
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where 𝐿𝑎𝑐and  𝑓𝑘𝑣 are defined in 3-(11); 𝑊 is the diagonal matrix of individual weights 
in 𝑤𝑖. Correspondingly, a new 𝜀
(𝑖) is derived in this step. 
4) Steps 2) and 3) are repeated until the coefficient vector 𝛽(𝑖) stabilized. 
Detailed implementations of steps 1) – 4) are presented in [76]. After finding 𝛽, the 
additional loss coefficient 𝐿𝑎𝑐𝑠 for any data-scarce LV network is given by: 
  𝐿𝑎𝑐𝑠 =  𝑓𝑘𝑠𝑣𝛽 3-(15)  
where 𝐿𝑎𝑐𝑠 is a scalar. 𝑓𝑘𝑠𝑣 is the kernel feature vector of the data-scarce network. It 
has 𝑛𝑓 columns.  𝑓𝑘𝑠𝑣 is given by 3-(10), where 𝑓𝑘𝑠𝑣 replaces  𝑓𝑘𝑣. 𝛽 is given by 3-(14). 𝛽 
is a vector with 𝑛𝑓 rows.  
3.3.4. Validation 
In this paper, the k-fold cross-validation [66] is used to validate my developed approach 
and derive the estimation accuracy. The reasons for using k-fold cross-validation are: 1) 
the cross-validation avoids using the same data to both develop and validate the 
developed model; and 2) it ensures a satisfactory tradeoff between bias and variance. 
In each iteration of the cross-validation, a portion of the data-rich networks are 
reserved in the validation set and are treated as if they were data-scarce. Their APEL 
results are estimated by applying my approach, which is trained using the rest of the 
data-rich networks. However, because the networks in the validation set are indeed 
data-rich networks, their accurate APEL results can be calculated. This allows for the 
comparison of the estimated APEL results against the accurate APEL results for 
validation. 
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The k-fold cross-validation is detailed as follows. Firstly, the additional loss 
coefficient 𝐿𝑎𝑐 (as defined in Chapter 3.2.2.1) are derived as the accurate values for the 
800 data-rich networks. The rest steps are described in Fig. 3-2.  
 nnet （nnet = 800）data-
rich networks
j < k ?
For j = 1:k
(k =10 in this paper)
end
k equal size groups of 
data-rich networks
The jth of the k groups of data-rich 
networks (the validation samples, 
treat them as data-scarce networks 
with only yearly average and 
maximum phase current) 
The rest k-1 groups of 
data-rich networks (the 
training samples)
Derive kernel feature 
vectors (given by (4) 
– (10))
Develop the regression 









Fig. 3-2 Flowchart of k-fold cross-validation 
This paper uses the root-mean-square error (RMSE) to measure the regression 
performance. The regression performance indicates errors between the accurate 
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values 𝐿𝑎𝑐  derived in Chapter 3.2.2.1 and the estimated values 𝐿𝑎𝑐𝑠  derived by 
applying the k-fold cross-validation to the validation samples (treat them as data-scarce 
networks). This error is given by: 
  
𝑒𝑟𝑚𝑠𝑒 = √




 3-(16)  
where 𝑛𝑛𝑒𝑡 (𝑛𝑛𝑒𝑡 = 800) is the number of validation samples. 𝐿𝑎𝑐𝑠,𝑖 is the estimated 
additional phase energy loss for the 𝑖𝑡ℎ validation sample (treat it as if it were a data-
scarce network with only yearly average and maximum phase currents); 𝐿𝑎𝑐,𝑖  is the  
accurate value (derived in Chapter 3.2.2.1) of additional phase energy loss for the 
𝑖𝑡ℎvalidation sample. A lower 𝑒𝑟𝑚𝑠𝑒  indicates a better performance of the developed 
regression model. 
3.3.5. Additional phase energy losses estimation for data-scarce 
networks 
After deriving the additional loss coefficients for data-scarce networks, the APELs are 
estimated in two scenarios: 1) the resistances of distribution lines are available; and 2) 
the resistances of distribution lines are unknown.  
Given a data-scarce network, its APEL is given by 3-(3), where 𝐿𝑎𝑐𝑠 replaces 𝐿𝑎𝑐. 𝐿𝑎𝑐𝑠 
is given by 3-(15).  
For scenario 1), the APELs are directly calculated by applying 3-(3). For scenario 2), 
the APELs are calculated using typical wire resistances for urban, suburban and rural 
networks in the UK. The typical wire resistances for urban, suburban and rural 
networks are 0.064Ω, 0.282Ω and 0.32Ω, respectively [66]. 
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3.4. Case study 
This Chapter presents numerical results: 1) Chapter 3.2.3.1 gives the additional loss 
coefficients and corresponding features for the 800 data-rich networks; 2) Chapter 
3.2.3.2 presents the regression results; 3) Chapter 3.2.3.3 presents the APEL results 
for data-scarce networks; and 4) a discussion is given in Chapter 3.2.3.4. 
3.4.1. Data processing and feature extraction 
In this Chapter, for the 800 data-rich LV networks, the APEL are firstly derived and 
presented in Fig. 3-3.  
 
Fig. 3-3 The additional phase energy losses for data-rich networks in urban, suburban 
and rural areas. 
Fig. 3-3 is the range of the APELs (shown in box plot) for the 800 data-rich networks. 
For example, the blue dot indicates the outliers. The upper and bottom blue lines 
indicate the maximum and minimum APELs for urban LV networks. The line in the blue 
box is the average APEL for urban LV networks. The blue box indicates the range of 
APELs for most urban LV networks. In Fig. 3-3, the average APELs are 1.79 MWh, 
1.95 MWh and 1.59 MWh for LV networks in urban, suburban and rural areas, 
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respectively. For rural LV networks, the average and maximum APEL account for 0.21% 
and 1.21%, respectively, of the yearly distributed energy. For suburban LV networks, 
the average and maximum APEL account for 0.44% and 1.42%, respectively, of the 
yearly distributed energy.  For rural LV networks, the average and maximum APEL 
account for 0.68% and 3.66%, respectively, of the yearly distributed energy. 
Furthermore, for LV networks in suburban and rural areas, the APEL account for up to: 
1) 33% of the total wire energy losses; and 2) 27% of the total transformer copper 
losses.  
Then, to develop the regression model, the additional losses coefficients 𝐿𝑎𝑐  and 
corresponding features (e.g. hypothetical  virtual current  𝐼ℎ𝑣 , hypothetical maximum 
current  𝐼ℎ𝑚 , Hypothetical degree of phase imbalance  𝐷𝐼𝐵𝑣 , Root mean squares of 
unbalance ratio 𝑅𝑀𝑆) are derived. Example are given as follows: 
TABLE 3-1 EXAMPLES OF THE ADDITIONAL PHASE ENERGY LOSSES 
COEFFICIENTS AND CORRESPONDING FEATURES FOR DATA-RICH NETWORKS 
 Lac Ihv  Ihm DIBv RMS 
1 1637 8.93 413.4 0.01 0.06 
2 5799 53.8 614.8 0.05 0.3 
3 6492 51.9 1235.3 0.02 0.11 
4 2801 32.5 508.6 0.03 0.16 
5 836 8.95 330.5 0.02 0.06 
Thirdly, the regression error (shown in root-mean-squared error (RMSE) and mean-
average-percentage error (MAPE)) from the kernel-based robust regression is used to 
validate the choice of these features. A lower regression error indicates a better 
selection of features. This validation is performed for four scenarios: 1) only Ihv is used 
as the feature to develop regression models; 2) Ihv and Ihm are used as the features to 
develop regression models; 3) Ihv, Ihmand DIBv are used as the features to develop 
regression models; 4) excluding Lac, all four features in TABLE 3-1 are used as the 
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features to develop regression models. The validation results are presented in TABLE 
3-2. 
TABLE 3-2  REGRESSION ERROR IN THE ABOVE SCENARIOS 
Scenario 1) 2) 3) 4) 
RMSE 1163 961 715 632 
MAPE 41.9% 33.4% 22.3% 19.7% 
In TABLE 3-2, the RMSE and MAPE decrease with an increasing number of features 
used for regression. The results justify the choice of all the customised features in this 
paper.  
3.4.2. Regression results 
In this Chapter, a kernel-based robust linear regression model is developed.  The 
regression accuracy is significantly higher than that of ordinary robust linear regression. 
Through k-folds validation (defined in Chapter 3.2.2.4), the validation results are shown 
in Fig. 3-4 and Fig. 3-5. 
 
Fig. 3-4 The validation results of kernel-based robust linear regression 
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Fig. 3-5 The validation results of ordinary robust linear regression 
In Fig. 3-4 and Fig. 3-5, the x-axis represents the accurate additional loss coefficients 
which are given by Equation 3-(2) for 800 data-rich LV networks. The y-axis represents 
the estimated additional loss coefficients, when these data-rich LV networks are treated 
as data-scarce in the k-folds validation (shown in Chapter 3.2.2.4). The red line 
indicates if the additional loss coefficients are perfectly estimated by regression models. 
If the blue dots are closer to the red line, it indicates a higher regression accuracy. The 
estimated additional loss coefficients delivered by kernel-based robust linear 
regression are much closer to the red line than that from ordinary robust linear 
regression. The root-mean-squared error (RMSE) delivered by kernel-based robust 
linear regression is 632, which is 43% lower than that by ordinary robust linear 
regression. 
Furthermore, the kernel-based robust regression achieves a higher regression 
accuracy compared to other classic regression approaches. The comparison is given 
as follows: 
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Fig. 3-6 Comparison of the regression approaches 
In Fig. 3-6, the kernel-based robust linear regression achieves almost the same RMSE 
as that by the support vector machine. However, when excluding 10% outliers (which 
presents lower regression accuracies than most LV networks), the RMSE, delivered by 
kernel-based robust linear regression, is lower than that from the support vector 
machine by 12% and other regression approaches by up to 37%. My methodology has 
an RMSE of slightly above 400, whereas alternative approaches have RMSE values of 
above 500. The reduction in RMSE is attributed to the robust linear regression, kernel 
transformation and the customisation of features in my methodology. Further, when 
excluding 10% outliers, the k-robust linear regression only incurs a MAPE of 13%, i.e., 
on average, the estimated APEL is only 13% away from its accurate value. This 
estimation error is acceptable as these data-scarce LV networks only have the yearly 
average and maximum phase currents. However, linear regression, tree regression, 
SVR and Gaussian process regression incur greater MAPEs of 17.3%, 32.7%, 16.5% 
and 23.9%, respectively.  
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3.4.3. Assessments of additional phase energy losses for data-
scarce networks 
After developing the regression model and calculating the additional loss coefficients 
for data-scarce LV networks, the APELs are derived by 3-(3), where 𝐿𝑎𝑐𝑠 replaces 𝐿𝑎𝑐. 
𝐿𝑎𝑐𝑠 is given by 3-(15). The k-folds validation results are shown as follows: 
 
Fig. 3-7 The estimation of additional phase energy losses for LV networks in urban 
areas 
 
Fig. 3-8 The estimation of additional phase energy losses for LV networks in suburban 
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Fig. 3-9 The estimation of additional phase energy losses for LV networks in rural areas 
In Fig. 3-7, the estimated average APEL is 1.746 MWh (which costs £314 if the 
electricity price is £0.18/kWh) for data-scarce urban LV networks. The average 
estimation error is 19.14% for 90% of the urban networks.  In Fig. 3-8, the estimated 
average APEL is 1.954 MWh (which costs £352 if the electricity price is £0.18/kWh) for 
data-scarce suburban LV networks. The average estimation error is 11.81% for 90% of 
the suburban networks. In Fig. 3-9, the estimated average APEL are 1.531MWh (which 
costs £276 if the electricity price is £0.18/kWh) for data-scarce rural LV networks. The 
average estimation error is 12.19% for 90% of the data-scarce LV networks in rural 
areas.   
The following figure presents the estimation accuracy of the proposed approach for LV 
networks with different imbalance degrees, which are defined in [77]. 
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Fig. 3-10 Regression errors for LV networks with different degrees of imbalance 
In Fig. 3-10, with the increase of the degree of phase imbalance, my proposed 
approach delivers lower percentage error, i.e. a higher estimation accuracy is achieved 
for highly imbalanced LV networks. For LV networks with 0.1 or higher degrees of 
phase imbalance, the average percentage regression error is 11.7%.  
3.4.4. Discussions 
In this study, my developed approach delivers about 13% percentage error in 
estimating the APEL for 90% of the data-scarce LV networks. This error is satisfactory 
because the developed approach uses minimal data (e.g. yearly average and 
maximum phase currents, which exists in most LV networks) to assess the year-round 
APEL for data-scarce networks. A higher regression accuracy can be derived if more 
input data are used for data-scarce networks.  A trade-off is thus required by the DNOs, 
i.e. the DNOs should decide if it is worth collecting more data for a slightly higher 
regression accuracy, as more input data means more costs on data collection.  In 
addition, for LV networks in the urban area, the estimation error of APEL is higher than 
that for LV networks in suburban and rural areas by up to 50%. However, the higher 
estimation error for urban networks is acceptable. It is because, according to this study, 
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urban networks correspond to very minimal APEL (only £165.6 which accounts for 9.5% 
of the APEL for rural networks), which are not the focus for the DNOs. For the critical 
focus networks (e.g. LV network which presents higher APEL in suburban and rural 
areas), this study delivers significant lower estimation errors, which are 11.81% and 
12.19% for suburban and rural networks, respectively.  
To apply this approach in other countries, two points should be considered when 
choosing the data-rich networks: 1) there should be at least 800 data-rich networks to 
be collected; and 2) these data-rich LV networks should be representative. They should 
cover a good mix of geographical areas (urban, suburban, and rural) and customer 
composition (domestic, commercial, and industrial). A higher estimation accuracy 
would be achieved if the training data are more representative. 
For the DNOs, this paper developed an effective and efficient approach to assess the 
APEL. For 90% of the data-scarce LV networks (excludes 10% outlier networks), the 
estimation error is about 13%. In this study, it is appropriate to exclude these 10% 
outliers. It is because all these outliers have low APEL. 
 
Fig. 3-11 Regression errors for outlier networks 
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In Fig. 3-11, the outliers are enclosed in the red box. They present significant 
regression errors by up to 800%. However, these outliers show very low APEL, which 
are only up to 0.3MWh ((which costs £54 additional losses if the electricity price is 
£0.18/kWh)). These outliers are thus out of focuses by the DNOs. Furthermore, for LV 
networks with significantly higher APEL, this study delivers much lower estimation 
errors. It is, therefore, appropriate to exclude these outliers.  
For data-scarce LV networks, the available data of maximum phase currents can be 
directly obtained from maximum phase current indicators. The yearly average phase 
currents can be obtained through: 1) the remote telemetry unit (RTU) device on the 
high voltage side of LV transformers. The data on the high voltage side are then 
transformed, referred to the low voltage side. 2) The relay protection device if the 
device has a metering function [66]. 3) The energy meters if they record the data of the 
three phases separately. In addition, a recent project, OpenLV, sponsored by Western 
Power Distribution and undertaken by EA Technology, monitors a range of LV 
(11kV/415V) substations, and the collected data include the average phase current 
values [66]. 
It is appropriate to use regression approaches for assessing the additional phase 
energy losses for data-scarce LV networks. This is because: 1) it is common to use 
regression approaches to estimate or predict unknowns in both data science [64], [75] 
and power systems [78], [79]. 2) Through k-fold cross-validation, my approach delivers 
a satisfactory regression accuracy, where the average percentage error is 13% for 90% 
of the LV networks.  
For LV networks that have high APELs (over 2.5 MWh) throughout a year, the 
approach delivers an accuracy of 87.3%, which is greater than the accuracy of the 
methodology from reference [70] by 23.7%. For LV networks less than 2.5 MWh APELs, 
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this paper and reference [70] deliver similar estimation accuracies.  
For comparison, the additional energy losses are also calculated by applying power 
flow analysis. However, the power flow analysis incurs unacceptably large errors when 
estimating the APELs for data-scarce LV networks. Given any data-scarce LV network 
with only yearly average phase currents and no topology, the process for calculating 
APEL through power flow analysis is detailed as follows: 1) assuming the loads are 
distributed in a rectangle distribution [73], calculate the energy losses using the 
unbalanced yearly average phase currents as the input. 2) Calculate the energy losses 
using the balanced yearly average phase currents as the input. 3) Calculate the APEL, 
which is the difference between the energy losses obtained in Steps 2) and 3). Through 
validation, when excluding 10% outliers, the power flow analysis incurs an average 
MAPE of 237% in the estimation of the APELs for the 800 LV networks. This error is 
unacceptably large, proving that the power flow analysis is not suitable for the 
estimation of the APELs for data-scarce LV networks. In contrast, the methodology 
developed by this paper is suitable for this task, and it incurs the minimum error 
compared to alternative approaches. 
3.5. Estimating imbalance-induced energy losses on the 
three phases by load flow analysis 
The last paragraph in Chapter 3.2.3.4 discusses why traditional power flow analysis is 
not applicable for addressing imbalance-induced phase energy loss estimation for LV 
networks. This Chapter is the expanding contents of this discussion.  
First, since the majority of LV networks within the UK have no properly documented 
topology, transformer-side time-series data and customer-side smart metering data, the 
traditional power flow analysis can only be utilised based on substantial assumptions. 
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These assumptions and calculation steps are presented as follows: 
1) assuming the loads are distributed in a rectangle distribution [73], calculate the 











 3-(17)  
where 𝐼𝑦𝑎 , 𝐼𝑦𝑏 , 𝐼𝑦𝑐  denote the yearly average phase currents on phases a, b and c, 
respectively. 
2) Calculate the energy losses using the balanced yearly average phase currents as 
the input, as given by 
  










 3-(18)  
3) Calculate the APEL, which is the difference between the energy losses obtained in 
Steps 2) and 3), as given by: 
  APEL =  𝐸𝑖𝑏𝑝 − 𝐸𝑏𝑝 3-(19)  
Given the same data from 800 LV networks as those in Chapter 3.2.4, through 
validation, the estimation results are presented in Fig. 3-12. 
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Fig. 3-12 The estimated additional phase energy losses by load flow analysis 
In Fig. 3-12, when excluding 10% outliers, the power flow analysis incurs an average 
MAPE of 237% in the estimation of the APELs for the 800 LV networks. This error is 
unacceptably large, proving that the power flow analysis is not suitable for the 
estimation of the APELs for data-scarce LV networks. In contrast, the methodology 
developed by this paper is suitable for this task, and it incurs the minimum error 
compared to alternative approaches. 
3.6. Conclusions 
This study resolves a previously unanswered question: to assess the additional phase 
energy losses caused by phase imbalance for data-scarce low voltage (415V, LV) 
networks. To this end, a new statistical approach is developed with customised 
features. The approach learns the knowledge from 800 data-rich LV networks and then 
infers the additional phase energy losses for data-scarce LV networks.  
Case studies reveal that: for 90% of the data-scarce LV networks in urban, suburban 
and rural areas, the average regression accuracies are 80.6%, 88.2% and 87.8%, 
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respectively. These accuracies are satisfactory, as my developed approach uses 
minimal data (only yearly average and maximum phase currents) to assess the 
additional phase energy losses.  
3.7. Chapter summary 
This chapter develops a novel approach to address one unsolved engineering question 
for data-scarce LV networks: assessing imbalance-induced phase energy losses. 
Through validation, this approach delivers over 80% estimation accuracy for over 90% 
data-scarce LV networks. Having accurate estimated imbalance-induced phase energy 
losses is significant in performing the cost-benefit analysis for phase balancing 
investments for data-scarce LV networks. 
This chapter finds out that directly utilising the existing data from data-scarce LV 
networks as the input features do not perform satisfactory estimation accuracy. 
Converting the existing data into other definitions by corresponding engineering 
equations promotes estimation accuracy. For example, in this chapter, I covert the 
yearly average phase current and the yearly maximum phase current into the data of 
hypothetical degree of phase imbalance (defined in equation 3-(6)) and the data of the 
root-mean-square (RMS) of unbalance ratio (defined in equation 3-(8)). These 
conversions increase the overall estimation accuracy of 14%.  
Moreover, this chapter reveals that: for 90% of the data-scarce LV networks in urban, 
suburban and rural areas, the average regression accuracies are 80.6%, 88.2% and 
87.8%, respectively. This indicates that urban networks perform greater data limitation 
than suburban and rural networks. The scale of the limitation of the data indicates the 
scale of the natural error in using existing data for realising estimating or forecasting. 
And this error cannot be addressed by mathematic solutions.  
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Last, this chapter reveals that outliers exist in this study. In Fig. 3-11, the outliers are 
enclosed in the red box. They present significant regression errors by up to 800%. 
However, these outliers show very low APEL, which are only up to 0.3MWh ((which 
costs £54 additional losses if the electricity price is £0.18/kWh)). Therefore, before 
training the developed approach, it should remove the LV networks with significant 
lower APELs from the training data. This prevents the tuned parameters of the trained 
model from the impact of the outlier LV networks, thus improving the estimation 
accuracy for the majority of non-outlier LV networks.  
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This chapter develops two original methodologies to assessing imbalance-induced 
phase energy losses and imbalance-induced residual energy losses, respectively, for 
data-scarce LV networks. 
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4.1. Chapter summary 
Phase imbalance causes the appearance of phase residual current, which flows from 
customers to transformers’ neutral point via neutral wires or the ground, thus producing 
energy losses on the phase residual path. The calculation of phase residual current 
details in Chapter 2.2.1. However, assessing imbalance-induced residual energy losses 
for a mass-scale of LV networks remains an unsolved question in the industry because 
of the data-scarcity problem for the majority of LV networks.  
This chapter develops a range-estimation-based approach, named clustering, 
classification and range estimation (CCRE), to address this unsolved problem. This 
approach has a similar basic principle to the approach detailed in Chapter 3.2. Unlike 
Chapter 3.2, this chapter uses a range estimation for assessing imbalance-induced 
residual losses, thus accommodating future phase imbalance changes and being more 
credible in making long-term phase balancing investment decisions for DNOs. In detail, 
first, the CCRE approach divides a sample set of data-rich LV networks into groups, 
using hierarchical clustering [80]. For each group, there exists a probability density 
function derived from the imbalance-induced residual losses of data-rich networks 
within this group. Then, MSVM [81] classifies each data-scarce LV network into one of 
the derived groups with the nearest distance. If a data-scarce LV network is classified 
into a given group, this group’s probability density function of the imbalance-induced 
residual losses applies to that data-scarce LV network. Lastly, Chebyshev’s inequality 
[82] is applied to narrow down the probability density to the 89% confidence interval. 
Through 10-folds cross-validation validation, this CCRE approach derives accurate 
range estimation of imbalance-induced residual losses for over 82% of data-scarce LV 
networks.  
The rest of this chapter is cited from the author’s published article in IEEE transactions 
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on Power systems [70]. The structure of this chapter is organised in an alternative-
based format, where the indices, equations, tables, figures and titles are numbered 
independently. 
Statement of Authorship 
This declaration concerns the article entitled: 
A Statistical Approach to Estimate Imbalance- Induced Energy Losses for Data-Scarce 
Low Voltage Networks 
Publication status (tick one) 
Draft 
manuscript 
 Submitted  
In 
review 





Fang, L., Ma, K., Li, R., Wang, Z., & Shi, H. (2019). A Statistical 
Approach to Estimate Imbalance-Induced Energy Losses for Data-
Scarce Low Voltage Networks. IEEE Transactions on Power Systems, 
34(4), 2825-2835. https://doi.org/10.1109/TPWRS.2019.2891963 
Copyright status (tick the appropriate statement) 
I hold the copyright for this 
material 
 
Copyright is retained by the publisher, 
but I have been given permission to 











The candidate contributed to / considerably contributed to / 
predominantly executed the… 
Formulation of ideas: 
⚫ 80% 
⚫ Defining the real problem in assessing imbalance-induced residual 
energy losses and the solution’s implementation challenges, guided 
by Dr Kang Ma. 
Design of methodology: 
⚫ 90% 
⚫ Customising a clustering, classification and range-estimation 
(CCRE) approach that learns the relationship between imbalance-
induced phase residual losses and the features of data-scarce LV 
networks, guided by Dr Kang Ma. 
Experimental work: 
⚫ 100% 
Presentation of data in journal format: 
⚫ 80% 
⚫ Organising and writing this article, revised by Dr Kang Ma, Dr Ran 




This paper reports on original research I conducted during the period of 
my Higher Degree by Research candidature.  
Signed Lurui Fang Date 30/07/2021 
Chapter 4              Estimating imbalance-induced energy losses on the residual path for 
data-scarce LV networks 
60 
 
A Statistical Approach to Estimate Imbalance- Induced Energy Losses for Data-
Scarce Low Voltage Networks 
Lurui Fang, Student Member, IEEE, Kang Ma, Member, IEEE, Ran Li, Member, IEEE, 
and Zhaoyu Wang, Member, IEEE, Heng Shi 
Abstract—Phase imbalance in the UK and European low voltage (415V, LV) 
distribution networks causes additional energy losses. A key barrier against 
understanding the imbalance-induced energy losses is the absence of high-resolution 
time-series data for LV networks. It remains a challenge to estimate imbalance-induced 
energy losses in LV networks that only have the yearly average currents of the three 
phases. To address this insufficient data challenge, this paper proposes a new 
customized statistical approach, named as the CCRE (Clustering, Classification, and 
Range Estimation) approach. It finds a match between the network with only the yearly 
average phase currents (the data-scarce network) and a cluster of networks with time-
series phase current data (data-rich networks). Then CCRE performs a range 
estimation of the imbalance-induced energy loss for the cluster of data-rich networks 
that resemble the data-scarce network. The Chebyshev’s inequality is applied to 
narrow down this range, which represents the confidence interval of the imbalance-
induced energy loss for the data-scarce network. Case studies reveal that, given such 
few data from the data-scarce networks, more than 80% of these networks are 
classified into the correct clusters, and the confidence of the imbalance-induced energy 
loss estimation is 89%.  
Index Terms— energy loss, low voltage, phase imbalance, power distribution, three-
phase power 
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Imbalance-induced energy losses in the UK and European low voltage (415, LV) 
distribution networks account for up to 35% of the energy losses on distribution wires 
[7]. This is mainly due to the significant phase imbalance in the UK’s LV networks [30], 
[31], [16]=. Data from Western Power Distribution (a UK distribution network operator) 
show that over 50% of their LV networks have the peak current of the “heaviest” phase 
exceeding that of the “lightest” phase by more than 50%, e.g. it is common to have a 
peak current of 300 A on one phase and 150 A on another phase, causing the phase 
residual current to be comparable to or even larger than phase currents [1]. The phase 
residual current then causes an imbalance-induced energy loss. Imbalance-induced 
energy losses are also widespread in distribution networks in other countries [6], [32]. 
Therefore, understanding imbalance-induced energy losses are important for 
distribution network operators (DNOs) to evaluate the total cost of phase imbalance 
and the potential benefit of phase balancing [77],[83]. 
There exist a number of references that focus on imbalance-induced energy losses. 
Reference [13] calculated the energy loss on the neutral wire of overhead lines in the 
distribution network, using Carson’s equations to model the lines. Reference [14] 
calculatedd neutral energy losses, based on the ratio between the equivalent neutral 
line resistance and line resistance of a transposed three-phase line. Reference [39] 
calculated the neutral energy loss caused by non-linear three-phase loads. Reference 
[8] calculated the neutral energy loss in medium-voltage distribution networks due to 
load imbalance. Reference [84], [85] calculated the energy losses in distribution 
networks, including energy losses on both the phases and the neutral wire.  
The above references all require networks to have high-resolution time-series data 
(e.g., data collected every 15 minutes or of a comparable resolution) or load curves. 
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However, only a small portion of LV networks, the data-rich networks, have high-
resolution time-series data, whereas the majority of LV networks only have data 
collected once a year, i.e., they are data-scarce networks. Therefore, a major challenge 
to understanding imbalance-induced energy losses is the lack of data. Existing 
imbalance-induced energy loss estimation methods are not applicable to data-scarce 
networks.  
This paper makes the following original contributions:  
1) It for the first time estimates imbalance-induced energy losses for data-scarce 
networks.  
2) To achieve 1), this paper proposes a new customized statistical approach named as 
CCRE, which consists of three stages: Clustering, Classification, and Range Estimation.  
The CCRE approach overcomes the insufficient data challenge by finding a cluster of 
data-rich networks whose features match the data-scarce network through clustering 
and classification, using only the yearly average currents of the three phases as the 
feature. Then this approach performs a range estimation of the imbalance-induced 
energy loss for the cluster of data-rich networks that resemble the data-scarce network. 
This range is narrowed down by applying the Chebyshev’s inequality formula to 
counter the impact of outliers. This is the confidence interval of the imbalance-induced 
energy loss for the data-scarce network.  
Because the yearly average phase currents are widely available data in LV networks, 
this research enables the DNOs to estimate imbalance-induced energy losses on a 
mass scale across their business area, without the need to deploy high-resolution 
monitoring devices. This is economically appealing in terms of significant cost savings. 
According to [86], if all UK’s 900,000 LV networks were to be made data-rich, the total 
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cost of deploying and maintaining pervasive monitoring systems would be 
approximately two billion British pounds, which can be saved. The proposed method 
enables the DNO to evaluate a key cost of phase imbalance for the majority of the LV 
networks that are data-scarce because imbalance-induced energy losses constitute a 
cost, which occurs year by year until the three phases are rebalanced. This cost is a 
key input for the cost-benefit analysis of phase balancing solutions.   
The rest of this paper is organized as follows: Chapter 4.3 presents the clustering and 
classification methodology. Chapter 4.4 presents the range estimation of the 
imbalance-induced energy loss. Chapter 4.5 performs case studies. Chapter 4.6 
discusses increasing visible data for data-scarce LV networks for improving estimation 
accuracy. Chapter 4.7 concludes this paper. 
4.3. Methodology 
To calculate the imbalance-induced energy loss, two variables, phase residual currents 
and the impedance data, are required as inputs. However, these two variables are not 
available in the UK’s data-scarce LV networks, which take the majority. For data-scarce 
networks, the protection systems (e.g. Schneider Sepam series 20) in the substations 
record the yearly average currents of the three phases [87]. On the other hand, I have 
time-series phase current data collected from N (in this case, N = 800, but the 
methodology supports a generic dataset) data-rich LV substations throughout a year at 
an interval of 15 minutes. These substations, within Western Power Distribution (a UK 
DNO)’s business area, cover a good mix of geographical areas (urban, suburban, and 
rural) and customer composition (domestic, commercial, and industrial). For example, 
Cardiff city centre is selected as an urban area with a large number of commercial 
customers; Monmouthshire is selected as a representative rural area [1]. These data 
are the deliverables of the project “Low Voltage Network Templates”. Reference [1] 
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presents a detailed description of these data and this project. 
To estimate the phase residual currents for any data-scarce LV network using the 
available data from the 800 networks, the CCRE approach is proposed. The reason for 
having the clustering stage is to extract representative characteristics of the phase 
residual currents (expressed in the form of cumulative density functions) from the 800 
data-rich networks, thus transforming the 800 data-rich networks into a few 
representative classes. Then, the purpose of the classification stage is to find the best 
match between the data-scarce network and one of the representative classes. Finally, 
the reason for applying the range estimation is to account for the uncertainty in the 
imbalance-induced energy loss estimation. Multiple scenarios on the impedance are 
considered.  The overall flowchart of the CCRE approach is presented in Fig. 4-1. It 
should be noted that all input current data are magnitudes only. 
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Fig. 4-1 Overview of the CCRE approach 
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4.3.1. Data pre-processing 
The phase residual current 𝐼𝑝𝑟𝑐(𝑡)  is a key variable. For the 800 data-rich LV networks 





2(𝑡) − 𝐼𝑎(𝑡)𝐼𝑏(𝑡) − 𝐼𝑏(𝑡)𝐼𝑐(𝑡) − 𝐼𝑎(𝑡)𝐼𝑐(𝑡)]
1/2
 4-(1)  
where 𝐼𝑎(𝑡), 𝐼𝑏(𝑡), 𝐼𝑐(𝑡) denote the currents on phases a, b, and c at time t, respectively. 
In reality, the time-series of phase residual currents for different LV networks have 
different lengths because there are minor missing data. This paper resolves this 
problem by transforming each time-series phase residual currents into a cumulative 
distribution function (CDF). This is suitable because this paper is only concerned about 
the imbalance-induced energy loss over a year (this is the basis for calculating the 
annual cost of the imbalance-induced energy loss), rather than the power loss at any 
specific time point.  
For each data-rich network, the time-series of phase residual currents are transformed 
into a probability density function of the phase residual currents through kernel density 











 4-(2)  
where 𝐼𝑛 denotes the phase residual current; 𝐼𝑛(𝑡) is the phase residual current at time 
𝑡; 𝑛 denotes the sample size; ℎ denotes the kernel bandwidth. In this paper, the kernel 















 4-(3)  
where h is the bandwidth, given by [88]: 
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ℎ = 1.06 ∙ 𝜎 ∙ 𝑛−
1
5 4-(4)  
where 𝜎  denotes the standard deviation of the sample data; 𝑛 denotes the sample size. 
For each data-rich network, the probability density function of the phase residual 
currents is transformed into a CDF. Therefore, there are a total of 800 phase residual 
current CDFs for the 800 data-rich LV networks.   
4.3.2. Clustering 
Agglomerative hierarchical clustering and k-means clustering are applied to cluster 
these 800 phase residual current CDFs into k clusters. The reason why I use 
agglomerative hierarchical clustering and k-means clustering is that they are commonly 
used classic clustering methods [90], [91]. The agglomerative hierarchical clustering 
method starts by taking each CDF as its own cluster; then, it generates higher-level 
clusters by merging clusters with the least dissimilarity between each other until 
eventually achieving only one cluster [91]. This subsection presents three detailed 
aspects: 1) distance metrics; 2) the selection of the number of clusters, and 3) the 
evaluation of clustering results. 
Both Euclidean distance (ED) [86]  and Jensen-Shannon distance (JSD) [92] are 
applied to calculate the dissimilarity between any two CDFs.  
1) Determine the number of clusters 
In this paper, the number of clusters k is determined by a bi-objective optimization 
model. The optimization model aims to minimize the weighted sum of: 1) an overlap 
ratio; and 2) the relative within-cluster sum of squared distances. The optimization 
model is given by 
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𝐶 ∙ 𝑟(𝑘) + 𝑠(𝑘) 
subject to   2 ≤ 𝑘 ≤ 𝑘𝑢𝑝 = argmax 𝑟(𝑘) 
𝑘 is an integer 
0 ≤ 𝑟(𝑘) < 1 
0 ≤ 𝑠(𝑘) < 1 
4-(5)  
where 𝐶 is a weighting factor (𝐶 > 0); 𝑟(𝑘) is the overlap ratio defined in 4-(6); 𝑠(𝑘), 
defined in 4-(7), is the relative within-cluster sum of squared distances as a function of 
𝑘. 
Now this paper defines the overlap ratio 𝑟(𝑘). Because this paper estimates the annual 
imbalance-induced energy loss, which is proportional to the sum of data-rich network’s 
squared phase residual currents over a year, the clustering results are considered 
“good” if different clusters are distinguishable from each other in terms of their 
distributions of the sums of squared phase residual currents over a year. In other words, 
each cluster shall have a distinct distribution of the sum of squared phase residual 
currents as compared to other clusters. To quantify such a distinctiveness, the overlap 
ratio is defined in 4-(6).  
 𝑟(𝑘) = 𝑛𝑜(𝑘)/𝑁 4-(6)  
where k denotes the number of clusters; 𝑟(𝑘) is the overlap ratio as a function of k; 𝑛𝑜 
is the number of data-rich networks that have the same sum of squared phase residual 
currents across different clusters (the shadow area as illustrated in Fig. 4-2). 𝑁 denotes 
the total number of data-rich networks. An illustration of the overlap ratio is given in Fig. 
4-2.  
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Fig. 4-2 The objective overlap area 
The shadow area in Fig. 4-2, i.e., the overlap of the two clusters 1 and 2, represents 𝑛𝑜 
in 4-(6) – this can be easily extended to k clusters. The overlap ratio 𝑟(𝑘) is the shadow 
area divided by the total area of all clusters. When 𝑘 increases from 2 to the maximum 
number of clusters (800 in this case), 𝑟(𝑘)  first increases then decreases to zero. 
Denote 𝑘𝑢𝑝 as the 𝑘 value when 𝑟(𝑘) reaches the maximum.   









∑ (𝑥𝑖 − 𝑥?̅?)
2
𝑖
 4-(7)  
where 𝑥𝑖 denotes the 𝑖th element in cluster 𝑗; 𝑥𝑝,𝑗 is the prototype of cluster 𝑗; 𝑥𝑝,𝑗 is the 
medoid of all elements. 
2) Evaluate clustering results 
After determining the number of clusters k, the agglomerative hierarchical clustering 
process is straightforward. The results show that the agglomerative hierarchical 
clustering with Euclidean distance yields the least overlap ratio, as compared to k-
means with Euclidean distance, k-means with Jensen-Shannon distance, and 
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agglomerative hierarchical clustering with Jensen-Shannon distance. The numerical 
results and detailed discussions are presented in Chapter 4.5 (case studies). Therefore, 
the agglomerative hierarchical clustering with Euclidean distance is chosen as the 
method for clustering the 800 phase residual current CDFs. The clustering output is a 
cluster label for each data-rich network, indicating which cluster this network belongs to. 
The medoid of each cluster is selected to be the prototype of this cluster [80]. 
4.3.3. Classification 
Given the clustering outputs, the classification process consists of the following steps: 
1) feature vectors (input data for classification) are determined for both the data-scarce 
and data-rich networks; 2) the feature vectors and cluster labels for the 800 data-rich 
networks are used to train the classification model by applying multiclass support 
vector machine (MSVM) and kernel-based Adaptive Boost (kAdaBoost); MSVM and 
kAdaBoost then classify the data-scarce network to an existing cluster of data-rich 
networks. The classification results are validated by 10-fold cross-validation.  
1) Determine feature vector 
Data-scarce networks do not have time-series data, and they account for the majority 
of the UK’s LV networks. They only have data collected once a year. According to [87], 
this paper suggests that the yearly average currents for three phases 
(𝐼𝑎𝑣𝑎, 𝐼𝑎𝑣𝑏 𝑎𝑛𝑑 𝐼𝑎𝑣𝑐) be chosen as the known data for data-scarce networks: 1) DNOs 
can obtain them directly from existing devices in a low-cost fashion for millions of 
networks, and these data do not require the deployment of any high-resolution 
monitoring device; 2) the features derived from these data allow for relatively high 
classification accuracy. 
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Given the yearly average phase currents, this paper proposes a feature vector 
consisting of two features: the virtual average phase residual current value 𝐼𝑣𝑝𝑟𝑐   and 
virtual average balanced current value 𝐼𝑣𝑏𝑐. They can be readily calculated from the 
yearly average phase currents: 
 𝐼𝑣𝑝𝑟𝑐 = (𝐼𝑎𝑣𝑎
2 + 𝐼𝑎𝑣𝑏
2 + 𝐼𝑎𝑣𝑐
2 − 𝐼𝑎𝑣𝑎𝐼𝑎𝑣𝑏 − 𝐼𝑎𝑣𝑎𝐼𝑎𝑣𝑐 − 𝐼𝑎𝑣𝑎𝐼𝑎𝑣𝑐)
1/2 4-(8)  
      𝐼𝑣𝑏𝑐 = (𝐼𝑎𝑣𝑎 + 𝐼𝑎𝑣𝑏 + 𝐼𝑎𝑣𝑐) 3⁄  4-(9)  
where 𝐼𝑎𝑣𝑎, 𝐼𝑎𝑣𝑏 𝑎𝑛𝑑 𝐼𝑎𝑣𝑐 denote the yearly average phase currents. Therefore, the 
feature vector 𝐱𝑖 = [ 𝐼𝑣𝑝𝑟𝑐 , 𝐼𝑣𝑏𝑐] is available for the data-scarce network.  
For data-rich networks, the above feature vector can be readily derived from the time-
series phase residual current data throughout a year. Therefore, each data-rich 
network has a cluster ID (this is an output from the clustering stage) as its label and a 
feature vector 𝐱𝑖. Then, the feature vectors and cluster ID for all data-rich networks and 
the feature vector for the data-scarce network are used as the input data for the 
classification stage. 
2) Classification 
The classification is performed by applying two methods, kAdaBoost and MSVM. The 
reason for choosing MSVM (which uses the support vector machine as the base 
classifier) is because, by finding the largest margin to separate different classes, the 
performance of the support vector machine is widely recognized [93], [94]. kAdaBoost 
is chosen as a candidate because: 1) it reduces the bias of weak learners by 
combining the weak learners into a strong learner, and it is shown to be resistant 
against overfitting [95]; and 2) the Gaussian kernel transformation further improve the 
classification accuracy.  
The kAdaBoost method is a combination of the kernel transformation and the well-
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established Adaptive Boost method [95]. It consists of the following steps: 
Firstly, a Gaussian kernel transformation is applied to transform the original feature 
vectors 𝐱𝑖  for all networks 𝑖 (both data-rich and data-scarce) into a high-dimensional 
feature space. Such a transformation improves the classification accuracy by up to 2%. 
The Gaussian kernel is given by [62]:  
 




) 4-(10)  
where 𝑥𝑖,𝑗 and 𝑥𝑖,𝑘  denote the 𝑗𝑡ℎ and 𝑘𝑡ℎ elements of network 𝑖 ’s feature vector 𝐱𝑖 , 
respectively; 𝜎2 is the variance. 
Secondly, the Adaboost.M2 model takes the transformed feature  𝐾(𝒙𝑖,𝑗, 𝒙𝑖,𝑘) as the 
input. For Adaboost.M2, it is essentially a “boosting” method that combines a number of 
weak classification models (“weak models”) into a strong classification model (“strong 
model”) [95]. The strong model is given by [92]: 
 





 4-(11)  
where ℎ𝑡  is the weak model; 𝑎𝑡  denotes the weight parameter. The well-established 
algorithm of AdaBoost.M2 is detailed in [95].  
The MSVM is the multiclass support vector machine [62], [26]. The MSVM is 
essentially a one-versus-one framework that extends the support vector machine (a 
binary classifier) into a multiclass classifier [81]. For each binary classification sub-
problem, the support vector machine aims to find a separating hyperplane in the high-
dimensional feature space (as a result of the Gaussian kernel transformation of the 
feature vectors) to separate the two classes with the maximum margin [94]. The 
support vector machine essentially solves an optimization problem, as given by [96]. 
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𝑇 ∙ 𝜑(𝐱𝑖) + 𝑏) ≥ 1 − 𝑒𝑖 
𝑒𝑖 ≥ 0 
𝑦𝑖 ∈ {−1, 1} 
4-(12)  
where ω and 𝑏 are the coefficient vector and the interception term, respectively; 𝑦𝑖 is 
the label for training example 𝑖; 𝜑(𝐱𝑖) is the transformed feature vector in the high-
dimensional space for training example 𝑖 .   𝐶 ∑ 𝑒𝑖
𝑁𝑡
𝑖=1  is the regularization term that 
reduces the generalization error, where 𝐶 denotes the penalty coefficient; 𝑁𝑡 denotes 
the total number of training examples; 𝑒𝑖 represents the infringement an outlier causes. 
The algorithm of MSVM is detailed in [93].  
The classification process is validated by 10-fold cross-validation. This is a well-
established, popular validation method. It is detailed in [97], [98].  
The classification results from the two methods are compared with each other in the 
case studies. Given the clustering and classification model trained and the data-scarce 
network, the output of the classification stage is the cluster to which this network is 
classified. 
4.4. Imbalance-induced energy loss range estimation 
The classification stage in Chapter 4.3.3 classifies the data-scarce network into an 
established cluster derived in Chapter 4.3.2. The maximum range of the imbalance-
induced energy loss for this cluster is then derived. This range is then narrowed down 
to a confidence range by applying Chebyshev’s inequality formula. This confidence 
range is where the imbalance-induced energy loss of the data-scarce network falls at a 
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predefined confidence level, as cross-validated in Chapter 4.5. Detailed steps are given 
below.   
Firstly, the imbalance-induced energy losses for these data-rich networks are 
calculated for two different earthing systems, TN-C and TN-S. The TN-C earthing 
system is presented in Fig. 4-3 [38] : 
 
Fig. 4-3 The TN-C earthing system 
For the TN-C earthing system, 𝐼𝑝𝑟𝑐  is the phase residual current that flows into the 
transformer neutral point from the ground [38]. The imbalance-induced power loss is 
given by 
  𝑃𝑙𝑜𝑠𝑠 = 𝐼𝑝𝑟𝑐(𝑡)
2𝑅𝑔 4-(13)  
where 𝐼𝑝𝑟𝑐 denotes the phase residual current; 𝑅𝑔 is the equivalent ground resistance, 
which is 0.0953 (Ω/km) ∙ Length (km). 
The TN-S earthing system is shown in Fig. 4-4 [38]: 
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Fig. 4-4 The TN-S earthing system 
For the TN-S earthing system, the protective wire and the neutral wire are separate 
conductors. When there is phase imbalance, the phase residual current 𝐼𝑝𝑟𝑐, flows into 
the transformer neutral point through the neutral conductor. Therefore, the imbalance-
induced power loss is given by 
 𝑃𝑙𝑜𝑠𝑠 = 𝐼𝑝𝑟𝑐(𝑡)
2𝑅𝑛 4-(14)  
where 𝐼𝑝𝑟𝑐 denotes the phase residual current; R𝑛 denotes the neutral wire resistance. 
Secondly, given that the clustering stage in Chapter 4.3.2 has already clustered the 
800 data-rich networks into N clusters, the maximum range [𝐸𝑙𝑜𝑠𝑠𝑚𝑖𝑛 , 𝐸𝑙𝑜𝑠𝑠𝑚𝑎𝑥] of the 
imbalance-induced energy loss for each cluster is derived, where 𝐸𝑙𝑜𝑠𝑠𝑚𝑖𝑛 and 𝐸𝑙𝑜𝑠𝑠𝑚𝑎𝑥 
denote the minimum imbalance-induced energy loss and the maximum imbalance-
induced energy loss, respectively.  
The above maximum range is sensitive to outliers. To counter the impact of outliers, the 
maximum range of the imbalance-induced energy loss for each cluster is narrowed 
down to a confidence range by applying Chebyshev’s inequality formula [82]. In 
industry, a common practice is to remove 1 – 2% of the observed data close to the 
range boundaries [99], assuming that the data follow a Gaussian distribution. The 
reason why I choose Chebyshev’s inequality formula is that, unlike other methods, it 
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does not require that the data follow any particular classic distribution (e.g. Gaussian 
distribution). In this paper, the imbalance-induced energy loss results for any cluster of 
data-rich networks are not assumed to follow any particular classic distribution. 
Therefore, Chebyshev’s inequality formula is suitable in this case. Chebyshev’s 
inequality formula states that the probability of a random variable falling beyond 𝑘σ 
from its mean is less than 1/𝑘2, as given by 
 Prob (|𝑥 − 𝜇| ≥ 𝑘σ) ≤ 1/𝑘2 4-(15)  
where 𝑥  is the random value of the imbalance-induced energy loss; 𝜇  denotes the 
expectation of the imbalance-induced energy loss; σ is the standard deviation of the 
imbalance-induced energy loss; 𝑘 is the coefficient. Reference [100] suggests that the 
coefficient 𝑘 be set as 3 to remove outliers, which means that the values falling in the 
interval [𝜇 − 3σ, 𝜇 + 3σ] has a confidence level of 89%.  
The confidence range corresponds to removing 11% of data from the original cluster by 



















Fig. 4-5 The distribution of example imbalance-induced energy loss for cluster i 
To implement, the distance between the imbalance-induced energy loss of each data-
rich network and the average imbalance-induced energy loss of each cluster i is 
calculated. Then, 11% of the data-rich networks in cluster i with larger distances than 
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the rest are removed. The resulting range of the imbalance-induced energy loss is the 
89% confidence range of imbalance-induced energy loss for cluster i.  
The choice of the 89% confidence level for the range estimation is validated by 
applying 10-fold cross-validation. For each cluster of n data-rich networks, n number of 
imbalance-induced energy loss values are randomly divided into 10 groups of equal 
size. One of the ten groups of data-rich networks is retained as the validation group; 
the other 9 groups form a large training group to build a distribution of the imbalance-
induced energy loss values. This distribution is narrowed down to the 89% confidence 
range by applying Chebyshev’s inequality formula. Then, the percentage of the 
validation samples (the imbalance-induced energy loss values within the validation 
group) that fall within the distribution is calculated. This process repeats until every 
group has served as the validation group once. This process outputs 10 values, i.e. the 
percentages of the validation samples falling within the distribution. These 10 values 
are averaged, and it is found that the average value is close to 89%. In this way, the 
choice of the 89% confidence level is validated.  
The resulting estimation error of the imbalance-induced energy loss is given by 
 𝑒𝑟𝑟𝑜𝑟 = |𝐴𝐿 − 𝐸𝑀𝐿|/𝐴𝐿 4-(16)  
where AL denotes the actual imbalance-induced energy loss (IIBL) of the LV networks; 
EML is the mean value of the estimated range of the imbalance-induced energy loss.  
4.5. Case studies 
This section presents the numerical results. The clustering and classification results are 
given in Chapters 4.5.1 and 4.5.2, respectively. The imbalance-induced energy losses 
are calculated in Chapter 4.5.3. A discussion is presented in Chapter 4.5.4.  
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4.5.1. Clustering  
The first step of clustering is to determine the number of clusters by solving the bi-
objective optimization problem in 4-(5). TABLE 4-1 presents the overlap ratio 𝑟(𝑘) for 
different numbers of clusters 𝑘. 
TABLE 4-1  
OBJECTIVE OVERLAP RATIO COMPARISON 
Number of clusters 𝑟(𝑘) under the ED metric 𝑟(𝑘) under the JSD metric 
6 3.2% 9.8% 
7 3.2% 9.8% 
8 3.45% 10.1% 
In TABLE 4-1, 𝑟(8) > 𝑟(7) = 𝑟(6). 𝑘 = 7 is preferred over 𝑘 = 6 because the former 
corresponds to a lower sum of within-cluster errors. Therefore, the number of clusters 𝑘 
is chosen to be 7 for both JSD and ED metrics.  
Given the number of clusters  𝑘 = 7 , the second step is to perform the clustering 
process using both k-means and hierarchical clustering methods, based on JSD and 
ED distance metrics. The results are presented in TABLE 4-2 for comparison. 
TABLE 4-2  
CLUSTERING METHOD COMPARISON 
 r(𝑘) Hierarchical Cophenet 
Hierarchical 
clustering 
JSD 9.8% 0.7733 
ED 3.2% 0.7845 
K-means 
clustering 
JSD 22.%  
ED 10.3%  
In TABLE 4-2, the Hierarchical cophenet denotes the cophenet correlation coefficient 
for the Hierarchical cluster tree, indicating how faithfully the tree represents the 
dissimilarities among observations (the larger, the better). Hierarchical clustering with 
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the ED distance metric yields the lowest overlap ratio and a higher cophenet – this 
combination is therefore chosen for clustering.  
Fig. 4-6 and Fig. 4-7 visualize how distinguishable the seven clusters are under: 1) 
hierarchical clustering with ED metric; 2) hierarchical clustering with JSD metric; 3) k-
means with ED metric; and 4) k-means with JSD metric.  
 
Fig. 4-6 Hierarchical (left) and K-means (right) clustering results with ED metric 
 
Fig. 4-7 Hierarchical (left) and K-means (right) results with JSD metric 
In these diagrams, each cluster is resembled as a bar. Fig. 4-6 and Fig. 4-7 show that 
hierarchical clustering with the ED distance metric yields the most distinguishable 
seven clusters as compared to other methods.  
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The phase residual current CDFs of the data-rich networks within each cluster are 
plotted as a heat map in Fig. 4-8.  
 
Fig. 4-8 The heat map of the squared phase residual current CDFs of the data-rich 
networks within each cluster 
In Fig. 4-8, the diagram is separated into seven intervals by six vertical white lines, 
where each interval corresponds to a cluster (from Cluster 1 in the left to Cluster 7 in 
the right). Each blue-yellow vertical line represents the phase residual current CDF of a 
data-rich network belonging to the cluster. Each red vertical line represents each 
cluster’s prototype. This figure demonstrates that each cluster has its own phase 
residual current CDF tendency, which is distinctive from other clusters. In addition, 
Cluster 1 accounts for 1.09% of the data-rich networks in this study; Clusters 2 – 7 
account for 15.25%, 49%, 23.96%, 6.72%, 2.72%, and 1.27% of the data-rich networks, 
respectively.  
4.5.2. Classification  
According to Chapter 4.3.2, the virtual average balanced current and virtual average 
phase residual current are the features used for classification in this sub-section. This 
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feature is derived from yearly average currents of three phases (𝐼𝑎𝑣𝑎, 𝐼𝑎𝑣𝑏 and 𝐼𝑎𝑣𝑐), 
recorded once a year by a relay protection metering function. The distribution of the 
features for each cluster is plotted in Fig. 4-9.  
 
Fig. 4-9 Data-rich networks’ feature distribution 
Fig. 4-9 shows that the features for different clusters overlap to a large extent. This 
overlap reflects the data scarcity, i.e., the available feature is rather limited.  
From case studies, I find that the Gaussian-kernel-based MSVM and kAdaBoost 
achieve higher classification accuracies than alternative classification methods such as 
k-Nearest Neighbmys (KNN) and decision tree. The comparison of the classification 
accuracies is presented in Fig. 4-10. 
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Fig. 4-10 The classification results comparison of different methods 
From Fig. 4-10, the MSVM achieves the highest classification accuracy of 82%, 
followed by kAdaBoost which achieves a classification accuracy of 81.7% and adaptive 
boost (AdaBoost) which achieves 79.5% accuracy. KNN and decision tree achieve 
78.4% and 77.7% accuracies, respectively. In comparison, a blind guess would give an 
accuracy of only 14.29%.  
The confusion matrices for the classification results by MSVM and kAdaBoost are 
presented in Fig. 4-11. 
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Fig. 4-11 Confusion matrices for the MSVM and kAdaBoost methods 
The confusion matrices in Fig. 4-11 demonstrate the classification accuracies in details. 
For instance, for the MSVM classification, column two shows that the data-scarce 
network which should be classified into Cluster 2 has 5% probability of being 
misclassified into Cluster 1, 22% probability of being misclassified into Cluster 3. 
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Both classification methods only require  virtual average balanced current and virtual 
average phase residual current, derived from the yearly average currents of three 
phases (𝐼𝑎𝑣𝑎, 𝐼𝑎𝑣𝑏  and 𝐼𝑎𝑣𝑐), as the feature from data-scarce LV networks. This means it 
can be implemented in a cost-effective manner using existing devices only. 
For example, a data-scarce network has the yearly average phase 
currents [𝐼𝑎𝑣𝑎, 𝐼𝑎𝑣𝑏, 𝐼𝑎𝑣𝑐] = [219.1A, 182.4A, 224.1A]. These data are transformed into a 
feature vector 𝐱𝑖 = [𝐼𝑣𝑏𝑐 , 𝐼𝑣𝑝𝑟𝑐] = [208.5A, 39.4A]. Given this feature vector, this data-
scarce network is classified into Cluster 4 by applying either MSVM or kAdaBoost. 
4.5.3. Imbalance-induced energy losses estimation 
The resistance of the path on which the phase residual current flows is affected by 
many factors, including the length of the path, the resistivity of the cables and the 
ground, ambient condition, and the topology, etc. To account for the complicated nature, 
this paper considers multiple scenarios on the resistance and estimates the imbalance-
induced energy losses for these scenarios. According to [101], the length of the UK’s 
LV networks normally ranges from 0.9 km to 2.1 km; the resistivity of the ground is 
0.0953 Ω/km; the resistivity of the neutral conductor ranges from 0.168 Ω /km to 0.320 
Ω /km. Therefore, for TN-C earthing system, the ground resistance  𝑅𝑔  varies from 
0.0858 Ω to 0.2001 Ω; for TN-S earthing system, the neutral conductor resistance 
𝑅𝑛 varies from 0.1512 Ω to 0.6720 Ω; 
For the TN-C earthing system, the confidence range of the imbalance-induced energy 
losses for each cluster is plotted in Fig. 4-12: 
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Fig. 4-12 The confidence range of the imbalance-induced energy losses of TN-C 
earthing system for the clusters 
For example, when the ground resistance is 0.143 Ω (a length of 1.5 km, which is the 
average length of the UK’s LV networks), for Cluster 1, the confidence range of the 
imbalance-induced energy losses is [54 kWh, 76 kWh] per year. The confidence ranges 
of the imbalance-induced energy losses for Clusters 2 – 7 are [328 kWh, 1,163 kWh], 
[1,457 kWh, 4,271 kWh], [4,601 kWh, 8,638 kWh], [10,005 kWh, 16,345 kWh], [16,904 
kWh, 26,615 kWh], and [26,914 kWh, 41,405 kWh] per year, respectively. 
Given an estimation of 900,000 networks throughout the UK and an average electricity 
price of £ 0.18/kWh, the phase imbalance situation causes 3.01 × 106  to 6.02 ×
106 MWh of imbalance-induced energy losses each year, worth £451.2m to £903.0m 
per annum. 
For TN-S earthing system, the neutral conductor resistance 𝑅𝑛 varies from 0.1512 Ω to 
0.6720 Ω. The confidence range of the imbalance-induced energy losses for each 
cluster is plotted in Fig. 4-13: 
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Fig. 4-13 The confidence range of the imbalance-induced energy losses of TN-S 
earthing system for the clusters 
For example, if the neutral conductor resistance is 0.252 Ω (with a length of 1.5 km and 
a resistivity of 0.163 Ω/km), for Cluster 1, the confidence range of the imbalance-
induced energy losses is [94 kWh, 135 kWh] per year. The confidence ranges of the 
imbalance-induced energy losses for Clusters 2 – 7 are [578 kWh, 2,050 kWh], [2,569 
kWh, 7,531 kWh], [8,114 kWh, 15,233 kWh], [17,644 kWh, 28,824 kWh], [29,809 kWh, 
46,934 kWh], and [47,461 kWh, 73,016 kWh] per year, respectively. 
Given an estimation of 900,000 networks throughout the UK and an average electricity 
price of £ 0.18/kWh, the phase imbalance situation causes 5.3 × 106 to 1.06× 107 MWh 
of imbalance-induced energy losses each year, worth £795.3m to £1,592m per annum. 
This paper applies a 10-fold cross-validation to validate the confidence range of the 
annual imbalance-induced energy loss. The cross-validation results show that 9% of 
the data-rich networks that belong to Cluster 2 fall beyond the confidence range of 
Cluster 2; 11%, 12%, and 11% of the data-rich networks that belong to Clusters 3, 4, 
and 5 falls beyond the respective confidence range of the cluster. Clusters 1, 6, and 7 
have 5, 15, and 6 data-rich networks, respectively – too few networks that it is not 
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suitable to remove any data from them. Therefore, the confidence ranges of Clusters 1, 
6, and 7 are the maximum range of these clusters.  
The same example in Chapter 4.5.2 is used. Its estimated imbalance-induced energy 
loss is within a confidence range of [1,074 kWh, 2,131 kWh] per year, with a confidence 
level of 89%.  
TABLE 4-3 presents examples showing the estimation errors: 
TABLE 4-3 















1 87.3 324 5 24,520 6 29,809 – 46,934 61.15% 
2 19.7 336 3 3,096 2 577 – 2,050 55.91% 
3 98.0 407 6 38,350 5 17,644 – 28,824 40.92% 
4 17.8 38.1 2 1,692 2 577 – 2,050 19.33% 
5 59.9 177 4 9,580 4 8,114 – 15,233  18.29% 
6 145 181 7 54,386 7 47,461 – 73,016 13.79% 
In TABLE 4-3, the first three examples are classified into the wrong clusters, resulting in 
substantial errors of more than 40%. The last three examples are classified to the 
correct clusters, resulting in errors of less than 20%.  
4.5.4. Discussion 
To estimate the imbalance-induced energy loss, the proposed CCRE approach only 
requires the yearly average phase currents as the feature from data-scarce networks. 
This feature can be readily obtained from existing LV networks. This renders the CCRE 
approach applicability to the majority of the UK’s LV networks that are data-scarce, 
without the need for high-resolution monitoring devices on neutral wires.  
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In this paper, the 800 CDFs of the phase residual current 𝐼𝑝𝑟𝑐 are used as the input 
data for clustering. The energy loss is proportional to the square of the phase residual 
current, i.e. 𝐼𝑝𝑟𝑐
2 . However, the reason why the CDFs of 𝐼𝑝𝑟𝑐 are used as the input data 
instead of the CDFs of 𝐼𝑝𝑟𝑐
2  is because the latter would increase the data dispersion 
from 0 – 300 to 0 – 90,000. This expands the range of the CDFs to a level too wide for 
clustering. Furthermore, the clustering results show that the former results in an 
overlap ratio as low as 3.2%, whereas the latter results in an overlap ratio of more than 
20%. Therefore, the former is much better than the latter as the input data for clustering.  
The CCRE approach is designed to be generic. To apply the CCRE approach to other 
countries, it would require the following two groups of input data for the country in 
question: 1) the time-series phase current data monitored throughout a year from at 
least hundreds of data-rich LV networks (these data are used as the training data); and 
2) the yearly average phase currents for the data-scarce network (these limited data 
are called the feature). The more representative the training data are, the more 
accurate the estimated phase residual current for the data-scarce network is.  
This paper considers phase residual current profiles and there is a fundamental 
difference between a load profile and a phase residual current profile. The former 
depends on the number of customers and types of customers, whereas the latter 
depends on how evenly (or unevenly) customers are allocated across the three phases. 
Because urban, suburban, and rural areas have very different customer densities and 
types of customers, their load profiles are different – the classification of load profiles 
into these four areas is justified. However, different types of areas may have the same 
degree of phase imbalance, i.e. customers in these areas are allocated in the same 
uneven fashion, thus resulting in similar phase residual current profiles. On the other 
hand, two networks in the same type of areas (e.g. urban) may have very different 
degrees of phase imbalance, resulting in vastly different phase residual current profiles. 
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Therefore, the division into urban, suburban, and rural areas is not applicable in this 
paper.  
There can be full current measurements from high-voltage (132 kV / 33 kV) and 
medium-voltage (33 kV / 11 kV) distribution substations as well as customer billing data. 
However, these measurements are not normally available from low-voltage (11 / 0.415 
kV, LV) substations downwards (inclusive), because of the prohibitively high cost to 
monitor millions of LV networks. Furthermore, even if smart meter data were available 
for all customers (which is not the case in the UK now), which phase each customer is 
connected to is still unknown [102], [103]. Because of the above field limitations, state 
estimation cannot be performed for LV networks. 
The load loss factor method is popular for calculating energy losses. However, it is not 
suitable in this paper, because it requires the average phase residual current and the 
maximum phase residual current as the input data, which are not available for data-
scarce LV networks. Furthermore, the load loss factor is suggested to be updated 
every month to minimize the error of the estimation [44]. For the data-scarce networks, 
the cost to update the load loss factors for 900,000 LV networks every month would be 
unimaginably high.  
Increasing available features would improve the accuracy of the classification. If the 
sum or average of the phase residual currents over a year were known for data-scarce 
networks, the CCRE approach would achieve an accuracy of 96.8%, much higher than 
if only the average phase residual currents are known. However, increasing features 
pose more requirements on the monitoring of the LV networks, resulting in more costs.  
Phase imbalance causes two costs: 1) the imbalance-induced energy loss; and 2) the 
additional network investment cost. These two costs are required to be estimated for a 
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cost benefit analysis of any phase balancing project. This paper finds out whether the 
1st cost element is significant or not and how significant it is for both highly phase-
imbalanced LV networks and not-so-imbalanced LV networks. Furthermore, this paper 
calculates the 1st cost for one year only. In reality, this cost occurs year by year until the 
three phases are fully balanced. Future work will be to perform a full cost-benefit 
analysis for phase balancing solutions considering the above two benefits together, the 
lack of data in LV networks, and the uncertainty associated with the phase balancing 
capability. 
4.6. Discussions on increasing visible data for 
improving the estimation accuracy 
The section discusses increasing visible data from data-scarce LV networks improves 
the estimation accuracy of the CCRE methods. This section is the expanding contents 
of this discussion.  
This chapter utilises minimal data, the yearly average phase current, from data-scarce 
LV networks for estimating their imbalance-induced residual energy losses with over 80% 
accuracy. These data are commonly existing data for DNOs with minimal accessing 
costs. Having more visible data could increase the estimation accuracy. For example, 
supposing DNOs collect the yearly phase residual current by deploying an additional 
current meter on the residual path of LV networks. The feature vector for data-scarce 
LV networks is given by: 
  𝐱𝑖 = [ 𝐼𝑣𝑝𝑟𝑐 , 𝐼𝑣𝑏𝑐, 𝐼𝑟𝑐̅̅̅̅ ] 4-(17)  
where 𝐼𝑣𝑝𝑟𝑐 , 𝐼𝑣𝑏𝑐  are defined in 4-(8) and 4-(9) respectively; 𝐼𝑣𝑟𝑐  gives the average 
phase residual current.  
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Give the new feature vector, and the same example as that in the case studies, the 
average accuracy for estimating the imbalance-induced residual energy losses 
ascends to 96.8%. However, it is costly to deploy such additional current meters for 
collecting the average phase residual current for a total number of over 900,000 LV 
networks in the UK. Therefore, for the industry, DNOs should make a trade-off between 
estimation accuracy and costs. The method in this chapter delivers over 80% accuracy 
with minimal data accessing costs.  
4.7. Conclusions 
This paper addresses an unsolved problem faced by utility companies, i.e., estimating 
imbalance-induced energy losses for data-scarce low voltage (415V, LV) networks with 
only the yearly average phase currents data.  
The 800 LV data-rich networks with full time-series of phase currents data are clustered 
into 7 clusters, where each cluster represents networks of similar phase residual 
current profiles. Then, at the classification stage, cross-validation results show that 
nearly 82% of the data-scarce networks are classified to the correct clusters. The 
confidence interval of the imbalance-induced energy loss for the data-scarce network is 
derived at a confidence level of 89%. The proposed methodology enables distribution 
network operators to evaluate a key cost of phase imbalance. This cost serves as a 
necessary input for the appraisal of the benefit from phase balancing. 
4.8. Appendix 
The phase residual current (calculated by equation 4-(1)) is the vector sum of the 
phase currents: 
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 𝐼𝑝𝑟𝑐⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  𝐼𝑎⃗⃗  ⃗ + 𝐼𝑏⃗⃗  ⃗ + 𝐼𝑐⃗⃗   4-(18)  
In the absence of phasor measurements, it is assumed that the phase currents are 
120° apart from each other. Therefore, 
 𝐼𝑝𝑟𝑐⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  𝐼𝑎 cos 0
° + 𝑗𝐼𝑎 sin 0
° +𝐼𝑏 cos−120
° + 𝑗𝐼𝑏 sin−120
° +𝐼𝑐 cos 120
°
+ 𝑗𝐼𝑐 sin 120
° 



































2 − 𝐼𝑎𝐼𝑏 − 𝐼𝑏𝐼𝑐 − 𝐼𝑎𝐼𝑐 
4-(20)  
where 𝐼𝑝𝑟𝑐  is the phase residual current; 𝐼𝑎 , 𝐼𝑏  and 𝐼𝑐  denote the magnitudes of the 
phase currents. 
4.9. Chapter summary 
This chapter developed one novel approach to address one unsolved engineering 
question for data-scarce LV networks: assessing imbalance-induced residual energy 
losses. This approach delivers 82% estimation accuracy with range estimation. 
Considering this energy loss acts as a significant part in improving network planning 
methods or making long-term phase balancing investment decisions, delivering a range 
estimation is a more robust answer than point estimation.  
This approach is validated using data from 800 data-rich networks within the WPD’s 
business area. For other DNOs or other countries, before implementing these two 
approaches, this thesis recommends that: 1) collecting time-series data from a small 
portion, but representative, data-rich networks (no less than 800) within their own 
business area; 2) following my approaches’ flowcharts to train their own models for 
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estimating imbalance-induced phase energy loss and imbalance-induced residual loss. 
It should be noted that the machine learning methods used in my approaches are not 
always the best. Developing a statistical approach should always uphold the “no free 
lunch theorem” [104], i.e., there is no one fits all solution. Other DNOs within or out of 
the UK should adopt different classical machine learning methods to train their models 
and compare their estimation accuracy to determine the most appropriate method. For 
example, the determined classification tool is k-Adaboost in this chapter, where the 
alternative tools are ordinary linear classification, MSVM, reinforcement learning and so 
forth. DNOs should always select the tool that delivers the most outstanding estimation 
accuracy.  
The developed statistical approach has limitations as other data-driven approaches 
should have. First, the results of statistical approaches are very sensitive to the data 
itself. When implementing my approaches in field works, the input data-rich networks 
should be representative as I have in case studies – the data-rich networks should 
have a good mixture of urban, suburban and rural LV networks and a good mixture of 
domestic, commercial and industrial customers. Second, the trained model should be 
updated each year to ensure the results are accurate.  
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This chapter develops one original methodology to making phase swapping 
guidance for data-scarce LV networks, without the requirement of deploying 
additional monitoring devices and customer’ smart meter access. 
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5.1. Chapter summary 
Phase swapping is a classic method to address phase swapping by moving customers 
from one phase to another. Substantial references have studied how to making phase 
swapping strategies, assuming the network topologies, customer’s smart meter data, 
and network’s substation-side time-series data are known. However, in reality, these 
data are unknown for the majority of LV networks. For these data-scarce LV networks, 
it raises a problem: how to develop phase swapping guidance without deploying 
additional monitoring devices.  
This chapter, for the first time, develops a statistical approach to get around the 
problem. In detail, first, given a set of data-rich LV networks (with year-round 
substation-side time-series phase current data), this approach uses non-negative 
matrix factorization [105],[106] (NMF), a blind source separation approach, to extract a 
set of typical load profiles. At this stage, phase swapping guidance is developed for 
these data-rich networks, as well as their rebalancing potentials (potential reduction of 
phase imbalance degree by implementing the derived phase swapping guidance). 
Second, a rapid screen model is developed by learning the relationship between the 
features of the data-rich networks and their calculated rebalancing potentials. It should 
be noted that the selected feature for these data-rich networks should also exist in 
data-scarce networks. Then, this rapid screening model estimates rebalancing 
potentials for data-scarce LV networks and identifies data-scarce LV networks with high 
rebalancing potentials. Third, for LV networks with high rebalancing potentials, I 
suggest that DNOs should collect one day’s phase current data to ensure developing a 
credible phase swapping guidance. Case studies reveal that the statistical approach 
produces effective phase swapping guidance, which reduces the phase imbalance 
degrees for 99% of the data-scarce LV networks, and the maximum reduction is 0.35. 
Moreover, the reduction of phase imbalance degree for data-scarce LV networks is only 
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14.3% lower than that for data-rich networks. 
The rest of this chapter is cited from the author’s published article in IEEE transactions 
on Power systems [107]. The chapter is organised in an alternative-based format, 
where the indices, equations, tables, figures and titles are numbered independently. 
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A Statistical Approach to Guide Phase Swapping for Data-Scarce Low Voltage 
Networks 
Abstract—Phase swapping, which rebalances the unbalanced three-phase low voltage 
(LV, 415V) networks, improves network efficiency by reducing capacity waste and 
energy losses. A key challenge against phase swapping is that the majority of LV 
networks are data-scarce, i.e., there is a general lack of data in LV networks. In light of 
this, this paper proposes a new statistical approach to develop phase swapping 
guidance for data-scarce LV networks with neither time-series network measurements 
nor customer metering data. Firstly, given a set of data-rich LV networks (with time-
series phase currents data collected at LV substations throughout a year), typical load 
profiles and their weights in each of the three phases are extracted by applying a non-
negative matrix factorization method. Then, phase swapping guidance is developed for 
data-rich LV networks along with their rebalancing potentials (rebalancing potentials 
refer to the reduction of phase imbalance degree). Secondly, a rapid screening model 
is developed to efficiently identify the data-scarce LV networks with high rebalancing 
potentials. Phase swapping guidance are then developed for these data-scarce 
networks with high rebalancing potentials. Case studies reveal that the statistical 
approach produces effective phase swapping guidance, which reduces the phase 
imbalance degrees for 99% of the LV networks and the maximum reduction is 35%. 
Validation results show that the average reduction of the phase imbalance degree for 
data-scarce networks is only 14.3% less than that for data-rich networks. 
Index Terms—low voltage, phase imbalance, phase balancing, phase swapping, power 
distribution, three-phase power, statistical approach 
Lurui Fang, Student Member, IEEE, Kang Ma, Member, IEEE, Xinsong Zhang 





𝐷𝑃𝐼𝐵𝑜𝑟𝑖 The original phase imbalance degree 
𝐷𝑃𝐼𝐵𝐵𝑎𝑙 The phase imbalance degree after rebalancing 
𝐷𝑃𝐼𝐵𝑣 The virtual phase imbalance degree 
𝐷𝑃𝐼𝐵𝑠𝑏𝑎 The phase imbalance degree after rebalancing for the validation 
sample 
𝑒𝑣 The rebalancing error 
𝐇 The matrix of weighting factors 
𝐇𝑛𝑒𝑡 The weighting factor matrix for a data-rich network 
𝐇bm  The balanced weighting factor matrix 
𝐇ds The weighting factor matrix for a data-scarce network 
𝐇bms  The balanced weighting factor matrix for a data-scarce network 
ℎ∅ The weighting factors in phase ∅  (∅ϵ{a, b, c}) of the data-rich 
network 
𝐈𝐏𝐈 The input phase current matrix 
𝐈𝑆𝐵 the rebalanced time-series phase current data for a validation 
sample 
𝐼𝑝∅,𝑖(𝑡) The time-series phase current data for phase ∅ (∅ϵ{a, b, c}) of the 
𝑖𝑡ℎ data-rich LV networks 
𝐼𝑃∅𝐵 The rebalanced time-series phase current profiles 
𝐼𝑦𝑎, 𝐼𝑦𝑏 , 𝐼𝑦𝑐 The yearly average phase current data 
 I𝑜∅(𝑡) The one day’s phase current data for phase ∅ (∅ϵ{a, b, c}) 
𝑛𝑡 The length of the time series phase current data 
𝑛𝑝 The total number of phases for all data-rich LV networks 
𝑛𝑛𝑒𝑡 The number of data-rich LV networks 
𝑛𝑑 The number of the constituent load profiles 
𝑛𝑑𝑡 The length of one-day’ time-series phase current data 
𝑛𝑑𝑦 The number of days throughout a year 
𝐒𝐏𝐒𝐒 The statistical phase swapping matrix 




Phase imbalance causes significant consequences to low voltage networks (415V, LV), 
e.g. extra energy losses [7], [8], additional reinforcement cost [77], risks of network 
nuisance tripping (because of a high zero-sequence current) [9], risks of network 
overloading [108], and possible damages to induction motors because of voltage 
imbalance [10], [109]. Phase swapping is a natural way to rebalance the three phases 
and resolve the above problems [9], [108], [2]. However, developing mass-scale 
guidance for phase swapping remains a challenge, because the majority of LV 
networks are data-scarce, i.e. there are no time-series phase current data throughout a 
year from these LV networks [86]. 
A number of references focus on developing phase swapping strategies for data-rich 
distribution networks. Reference [9] uses mixed integer programming to develop phase 
swapping strategies. References [16], [110] develop optimal phase swapping strategies 
using simulated annealing and immune algorithms, respectively. Reference [17] applies 
a fuzzy function to develop phase swapping strategies. Reference [111] applies an 
expert system to develop phase swapping strategies. References [112], [113] applied 
heuristic algorithms to develop phase swapping strategies, considering load patterns. 
Reference [114] develops phase swapping strategies using look-ahead optimizations, 
considering load uncertainties. Reference [48] summarizes different methods for 
developing phase swapping strategies. All the above references perform phase 
rebalancing based on full data, including network topology, time-series network current 
data, and demand data. However, these data are not normally available in most LV 
networks that are data-scarce. 
Reference [115] uses smart meter data for phase swapping. However, the use of smart 
meters for phase balancing face three limitations: 1) a smart meter does not know 
which phase a customer is connected to, thus offering limited support for phase 
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swapping. 2) In the UK, electricity suppliers (i.e. retailers) and distribution network 
operators (DNOs) are separate entities. Data protection concerns arise if suppliers are 
to share smart meter data with DNOs. 3) In the UK, not all customers have smart 
meters – the rollout of smart meters is much slower than the original plan of deploying 
smart meters for all customers by 2020. Reference [116] uses automated meter 
management (AMM) system for phase balancing. The AMM system overlaps smart 
meters in terms of functionality: they both provide customer side data. Therefore, the 
AMM system faces the same limitations as smart meters, despite that the former 
provides additional data compared to smart meters. Further, the deployment of the 
AMM system for millions of LV networks in the UK is economically infeasible.  
This paper advances from existing references by extrapolating the knowledge to data-
scarce LV networks with neither time-series network measurements nor customer 
metering data. The knowledge extrapolation was an unanswered question, and it calls 
for a statistical approach. The extrapolation is also one of the key technical aspects of 
this paper. In light of this, this paper makes the following original contributions: 
1) It for the first time develops phase swapping guidance for data-scarce LV networks 
with neither the need for any time-series network measurements nor the need for any 
customer-side metering data.  
2) To achieve 1), this paper proposes a new statistical approach. 
The statistical approach effectively overcomes the insufficient data challenge by 
extrapolating knowledge from a set of 800 representative data-rich LV networks with 
time-series phase current data to the vast population of data-scarce networks. Given 
the 800 data-rich LV networks, the first step is to develop a rebalancing model to 
rebalance the three phases of the data-rich networks by applying a non-negative matrix 
factorization method. The model also outputs the rebalancing potentials (the reduction 
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of the phase imbalance degree) of these data-rich LV networks.  At the 2nd step, a rapid 
screening model is developed to identify the data-scarce LV networks with high 
rebalancing potentials among all data-scarce networks. At the 3rd step, phase swapping 
guidance is developed for the identified data-scarce LV networks by applying the 
statistical rebalancing model developed in the first step. The phase swapping guidance 
guide the distribution network operators to reallocate loads among the three phases of 
data-scarce networks in order to rebalance the three phases. 
The statistical approach develops phase swapping guidance for data-scarce networks, 
which take the majority of the LV networks in the UK, while requiring only a minimal 
amount of data. The approach is economically appealing in the sense that no cost in 
monitoring system is incurred in Scenario 1 (where only yearly average data is required) 
and a minimal cost in monitoring effort is incurred in Scenario 2 (where only one-day’s 
time-series data are required). This is compared to investing in monitoring systems to 
collect year-round time-series data from millions of LV networks in the UK. If 
distribution network operators (DNOs) follow the phase swapping guidance, energy 
losses would be reduced, and the network capacity that is wasted by phase imbalance 
would be released.  
The rest of this paper is organized as follows: Chapter 5.3 presents the statistical 
approach. Chapter 5.4 performs case studies. Chapter 5.5 presents the detailed 
benefits by utilising the developed approach. Chapter 5.6 concludes this paper. 
5.3. Methodology 
To develop phase swapping guidance for data-scarce LV networks, this paper 
proposes a new statistical approach. It consists of three steps. Fig. 5-1 shows the 
flowchart of the statistical approach. 
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Fig. 5-1 Methodology of the statistical approach 
We have the time-series phase current collected every 10 minutes throughout a year 
from the substations of 800 data-rich LV networks within Western Power Distribution (a 
UK DNO)’s business area. These LV networks cover approximately 10% of the 
population in South Wales areas with a good mixture of urban, suburban and rural 
areas and a good mixture of domestic and commercial loads [1]. These data come 
from the project “Low Voltage Network Template” and are described in detail in [1]. 
The purpose of Stage 1 is that it derives two key variables (which are not normally 
available in data-scarce LV networks) from data-rich networks for the development of 
phase swapping guidance. These two variables are 1) time-series constituent load 
profiles; and 2) their weights on each of the three phases. The reason for developing a 
rapid screening model in Stage 2 is that it identifies the data-scarce LV networks with 
high rebalancing potentials. These are seriously unbalanced networks that are worth 
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phase rebalancing.  In Stage 3, the phase swapping guidance developed in Stage 1 is 
extrapolated from data-rich networks to data-scarce networks that have high 
rebalancing potentials. 
5.3.1. Develop a statistical rebalancing model 
For the 800 data-rich LV networks, a non-negative matrix factorization (NMF) method is 
adopted to extract typical load profiles and their weights in the three phases of the 
data-rich networks. The reason for using the NMF method is that it is a classical 
method to extract non-negative source signals (e.g. typical constituent load profiles in 
this case) and their weighting factors from mixed signals (e.g. time-series phase 
current data from the 800 data-rich LV networks) [105], [106]. In addition, NMF 
removes outliers [117]. After deriving typical constituent load profiles and their 
weighting factors, a statistical phase rebalancing model is developed for data-rich LV 
networks.  
1) Extract constituent load profiles and their weights 
To apply the NMF method, the time-series phase current data 𝐈𝑝∅,𝑛(𝑡) from the 800 
data-rich LV networks form an input phase current matrix 𝐈𝐏𝐈, which is given by 
  𝐈𝐏𝐈(𝑡) =  [𝐼𝑝∅,1(𝑡), 𝐼𝑝∅,2(𝑡),⋯ , 𝐼𝑝∅,𝑛𝑛𝑒𝑡(𝑡)] 6-(1)  
where 𝐼𝑝∅,𝑖(𝑡) denotes the time-series phase current data for phase ∅ (∅ϵ{a, b, c}) of the 
𝑖𝑡ℎ data-rich LV networks; 𝐈PI is a matrix with 𝑛𝑡 (the length of the time series phase 
current data) rows and 𝑛𝑝 (the total number of phases for all data-rich LV networks) 
columns; 𝑛𝑛𝑒𝑡  is the number of data-rich LV networks. It is straightforward to see 
that 𝑛𝑝 = 3𝑛𝑛𝑒𝑡. 
Given the input phase current matrix  𝐈PI , the NMF method is applied to find the 
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constituent load profiles and weighting factors in each of the phases. The relationship 
among  𝐈PI, W, and H is given by: 
  𝐈PI ≈ 𝐖 ∙ 𝐇 6-(2)  
where W, given by 5-(3), is a matrix of n non-negative constituent load profiles; H, 
given by 5-(4), denotes the matrix of weighting factors. W and H are given by: 
  𝐖 = [𝑾𝟏,𝑾𝟐, ⋯ ,𝑾𝒏𝒅] 6-(3)  
   𝐇 = [𝐻1, 𝐻2,⋯ , 𝐻𝑛𝑑]
T
 6-(4)  
where 𝑊𝑖 is the 𝑖𝑡ℎ constituent load profile; 𝐻𝑖 is the weighting factors of the 𝑖𝑡ℎ   load 
profile in each of the phases in  𝐈PI; 𝑛𝑑 is the number of the constituent load profiles. W 
is an 𝑛𝑡-by-𝑛𝑑 matrix. H is an 𝑛𝑑-by-𝑛𝑝 matrix. 
The constituent loads are interpreted by three typical load profiles in the UK [110], [118]: 
low demand households, high demand households (the households with electric 
heating), and commercial loads. Therefore, in this paper, the number of the constituent 
load profiles 𝑛𝑑  = 3.  
To obtain W and H, an optimization model is formulated, which is the key to the NMF 
method. The optimization model minimizes the distance between the actual phase 
current 𝐈PI  and the reconstructed phase current (𝐖 ∙ 𝐇). This optimization model is 









s.t.  all elements of 𝐖 and 𝐻𝑖 ≥  𝟎 
6-(5)  
where 𝑛𝑝  is the total number of phases for all data-rich LV networks; 𝐼𝑃𝐼,𝑖  is the 𝑖𝑡ℎ 
columns of the input phase current matrix  𝐈PI, which was given by 5-(1); 𝐻𝑖 is defined 
in 5-(4). The detailed procedure for deriving W and H is given in [105]. 
In this paper, the constituent load profiles derived above are normalized to be within a 
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] 6-(6)  
where 𝑊𝑖,𝑚𝑎𝑥 denotes the maximum element of 𝑊𝑖, which is defined in 5-(3).  
Correspondingly, the matrix 𝐇 is adjusted, as given by  
  
𝐇 = [𝐻1 ∙ 𝑊1,𝑚𝑎𝑥, 𝐻2 ∙ 𝑊2,𝑚𝑎𝑥,⋯ , 𝐻𝑛𝑑 ∙ 𝑊𝑛𝑑,𝑚𝑎𝑥]
T
= [ℎ∅,𝑖] 6-(7)  
where 𝐻𝑖 and 𝑊𝑖,𝑚𝑎𝑥 are defined in 5-(4) and 5-(6), respectively; ℎ∅,𝑖 is the normalized 
weighting factors in phase ∅ (∅ϵ{a, b, c}) of the 𝑖𝑡ℎ data-rich LV network; ℎ∅,𝑖 is a vector 
of 𝑛𝑑 rows. 
2) Develop phase swapping guidance for data-rich LV networks 
After deriving the constituent load profile matrix W and the weighting factor matrix H, a 
statistical phase rebalancing model is developed for the 800 data-rich LV networks.  
For a data-rich network, a weighting factor matrix 𝐇𝑛𝑒𝑡 is given by: 
  𝐇𝑛𝑒𝑡 = [ℎa, ℎb, ℎc] 6-(8)  
where ℎ∅ is the weighting factors in phase ∅ (∅ϵ{a, b, c}) of the data-rich network, as 
defined in 5-(7); 𝐇𝑛𝑒𝑡 is a 𝑛𝑑-by-3 matrix. 𝑛𝑑 is defined in 5-(4). 








 6-(9)  
 𝐇𝑏𝑚 = [𝐻𝑏 , 𝐻𝑏, 𝐻𝑏]  6-(10)  
where 𝐻𝑛𝑒𝑡,𝑖 denotes the weighting factors at the 𝑖𝑡ℎ column (phase) of  𝐇𝑛𝑒𝑡, which is 
given by 5-(8).  
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Secondly, a statistical phase swapping matrix (SPSS) is given by: 
  𝐒𝐏𝐒𝐒 = [𝑠𝑝𝑠𝑠𝑖,𝑗] =  𝐇𝑏𝑚 − 𝐇𝑛𝑒𝑡 6-(11)  
where spssi,j is the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column of SPSS. 
In this paper, 𝑠𝑝𝑠𝑠𝑖,𝑗 indicates that the amount (in an average power (kW)) of the 𝑖𝑡ℎ 
constituent load (the 𝑖𝑡ℎ column of W) should be moved away from the 𝑗𝑡ℎ phase (𝑗 =
1, 2 and 3  represent phase a, b and c, respectively) of the data-rich network. The 
rebalanced time-series phase current profiles for the data-rich LV network are given by: 
  𝐼𝑃∅𝐵 = 𝐼𝑝∅  − 𝐖 ∙  𝑠𝑝𝑠𝑠𝑖 6-(12)  
where 𝐼𝑃∅𝐵 is a vector of 𝑛𝑡 rows (∅ϵ{a, b, c}). 𝐼𝑝∅ is the time-series phase current data 
for phase ∅, as defined in 5-(1). Compared to 5-(1), the subscript i of 𝐼𝑝∅,𝑖(𝑡) is dropped, 
because now I consider a given data-rich network. 𝐖 is defined in 5-(6).  𝑠𝑝𝑠𝑠𝑖 is the 𝑖𝑡ℎ 
column of SPSS, which is given by 5-(11).  
In addition, this model is the key to calculating the rebalancing potential (i.e. the 
reduction of the phase imbalance degree) for the data-rich LV network. Before deriving 
the rebalancing potentials, the following variables are defined. 
 𝐼𝑚𝑎𝑥𝑃∅(𝑡) = max{𝐼𝑝𝑎(𝑡), 𝐼𝑝𝑏(𝑡), 𝐼𝑝𝑐(𝑡)} 6-(13)  
 𝐼𝑎𝑣𝑒𝑃∅(𝑡) = (𝐼𝑝𝑎(𝑡) + 𝐼𝑝𝑏(𝑡) + 𝐼𝑝𝑐(𝑡)) /3 6-(14)  
where 𝐼𝑝𝑎(𝑡), 𝐼𝑝𝑏(𝑡), and 𝐼𝑝𝑐(𝑡) are defined in 5-(1). 
 𝐼𝑚𝑎𝑥𝑃∅𝐵(𝑡) = max{𝐼𝑃𝑎𝐵(𝑡), 𝐼𝑃𝑏𝐵(𝑡), 𝐼𝑃𝑐𝐵(𝑡)} 6-(15)  
 𝐼𝑎𝑣𝑒𝑃∅𝐵(𝑡) = (𝐼𝑃𝑎𝐵(𝑡) + 𝐼𝑃𝑏𝐵(𝑡) + 𝐼𝑃𝑐𝐵(𝑡))/3 6-(16)  
where 𝐼𝑃∅𝐵(𝑡)  denotes the rebalanced time-series phase current data for phase 
∅ (∅ϵ{a, b, c}) of the data-rich network. 
For the data-rich network, the original phase imbalance degree (𝐷𝑃𝐼𝐵𝑜𝑟𝑖 ) and the 
phase imbalance degree after rebalancing (𝐷𝑃𝐼𝐵𝐵𝑎𝑙) are given by: 






















 6-(18)  
where 𝐼𝑚𝑎𝑥𝑃∅(𝑡) is defined in 5-(13); 𝐼𝑎𝑣𝑒𝑃∅(𝑡) is defined in 5-(14); 𝐼𝑚𝑎𝑥𝑃∅𝐵(𝑡) is defined 
in 5-(15); 𝐼𝑎𝑣𝑒𝑃∅𝐵(𝑡) is defined in 5-(16). 𝑛𝑡 is defined in 5-(1). 
Thus, the rebalancing potential RP for the data-rich LV network is given by: 
 𝑅𝑃 = 𝐷𝑃𝐼𝐵𝑜𝑟𝑖 − 𝐷𝑃𝐼𝐵𝐵𝑎𝑙 6-(19)  
5.3.2. Develop a rapid screening model 
At this stage, a rapid screening model is developed to identify data-scarce LV networks 
with high rebalancing potentials. Phase balancing for these networks would lead to 
significant benefits in terms of reducing energy losses and saving network investment 
costs. Before developing the rapid screening model, a virtual phase imbalance degree 
(𝐷𝑃𝐼𝐵𝑣) is defined:  
  
   𝐷𝑃𝐼𝐵𝑣 =
max{𝐼𝑦𝑎, 𝐼𝑦𝑏, 𝐼𝑦𝑐}−(𝐼𝑦𝑎+𝐼𝑦𝑏+ 𝐼𝑦𝑐)/3
max {𝐼𝑦𝑎, 𝐼𝑦𝑏,   𝐼𝑦𝑐}
 6-(20)  
where 𝐼𝑦𝑎 , 𝐼𝑦𝑏 and 𝐼𝑦𝑐 denote the average currents for phases a, b and c, respectively, 
throughout a year. 𝐷𝑃𝐼𝐵𝑣 is a feature for both data-rich and data-scarce networks.  
The reason for using 𝐷𝑃𝐼𝐵𝑣 as the feature is that: 1) it is derived from yearly average 
phase current data, which are available for both data-rich and data-scarce LV networks 
[87]; 2) the alternative yearly maximum phase current data from data-scarce LV 
networks cannot represent the actual phase imbalance [2].  
Based on the virtual phase imbalance degree and the rebalancing potentials from 𝑛𝑛𝑒𝑡 
data-rich LV networks, a rapid screening model is developed. It uses a quadratic 
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function to map the virtual phase imbalance degree (𝐷𝑃𝐼𝐵𝑣) to the rebalancing potential, 
which is given by  
  𝑅𝑃 = 𝑓(𝐷𝑃𝐼𝐵𝑣  ) = 𝜃1𝐷𝑃𝐼𝐵𝑣 
2 + 𝜃2𝐷𝑃𝐼𝐵𝑣  + 𝜃3 6-(21)  
where 𝑅𝑃 is defined in 5-(19). 𝐷𝑃𝐼𝐵𝑣 is the virtual phase imbalance degree; 𝜃1, 𝜃2 and 
𝜃3 are coefficients.  
The choice of a quadratic function is justified by Fig. 5-4 (in the case study section), 
which shows an approximate quadratic relationship between the degree of phase 
imbalance and the rebalancing potential. In other words, the quadratic function 
represents an optimal trade-off between bias and variance. The fitted quadratic function 
can then be used to estimate the rebalancing potentials for data-scarce LV networks.  











   
where 𝑓(𝐷𝑃𝐼𝐵𝑣,𝑖) = 𝜃1𝐷𝑃𝐼𝐵𝑣,𝑖
2 + 𝜃2𝐷𝑃𝐼𝐵𝑣,𝑖 + 𝜃3 
6-(22)  
𝐷𝑃𝐼𝐵𝑣,𝑖  is the virtual phase imbalance degree for the 𝑖𝑡ℎ  data-rich LV networks; 𝑅𝑃𝑖 
denotes the derived rebalancing potentials for the 𝑖𝑡ℎ data-rich LV networks; 𝑛𝑛𝑒𝑡 is the 
number of data-rich LV networks.  
After developing the rapid screen model, rebalancing potential is estimated for data-
scarce LV networks. Furthermore, a threshold variable  𝑅𝑃𝑇  divide rebalancing 
potentials into two sections: the low rebalancing potential section (LR) and the high 
rebalancing potential section (HR). Thus, a data scarce LV network is identified as a 
network with high rebalancing potential, if the estimated rebalancing potential is greater 
than  𝑅𝑃𝑇 . The choice of  𝑅𝑃𝑇  (i.e. how “high” is a high rebalancing potential) is 
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subjective. It requires expert’s judgment, and the criteria can vary from case to case. 
For example,  𝑅𝑃𝑇  can be chosen so that the “high rebalancing potential” section 
includes the LV networks whose rebalancing potentials are among the top 25% of all 
LV networks considered. 
5.3.3. Develop phase swapping guidance for data-scarce LV 
networks with high rebalancing potentials 
In this section, phase swapping guidance is developed for data-scarce LV networks 
with high rebalancing potentials (defined in Chapter 5.3.2). The weights of each 
constituent load are rebalanced in the three phases according to the developed 
guidance, thus approximately balancing the three phases. The key is to infer the 
weighting factor matrix H for data-scarce LV networks. When applied to the field, 
different distribution network operators have different types of available data: 1) one 
scenario is where only the yearly average phase current data (𝐼𝑦𝑎 , 𝐼𝑦𝑏 , 𝐼𝑦𝑐) are available; 
2) the other scenario is where only one day’s phase current data I𝑜∅(𝑡) (∅ϵ{a, b, c}) are 
available. The above two scenarios are considered.   
1) Use the yearly average phase current data to infer the missing weighting factors 
Select a data-scarce network as an example, the weighting factor matrix 𝐇ds is inferred, 




























 6-(24)  
where 𝑤𝑎𝑣𝑒.𝑖 is the average value of the data in the 𝑖𝑡ℎ  column of W (given by 5-(6)); 
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𝑛𝑑  is defined in 5-(3). 
After deriving the weighting factor matrix 𝐇ds, a balanced weighting factor matrix 𝐇bms  








 6-(25)  
 𝐇𝑏𝑚𝑠 = [𝐻𝑏𝑠, 𝐻𝑏𝑠, 𝐻𝑏𝑠]  6-(26)  
where 𝐇𝑑𝑠,𝑖 denotes the weighting factors at the 𝑖𝑡ℎ column of 𝐇ds.  
Finally, for the data-scarce LV network, a statistical phase swapping matrix (𝐒𝐏𝐒𝐒𝒔) is 
given by:  
  𝐒𝐏𝐒𝐒𝐬 = [𝑠𝑝𝑠𝑠𝑠,𝑖,𝑗] =  𝐇𝑏𝑚𝑠 − 𝐇𝑑𝑠 6-(27)  
where 𝐇𝑏𝑚𝑠 and 𝐇𝑑𝑠 are derived in 5-(26) and 5-(24), respectively; where 𝑠𝑝𝑠𝑠𝑠,𝑖,𝑗 is the 
𝑖𝑡ℎ row and 𝑗𝑡ℎ column of 𝐒𝐏𝐒𝐒𝒔. The variable spss𝑠,𝑖,𝑗 indicates that the amount of the 
𝑖𝑡ℎ constituent load (the 𝑖𝑡ℎcolumn of W, as defined in 5-(6)) should be moved away 
from the 𝑗𝑡ℎ phase (𝑗 = 1, 2 and 3 represent phases a, b and c, respectively) of the data-
scarce network.  
2) Use one day’s phase current data to infer the missing weighting factors 
Select a data-scarce network as an example, the weighting factor matrix  𝐇ds , as 
defined in 5-(24), is inferred through the following steps. 
Firstly, for the 𝑖𝑡ℎ constituent load (the 𝑖𝑡ℎ column of W), the 𝑗𝑡ℎ day’s load profile 𝑊𝑖,𝑗 is 
derived, which is given by  
  𝑊𝑖,𝑗 = 𝐖((𝑛𝑑𝑡(𝑗 − 1) + 1): (𝑛𝑑𝑡𝑗), 𝑖) 6-(28)  
where 𝐖((𝑛𝑑𝑡(𝑗 − 1) + 1): (𝑛𝑑𝑡𝑗), 𝑖) is the 𝑖𝑡ℎ column, (𝑛𝑑𝑡(𝑗 − 1) + 1) to (𝑛𝑑𝑡𝑗) rows of 
the matrix W, which is define in 5-(6). W (x, y) denotes the element in the 𝑥𝑡ℎ row and 
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𝑦𝑡ℎ column of matrix W. The “m:n” expression denotes “from m to n (inclusive)”, e.g. 
from row (𝑛𝑑𝑡(𝑗 − 1) + 1) to row (𝑛𝑑𝑡𝑗) inclusive of both rows. 𝑊𝑖,𝑗  is a vector of 𝑛𝑑𝑡 
rows; 𝑛𝑑𝑡 is the length of one-day’s time-series phase current data. 








 6-(29)  
𝐼𝑝𝑑,𝑖 is a vector of 𝑛𝑑𝑡 rows; 𝑛𝑑𝑡 is defined in 5-(28); 𝑊𝑖,𝑗 is defined in 5-(28); 𝑛𝑑𝑦 is the 
number of days throughout a year. 
To derive the weighting factor matrix for a data-scarce network, an optimization 








   
s.t. ℎ1,∅, ℎ2,∅,⋯ 𝑎𝑛𝑑 ℎ𝑛_𝑑,∅ ≥ 0 
where 𝐖ds = [𝐼𝑝𝑑,1 , 𝐼𝑝𝑑,2 ,⋯ 𝐼𝑝𝑑,𝑛𝑑 ];  
𝐻𝑑𝑠,∅ = [ℎ1,∅, ℎ2,∅,⋯ , ℎ𝑛𝑑,∅]
𝑇 
6-(30)  
𝐼𝑝𝑑,𝑖 is define in 5-(29);ℎ𝑖,∅ denotes the weight of the 𝑖𝑡ℎ constituent load in phase ∅ 
(∅ϵ{a, b, c}) of the data-scarce network; 𝐼𝑜∅(𝑡) is the 𝑡𝑡ℎ  element of one day’s phase 
current from the data-scarce network; 𝐖ds is a matrix with 𝑛𝑑𝑡 rows and 𝑛𝑑 columns. 
𝐖ds(𝑡) denotes the elements in the 𝑡𝑡ℎ row of matrix 𝐖ds; 𝑛𝑑𝑡 is defined in 5-(28). 
The weighting factor matrix for the data-scarce LV network 𝐇ds is given by:   
  𝐇ds  = [𝐻𝑑𝑠,𝑎 , 𝐻𝑑𝑠,𝑏 , 𝐻𝑑𝑠,𝑐] 6-(31)  
where 𝐻𝑑𝑠,∅ (∅ϵ{a, b, c}) is defined in 5-(30). 
After deriving 𝐇ds, the statistical phase swapping matrix (𝐒𝐏𝐒𝐒𝒔) is given by 5-(25) – 5-
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(27). 𝐒𝐏𝐒𝐒𝒔 presents the phase swapping matrix. 𝐒𝐏𝐒𝐒𝒔 has the same meaning as that 
explained immediately after Equation 5-(27).  
5.3.4. Method for validation 
Before validation, the rebalancing potential 𝑅𝑃  for 𝑛𝑛𝑒𝑡 (𝑛𝑛𝑒𝑡 = 800 ) data rich LV 
networks are derived in stage 1 (explained in Chapter 5.3.1) as the accurate RP. 
Then, to validate the developed phase swapping guidance for data-scarce LV networks, 
k-fold cross-validation (𝑘 = 10  in this paper) is used. Firstly, the 800 data-rich LV 
networks are randomly partitioned into 𝑘 equal-sized groups. Then, the LV networks 
from one of the 𝑘 groups are held out as the validation samples (treat them as if there 
were data-scarce LV networks), the LV networks from the remaining 𝑘 − 1 groups are 
used as the training samples (data-rich LV networks). The training samples are used to 
develop the statistical rebalancing model and rapid screening model as explained in 
Chapter 5.3.1 and 5.3.2. Then, the phase swapping guidance is developed for the 
validation samples.  
For the first scenario (explained in Chapter 5.3.3), the rebalanced time-series phase 
current data 𝐈𝑆𝐵 for a validation sample is given by:  
  𝐈𝑆𝐵 = [𝐼𝑝𝑎, 𝐼𝑝𝑏 , 𝐼𝑝𝑐]  − 𝐖 ∙  𝐒𝐏𝐒𝐒𝒔 6-(32)  
where W is defined in 5-(6); 𝐒𝐏𝐒𝐒𝒔 is defined in 5-(27); 𝐼𝑝∅ is defined in 5-(1) (∅ϵ{a, b, c}); 
Compared to 5-(1), the subscript i of 𝐼𝑝∅,𝑖(𝑡) is dropped, because now I consider a 
given network. 










 6-(33)  
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where 𝐼𝑚𝑎𝑥𝑆𝐵(𝑡) is the maximum element in the 𝑡𝑡ℎ row of 𝐈𝑆𝐵, which is defined in 5-(32); 
𝐼𝑎𝑣𝑒𝑆𝐵(𝑡) is the average value of the elements in the 𝑡𝑡ℎ row of 𝐈𝑆𝐵, which is defined in 
5-(32); 𝑛𝑡 is defined in 5-(1). 
The validation rebalancing potential for the validation sample is given by: 
 𝑅𝑃𝑣 = 𝐷𝑃𝐼𝐵𝑜𝑟𝑖 − 𝐷𝑃𝐼𝐵𝑠𝑏𝑎 6-(34)  
where 𝐷𝑃𝐼𝐵𝑜𝑟𝑖 denotes the original phase imbalance degree for the validation sample 
(given by 5-(17)); 𝐷𝑃𝐼𝐵𝑠𝑏𝑎 denotes the phase imbalance degree after rebalancing for 
the validation sample (given by 5-(33)). 






 6-(35)  
where 𝑅𝑃  (given by 5-(19)) is the accurate rebalancing potential for the validation 
sample; 𝑅𝑃𝑣 is the rebalancing potential (given by the proposed statistical rebalancing 
method) for the validation sample. This error indicates the validity of the phase 
swapping performance for the data-scarce LV networks.   
The previous process repeats until each of the k groups has been held out as the 
validation samples. After k iterations, the rebalancing potentials (i.e. the reduction of 
phase imbalance degree) are derived for all data-scarce LV networks. The rebalancing 
errors are given by 5-(35). 
For the second scenario (explained in Chapter 5.3.3), the validation process in each 
iteration of the k-folds validation is presented in Fig. 5-2. 
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A validation sample 
from k-folds validation
 Develop phase swapping 
strategies (given by (25) - (31)) 
using the jth day s load profile
j < ndy ?
For j = 1:ndy
(ndy is the number 




(given by (33) - (34))




Fig. 5-2 Flowchart of the validation process for Scenario 2) 
After deriving 𝑅𝑃𝑣 for the validation sample, the rebalancing error is given by 5-(35). 
The above process repeats until each of the k groups has been held out as the 
validation samples.  
5.4. Case Studies 
This section presents the numerical results. The results from the statistical rebalancing 
modelling and rapid screening modelling for data-rich networks are given in Chapters 
5.4.1 and 5.4.2, respectively. Chapter 5.4.3 presents the phase swapping results for 
data-scarce networks. A discussion is presented in Chapter 5.4.4.  
5.4.1. Results from the statistical rebalancing model 
In the first step, three constituent load profiles are extracted and scaled to the range of 
[0,1] by the maximum value throughout a year. These three constituent loads are low 
demand households, high demand households (customers with electric heating, shown 
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as in Figure 253 of reference [118]) and commercial loads. Fig. 5-3 presents the three 
constituent load profiles throughout a week. 
 
Fig. 5-3 The constituent load profiles throughout an example week (Monday to Sunday) 
Commercial loads and low demand households share the same characteristic: the 
profile is different between workdays and weekends. For commercial loads, the 
weekend peak load is approximately 1/3 of the workday peak. For low demand 
households, the first peak of the weekend’s load is approximately twice of the first peak 
of the workday’s load.  
Select a data-rich network as an example. If the average power of these typical 
customers (e.g. low demand household, high demand household and commercial load) 
are 0.2 kW, 0.4 kW and 0.8 kW, respectively, the phase swapping guidance are 
presented as follows: 
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TABLE 5-1  
A STATISTICAL PHASE SWAPPING GUIDANCE 
Unit: kW, number of loads 
 Phase a  Phase b  Phase c  
Low demand households –5.01, –25 +4.43, +22 +0.57, +3 
High demand households –2.61, –7 +3.10, +8 –0.49, -1 
Commercial loads –2.90, –4 +0.62, +1 +2.28, +3 
In TABLE 5-1, a negative number indicates the amount of the constituent load that 
should be moved away to other phases; a positive number indicates the amount of the 
constituent load that should be taken in from other phases. For example, for phase a, 
25 low demand households (which sums up to an average power of 5.01 kW), 7 high 
demand households (which sums up to an average power of 2.61 kW), and 4 
commercial loads (which sums up an average power of 2.90 kW) should be moved 
away to other phases. If phase swapping strictly follows the guidance in TABLE 5-1, the 
amount of each constituent load in the three phases is rebalanced, thus balancing the 
three phases. For example, after phase swapping, the average power of low demand 
household is 15 kW in phases a, b and c, respectively, but it was 10.8 kW, 20.28 kW 
and 16.42 kW before phase swapping. The accurate rebalancing potential (RP) is 
0.115.  
If the derived phase swapping guidance is followed, it significantly reduces the degree 
of phase imbalance for the 800 data-rich LV networks. It reduces the average and 
maximum phase imbalance degree by 34% and 40%, respectively. In addition, 387 
(48.3%) data-rich LV networks have rebalancing potentials greater than 0.05. Five 
(0.67%) out of the 800 data-rich LV networks have negative rebalancing potentials, 
indicating that phase swapping actually increases the degree of phase imbalance. The 
reason for this is that these few LV networks have no consistent direction of imbalance 
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among the three phases. In other words, phase swapping is not applicable to these five 
networks.      
5.4.2. Results from the rapid screening model 
Fig. 5-4 shows a quadratic mapping from the virtual degree of phase imbalance to the 
rebalancing potential, based on the data from the 800 data-rich LV networks. Such a 
mapping is the rapid screening model.  
 
Fig. 5-4 The rapid screening model 
The majority of the networks have 𝐷𝑃𝐼𝐵𝑣 values that fall in the range of [0, 0.3] and 
rebalancing potentials that fall in the range of [0, 0.2]. In this paper, the threshold of the 
rebalancing potential is 𝑅𝑃𝑇 =  0.05. 48.3% of the LV networks have rebalancing 
potentials greater than the threshold – they have high rebalancing potentials. 
Based on the data set of the 800 networks, the mapping incurs a root-mean-squared 
error (RMSE) and a mean absolute percentage error (MAPE) of 0.0214 and 16.3%, 
respectively.   
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5.4.3. Phase swapping guidance for data-scarce LV networks 
with high rebalancing potentials 
To rebalance the data-scarce LV networks with high rebalancing potentials (explained 
in Chapter 5.4.2), two scenarios are considered: 1) the scenario with yearly average 
phase current data; and 2) the scenario with one day’s phase current data. Phase 
swapping guidance are developed for the two scenarios. The results are validated by 
10-fold cross-validation.  
1) Phase swapping results for data-scarce networks with yearly average phase 
current 
Select the data-rich network (the example in Chapter 5.4.1) as a validation sample 
(treat this data-rich network as if it were data-scarce by ignoring its time-series data), 
this network has yearly average phase currents  [𝐼𝑦𝑎, 𝐼𝑦𝑏 , 𝐼𝑦𝑐] =






If the average power of these typical customers (e.g. low demand household, high 
demand household and commercial load) are 0.2 kW, 0.4 kW and 0.8 kW, respectively, 
the phase swapping guidance are presented as follows: 
TABLE 5-2  
A STATISTICAL PHASE SWAPPING GUIDANCE 
Unit: kW, number of loads 
 Phase a Phase b Phase c 
Low demand households –3.52, –17 +2.85, +14 +0.67, +3 
High demand households –3.37, –9 +2.72, +7 +0.65, +2 
Commercial loads –4.26, –5 +3.43, +4 +0.81, +1 
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The meaning of negative numbers and positive numbers are explained after TABLE 5-1. 
For example, for phase b, 14 low demand households (which sums up to an average 
power of 2.85 kW), 7 high demand households (which sums up to an average power of 
2.72 kW), and 4 commercial loads (which sums up an average power of 3.43 kW) 
should be taken in from other phases. The rebalancing potential for this network is 
0.0959. The rebalancing error 𝑒𝑣 (defined in 5-(35)) is 16%. It indicates that, for this 
validation sample, the rebalancing potential 𝑅𝑃𝑣 (given by the proposed method) is 16% 
lower than the accurate RP.  
Through validation, the average rebalancing error is 19.33% in Scenario 1). If the 
phase swapping implementation strictly follows the developed guidance, the practical 
benefits (including network reinforcement cost reduction [77] and energy loss reduction 
[73]) from phase swapping are shown as follows: 
 
Fig. 5-5 Practical benefits form phase swapping 
In Fig. 5-5, the average and maximum phase swapping benefits are: 1) £12,232 and 
£61,304, respectively, for urban LV networks; 2) £4,940 and £20,372, respectively, for 
suburban LV networks; and 3) £3,280 and £13,919, respectively, for rural LV networks.  
2) Use one day’s phase current data to infer the missing weighting factors 
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In this scenario, two average load profiles (given by 5-(25)) are considered: 1) average 
workday profile; 2) average weekend profile. The average one day’s load profiles 
(scaled to the range of [0,1] by the maximum value throughout a year) are shown as 
follows: 
 
Fig. 5-6 Average workday profiles of constituent loads 
 
Fig. 5-7 Average weekend profiles of constituent loads 
Select the data-rich network (the example in Chapter 5.4.1) as a validation sample 
(treat this data-rich network as if it were data-scarce), this network has one workday’s 
phase current data. If the average power of these typical customers (e.g., low demand 
household, high demand household and commercial load) are 0.2 kW, 0.4 kW and 0.8 
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kW, respectively, the phase swapping guidance are presented as follows: 
TABLE 5-3  
A STATISTICAL PHASE SWAPPING GUIDANCE 
Unit: kW, number of loads 
 Phase a (kW) Phase b (kW) Phase c (kW) 
Low demand households –6.90, –35 +6.14, +31 +0.76, +4 
High demand households –3.34, -8 +4.04, +10 –0.70, –2 
Commercial loads –2.12, –3 –0.35. –1 +2.47, +4 
The meaning of negative numbers and positive numbers are explained after TABLE 5-1. 
For example, for phase a, 35 low demand households (which sums up to an average 
power of 6.90 kW), 8 high demand households (which sums up to an average power of 
3.34 kW), and 3 commercial loads (which sums up an average power of 2.12 kW) 
should be moved away to other phases. The rebalancing potential for this validation 
sample is 0.1037. The rebalancing error 𝑒𝑠 (defined in 5-(35)) is approximately 10.1%. 
It indicates that, for this validation sample, the rebalancing potential 𝑅𝑃𝑣 (given by the 
proposed method) is 10.1% lower than the accurate RP. 
Through validation, the average rebalancing errors are: 1) 14.3%, using the workday’s 
phase current data; 2) 31.9%, using the weekend’s phase current data for the data-
scarce networks. In this case, using the workday’s phase current data as the feature for 
the data-scarce network results in a greater reduction of the phase imbalance degree 
compared with using the weekend’s phase current data. If the phase swapping 
implementation strictly follows the developed guidance, the practical benefits (including 
network reinforcement cost reduction [77] and energy loss reduction [73]) from phase 
swapping are shown as follows: 




Fig. 5-8 Practical benefits form phase swapping 
In Fig. 5-8, the average and maximum phase swapping benefits are: 1) £15,884 and 
£72,981, respectively, for urban LV networks; 2) £6,674 and £21,125, respectively, for 
suburban LV networks; and 3) £4,710 and £26,457, respectively, for rural LV networks. 
The average rebalancing errors of 19.33% and 14.3% are acceptable because my 
statistical approach requires minimal data from data-scarce networks: in Scenario 1), 
only yearly average phase currents are required; in Scenario 2), only one day’s time-
series phase currents are required. There is a trade-off between the data requirement 
from data-scarce networks and the accuracy (measured by the rebalancing error) of 
the phase swapping guidance derived by the statistical approach. The more data 
required from these networks, the lower the rebalancing error will be obtained, but 
more costs will be needed to collect the additional data. In addition, the practical 
benefits presented in Fig. 5-5 and Fig. 5-8 demonstrate the effectiveness of the 
statistical approach. 
5.4.4. Implementation 
The developed approach is not a full phase balancing strategy but rather provides 
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important guidance for phase balancing for data-scarce LV networks at a minimal cost 
of monitoring. The guidance does not specify which connection point on the feeder is to 
be phase swapped and how, as this depends on the specific LV feeder topology and 
customers’ phase connectivity which vary from case to case. Rather, the approach 
provides the following key guidance for phase swapping: 
1) whether any given data-scarce network suffers from a serious phase imbalance or 
not; 
2) whether any given data-scarce network has a phase imbalance direction or not. A 
phase imbalance direction refers to the existence of a particular phase that is 
consistently heavier (or lighter) than the other phases. Phase swapping is only 
applicable where there is a phase imbalance direction.  
3) given any data-scarce network, move what load profiles from which phase to which 
phase in order to achieve near-balanced three phases (the results are presented in 
TABLE 5-2 and TABLE 5-3).  
In other words, the above 1) and 2) inform whether any given LV network is worthy of 
phase swapping or not. If yes, to develop a network-specific phase swapping strategy, 
the following steps should be taken: 
1) The DNOs should first obtain the network topology. 
2) The type of each customer should be identified. The customers’ phase connectivity 
should also be obtained.   
3) Determine the points of phase swapping so that the phase swapping strategy 
closely follows the 3rd guidance as mentioned above. 




The developed statistical approach addresses a problem that no existing method can 
address: developing phase swapping guidance for data-scarce LV networks with 
neither network monitoring nor any metering from the customer side. The phase 
swapping guidance derived through the statistical approach serves as a benchmark. 
Future research can compare the effectiveness of their guidance with the one in this 
paper.  
The statistical approach is designed to be generic. To apply this method to other 
countries, it requires the following steps: 1) Collect yearly time-series phase current 
data from N number of LV networks (N should be at least 800 hundred). These LV 
networks should be representative enough. 2) Set the number of constituent loads, so 
that the constituent loads are interpretable in that country, e.g. the low demand 
households in the UK. Then, the proposed method can be applied. 
It should be noted that there are millions of LV networks in the UK alone. The fact that 
the statistical approach only requires the training data from 800 representative 
networks is not demanding, compared to requiring full data from each of the millions of 
networks in the UK. Furthermore, distribution network operators (DNOs) can 
reasonably monitor the full data for 800 networks at a moderate cost. 
Phase balancing is most needed at LV (11kV/415V) substations. This is because a 
substation is a critical load node seen by higher-level networks. Phase balancing at the 
substation would prevent phase imbalance and its consequences from propagating to 
higher-level networks. Depending on individual circumstances, phase balancing may 
be extended beyond substations onto critical nodes on LV feeders. However, phase 
balancing at every node of the LV network is neither necessary nor feasible. Therefore, 
phase swapping is not required at all connection points but are only required at critical 
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nodes, e.g. the substation. This significantly relieves the burden of phase balancing on 
a mass scale. Further, not all LV substations need phase balancing, only those with 
serious phase imbalance need balancing, thus further relieving the burden of phase 
balancing. 
This paper uses the average load profiles to approximate customers’ loads. This 
approximation is justified in the following way: 1) the phase swapping guidance 
derived by the statistical approach, which uses the average load profiles, turns out to 
have satisfactory accuracy. This implicitly justifies the use of the average load profiles. 
2) The derived load profiles are typical load profiles for different types of customers (e.g. 
low demand households, high demand households and commercial loads) because the 
non-negative matrix factorization has clustering property. 
Training data of less durations are also used to develop the phase swapping guidance. 
The accuracies of the guidance are presented in TABLE 5-4: 
TABLE 5-4  











14.3% 16.9% 22.11% 27.4% 
The above results prove that my current practice of using year-round data yields the 
least rebalancing error. A greater rebalancing error indicates a lower reduction of phase 
imbalance (hence less effectiveness of the phase swapping guidance) for the data-
scarce networks. 
The statistical approach does not divide the training data from the 800 LV networks into 
urban, suburban, and rural groups, because: 1) If the division were made, the training 
data in each group would be insufficient, thus compromising the accuracy of the 
developed phase swapping guidance; and 2) the case studies yield phase swapping 
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guidance of satisfactory accuracies for data-scarce LV networks. This in turn justifies 
the practice of training the model on the 800 LV networks as a whole rather than 
dividing these networks into three groups. Although the average phase current values 
are not yet collected from all LV networks, they can be obtained via the following 
means at minimal costs:1) The average phase current values can be derived from 
energy meter data if the energy consumption is recorded per phase. 2) The average 
phase current values can be obtained from the protection systems, which monitor the 
network operation status over time. 3) A recent project, OpenLV, sponsored by Western 
Power Distribution and undertaken by EA Technology, monitors a range of LV 
(11kV/415V) substations and the collected data include the average phase current 
values [119]. This paper advocates the collection of the average phase current values 
for the purpose of developing phase swapping guidance. 
The developed approach yields effective phase swapping guidance with satisfactory 
accuracy for the sample networks I have. These networks have a low penetration of 
PVs and EVs, representing the status quo in Western Power Distribution’s business 
areas. To account for increasing single-phase PVs and EVs, the approach can be 
adapted by updating the average load profiles to account for single-phase PVs and 
EVs. This also requires the monitoring of representative PV/EV-rich, data-rich 
substations. Then the developed approach can learn the knowledge and extrapolate it 
to PV- or EV-rich, data-scarce substations. This is part of the future work. 
5.5. The detailed benefits by utilizing the developed 
phase swapping guidance 
In Chapter 5.4 presents the theoretical benefits from the phase swapping guidance by 
the developed statistical approach. This section discusses the benefits in detail. The 
calculation steps are presented as follows: 
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⚫ Given the phase swapping results of the examples in Fig. 5-5 and Fig. 5-8, the pre-
balancing three-phase load profiles and post-balancing three-phase load profiles 
are obtained.  
⚫ Taken equations 2-(1) and 2-(3) and the pre-balancing three-phase load profiles 
and post-balancing three-phase load profiles of the example LV networks calculate 
the reduced energy losses and reduced reinforcement costs. Fig. 5-5 and Fig. 5-8 
provides the total reduced costs if the utility price is 0.18 £/kWh and the following 
network reinforcement costs [12]: 
TABLE 5-5  
PARAMETERS AND REINFORCEMENT COSTS FOR MAIN FEEDERS  
Asset Area Circuit Length 
(km) 




Urban 0.2 67200 
Underground 
cable 
Suburban 0.3 16400 
Overhead line Rural 0.4 15000 
TABLE 5-6  
PARAMETERS AND REINFORCEMENT COSTS FOR TRANSFORMERS  
Area Transformer Capacity (kVA) Investment Cost (£) 
Urban 400 26400 
Suburban 259 16100 
Rural 150 5800 
It should be stressed that urban networks have 5 feeders connected to the substation. 
Suburban and rural networks have 3.5 and 1.5 feeders, respectively, connected to the 
substation[120]. 
⚫ If data-scarce LV networks only have the yearly average phase currents, the 
detailed reduced energy losses and reduced reinforcement costs for urban, 
suburban and rural networks are shown as follows: 





Fig. 5-9 The detailed benefits for urban, suburban and rural data-scarce LV networks 
with only the yearly average phase currents 
⚫ If data-scarce LV networks have one workday’s time-series phase current data, the 
detailed reduced energy losses and reduced reinforcement costs for urban, 
suburban and rural networks are shown as follows: 
 
Fig. 5-10 The detailed benefits for urban, suburban and rural data-scarce LV networks 
with one workday’s phase current data 




This paper addresses an unresolved problem for distribution network operators (DNOs): 
develop phase swapping guidance for data-scarce low voltage (415V, LV) networks 
with neither time-series network measurements nor customer metering data. To 
achieve this, this paper develops a new statistical phase swapping approach, 
extrapolating knowledge from 800 representative data-rich networks to data-scarce 
networks. This approach produces phase swapping guidance that guides the DNOs to 
reallocate typical loads (e.g. low demand households, high demand households and 
commercial loads) among the three phases, thus rebalancing the three phases of data-
scarce networks. 
Case studies are performed to validate the statistical phase swapping approach, which 
achieves effective reductions of the phase imbalance degrees for data-scarce networks: 
the reduction of phase imbalance degree is only 14.3% lower than that for data-rich 
networks. If DNOs follow the phase swapping guidance produced by the statistical 
approach, energy losses would be reduced and the network capacity wasted by phase 
imbalance would be released, while only a minimal amount of data is required. 
5.7. Chapter summary 
This chapter, for the first time, develops a statistical approach to make phase swapping 
guidance for data-scarce LV networks. Case studies reveal that the statistical approach 
produces effective phase swapping guidance, which reduces the phase imbalance 
degrees for 99% of the data-scarce LV networks, and the maximum reduction is 0.35. 
Moreover, the reduction of phase imbalance degree for data-scarce LV networks is only 
14.3% lower than that for data-rich networks. 
It should be noted that this chapter does not develop comprehensive phase swapping 
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strategies, where the network topologies and smart meter data of customers are 
required. Given that there are over 900,000 LV networks in the UK, my approach is 
more generic and data-efficient than comprehensive phase swapping strategies. In turn, 
the generic advantage implies my approach cannot achieve maximum phase balancing 
effectiveness as a comprehensive phase swapping strategy can achieve.  
This chapter also discovers two findings: 
⚫ In discovering the rebalancing potential for data-scarce LV networks, I find that not 
all LV networks can be rebalanced by phase swapping, particularly the LV 
networks naturally with low virtual phase imbalance degree (calculated from the 
yearly average phase currents by equation 5-(20)). This implies that, for these LV 
networks, its load composition is much more complex than imagined. Further 
investigation of the load composition is required in future works.  
⚫ In developing phase swapping guidance for data-scarce LV networks, if DNOs 
could collect one day’s substation-side load profiles, one weekday’s data prevails 
than one weekend’s data. The case studies in Chapter 5.4.3 justify that using one 
weekday’s data to developing phase swapping guidance for data-scarce LV 
networks doubles the phase swapping effectiveness compared to using one 
weekend’s data.  
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This chapter presents thesis conclusions and three potential future works. 




Phase imbalance is a widespread and long-outstanding problem for LV networks. A 
number of references have developed phase imbalance assessment methods and 
phase balancing methods. However, in reality, the data-scarcity problem limits the 
implementation of existing phase imbalance diagnosis methods and phase balancing 
methods, as the majority of LV networks do not collect time-series phase current data 
due to the lack of advanced monitoring devices. To get around this limitation, this thesis, 
for the first time, develops three approaches. 
⚫ Phase imbalance raises energy losses on the three phases for LV networks. This 
thesis develops a regression-based approach to estimate imbalance-induced 
phase energy losses for data-scarce LV networks. This approach is data-efficient 
and highly scalable as it only requires yearly average and maximum phase current 
data. Case studies reveal that: for 90% of the data-scarce LV networks in urban, 
suburban and rural areas, the average estimation accuracies are 80.6%, 88.2% 
and 87.8%, respectively.  
⚫ Phase imbalance causes the appearance of phase residual currents, which flow 
from customers to the transformer’s neutral point via the neutral wire or the groud. 
The phase residual current flow causes additional energy losses. This thesis 
develops a range-estimation-based approach to estimate imbalance-induced 
residual energy losses for data-scarce LV networks. This approach only requires 
yearly average phase currents for data-scarce LV networks, thus being more data-
efficient than the aforementioned regression-based approaches. Moreover, this 
approach derives a confidence range of imbalance-induced residual energy losses 
to promote estimation credibility in accommodating future phase imbalance 
changes. Through validation, this approach delivers correct range estimation for 
over 82% of data-scarce LV networks. 
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⚫ Phase swapping is one of the classical ways to address phase imbalance. This 
thesis originally develops a statistical approach to make phase swapping guidance 
to promote the practicality of phase swapping for massive implementation. 
Compared to existing references, the statistical approach does not require year-
round substation-side phase current data and customer-side smart meter data, 
thus applying for data-scarce LV networks. Case studies reveal that the statistical 
approach produces effective phase swapping guidance, which reduces the phase 
imbalance degrees for 99% of the data-scarce LV networks, and the maximum 
reduction is 0.35. Moreover, the reduction of phase imbalance degree for data-
scarce LV networks is only 14.3% lower than that for data-rich networks. 
The above three approaches addressed unsolved problems in the industry– assessing 
imbalance-induced energy losses and making phase swapping guidance for data-
scarce LV networks. Compared to existing approaches, the developed approaches 
have advantages in terms of data-efficient, low costs and scalability. Further, the first 
two approaches 1) turn decision making for phase balancing investment into possibility 
in the industry; and 2) visualising the connection between imbalance-induced costs and 
non-operation data, thus could support improving LV network planning for DNOs.  
However, similar to all data-driven approaches, the developed approaches also have 
limitations in the implementation. 
⚫ The estimation accuracy for estimating imbalance-induced energy losses and the 
effectiveness for developing phase swapping guidance are sensitive to input data. 
This thesis suggests that DNOs should select representative data-rich LV networks 
as the input to improve estimation accuracy. For example, this thesis uses time-
series phase current data collected from 800 data-rich LV substations throughout a 
year at an interval of 15 minutes. These substations, within Western Power 
Distribution (a UK DNO)’s business area, cover a good mix of geographical areas 
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(urban, suburban, and rural) and customer composition (domestic, commercial, 
and industrial). 
⚫ This thesis combines different machine learning methods together to customise the 
aforementioned statistical approaches. For example, the machine learning method 
is robust-linear regression in Chapter 3.3. However, there is no guarantee that the 
determined robust-linear regression fits all DNOs’ datasets. In the implementation, 
DNOs should adopt other classic methods and use the developed evaluation 
methods by this thesis to determine which machine learning method is applicable 
for their dataset. For example, the classic alternative methods for robust-linear 
regression are regression tree, SVR, or Gaussian processing model. 
⚫ In the implementation, all of the developed statistical approaches should be 
updated at least every year to promote their accuracy and effectiveness. 
Last but not least, this thesis discovers two findings that might only exist for LV 
networks: 
⚫ In assessing imbalance-induced energy losses, the developed statistical 
approaches deliver significantly high estimation errors for LV networks with drastic 
low imbalance-induced energy losses. The error can achieve up to 800%. However, 
these outliers show very low imbalance-induced energy losses, which are only up 
to 0.3MWh ((which costs £54 additional losses if the electricity price is £0.18/kWh)). 
Therefore, before training the developed approach, it should remove the LV 
networks with significant lower APELs from the training data. This prevents the 
tuned parameters of the trained model from the impact of the outlier LV networks, 
thus improving the estimation accuracy for the majority of non-outlier LV networks.  
⚫ In discovering the rebalancing potential for data-scarce LV networks, I find that not 
all LV networks can be rebalanced by phase swapping, particularly the LV 
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networks naturally with low virtual phase imbalance degree (calculated from the 
yearly average phase currents by equation 5-(20)). This implies that for these LV 
networks, its load composition is much more complex than imagined. Further 
investigation is required in future works in terms of detailed load composition.  
⚫ In developing phase swapping guidance for data-scarce LV networks, if DNOs 
could collect one day’s substation-side load profiles, one weekday’s data prevails 
than one weekend’s data. The case studies in Chapter 5.4 justify that using one 
weekday’s data to developing phase swapping guidance for data-scarce LV 
networks doubles the phase swapping effectiveness compared to using one 
weekend’s data.  
6.2. Future works 
Previous chapters have reviewed existing literature and originally addressed the data-
scarce problem in assessing imbalance-induced energy losses and making phase 
swapping strategies for LV networks. In this chapter, I propose three potential future 
works that have not been studied in this thesis. Chapter 5.1.1 discusses how to derive 
a credible assessment of imbalance-induced capacity wastes for data-scarce LV 
networks. Chapter 5.1.2 discusses the implication of load distribution changes on 
estimating energy losses for data-scarce LV networks, especially the implication in 
estimating imbalance-induced energy losses. Chapter 5.1.3 discusses a new incentive 
scheme to encourage flexible customers to provide phase balancing. 
6.2.1. Estimating imbalance-induced capacity wastes for data-
scarce LV networks 
Chapter 2.2.2 notes that phase imbalance incurs capacity wastes which result in 
additional reinforcement costs. Reference [12] and [15] developed formulas to quantify 
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imbalance-induced reinforcement costs. Reference [45] converted reinforcement costs 
calculation for individual network into the utility-scale. However, previous studies do not 
consider that peak load growth in LV networks is significantly uncertain [121], [122]. 
Using one year’s peak load data to calculate LV networks’ additional reinforcement 
costs is not credible in making long-term phase balancing investment decisions. 
Moreover, for the majority of LV networks, three-phase total peak data are not recorded 
due to lacking advanced monitoring devices. It, therefore, raises a research question: 
how to deliver credible imbalance-induced capacity waste assessments for data-scarce 
LV networks.  
To address the problem, I originally propose a probability-based statistical approach: 
⚫ This approach will deliver a probability study of imbalance-induced additional 
reinforcement costs instead of a point data study delivered by existing literature. 
For each LV network, the probability study does not require data from multiple 
years. It, therefore, is data-efficient and cost-efficient for massive deployments.  
⚫ This approach would be straightforward and engineering-friendly. 
6.2.2. The implication of load distribution changes on 
estimating imbalance-induced energy losses for data-
scarce LV networks 
In previous studies, energy losses on LV networks are calculated by three means: 1) 
using exact network topology and time-series data to calculate energy losses; 2) using 
load loss factor to estimate energy losses; and 3) using time-series phase current data 
and load distribution assumptions to estimate energy losses. Given that the majority of 
LV networks are data-scarce, i.e. they do not collect time-series phase current, this 
thesis has developed two statistical approaches to estimate imbalance-induced energy 
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losses for data-scarce LV networks, assuming that loads are always triangle or 
rectangle distributed along the LV feeders [123]. These two distributions are commonly 
used to estimate energy losses. However, with the growing connection of LCT devices, 
which are principally heavy loads, the load distribution would vary from time to time. 
Given that the start-up time of heat pumps and EV charging are random for each 
customer, the load distribution will perform significant uncertainty. An example is 




Fig. 6-1 An example of load distribution change on the time horizon 
Fig. 6-1 present that at time t, the load are triangle distributed along the LV feeder. 
However, at time t+1, the load distribution changes to the rectangle. For triangle 
distribution, the power loss is estimated by [123]: 
  
𝑃 =  
8
15
𝐼2𝑅 6-(1)  





𝐼2𝑅 6-(2)  
For LV networks with the bulk of LCT loads, the load distribution would not constantly 
be triangle or rectangle on time horizons. For the example case in Fig. 6-1, assuming 
loads are always triangle distributed along the feeder would overestimate the energy 
losses. By contrast, assuming loads are always rectangle distributed along the feeder 
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would underestimate the energy losses. Combining the varying load distribution 
problem with the data scarcity problem for LV networks, therefore, raises a challenge: 
what is the average load distribution on time horizons for future data-scarce LV 
networks and how to estimate imbalance-induced energy losses. 
6.2.3. An incentive scheme to encourage flexible customers for 
phase balancing 
Chapter 2.3 and 1.1.2 have discussed existing phase balancing solutions and their 
pros and cons. However, the scalability and costs for existing approaches still require 
investigation, especially when Ofgem had reduced the rate of turn to 3.9% – 4.2% in 
2020. In light of the above problems, references [20] and [21] developed a converter-
based technical solution called three-phase converter dispatching. This solution 
centrally reallocates the phase currents of grid-connected three-phase AC/DC 
converters to rebalance the three phases at the substation side of distribution networks. 
Each AC/DC converter is intentionally controlled to operate in an unbalanced mode 
through an advanced control logic [22], [23] to achieve phase balancing at the 
substation side of LV networks. In reality, a growing number of customers are supplied 
via three phases [24] and have grid-connected three-phase converters such as three-
phase EV charging poles, three-phase DC heat pumps, DC micro-grids, three-phase 
energy storage systems, three-phase distributed PVs, and wind turbines. Furthermore, 
reference [25] used the flexibility inherent in single-phase EVs to deliver phase 
balancing.  
Therefore, it has the potential to engage both three-phase and single-phase flexible 
customers for phase balancing. However, a gap remains between the technical control 
algorithm and real business implementation: there is currently no incentive scheme that 
could motivate sufficient flexible customers to prioritize the predominant consequence 
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of phase imbalance for each LV network. 
To this end, I originally propose an incentive scheme to bridge this gap. This incentive 
scheme is designed to be practical and economically feasible under the UK’s 
regulatory mechanism. This scheme will consider both competition impacts [124] and 
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