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Abst rac t - - In  the note, we prove that the additive Schwarz type preconditioner is applicable to the 
nested finite-dimensional subspaces generated by Hermite cubic splines for the second-order elliptic 
problem. It is shown that the preconditioned system is well conditioned. © 2004 Elsevier Ltd. All 
rights reserved. 
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1. INTRODUCTION 
Due to its built-in parallelism as well as simple implementation, the additive Schwarz type pre- 
conditioner has received more and more attention recently [1-4]. In this short note, we shall 
construct the additive Schwarz preconditioner for the Hermite cubic splines and prove that the 
preconditioned system has the uniformly bounded condition umber. Hermite cubic splines are 
well known in the field of the approximation [5,6], and their C 1 continuity and high-order ap- 
proximation property make them attractive in practice. 
This note is divided into three parts. In Section 2, we sketch the basic framework of the 
additive Schwarz preconditioner. Hermite cubic splines and their properties hall be introduced 
in Section 3. Finally, in Section 4, we construct the nested finite-element spaces with Hermite 
cubic splines, and show that the condition umber of the preconditioned system by the additive 
Schwarz preconditioner for the Hermite cubic splines is uniformly bounded. 
2. ABSTRACT ADDIT IVE  SCHWARZ PRECONDIT IONER 
In this section, we introduce the notation, and the basic concepts of the additive Schwarz 
preconditioner we may use later. We are following the setting introduced in [2,7]. 
Let So C $1 C . . .  C Sn  = S be a nested sequence of finite-dimensional Hi bert spaces and 
s= sj, 
j=0 
where n is a positive integer. 
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Let a(., .) : S x S --* 1~ be a positive definite and symmetric bilinear form with the properties 
= e s ,  
and 
Define A : S -~ S and 
a(v, v) > O. 
a(v, w) = (Av, w), MV, W C S, 
where (., .) is the scalar product in S. 
Let each subspace Sj, j  = 1,. . . ,  n, be equipped with a positive definite and symmetric form 
bj(v,w) = (Bjv, w), v,w • Sj with B j :  Sj -~ Sj. Finally, we define the operator / j :  Sj ~ S to 
be the nature injection operator, and its transpose is denoted by I t . 
The abstract additive Schwarz preconditioner can be written as 
n 
B = E I jB ; lq"  (1) 
d=0 
REMARK 1. In practice, a(., .) usually is the bilinear form introduced from the given second-order 
elliptic problem, and A corresponds to the stiffness matrix. Ij is referred to as the transformation 
matrix for the basis in Sj and the basis in S. I t is the transpose of Ij. bj(., .) is closely related 
to the scalar product in Sj, and Bj usually can be represented as a diagonal matrix. Therefore, 
the additive Schwarz preconditioner (1) can be easily implemented. 
Once we have a sequence of nested subspaces, we may estimate the maximum and minimum 
eigenvalues by the following theorem. 
THEOREM 1. The maximum and minimum eigenvalues of BA can be characterized by 
a(v, v) 
Amax(BA) := max n 
o#.~s min j~__obj(vj,vj) 
v=~2=o Ijvd, vjESj "= 
and 
Amin(BA) := min n 
0#yes min j=~0 bj (vj, vj) 
'~=E'2=o b~'J, ,jes~ = 
The proof of the theorem can be found in several sources [2,7,8]. 
We may find that whether or not the additive Schwarz preconditioner works well is dependent 
on the ratio (the condition number) of Amax to "~min in Theorem 1. 
3. HERMITE  CUBIC  
Let ¢1 and ¢2 be the Hermite cubic splines given by 
¢10 := (x + 1)2(1 - 2x), 
•1(x) :=  ¢11 := (1 -- X)2(2X + 1), 
0, 
and 
¢20 := x(x + 1) 2 , 
¢2(x) := ¢21 := x(x -- 1) 2, 
0, 
SPL INES 
for x e [-1,0], 
for x C [0, 1], 
for x e ~\  [-1,1], 
for x e [--1,0], 
for x • [0, 1], 
for x • ~\  [--1, 1]. 
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Then, 
where 
¢1(j) = 5(j), ¢~(j) = 0, ¢2(J) = 0, ¢~(j) = 5(j), j e Z, 
5(j) :__ { 0, O#jcZ ,  
1, j =O. 
Applications of the Hermite cubic splines in solving ODE numerically can be found in [6]. 
On a mesh with 0 < xo < Xl < ... < xg = 1, we may scale and shift ¢1, ¢2 to construct the 
basis functions for the finite-dimensional space as follows: 
and 
f ¢10 \Xi( -X--~--Xi__ Xi--1)/ , for X E [Xi--l,Xi], 
~l'/(x) :-- / 411 ( x_--x/ ~ , 
\xi+ 1 - -  Xi/ 
0, 
{¢20( x-x  , \x i  - xi-1) 
\ x~+l  - x~/ (z i  - z~- l ) '  
O, 
for x E [x~, Xi+I] , 
for x E ~ \ [xi-1, xi+l], 
for x E [Xi_l,Xi], 
for x E [xi, x~+l], 
for x E ~ \ [Xi_l, xi+l] , 
where i = 0 , . . . ,N .  
We may verify that ¢l,i(xj) = 5(i - j),  ¢~,~(xj) = 0, ¢2,i(xj) = 0, ¢~#(xj) = 5(i - j ) / (x i  - 
X~-l), i , j -  0, . . . ,N .  
Now we introduce one lemma on the Hermite cubic splines. 
LEMMA 1. Let v = OL0¢ll(X ) -~- O~1¢10(X -- 1) + fl0¢20(x) + fll¢21(x -- 1), then we have 
and 
V 2 ClllVll~(o,1) ~ ~ +a2 +flo 2+f12 ~ C2I) IIL~(O,1), 
V t 2 c~ (Zo ~ + z~) < II IG(o,1), 
)lv'lG(o,1) _< c4[Ivil~,(o,1), 
(2) 
(3) 
(4) 
where el ,  C2, C3, and C4 are four constants independent of v, and L2 norm on the interval 
I C [0,1] is defined to be I[V[IL2(I):= (fI  [v(x)12dx) 1/2" 
PROOF. Let the vector a := (ao, al,f lo,f l l)  t , then 
2 I]VlIL2(O,1) = oLtDot, 
where 
D = 
13 9 -11 13 
35 7O 210 420 
9 13 -13 11 
70 35 42O 210 
-11 -13 1 -1  
210 420 105 140 
13 11 -1  1 
420 210 140 105 
Note that D is symmetric and positive definite (i.e., its eigenvalues are strictly positive and 
bounded). Then (2) holds true. 
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Likewise, we have 
where 
D1 ~-~ 
! 2 II, IIz~(0,1) = atDl°t, 
6 -6  -1  -1  
f 5 10 
-6  1 
5 10 
-1  --1 
10 
-1  
10 
5 10 
6 1 
1-6 
1 2 
10 15 30 
1 -1  2 
10 30 1-5 ) 
Note that D1 - 0.082D2 is symmetric and with the eigenvalues nonnegative, where D2 is a 
diagonal matrix with the diagonal entries (0, 0, 1, 1). Then, (3) follows if we set C3 = 0.082. 
Inequality (4) is true because 
II~'llL~(O,1) -< C4 (~o 2 + ~ + 3o 2 + 312). 
If we note that Dl's maximum eigenvalue is bounded, then, by (2), (4) holds. 
This completes the proof. 
4. ADDIT IVE  SCHWARZ PRECONDIT IONER FOR 
THE HERMITE  CUBIC  SPL INES 
For the given second-order lliptic model two points boundary value problem 
-(p(x)u(x)')'+q(x)u(x) =f(x ) ,  x • (0,1), 
with the boundary conditions 
~(0) = ~(1) = o, 
we may define the bilinear form a(., .) to be 
1 fo 1 a(v, w) = ~o p(x)v'(x)w'(x) dx + q(x)v(x)w(x) dx, v, w e H~(0,1), 
where p(x) > O, q(x) > 0 for x • (0, 1), and H01(0, 1) is the usual Sobolev space with the norm, 
seminorm denoted by ll" II1, I" I1, respectively. It is well known that 
~(v, ~) -~ I1~11~. 
Here and in what follows, we use X -- Y to denote the equivalence of the two terms X and Y 
(X, Y can be bounded to each other by multiplying by some constants independent of the mesh), 
and let C, Ci(i = 1, 2 . . .  ) denote the generic constants independent of the mesh. 
For H~(0, 1), H I seminorm is an equivalent norm to H I norm. 
The Galerkin method is to seek an element u in Hi(0, 1) , such that 
a(u, ~) = (/, ~), Vv • H0 ~(0, 1), (5) 
where (v, w) := fro v(x)w(x) dx is the traditional inner product for the real-valued function space 
L2(0, 1). 
If we have a finite-dimensional subspace S C H01(0, 1), then the finite-element method is to 
seek an element un E S such that 
~(~,  ~) = (/ ,  ~), v~ e s. (6) 
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Now we construct the finite-element space based on the Hermite cubic splines. For convenience 
of statement, we focus on the uniform mesh, although quasi-uniform esh also admits the additive 
Schwarz preconditioner for the Hermite cubic splines. 
Let ¢;,k(x) := ¢~(2Jx-k) ,  e = 1, 2, where j, k, known as scales and shifts, are both nonnegative 
integers. Then we may check that supp(¢~,k) = [k - 1, k + 1]/2J. 
Let the finite-dimensional space Sj be the linear span of the basis functions {¢~,k}, k = 
1 , . . . ,2  ~ -- 1 for e = 1, and k = 0 , . . . ,2  k for e = 2. Then, 
S=S~=~-~S~, S c H01(0, 1). 
j=0 
2 2 j We may write the basis function in a vector by ~j := {~j,l}, where ~j,2k = Cj,k, k = 0 , . . . ,  
1 . ", 2j = •2 -1 ,  ~j,2k-1 = Cj,k, k = 1, . - 1, and qoj,2~+l_ 1 j,2J' 
The corresponding stiffness matrix is generated by A := (a(pn,kl, ~,k2)) ,  and the transforma- 
tion matrix Ij can be obtained from the so-called refinement equations 
1 
¢(z) = n e(2x- k), 
k=- i  
where the vector of functions • is defined to be (¢°(x), ¢1(x))-c and the matrices 
.R_ 1 
1 3 
-1  -1  
8 8 
El o] , R0  = 1 , R1  = 
1 --3 
2 4 
i --I 
8 8 
In other words, every basis function ~oj,k can be written as a linear combination of no more 
than six basis functions in {~j+l,k}. Therefore, Sj C Sj+I. Moreover, we have the 2 j+2 by 2 j+l 
transformation matrix Tj, such that 
~t= t 
Thus, Ij can be written as 
Ij := T ,~- ITn -2 . . .  T j ,  j = 0 , . . . ,  n - 1, 
and In is just the 2 '~+1 by 2 ~+1 identity matrix. Furthermore, 
¢} = , • ~Ij, j=O, . . . ,n .  (7) 
For any element vj ~ Sj, we may write it as a linear combination of the basis functions, i.e., 
2J+1_1 
vj = ).~ vj,k~oj,k. 
k=0 
Denote by vj the vector of the coefficients {vj,k} associated with vj E Sj. Then, by Lemma 1, 
we have 
v 2 hjvj-Cvj -~ II IIL2(0,1), 
where vjl-rwj2 is the usual vector product and hi, known as the mesh size of S:-, is 2 - j .  
Let us take a look at Ij again. For a given vj E Sj, we associate it with its coefficient vector vj, 
and I jvj C S,~. Here Ij is an injection mapping vj E Sj naturally into Sn. With some ambiguity, 
we use the same notation Ij in (7) as a transformation matrix mapping a vector in ]R 2j+1 to 
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]~ 2~+1 . More precisely, if vn is the vector of coefficients of v t with the basis functions in S~ (i.e., 
~v. ) ,  v t = then 
v .  = I tv  j. 
Thus, vectors vj, v~ can be thought of as two representations of the same function in S in terms 
of bases in St, Sn, respectively. Ij, as a transformation matrix, connects uch basis change. It is 
important in the numerical implementation. 
Let the bilinear form bt(- , .) on S t be 
b t (vt,wt) = hj- lvjTwj, vt,w t C S t. 
Then, By  1, written in the matrix form, is a 2 t+l by 2 t+l identity matrix multiplied by h~ -1 = 2 t. 
Now the additive Schwarz preconditioner can be defined in the matrix form by 
j=O 
REMARK 2. The computational work for Bvn can be calculated as O(2 n+l) if we note that the 
computational work for Ttv j is O(2t+l), and 2 t+l is the dimension of the space S t. 
After we introduce the additive Schwarz preconditioner, we may estimate the maximum and 
the minimum eigenvalues of the product of the matrices B and A. By Theorem 1, we need to 
estimate the ratio of a(v, v) to min._v-~ b-J,v~esJ ~jn=0 2tvjTvj • 
--l-.~j=0 
For Hermite cubic splines, we have the following theorem. 
THEOREM 2. For the finite-dimensionM space {St} generated by the Hermite cubic spfines, we 
have 
and 
~(~, ~) 
Amax :---- max 
o#~es ~ min ~ 2tvjTvj 
v=~j=o Ijvj, vjESj j=0  
)~min : :  min a(v,v) n 
o¢ves min j--~o 2tvjTvj 
v=Y~= o I.ivj, v3ESj 
= O(1) 
= O(1). 
Before we prove the theorem, we need three lemmas. Let Qt : S ,  ~ St, j > 0(Q_I := 0) be 
the orthogonal projection operator, i.e., 
(Qjv,  wj) = (v ,wt ) ,  w t e s t, 
where v is an element in S~. Then, for the sequence of subspaces {Sj}, we have the following 
lemma. 
LEMMA 2. For v E S, we have 
IIvll~ - ~-~4J II(QJ -Q~-~)vl l~ • 
j=O 
As a result of norm equivalence, it is well known in literature. Its proof may be found in [8,9]. 
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LEMMA 3. 
and 
For anyvj E Sj, j = 0,1 , . . . ,n ,  we have 
2J+ 1 
vj,kh j = 2- Jv j tv j  
k=O 
(s) 
2 j+l 2 
, 2 hj = C2Jvjtvj,  (9) 
- \h i  ] k=0 
PROOF. If we note that II¢~,kllL2(0,1) ----- hj ---- 2 - j ,  and II(¢~,k)'llL2(0,1) <-- C(1/hj)ZhJ -- 2J, then 
(8),(9) can be obtained directly by Lemma 1. Equation (8) usually is referred to as the stability 
of the Hermite cubic splines in the sense of L2, and (9) is the inverse inequality. | 
The next lemma is a Cauchy-Schwarz type inequality. 
LEMMA 4. 
Sk. 
PROOF. For the case k = j, by Cauchy-Schwarz inequality 
/o ( ) V}(X)Wtk(X)dX ~ IIV~HL2 IIw~IIL2 ~ C h;  1 IIvjllL2 (hklHvktlL2) , 
where we use the inverse inequality in the last step. 
For the case j < k, we consider one subinterval, say (m/2 j, (m + 1)/2J) in the mesh for Sj. 
Furthermore, let c~1 = vj(m/2J), a2 = vj((m + 1)/2J), gl = hjv~j(m/2J), g2 = hjv~((m + 1)/2J). 
Then, on the interval (m/2 j, (m + 1)/2J), vj can be written as 
1 OL 1 2 2 Vj ~- OllCj, m -[- 2¢j,m+l -{- glCj,m+l ~- g2¢j,m+l" 
Let a = m/2J, b = (m + 1)/2i. Then, 
f bv~(x)w~(x)dx , b ~b =  pklo- 
First, we estimate the term V~Wkl b by 
vjWkla' b _< 21 ((V; (a))2 + (v}(b))2)1/2 ((wk(a)) 2 -4-(wk(b)) 2) 1/2 
V t <~ C (1[ J[[L,(a,b)h; 1/2) (llWkllL,(a, b) h;1/2)  " 
Since by Lemma 1 (after a scale), we have 
and 
Hence, by inverse inequality, 
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Note that  hj = 2 -j, hk = 2 -k. Then, 
V~Wk[ b ~ 62 -[j-k[/2 (h ;  1 []vj[[L2 ) (hk 1 [[Vk[]L2 ) • 
Second, we estimate the term - f :  v}'(x)wk(x). 
- f -< C [Iv;'llL (a,b)II kllL (o,b) 
<_ Ch7 2 IlvjllL2(~,b) I[wkllL~(a,b) 
62 -Ij-kl/2 (by 1 IlVj]lL2(a,b)) (hk  I [IVkllL2(a,b)) •
If we add up the estimates on all intervals and apply the Cauchy-Schwarz inequality, then 
Lemma 4 follows. This completes the proof. | 
Now we give the proof of Theorem 2. 
PROOF OF THEOREM 2. 
n Let v = Y~j=o I jv j ,  then we have 
v ! 2 a(v,v) ~- C II I]L2(O,1) 
- -  C v t v p 
- -  j ,  k 
C ~ 2 -[j-kl/2 (h ;  1 ]IvjlIL~)(hk 1 IlVklIL2) 
j,k=O 
j=0 
_~ ~ 23vjrvj • 
j=O 
Since the splitting of v is arbitrary, this implies that 
n 
a(v,v) < C ,~ min ~--~2JvjTvj. (10) 
v=~j=o Ijvj, vjESj j=0  
Now let vj = (Qj - Qj-1)v,  j = 0,. . . ,  n. Then by Lemma 2, we have 
n 
a(., v) _~ ~ 42 Ilvjll~ - ~ 2JvjTvj. (11) 
j=o j=o 
Combining (10)with (11) yields that 
a(v, v) ~-- min ~ 2JvjTvj.  
v- -  r~ . . --~-,j=o I3vj, v~ESj =0 
This completes the proof. | 
REMARK 3. For quasi-uniform esh, note that hj ~-- 2 - j ,  j = 0, . . . ,  n. Then we can obtain the 
same result on the additive Schwarz preconditioner for the Hermite cubic splines using the same 
proof in the note. 
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Finally, we show the numerical results of the additive Schwarz preconditioner for the model 
problem 
= f(x) ,  • e (0,1), 
with the boundary conditions 
The bilinear form arising from the elliptic problem is a(v, w) = f l  v'(x)w'(x)dx, and thus, A 
is the stiffness matrix with (kl, k2) entry f l  ~o~,kl (x)~,k2 (x) dx. To obtain better results on the 
condition number, we normalize ~j,k, j  = 0 , . . . ,  n, k = 0 , . . . ,  2 j+l - 1, such that 
f01 I  ,k(x)l 2 dx = 
The additive Schwarz preconditioner is given in (1). The condition numbers with respect o 
different n are listed in Table 1. The numerical results confirm the claims in Theorem 2. 
Table 1. Condition umbers (~) of BA with different n . 
4.62 4.71 4.78 4.83 4.86 4.89 4.89 
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