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Abstract—We address the vessel segmentation problem by
building upon the multiscale feature learning method of Kiros
et al., which achieves the current top score in the VESSEL12
MICCAI challenge. Following their idea of feature learning
instead of hand-crafted filters, we have extended the method to
learn 3D features. The features are learned in an unsupervised
manner in a multi-scale scheme using dictionary learning via least
angle regression. The 3D feature kernels are further convolved
with the input volumes in order to create feature maps. Those
maps are used to train a supervised classifier with the annotated
voxels. In order to process the 3D data with a large number
of filters a parallel implementation has been developed. The
algorithm has been applied on the example scans and annotations
provided by the VESSEL12 challenge. We have compared our
setup with Kiros et al. by running their implementation. Our
current results show an improvement in accuracy over the slice
wise method from 96.66±1.10% to 97.24±0.90%.
I. INTRODUCTION
THE challenge in vessel segmentation from 3D CT scansis to identify thin vessels at low resolution and the ability
to distinguish them from other, similar looking structures.
Most of the top-scoring methods in the MICCAI VESSEL12
challenge [1] are based on cost functions derived from the
eigenvalues of the Hessian on the image. Such methods usually
differ in the selection of scales [2] and interpretation of eigen-
values [3,4]. Others [5] focus on designing new application-
specific kernels.
Feature learning methods via sparse coding have recently
become popular for image classification and natural language
processing [7]. Instead of using handcrafted filters like in
the Hessian-based approaches, the idea is to automatically
compute a set of convolution filters particularly tuned to the
dataset at hand. The method which has achieved the current
highest score in the VESSEL12 challenge [1,6] uses dictionary
learning to obtain convolution filters in an unsupervised man-
ner. All filter responses form a set of feature maps, which are
then used to train a supervised classifier for the vessel/non-
vessel voxels. Whereas Kiros et al. [6] have applied the
dictionary learning for 2D patches after designating a preferred
slicing orientation, our method extends it to a true 3D approach
by using 3D patches. Learning 3D features instead of slice-
wise 2D features should increase the accuracy of the classifier
at the expense of computation time and memory consumption.
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Fig. 1: Dictionary learning overview. From a given volume
V a random batch of patches p is extracted. Patches have the
same dimensionality as V , but are extracted from different
scales of the volume. Dictionary elements D(j) in a dictionary
D are learnt in a way to make it possible to reconstruct each
patch p(i) by a sparse linear combination of the elements. In
other words p(i) is approximated by a product of the dictionary
and a sparse vector x(i) .
II. METHOD
The method is divided into two main parts. Dictionary
learning for feature learning and Classifier learning for voxel-
wise classification of vessel or non-vessel. In order to capture
vessels at different scales Gaussian pyramids from the input
volumes are generated. We use the multi-scale representation
during both feature learning (i.e. our patches are sampled from
original and scaled volumes at different scales) and classifier
learning (i.e. we extract feature maps at many scales).
A. Dictionary Learning
Feature generation via Dictionary Learning is an unsuper-
vised problem, where from a number of patches the algorithm
learns a set of elements that allow for an optimal representa-
tion. First we create a set of Gaussian pyramids by convolving
input volumes with 3D Gaussian kernels and subsampling
them. From the resulting volume data we randomly select
a batch of 3D patches p(i) ∈ Rn (where n is the number
of voxels of the patch) which we use as an input to the
sparse coding algorithm for learning a dictionary D ∈ Rn×d
of d elements, where each column D(j) is one element.
We train the dictionary by minimizing the LASSO problem
with L1-penalization to ensure the sparsity of the vector x(i)
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Fig. 2: Feature extraction and classifier learning. The
annotated volumes are convolved with the elements of the
dictionary producing feature maps at a number of scales. That
is one feature volume is created per element and scale. The
classifier is learnt on the annotated voxels only. The trained
classifier can be evaluated on the entire volume.
regularized by the parameter λ. That is, we optimize
min
D,x(i)
∑
i
||Dx(i) − p(i)||22 + λ||x(i)||1 (1)
subject to ||D(j)||22 = 1,∀j
over the sparse codes x(i) and the dictionary, D. Figure 1
sketches the dictionary learning step.
B. Classifier Learning
To classify each voxel as vessel or non-vessel, we apply
supervised learning, making use of manual voxel-wise anno-
tations. As features, we take the convolution response of each
element d from the previously learned dictionary D with the
annotated volume images at each scale s. Thus, each voxel
of a volume contains s × d predictors. As the number of
features is higher than the number of labels in our case, we
opt for a linear logistic regression classifier. Figure 2 presents
a graphical representation of the step. The hyper parameters
of the classifier are tuned using 10-fold cross validation.
III. COMPARISON WITH THE 2D APPROACH
We have evaluated our method on the data set provided by
VESSEL12 [1]. The data contains 3 annotated volumes with in
total 882 annotated voxels (vessel/non-vessel) and additional
20 volumes without annotations. Each volume is of dimension
512×512×512. For each volume, the lung region is denoted
by a corresponding mask.
For this work we use a mini batch implementation with
least angle regression as a minimizer of the dictionary learning
on the 20 given volumes without annotations to train the
dictionary D with 512 elements D(j) and λ = 1. We
extract 2,450,000 patches from all available volume images
at different scales of the Gaussian Pyramid and normalize
them by subtracting the mean. The calculated elements of
the dictionary are later used to create feature maps for the
3 annotated volumes from which the 882 annotated voxels are
extracted. We divide those voxels at random into a training
data set of 657 voxels with which we train the classifier
and test data set of 225 voxels with which we evaluate the
performance. Annotated voxels are assigned to the training and
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Fig. 3: Result of classification based on learned features.
(a) An example slice from the dataset (with lungmask applied),
(b) regions classified as vessels by our method (in orange),
(c) the 3D visualisation of the regions classified as vessels.
TABLE I: Comparison of the results with corresponding
parameters.
Kiros et al. Our method
Algorithm for D training OMP-1 minibatch LASSO+LAR
Algorithm for logit regression LBFGS L2 Newton’s L2
Dim of patches and elements 5×5 5×5×5
Number of patches p(i) 100,000 2,500,000
Number of elements D(j) 32 512
Number of scales s 6 2
Number of features 192 1024
Accuracy 96.66±1.10% 97.24±0.90%
the test data sets at random. This step is repeated 1000 times
in order to average the performance. For the classification
learning we have achieved best results by using Newton’s
Method with L2 and number of scales s = 2.
Our current results for the above setup reached an accuracy
of 97.24±0.90% compared to 96.66±1.10% by the slice-wise
approach. For the comparison we have used the code and setup
provided by Kiros et al. [6]. Figure 3 presents one visual output
of our algorithm, and Table 1 shows the comparison between
the setups.
IV. CONCLUSIONS AND FUTURE WORK
We have shown that the 3D approach yields competitive
results. We found that using more than 2 scales did not increase
the accuracy. One reason may be that the number of features
gets too large compared to the number of annotated examples.
In the future we plan to gather more training data and use
a feature selection method. A significantly higher number of
examples should allow us to use more scales and a more
flexible model.
Though we have used the source code and setup directly
provided by Kiros et al., they have reported to use an additional
step for the VESSEL12 challenge. Concretely they have used
an additional layer of depth, to learn additional features from
the derived feature maps. This area is worth exploring in future
research.
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