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Abstract— Our goal is to send legged robots into challenging,
unstructured terrains that wheeled systems cannot traverse.
Moreover, precise estimation of the robot’s position and orien-
tation in rough terrain is especially difficult. To address this
problem, we introduce a new state estimation algorithm which
we term Contact-Centric Leg Odometry (COCLO). This new
estimator uses a Square Root Unscented Kalman Filter (SR-
UKF) to fuse multiple proprioceptive sensors available on a
legged robot. In contrast to IMU-centric filtering approaches,
COCLO formulates prediction and measurement models ac-
cording to the contact status of legs. Additionally, COCLO
has an indirect measurement model using joint velocities to
estimate the robot body velocity. In rough terrain, when
IMUs suffer from large amounts of noise, COCLO’s contact-
centric approach outperforms previous IMU-centric methods.
To demonstrate improved state estimation accuracy, we com-
pare COCLO with Visual Inertial Navigation System (VINS), a
state-of-the-art visual inertial odometry [13], in three different
environments: flat ground, ramps, and stairs. COCLO achieves
better estimation precision than VINS in all three environments
and is robust to unstable motion. Finally, we also show that
COCLO and a modified VINS can work in tandem to improve
each other’s performance.
I. INTRODUCTION
We introduce a new state estimator for legged robots with
low grade proprioceptive sensors operating in rough terrain.
Designing such a state estimator is challenging because
legged systems have many degrees of freedom and their
interaction with the environment can be difficult to model.
One major challenge in designing estimation algorithms
for legged robots is addressing high energy noise upon
foot contact with the ground. These contact impacts induce
significant noise to the accelerometer readings that is difficult
to eliminate, as shown in Figure 3, making traditional IMU-
centric estimation methods less accurate. Therefore, we need
to introduce a different state estimation approach to tackle
this problem.
In this paper, we propose a legged robot state estimation
algorithm termed Contact-Centric Leg Odometry (COCLO).
COCLO fuses information from a low grade IMU, leg joint
encoders, and torque sensors into an SR-UKF to estimate
the full state of a legged robot where the state variables
include center of mass (CoM) position and velocity, orien-
tation quaternion, gyroscope bias, accelerometer bias, foot
positions, and contact status of each foot.
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Fig. 1. Left: Hexapod robot Daisy with 18 joints actuated by series-elastic
HEBI X Modules. Each module provides measurements including angular
position, angular velocity, and joint torque. Additionally, an Intel Realsense
D435i camera is mounted on top of the robot. Right: A visualization of the
robot’s real-time field of view and estimated configuration.
Our filter design is inspired by [2], but the sensor model
of our filter is fundamentally different from their work. We
designed our filter using a contact-centric approach instead of
IMU-centric approach. We separate sensor readings into the
prediction model and the measurement model of a Kalman
filter based on the foot contact status of legs. The body
velocity is updated using joint velocity measurements instead
of accelerometer measurements. Additionally, we also use
the contact status to limit when and how we incorporate
IMU information into the filter. Since contact information
plays a central role in the filter design, we call our algorithm
contact-centric. The detailed design of the filter is explained
in Section III.
Furthermore, we also improve the performance of VINS
using COCLO. In the original VINS, IMU measurements
obtained between the arrival times of two camera images
are integrated to serve as the initial value of the estimated
camera transformation. This algorithm step is called IMU
pre-integration [13], and it is sensitive to large IMU noise.
Because of this, the estimation precision of VINS is deteri-
orated when used on legged robots. We replace this step by
using the output of COCLO instead of IMU integration. The
improvement is discussed in IV.
To demonstrate the performance of COCLO, we conduct
experiments on a hexapod robot in three different envi-
ronments: flat ground, ramps, and stairs. We compare the
estimation results of COCLO, the unmodified VINS, and
our modified version of VINS against ground truth data. The
experimental results show COCLO outperforms unmodified
VINS by 25%-40% and the modified VINS has increased
robustness. The experimental setup and analysis can be found
in Section V.
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II. RELATED WORK
State estimation has been studied extensively for decades
in the areas of wheeled and aerial robotics. The earliest ap-
proaches for wheeled robot odometry only used encoders to
keep track of the robot’s relative position displacement. This
approach, however, suffered from wheel slippage, resulting
in estimation drift over time. An alternative method termed
Visual Odometry (VO) was developed [3], [11] to estimate
relative position and orientation displacement from camera
images, which have rich information and no wheel slippage
problem. But the performance of VO algorithms had its own
drawbacks due to constraints such as camera field of view,
lighting conditions, and texture of the environment.
To further improve the performance of state estimation al-
gorithms, Kalman Filtering based methods were used to fuse
information together from multiple sensors to achieve higher
overall accuracy. On wheeled robots, a Kalman Filter (KF)
can use encoder measurements to update its process model,
propagating the robot’s motion through the environment.
Then, it can use camera measurements from VO to correct its
estimation in its measurement model. A particularly effective
class of filter-based VO methods that fuses IMU and camera
measurements to estimate robot pose is called Visual Inertial
Odometry (VIO) [5]. This method has been able to combat
many of the problems in global drift that wheeled robots
previously struggled with.
Kalman filters were initially designed for linear systems
with Gaussian noises, making them ineffective on many
real robots. The Extended Kalman Filter (EKF) and the
Unscented Kalman Filter (UKF) [19] were developed to
adapt Kalman Filtering to nonlinear systems. While the EKF
proved to be computationally efficient, the UKF estimation
accuracy was better on highly nonlinear systems [17]. To
improve the efficiency of UKF, square root UKF (SR-UKF)
is invented, which runs 20% faster than standard UKF and
10% faster than EKF [18].
Depending on how sensor models are organized, VIO ap-
proaches are usually categorized as loosely or tightly coupled
[20]. Loosely-coupled approaches average the estimations
from different sensors to get the final result. On the other
hand, tightly-coupled approaches use one integrated model
for all of the sensors.
Research on state estimation for legged robots started less
than 15 years ago. [6][7][16] developed the earliest legged
robot state estimation algorithms on RHex [15]. However,
these works were highly constrained by RHex’s mechanical
design, and they could not be generalized to other robots or
more difficult terrains. Since then, several advances in legged
state estimation have emerged. [14] presented a data-driven
legged odometry approach that generalized to different gaits.
[1][2] implemented an EKF that fused joint encoder and
IMU measurements to estimate the full state of a StarlETH
quadruped robot [4]. [8] also employed an EKF to do
state estimation for the DARPA LS3 Robot. By carefully
synchronizing sensors and isolating shocks on sensors, [8]
successfully lowered the position estimation error to 1%
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Fig. 2. Block architecture of COCLO state estimation algorithm and it
relationship with VINS-Fusion
over a 300m flat ground trail. Most recently, [21] combined
IMU, encoder, and camera measurements using a factor-
graph approach. Our work builds upon the ideas mentioned
above and presents a filter design for legged robot. To the
best of our knowledge, our work is the first to use contact
information instead of IMU information as the key design
factor for legged robot state estimation.
III. CONTACT-CENTRIC LEG ODOMETRY
COCLO uses Square Root Unscented Kalman Filter (SR-
UKF) to estimate the state of the robot. In this section we first
introduce necessary notations for rigid body transformations,
and then we introduce the SR-UKF state, prediction model
and measurement model. The filter is designed to rely mainly
on joint sensor instead of IMU.
A. Notation
Throughout the paper we will adopt the notation in [10]
to represent vectors and rotations. A rotation matrix Rwc
changes the representation of a vector pc in CoM frame of
the robot (c) into the world frame (w), denoted as
pw = Rwc pc.
We also denote the translation between world frame and
CoM frame as twc.
We use quaternions to parametrize rotation. The quater-
nion corresponds to the rotation matrix Rwc is qwc =[
q1 q2 q3 q4
]
. Given a quaternion qwc and angular velocity
ωc =
[
ω1 ω2 ω3
]T in CoM frame, the update equation of the
quaternion is
q˙wc =
1
2
qwc⊗

ω1
ω2
ω3
0
 (1)
in which q⊗ p is one way to define quaternion product
q⊗ p =

p4 p3 −p2 p1
−p3 p4 p1 p2
p2 −p1 p4 p3
−p1 −p2 −p3 p4


q1
q2
q3
q4

The discretized version of Equation 1 is
qwc(t+∆t) = qwc(t)+
1
2
qwc(t)⊗
[
ωc∆t
0
]
(2)
For each individual leg, we model it as a fixed base ma-
nipulator and calculate the transformation matrix between
the center of the foot of the leg (f) and the CoM frame
of the robot using manipulator kinematics [10]. Given joint
angles α , which is a vector contains angles for each joint,
the transformation is given by
(Rc f , tc f ) = FK(α) (3)
Then position of the foot center represented in world frame
is
pw = Rwctc f + twc
Further, if the joint velocity sensors on one leg give joint
angular velocities α˙ , then the foot velocity represented in
world frame is
p˙w = RwcRc f Jb(α)α˙ (4)
where Jb() is the body manipulator Jacobian.
B. State Definition
We use SR-UKF [18] to estimate the state xt and the
Cholesky decomposition of its covariance St (also referred
as Cholesky factor).
The state is described as a vector of dimension 46 for
6-legged robot:
xt :=
[
{rw,vw},{qwc,ωw},{bg,ba},{p1w . . . pnw},{c1 . . .cn}
]T
where
• {rw,vw} are the CoM position and velocity of the robot
represented in world frame.
• {qwc,ωw} are the quaternion representing the rotation
from robot frame to world frame and its angular velocity
represented in world frame.
• {bg,ba} are the estimated gyroscope and accelerometer
biases.
• {p1w . . . pnw} is the list of foot positions also in world
frame.
• {c1 . . .cn} is the list of foot contact status, which repre-
sents the probability that each of the foot is in contact
with ground. For i ∈ [1,n], ci ∈ [0,1].
Notice that the state definition does not make assumption
of number of legs so it can be easily extend to legged robots
with different number of legs.
C. Prediction Model
The prediction model does not take in IMU data. For body
position and orientation we use constant velocity model to
update their predictions. For the legs, if a leg is in stance
status we do not update its position and we give it low
prediction noise. While for swing legs, we use joint velocities
to calculate their foot velocities. So the foot position can be
updated using foot velocities. Therefore, the inputs of the
prediction model at time t only contain velocities of each
foot p˙1t . . . p˙
n
t calculated from Equation 4. For a time interval
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Fig. 3. Accelerometer noise of Intel Realsense D435i mounted on Daisy
robot during walking. Although the gravity is exerted along y axis, a
significant noise along x and z is also appeared. These low-frequency but
high-energy noise challenges traditional filtering and VIO methods.
∆t, the prediction model predicts the updated state as follows:
rt+1 = rt + vt∆t
vt+1 = vt
qt+1 = qt +
1
2
qt ⊗
[
(ωt −bgt )∆t
0
]
ωt+1 = ωt , bgt+1 = b
g
t , b
a
t+1 = b
a
t
pit+1 = p
i
t + isSwing(c
i
t)p˙
i∆t, i ∈ [1,n] (5)
cit+1 = c
i
t , i ∈ [1,n]
In Equation 5, isSwing(cit) is a boolean function that ensures
foot positions are only updated in swing phase when cit
is smaller than a threshold. This prediction equation en-
ables precision estimation of foot positions during swing.
Moreover, terms in the prediction noise covariance matrix
Q correspond to swing legs increase while terms related to
stance legs decrease.
D. Measurement Model
The measurement model h(x) outputs a vector contains
gravity direction measurement, CoM linear velocity and
angular velocity of the robot, forward kinematics of each
leg as well as contact status of each foot. We represent
measurement as
h(xt) = [qTt g+b
a
t , vt , ωt , q
T
t (rt − pit), cit (i = 1 . . .n)]T
The measurement vector has dimension 32. Note that the
gravity direction measurement term is commonly used in
IMU complementary filters [9]. But we only use the mea-
surement when all legs have contact with the ground, other
times we set the innovation to be zero. Moreover, the current
accelerometer reading is averaged with previous reading to
filter out high frequency noise.
The CoM velocity and angular velocity of the robot is
measured from the joint encoders and joint velocity sensors.
When the robot body moves with linear velocity v and
angular velocity ω , the velocity of one stance foot, which
is stationary in world frame, relative to CoM is −(v+ω×r)
where r is the distance from CoM to the tip of the foot. For
a leg i with joint angle αi and joint angular velocity α˙i, we
can calculate r using the forward kinematics (Equation 3) of
leg i that outputs relative rotation and translation between
foot frame and body frame. The velocity of one foot p˙
represented in CoM frame is calculated using Equation 4.
Given measurements from m stance legs, We can writeI −br1×c...
I −brm×c
[ vω
]
=
q(p˙1)...
q(p˙m)
 (6)
in which br1×c converts vector r1 to a skew symmetric
matrix, and q(p) uses quaternion q to rotate vector p.
We then solve Equation 6 as a least square problem to
approximate v and ω . The solved ω is then averaged with
current gyroscope reading to get the final angular velocity
measurement.
The measurement for qTt (rt− pit) is just r discussed above
calculated from forward kinematics FK(α).
The contact status of each foot is determined using joint
torque sensors that commonly available on serial-elastic
actuators. We transform the torques experienced on joints,
denoted as τ , into foot force F follows
F = q(RJ−Tb (α)τ) (7)
We record force experienced during normal walks to get Fmax
and Fmin for stance legs, then we use
‖F |
‖Fmax‖−‖Fmin‖ as the
probability of contact in order to estimate foot contact status.
E. Discussion
The key improvement we have over previous work [2] is
to use joint velocity information instead of accleerometer
reading to infer body velocity. The reason why we only
use accelerometer data in the measurement model when
all feet are on the ground is shown in Figure 3. Due to
the serial elasticity in robot joints, foot impact with ground
will generate large noise to corrupt accelerometer signal. So
conventional IMU-centric filter will easily get affected.
The value of prediction noise matrix Q and measurement
noise matrix R of the SR-UKF are empirically tuned. More-
over, during filter updates, whenever we are certain that a
leg is in contact with ground, the corresponding noise terms
in Q are reduced by 2 orders of magnitude.
IV. MODIFIED VINS
Visual Inertial Navigation System (VINS), as one of start-
of-the-art VIOs, is an IMU-centric method because it relies
heavily on IMU pre-integration in its calculation of robot
state [13]. Because IMU data on legged systems suffers
from high energy noise, we propose replacing the traditional
IMU pre-integration step in VINS with our COCLO output.
The modifies VINS has better robustness against large IMU
shock.
During a certain period of time, multiple camera images
and IMU measurements are put in a factor graph opti-
mization framework. A transformation can be solved by
visual information and the same transformation can also be
obtained by integrating the IMU measurements between two
camera images. Therefore the two information can be jointly
optimized to get a better estimation. Consider time instances
tk and tk+1 that correspond to the arrival times of two image
Fig. 4. Experimental setup when testing on stairs. Daisy is about to climb
a 5-step stair where each of the steps has a width of 0.6m and a height
of 0.15m (14.04◦incline). 3 Vicon cameras are set up to record ground the
truth location and orientation of the robot.
frames, IMU measurements in between are used to update
the position and velocity estimation. Assume the position
and velocity estimation at tk are pwtk and v
w
tk , then the next
position estimation pwtk+1 is [13]
pwtk+1 = p
w
tk + v
w
tk∆t
+
∫∫
t∈[tk,tk+1]
(Rt(a−ba)−gw)dt2
The integration step assumes that the accelerometer mea-
surement only comes from the motion of the VIO sensor,
which is not the case for legged robots. As mentioned in
Figure 3, the noise will enter the integration result and make
integrated position displacement deviates from the true value.
Therefore IMU pre-integration is not accurate. The sliding
window and loop closure steps [13] in VINS can mitigate
this problem. But large IMU shock will make VINS perform
worse in certain cases as we will show in Section V.
Instead, with COCLO runs SR-UKF in parallel with
the VINS, we can use the output of SR-UKF as position
estimation pwtk+1 and orientation estimation for VINS. At the
same time, the output of the VINS can also be used to
perform a measurement update for the position, velocity and
orientation of the SR-UKF state.
V. EXPERIMENTS
Our experimental platform is a hexapod robot, Daisy, that
consists of 18 series-elastic actuators [12]. Each actuator
contains an IMU, an encoder, and a torque sensor. Data from
these sensors is processed at 100 Hz on-board an Intel i7
NUC mini PC. To validate the performance of COCLO, we
implemented an IMU-centric filter [2] on Daisy, but we were
unable to get reasonable results due to high energy IMU
noise during walking. Instead, we compare COCLO with
VINS-Fusion1, an open source implementation of VINS. To
gather visual information, we mounted an Intel Realsense
D435i depth camera on top of Daisy to collect stereo images
at 15 Hz and camera IMU data at 100 Hz.
While all components of our proposed state estimator can
run on-board in real time, during our experiments we only
1https://github.com/HKUST-Aerial-Robotics/
VINS-Fusion
Fig. 5. Visualization of COCLO estimation results. The robot estimates
its body pose and foot positions during walking.
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Fig. 6. Flat ground X & Y position estimation comparison.
collected raw data. We ran our state estimation pipeline on
this data offline so that we could easily tune filter parameters
and compare the performance of different algorithms.
A. Experimental Procedures
During our experiments, we drove the robot over flat
ground, ramps, and stairs while simultaneously collecting
the robot’s ground truth pose and sensor measurements. The
ground truth measurements were obtained using three Vicon
motion capture cameras, covering the entire testing area. For
the flat ground trials, our robot completed a 6m long square
trajectory. We conducted the ramp trials on an outdoor ramp
with 3.34m width and 0.98m elevation (16.35◦slope). Lastly,
for the stair trials, we drove the robot to climb up 5 steps,
each of 0.6m width and 0.15m height (14.04◦slope).
The robot controller we implemented on Daisy for our
experiments takes high-level directional commands from
an externally operated joystick. From these commands, an
implementation of wave gait running on-board moves the
robot in the desired direction and keeps the robot balanced.
Using force feedback, this low level controller also allows
the robot to feel stairs and safely navigate over them.
B. COCLO and VINS-Fusion comparison
We first compare the performance of COCLO against un-
modified VINS-Fusion and ground truth data on flat ground,
ramps, and stairs. In each of our experiments in this section,
COCLO and VINS-Fusion run independent of each other.
During our flat ground experiment, the robot initially
moved in a square trajectory with a constant speed. At the
last turn, however, the robot was driven back and forth to
create unstable motion and test the stability of our filter.
The traveled trajectory is shown in Figure 6, and it can be
seen that both COCLO and VINS-Fusion estimate position
trajectory reasonably well. After the robot traveled one meter,
COCLO’s estimation drift was 1.01% and VINS-Fusion’s
estimation drift was 1.65%.
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Fig. 7. Flat ground estimated velocity comparison. The VINS-Fusion runs
only at 2-3Hz so the VINS-Fusion velocity between two updates stays the
same.
Moreover, we also compare the velocity estimation of
COCLO and VINS-Fusion. Figure 7 compares the estimated
velocity along the X and Y axes. It can be seen that COCLO
estimates velocities with higher precision than VINS-Fusion.
The result also partially explains why the COCLO has
smaller position drift than VINS-Fusion.
For our second experiment we compare the performance
of COCLO and VINS-Fusion on a ramp. In one ramp trial,
we let the robot climb up the ramp and manually shake the
robot as external disturbance. Figure 9 presents the estimated
position in all directions.
In the stair trials, the robot has to deal with more challeng-
ing conditions. Figure 8 presents the estimated position in all
directions during one trial. In the X direction, both COCLO
and VINS-Fusion stay close to the ground truth measurement
over the entire 0.6 meter travel distance. However, since the
robot’s motion is very unstable when climbing up stairs, both
algorithms have large Y direction drifts. In the Z direction,
VINS-Fusion has smaller drift than COCLO. Even though
COCLO only uses accelerometer measurements to update
its velocity prediction when all legs are on the ground,
shock with large acceleration in Z direction still exists in
transient period. In VINS-Fusion, this drift may come from
both IMU shock and poor feature tracking when the camera
faces regions with less features on stairs.
C. COCLO + VINS-Fusion Experiment
By applying a modification to VINS-Fusion discussed in
Section IV, we can achieve better state estimation on flat
ground and stairs. We implementd the combined state esti-
mator and ran the algorithms again on the dataset recorded
in same trials. Figure 10 shows the result of the same stairs
climbing trial reported in the previous section. Comparing
with Figure 8, the estimation results are improved in all three
directions.
Table I summarizes the final drift percentage (Difference
between estimated position and ground truth position divided
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Fig. 8. Algorithm runs on data recorded during a stair trial in which
COCLO and VINS-Fusion are separate. (Top) Estimated X position
(Middle) Estimated Y position (Bottom) Estimated Z position
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Fig. 9. Algorithm runs on data recorded during a ramp trial. (Top)
Estimated X position (Middle) Estimated Y position (Bottom) Estimated
Z position. The severe shaking and feature less ramp surface makes VINS-
Fusion Z direction estimation drift away.
by ground truth position) in each trials. In all test scenarios,
COLCO has better performance than VINS-Fusion.
VI. CONCLUSIONS
In this paper, we introduced a state estimation algorithm
called COCLO. COCLO fuses proprioceptive sensors that
are commonly available on legged robots. Specifically, we
leveraged joint torque sensors in serial-elastic actuators to de-
sign a contact-centric SR-UKF. This contact-centric approach
estimate velocity more precisely even with the presence of
jittery motion and large IMU shock. Thus COCLO enables
accurate state estimation on different terrains. Furthermore,
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Fig. 10. Algorithm runs on data recorded during the same stair trial
in which COCLO and VINS-Fusion are combined. (Top) Estimated X
position (Middle) Estimated Y position (Bottom) Estimated Z position
Drift Comparison for Different Trials
Flat COCLO 1.01%VINS-Fusion 1.65%
Flat Combined COCLO 1.57%Combined VINS-Fusion 1.46%
Ramp COCLO 6.51%VINS-Fusion 22.04%
Stair COCLO 7.28%VINS-Fusion 8.55%
Stair Combined COCLO 2.61%Combined VINS-Fusion 5.28%
TABLE I
SUMMARIZATION OF ESTIMATOR DRIFTS FOR DIFFERENT TRIALS.
COCLO can be used to improve the performance of the state-
of-the-art VINS estimator. Through experiments, we verified
our filter design on flat ground, ramp, and stairs using a hexa-
pod robot. In most cases, COCLO outperforms VINS-Fusion.
Our work shows that for legged robots, contact-centric filter
may be a better choice than IMU-centric approaches because
joint sensors are less prone to foot impact and external
disturbances. For future works, we will build better foot force
model and use foot contact sensors to improve foot contact
status estimation, to help robot deal with foot slippage. Also
we will incorporate COCLO into VINS or other visual state
estimator using a tightly-coupled approach.
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