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Abstract—Most of the nodes in ad hoc networks rely on
batteries, which requires energy saving. Hence, numerous energy-
efficient routing algorithms have been proposed for solving this
problem. In this paper, we exploit the benefits of cross-layer
information exchange, such as the knowledge of the Frame Error
Rate (FER) in the physical layer, the maximum number of
retransmissions in the Medium Access Control (MAC) layer and
the number of relays in the network layer. Energy-consumption-
based Objective Functions (OF) are invoked for calculating the
end-to-end energy consumption of each potentially available
route for both Traditional Routing (TR) and for our novel
Opportunistic Routing (OR), respectively. We also improve the
TR and the OR with the aid of efficient Power Allocation
(PA) for further reducing the energy consumption. For the TR,
we take into account the dependencies amongst the links of a
multi-hop route, which facilitates a more accurate performance
evaluation than upon assuming the links that are independent.
Moreover, two energy-efficient routing algorithms are designed
based on Dijkstra’s algorithm. The algorithms based on the
energy OF provide the theoretical bounds, which are shown to
be close to the bound found from exhaustive search, despite the
significantly reduced complexity of the former. Finally, the end-
to-end throughput and the end-to-end delay of this system are
analyzed theoretically and a new technique of characterizing the
delay distribution of OR is proposed. The simulation results show
that our energy-efficient OR outperforms the TR and that their
theoretical analysis accurately matches the simulation results.
Index Terms—Opportunistic routing, energy-efficient routing,
cross-layer, objective function, near-capacity coding, end-to-end
throughput, end-to-end delay.
I. INTRODUCTION
ENERGY saving in wireless ad hoc networks is a salientproblem, which mitigates the problem of limited battery
supply at each node. Numerous energy-efficient algorithms
have been proposed for reducing the energy consumption [1–
10]. The authors of [5, 6] have aimed for energy saving without
considering the specifics of the network layer, the Medium
Access Control (MAC) layer or the physical layer. By contrast,
the authors of [1, 4, 7–13] invoked cross-layer optimization,
since the energy reduction is related to several layers. The
authors of [2, 5] conceived energy-efficient routing concepts.
Traditional Routing (TR) relies on a route discovery pro-
cess invoked for gleaning sufficient routing information for
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the source to make meritorious routing decisions, regardless,
whether the routing protocol is proactive or reactive [14].
However, due to the rapid fluctuation of the channel con-
ditions, the routing information estimated on the basis of
the average Channel Quality Information (CQI) may become
stale, resulting in suboptimum routing. Therefore, Opportunis-
tic Routing (OR) [2–4, 8, 11, 13, 15–20] has been proposed
for avoiding this problem. In OR no pre-selected route is
employed, instead a so-called forwarder relay set is used for
forwarding the packets along a beneficial route. The near-
instantaneously varying characteristics of wireless channels
is beneficially exploited considered by OR. Liu et al. [16]
illustrated the basic idea behind OR and categorized the
potential design criteria, including the Estimated Transmission
count (ETX), the geographic distance aided and the energy
consumption based philosophies. Biswas and Morris [11] pro-
posed an Extremely Opportunistic Routing (ExOR) scheme,
which employed the ETX metric at the destination for deciding
the priority order of selecting a relay from the potential for-
warder set. The proposed routing regime integrated the routing
protocol and the MAC protocol for the sake of increasing the
attainable throughput of multi-hop wireless networks. Their
solution [11] also exploited the less reliable long-distance
links, which would have been ignored by traditional routing
protocols. Moreover, Dubois-Ferrie`re et al. [17] conceived the
Least-Cost Anypath Routing (LCAR) regime, which finds the
optimal choice of candidate relays relying on the expected
ETX cost of forwarding a packet to the destination. This
LCAR algorithm considers the coordination of the link layer
protocols. Laufer et al. [20] proposed a ‘polynomial-time
multirate anypath’ routing algorithm and provided the proof of
its optimality. The proposed routing algorithm employed the
Expected Anypath Transmission Time (EATT) as the routing
metric, which is a generalization of the unidirectional ETX
metric that takes into account that nodes transmit at multiple
bit rates. The authors of [2, 15, 19] employed a geographic
distance based metric for choosing the potential forwarder
relay set. More specifically, Zorzi and Rao [15] proposed an
OR scheme based on random forwarding, where the specific
node, which is closest to the Destination (D) is chosen as
the Relay (R) for the next hop. This paper theoretically
analyzed the achievable multi-hop performance. Furthermore,
Zorzi and Rao [2] analyzed the achievable energy as well
as latency performance and provided a detailed description
of a MAC scheme based on both opportunistic concepts and
on collision avoidance. Zeng et al. [19] proposed a multirate
OR by incorporating rate adaptation into their candidate-
selection algorithm, which was shown to achieve a higher
throughput and lower delay than the corresponding traditional
0090-6778/13$31.00 c© 2013 IEEE
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single-rate routing and its opportunistic single-rate routing
counterpart. The authors of [3, 4, 8] employed the energy
consumption metric for choosing the potential forwarder relay
set. More concretely, Mao et al. [3] presented an energy-
efficient OR strategy relying on sophisticated power allocation,
which prioritizes the forwarder relays by directly minimizing
the total energy consumption of all nodes. Dehghan et al. [4]
developed a minimum-energy cooperative routing based on
many-to-many cooperation and determines the optimal route
with the aid of the Bellman-Ford algorithm [21]. Wei et
al. [8] proposed an energy-conserving Assistant Opportunistic
Routing (AsOR) protocol, which classified a sequence of
nodes into three different node sets, namely, the frame node,
the assistant node and the unselected node. The frame nodes
were indispensable for decode-and-forward operation, while
the assistant nodes provided protection against unsuccessful
opportunistic transmissions. Although the authors of [3, 4, 8]
employed the energy consumption as their routing metric, they
have not provided any theoretical bounds in their performance
analysis. Moreover, these authors assumed that the number
of affordable MAC retransmissions was infinite. Against this
background, our novel contributions are:
• Two accurate energy-consumption-based OFs are con-
structed, which are used for the TR and the OR respec-
tively. We exploit the knowledge of both the Frame Error
Ratio (FER) within the physical layer, and of the number
of MAC retransmissions as well as of the number of relays
in the network layer.
• A routing algorithm is designed for the TR, which
employs our energy-consumption-based OF. Similarly, a
routing algorithm is designed for OR, which employs our
energy-consumption-based OF for ordering the relays
(from small to large) in the forwarder set. Theoretical
bounds are derived for the Normalized Energy Consump-
tion (NEC) of both the algorithms, which are shown to
be close to the ultimate bound obtained with the aid of
an exhaustive search.
• The achievable end-to-end throughput, the end-to-end
delay and the delay distribution of the system are also
evaluated theoretically.
The rest of the paper is organized as follows. Section II
theoretically analyzes the performance of the system for the
single-hop route, for the TR and for the OR. Section III
describes our energy-efficient routing algorithms conceived for
TR and OR, respectively. The delay distribution of OR is also
analyzed. Finally, Section IV analyzes the overall performance
of the system, while Section V provides our conclusions.
II. THEORETICAL ANALYSIS
In this paper, the transmit energy consumed by the data
packets during their transmission is considered under the
idealized simplifying assumption that the energy dissipated by
other packets, such as the routing and MAC control packets, is
negligible. Before defining the proposed energy-consumption-
based OF, the symbols used are defined.
• H : the number of hops in an established route;
• Pti : the transmit power in the i-th node of the established
route;
• FERi: the FER of the i-th link in an established route;
• pi: the successful probability of the i-th link, where pi =
1− FERi;
• Nr: the maximum number of MAC retransmissions,
including the first transmission attempt;
• Etotal: the total energy consumption;
• Etotal:
A. FER and power allocation in a single-hop route
In our previous work [22], an accurate energy-consumption-
based OF was employed for estimating the normalized end-
to-end energy consumption for a given route under the as-
sumption that the FER, the maximum number of MAC re-
transmissions and the number of hops were known. Although
the energy-consumption-based OF representing the real-world
scenarios is beneficial, the resultant best route still wastes
energy, since the distances between the different pairs of relays
are different. For the sake of ensuring that the total power-
consumption is minimized, each node’s transmit power should
be different. Therefore, we invoke power control for further
reducing the energy consumption by finding the optimum
transmit power for each node.
Naturally, the channel conditions, the thermal noise level
and the distance between the transmitter and the receiver
jointly determine the FER of a link. We conducted simulations
for characterizing the FER performance versus the Signal-
to-Noise-Ratio (SNR) and followed the approach of [12]
for fitting a polynomial to the FER versus SNR curve. The
Forward Error Correction (FEC) scheme employed in our
paper is an Irregular Convolutional Coded, Unity-Rate Coded
and Quadrature Phase-Shift Keying (IrCC-URC-QPSK) [23,
24] scheme. The corresponding FER versus SNR curve was
generated with the aid of bit-by-bit simulations. The overall
FEC code rate was Rc = 0.5, the effective throughput was 1
bps (bits/symbol), the frame length was 8688 bits, the number
of transmitted frames was 10 000. The IrCC had 17 component
codes, associated with the weights [0.049, 0, 0, 0, 0, 0.24, 0.16,
0.12, 0.035, 0.102, 0, 0.071, 0.093, 0, 0.091, 0, 0.039]1. We
generated the FER curve for the AWGN channel model with
the aid of simulation. According to the approach of [12], this
will allow us to determine the average FER for arbitrary fading
channels upon weighting the AWGN-FER by the PDF of the
fading channel and averaging it over the legitimate dynamic
range. More specifically, the channel model considered is
the uncorrelated, non-dispersive Rayleigh fading channel. The
average FER expression FERRayleigh is determined for the
Rayleigh fading channel considered by integrating the specific
FERAWGN value of the AWGN channel experienced at a
given SNR after weighting it by the probability of that specific
SNR, which is given by:
FERRayleigh =
∫ ∞
0
e−γFERAWGN (γ)dγ, (1)
1The 17 coding coefficients αi, i = [1, 2, ...,17], are the 17 coding frac-
tions of the 17 corresponding component codes (subcode), the ith of which
having a code rate βi encodes the fraction αi of the input bit stream, where
we have [β1 = 0.1, β2 = 0.15, β3 = 0.2, β4 = 0.25, β5 = 0.3, β6 =
0.35, β7 = 0.4, β8 = 0.45, β9 = 0.5, β10 = 0.55, β11 = 0.6, β12 =
0.65, β13 = 0.7, β14 = 0.75, β15 = 0.8, β16 = 0.85, β17 = 0.9]. Hence,
the constraint of Rc =
∑17
i=1 αiβi = 0.5 is always satisfied.
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where γ is the channel SNR, e−γ represents the Rayleigh
channel while the FERAWGN (γ) versus the SNR curve (ob-
tained by off-line simulation) is approximated by the following
four-segment FER vs SNR model representing the AWGN
channel:
FERAWGN (γ) ≈
⎧⎪⎪⎨
⎪⎩
1, if 0 ≤ γ < η1,
10a1 log(γ) + a2, if η1 ≤ γ < η2,
10a3 log(γ) + a4, if η2 ≤ γ < η3,
a5e
−10a6 log(γ)
, if γ ≥ η3,
(2)
with η1, η2 and η3 being the break-points of the four-segment
FER versus SNR approximation FERAWGN (γ). Eq. (1) and
Eq. (2) are suitable for approximating different FER curves
by appropriately setting the corresponding parameter values
invoked. Specifically, for the IrCC-URC-QPSK scheme [23]
employed, we have a1 = −0.5889, a2 = 1.3341, a3 =
−3.705, a4 = 3.5169, a5 = 4.4669× 106 and a6 = 18.9118.
Additionally, the values of the break-points η1, η2 and η3 are
determined for the SNR points of 0.6 dB, 0.7 dB and 0.9 dB,
whose relationships are given by:
η1 =
10
0.6
10 dαN0(4π)
2
Pt1λ
2
(3)
η2 =
10
0.7
10 dαN0(4π)
2
Pt1λ
2
(4)
η3 =
10
0.9
10 dαN0(4π)
2
Pt1λ
2
, (5)
where λ is the wavelength of light, d is the distance between
the transmitter and the receiver, N0 is the thermal noise power
and α is the path-loss exponent. In this paper, we set α = 2.
Substituting our FER versus SNR model of Eq. (2) asso-
ciated with the above-mentioned parameters into Eq. (1), we
have the following results:
• When 0 ≤ γ < η1, we have
FERI =
∫ η1
0
e−γdγ = 1− e−η1
=1− e−
10
0.6
10 dαN0(4π)
2
Pt1
λ2 ; (6)
• When η1 ≤ γ < η2, we have
FERII =
∫ η2
η1
(10a1 log(γ) + a2)e
−γdγ
=a2(e
−η1 − e−η2)
+ a1
∫ η2
η1
10
ln 10
ln
(
Pt1λ
2
(4π)2dα
γ
)
e−γdγ; (7)
After carrying out the integration with the aid of the Euler
function of Ei(x) =
∫∞
−x
e−t
t dt [25] (8.211.1), we arrive
at:
FERII =a2(e
−η1 − e−η2) + 0.6a1e−η1 − 0.7a1e−η2
+ a1
10
ln 10
[Ei(−η2)− Ei(−η1)] ; (8)
• When η2 ≤ γ < η3, we have an expression similar to
Eq. (8):
FERIII =
∫ η3
η2
(10a3 log(γ) + a4)e
−γdγ
=a4(e
−η2 − e−η3) + 0.7a3e−η2 − 0.9a3e−η3
+ a3
10
ln 10
[Ei(−η3)− Ei(−η2)] ; (9)
• Finally, for γ ≥ η3, we have
FERIV =
∫ ∞
η3
a5e
(−10a6 log(γ))e−γdγ
= a5
∫ ∞
η3
e−γ
e
ln
[
Pt1
λ2
(4π)2dα
γ
] 10b
ln 10
dγ
= 10
−0.9a6
ln 10 a5η3G
2,0
1,2
[
η3
∣∣∣∣ 10a6ln 1010a6
ln 10 − 1, 0
]
,
(10)
where the Meijer-G function is defined in [25] (9.301)
and we have G2,01,2
[
x
∣∣∣∣ νν − 1, 0
]
= Eν(x) =∫∞
1
e−xt
tν dt [26] (06.34.02.001.01).
However, the FER formula derived above does not consider
the effects of retransmissions in the MAC layer, neither does it
take into account the number of hops in the network layer. In a
realistic scenario, however, we have poor channel conditions,
a high level of interference, the effects of node mobility,
potential network congestions and so on, where the packets
are often dropped before reaching the destination. However,
the dropped packets consume a high amount of energy during
their passage through the network. Therefore, we analyze the
Normalized Energy Consumption (NEC) during a packet’s
passage from the source to the destination. We have to
consider two scenarios, namely the energy consumption Es
when a packet is delivered successfully to the destination
and that given by Ef when it is dropped before reaching the
destination.
The performance of a single-hop route is analyzed first,
where p1 is the successful probability of the first hop. Then,
the probability ps that a packet is successfully delivered from
the Source (S) to the destination (D) within the maximum Nr
number of retransmissions is [22]
ps =
Nr∑
i1=1
(1 − p1)i1−1p1. (11)
By contrast, the probability pf that a packet is dropped before
reaching its destination is [22]
pf = (1− p1)Nr . (12)
Hence, the energy Es required for the successful transmission
of a packet and that dissipated during the transmission of a
failed packet, namely Ef , are respectively given by
Es =
Nr∑
i1=1
(1− p1)i1−1p1i1Pt1T, (13)
Ef = (1− p1)NrNrPt1T, (14)
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where T is the duration of a time slot.
Consequently, the average total energy Etotal required for
transmitting a packet is Etotal = Es + Ef . Furthermore, the
total energy Etotal normalized by the successful probability
ps, which is the energy dissipated by the whole system during
the successful delivery of a packet to D, can be expressed as
Etotal =
Etotal
ps
=
Es + Ef
ps
. (15)
When substituting Eqs. (11), (13) and (14) into Eq. (15),
we arrive at:
Etotal =
Pt1
p1
T, (16)
which shows that Etotal is independent of the number of
retransmissions in a single-hop route. Moreover, Eqs. (6), (7),
(9) and (10) illustrate the relationship between Pt1 and p1.
Then, Etotal only depends on the distance between S and D.
Therefore, optimizing the transmit power of the S may be
formulated as a convex optimization problem.
Let us set the derivative of Eq. (16) with respect to Pt1 to
zero, yielding
1
p1
+
Pt1
p21
d(1− p1)
dPt1
= 0
p1
−Pt1
=
d(1 − p1)
dPt1
, (17)
Upon manipulating Eq. (17) further by setting the derivatives
of the four parts of the four-segment approximated FER versus
SNR curve detailed in Eqs. (6), (7), (9) and (10), we arrive
at
p1
−Pt1
=
dFER1,I
dPt1
+
dFER1,II
dPt1
+
dFER1,III
dPt1
+
dFER1,IV
dPt1
. (18)
To elaborate a little further, based on Eq. (6), we have
dFER1,I
dPt1
=
d(1− e−η1)
dPt1
=− 10
0.6
10 (4π)2dαN0e
− 10
0.6
10 (4π)2dαN0
Pt1
λ2
P 2t1λ
2
. (19)
While based on Eq. (7), we arrive at Eq. (27), where
dEi(x)
dx =
ex
x [25] (8.211.1). It can be readily shown that
dFER1,III
dPt1
obeys an expression similar to Eq. (27), which is
formulated in Eq. (28).
Finally, based on Eq. (10), the 4th part at the righthand
side of Eq. (18) can be expressed as Eq. (29), where the
differentiation of Meijer’s G function was taken from [26]
(07.34.20.0005.01). Eqs. (27), (28) and (29) are shown on
the top of next page.
Finally, when substituting Eqs. (19), (27), (28) and (29)
into Eq. (18), the optimized transmit power Pt1 can be found.
R2 DR1 · · ·S RH−1
Fig. 1. Test-topology having one source, one destination and (H − 1) relay
nodes.
B. Theoretical analysis of TR in an idealized network
The energy consumption of an idealized multi-hop route is
analyzed in this subsection. The network topology is shown
in Fig. 1.
In Fig. 1, we have a single S, a single D and (H − 1)
Rs. The (H − 1) Rs are located between S and D. Our
previous contribution [22] analyzed both the probability and
the total energy consumption of a packet, when it is delivered
successfully to D or when it is dropped before reaching D of
Fig. 1. However, in [22] we assumed that the transmit power
of all nodes is the same, which wasted some energy in the
realistic scenario, when the distances between each pair of
nodes was different. If the optimal distance-dependent transmit
power is found, then the NEC may be further reduced.
The probabilities ps and pf are the same as those in [22],
namely
ps =
Nr∑
i1=1
· · ·
Nr∑
iH=1
(1 − p1)i1−1p1(1− p2)i2−1p2
· · · (1− pH)iH−1pH , (20)
pf =pf (1) +
H∑
h=2
pf (h), (21)
where pf (1) is given by Eq. (12) and pf (h) is the probability
that a packet is dropped at the h-th hop, which is formulated
as:
pf(h) =
Nr∑
i1=1
· · ·
Nr∑
ih−1=1
(1− p1)i1−1p1 · · ·
(1 − ph−1)ih−1−1ph−1(1− ph)Nr , h = 1. (22)
Let Ei be the energy required by node i to send a packet,
where Ei = PtiT . Then, we can show that Es and Ef are
formulated as:
Es =
Nr∑
i1=1
· · ·
Nr∑
iH=1
(1− p1)i1−1p1(1− p2)i2−1p2
· · · (1 − pH)iH−1pH(i1E1 + i2E2 + · · ·+ iHEH),
(23)
Ef =Ef (1) +
H∑
h=2
Ef (h)
=NrE1(1− p1)Nr +
H∑
h=2
[ Nr∑
i1=1
· · ·
Nr∑
ih−1=1
(1− p1)i1−1p1
· · · (1− ph−1)ih−1−1ph−1(1− ph)Nr(i1E1
+ · · ·+ ih−1Eh−1 +NrEh)
]
. (24)
Let Ds denote the average time required for delivering
a packet successfully to D, where the source of delay is
assumed to be the Automatic Repeat reQuest (ARQ)-aided
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retransmissions. Explicitly, each new hop and new transmis-
sion attempt imposes a delay of unity, i.e. one time-slot
(TS). Furthermore, let Df be the average delay imposed on a
packet’s passage through the route, when it is dropped before
reaching its destination. Hence, the total delay is represented
as Dtotal = Ds + Df . These average delays have been
quantified in [22], which are
Ds =
[ Nr∑
i1=1
· · ·
Nr∑
iH=1
(1− p1)i1−1p1(1− p2)i2−1p2
· · · (1− pH)iH−1pH(i1 + i2 + · · ·+ iH)
]
T, (25)
Df =pf(1)NrT +
H∑
h=2
Df (h), (26)
where Df (h) is the average delay experienced by a packet,
which is dropped during the h-th hop, expressed as
Df(h) =
[ Nr∑
i1=1
· · ·
Nr∑
ih−1=1
(1− p1)i1−1p1 · · ·
(1 − ph−1)ih−1−1ph−1(1− ph)Nr
(i1 + · · ·+ ih−1 +Nr)
]
T, h = 1. (30)
For the sake of simplifying Eq. (23), (24), (25) and
(26), we define A(pi) = (1−(1−pi)
Nr
pi
−Nr(1− pi)Nr )Ei and
B(pi) = 1 − (1 − pi)Nr . Then, we have ps =
∏H
1 B(pi).
Furthermore, it may be readily shown that Es and Ef can be
formulated alternatively as:
Es =
[
H∏
i=1
B(pi)
] [
H∑
i=1
A(pi)
B(pi)
]
, (31)
Ef =
H∑
h=2
[[ h−1∏
i=1
B(pi)
][ h−1∑
i=1
A(pi)
B(pi)
]
[1−B(ph)]
+NrEh(1−B(ph))
h−1∏
i=1
B(pi)
]
+NrE1 [1−B(p1)] .
(32)
Similarly, upon defining C(pi) = (1−(1−pi)
Nr
pi
− Nr(1 −
pi)
Nr )T , we can express Ds and Df as
Ds =
[
H∏
i=1
B(pi)
] [
H∑
i=1
C(pi)
B(pi)
]
, (33)
Df =
H∑
h=2
[[ h−1∏
i=1
B(pi)
][ h−1∑
i=1
C(pi)
B(pi)
]
[1−B(ph)]
+NrT [1−B(ph)]
h−1∏
i=1
B(pi)
]
+NrT [1−B(p1)] .
(34)
Based on the above derivation, the NEC expressed as
Etotal =
Etotal
ps
=
Es+Ef
ps
can now be evaluated.
S
R1
R2
D
··
·
··
·
RM
RM−1
Fig. 2. A two-hop network assisted by a number of relays.
The end-to-end delay De2e is given by
De2e = Ds, (35)
which represents the delay experienced by a packet that is
successfully delivered to the destination. Moreover, the end-
to-end throughput Re2e is given by
Re2e =
ps
Dtotal
=
ps
Ds +Df
. (36)
C. Theoretical analysis of OR in a random network
The TR transmits the packet along the specific pre-selected
route having the lowest estimated NEC. This pre-selected
route is determined after the estimation and comparison of
the NEC of each potential candidate route. The information
invoked for routing decisions is gleaned during the process of
route discovery, but this information may become stale owing
to node-mobility. Instead, OR considers the potential chances
of success for each candidate relay, bearing in mind their time-
variant channel conditions. Regardless of which particular
relay receives the packet from the source successfully, if this
relay has the highest priority in the forwarder relay list, it will
forward the packet to the next relay. Naturally, the challenge
in the design of the OR procedure is the beneficial selection of
the forwarder R-set, the specific priority order of the potential
forwarders and the avoidance of duplicate transmissions [16].
We assume that all the nodes in a node’s neighbor list belong
to this node’s forwarder R-list. The metric used for determin-
ing the priority order is the normalized energy required by
this particular relay for reaching D. Acknowledgement (ACK)
packets are employed for avoiding the duplicate transmissions.
The particular relay in the forwarder R-set, which has the
highest priority owing to requiring the lowest energy will send
the ACK first. The other relays, which overhear the ACK will
withdraw from the competition [27, 28].
A two-hop network is shown in Fig. 2, which has a
single source S, a single destination D and M relays
R1, R2, · · · , RM−1, RM . S and D are capable of commu-
nicating with all the relays, as well as with each other.
By contrast, the M relays are unable to communicate with
each other. We stipulate the idealized simplifying assumption
furthermore that each node knows the position of all other
nodes. For each relay Rm,m = 1...M , the total average
energy consumption ERmD required for transmission from
Rm to D is given by ERmD = EsRmD + E
f
RmD
, where
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dFER1,II
dPt1
=
d [a2(e
−η1 − e−η2)]
dPt1
+
d
[
0.6a1e
−η1 − 0.7a1e−η2 + a1 10ln 10 [Ei(−η2)− Ei(−η1)]
]
dPt1
=− (0.6a1 + a2)10
0.6
10 (4π)2dαN0e
− 10
0.6
10 (4π)2dαN0
Pt1
λ2
P 2t1λ
2
+ (a2 + 0.7a1)
10
0.7
10 (4π)2dαN0e
− 10
0.7
10 (4π)2dαN0
Pt1
λ2
P 2t1λ
2
+
10a1
Pt1 ln 10
⎡
⎣e− 10
0.6
10 (4π)2dαN0
Pt1
λ2 − e−
10
0.7
10 (4π)2dαN0
Pt1
λ2
⎤
⎦ , (27)
dFER1,III
dPt1
=
d [a4(e
−η2 − e−η3)]
dPt1
+
d
[
0.7a3e
−η2 − 0.9a3e−η3 + a3 10ln 10 [Ei(−η3)− Ei(−η2)]
]
dPt1
=− (0.7a3 + a4)10
0.7
10 (4π)2dαN0e
− 10
0.7
10 (4π)2dαN0
Pt1
λ2
P 2t1λ
2
+ (a4 + 0.9a3)
10
0.9
10 (4π)2dαN0e
− 10
0.9
10 (4π)2dαN0
Pt1
λ2
P 2t1λ
2
+
10a3
Pt1 ln 10
⎡
⎣e− 10
0.7
10 (4π)2dαN0
Pt1
λ2 − e−
10
0.9
10 (4π)2dαN0
Pt1
λ2
⎤
⎦ , (28)
dFER1,IV
dPt1
=
d
[
10
−0.9a6
ln 10 a5η3E 10a6
ln 10
(η3)
]
dPt1
=− 10−0.9a610 a5G2,12,3
[
10
0.9
10 (4π)2dαN0
Pt1λ
2
∣∣∣∣ −1, 10a6ln 1010a6
ln 10 − 1, 0, 0
]
10
0.9
10 (4π)2dαN0
P 2t1λ
2
. (29)
EsRmD and E
f
RmD
are given in Eq. (13) and (14). Let ES
denote the energy dissipated while sending a packet from the
source S to any of the relays Rm, which is ES = PtST . We
assume that ER1D < ER2D < · · · < ERMD. Furthermore, for
convenience, we represent the destination node D as R0 and
define
∏M
m=0(1− pSRm) = ζ, where pSRm is the probability
of a packet, which is successfully delivered from S to Rm.
If the source successfully sends a packet to the m-th relay,
m = 0, 1, . . . ,M , with the aid of nr transmissions, the
probability of this event is
p0(nr) =ζ
nr−1pSR0 , if m = 0 (37)
pm(nr) =ζ
nr−1
m−1∏
i=0
(1− pSRi)pSRm , if 1 ≤ m ≤ M. (38)
Correspondingly, the energy dissipated becomes
E0(nr) =nrES , if m = 0 (39)
Em(nr) =nrES + ERmD, if 1 ≤ m ≤ M. (40)
Let DRmD denote the average delay of a packet traversing
from Rm, m = 1, . . . ,M , to D, including the delay DsRmD
encountered by a packet that is successfully delivered to D
and the delay DfRmD experienced when a packet is dropped
before reaching D. We then have DRmD = DsRmD +D
f
RmD
,
where DsRmD represents Ds expressed by Eq. (33) and D
f
RmD
corresponds to Df expressed by Eq. (34), provided that the
number of hops is 1. Consequently, we have:
D0(nr) =nrDS , if m = 0 (41)
Dm(nr) =nrDS +DRmD
=nrDS + (D
s
RmD +D
f
RmD
), if 1 ≤ m ≤ M,
(42)
where DS is T , which denotes the duration of a TS.
Consequently, when taking into account all the possible
events, the total energy consumption is
Etotal =
Nr∑
nr=1
p0(nr)E0(nr)
+
Nr∑
nr=1
M∑
m=1
pm(nr)Em(nr) + ζ
Nr (NrES), (43)
while the total delay becomes:
Dtotal =
Nr∑
nr=1
p0(nr)D0(nr)
+
Nr∑
nr=1
M∑
m=1
pm(nr)Dm(nr) + ζ
Nr(NrDS), (44)
where the final term in Eq. (43) and Eq. (44) is contributed
by the event that the packet was not delivered by the source
S even after Nr attempts. Upon substituting Eq. (38) and
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Eq. (40) into Eq. (43), we obtain
Etotal =
Nr∑
nr=1
ζnr−1pSR0(nrES)
+
Nr∑
nr=1
M∑
m=1
ζnr−1
m−1∏
i=0
(1− pSRi)pSRm(nrES
+ ERmD) + ζ
Nr(NrES). (45)
After substituting Eq. (38) and Eq. (42) into Eq. (44), we
arrive at Eq. (46), where the second term is contributed by the
event that a packet is successfully delivered from the source
S to the destination D, while the third term by the event that
a packet is successfully delivered from the source S to the
relay Rm, m = 1, . . . ,M , but it is dropped during its passage
from the relay Rm, m = 1, . . . ,M , to the destination D.
After further simplifications, Eq. (43) and Eq. (44) may be
written as Eq. (47) and Eq. (48). Then, the end-to-end delay
De2e is given by the first two terms of Eq. (48), formulated
as Eq. (49). Eqs. (46), (47), (48) and Eq. (49) are shown on
the top of next page.
Meanwhile, the packet transmitted from S may be dropped
in the SD, S − Rm or Rm − D link, where we have m =
1, ...,M and again, the destination can be replaced by R0 .
The probabilities of these events are given by
pf,S−Rm =ζ
Nr ,m = 0, . . . ,M (50)
pf,Rm−D =
Nr∑
nr=1
M∑
m=1
ζnr−1
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
pSRm(1− pRmD),m = 1, . . . ,M, (51)
where pRmD is the probability that a packet is successfully
delivered from Rm, m = 1, . . . ,M , to the destination D.
Then we may formulate the end-to-end outage probability
pf as
pf =pf,S−R0 + pf,S−Rm + pf,Rm−D,m = 1, . . . ,M. (52)
Upon substituting Eq. (51) into Eq. (52), we arrive at:
pf = ζ
Nr +
Nr∑
nr=1
M∑
m=1
ζnr−1
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
PSRm(1 − pRmD)
= ζNr +
1− ζNr
1− ζ
M∑
m=1
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
PSRm(1 − pRmD). (53)
Furthermore, we may formulate the NEC Etotal as
Etotal =
Etotal
1− pf , (54)
while the end-to-end throughput Re2e is given by
Re2e =
ps
Dtotal
=
1− pf
Dtotal
. (55)
Let us now introduce a new low-complexity algorithm in
the next section for calculating both the delay De2e and
the throughput Re2e in a simpler way. Moreover, we will
demonstrate that our analysis of the energy consumption can
be extended to a large network synthesized by numerous two-
hop networks, as shown in Fig. 2. The corresponding details
are provided in Section III-A.
III. ROUTING ALGORITHMS
A. TR algorithm
The performance of the single-hop route and of an idealized
network was characterized in Subsections II-A and II-B,
which may be readily extended to existing routing protocols,
such as the DSR (Dynamic Source Routing), AODV (Ad hoc
On-demand Distance Vector) and DYMO (DYnamic Manet
On-demand) routing protocols. During the route discovery
process, the routing packets are used for gathering the nec-
essary information and for feeding it back to the source. Then
the source makes the final decision required for sending the
data packets. The most important feature of traditional routing
is that the route is selected first, then the packets are always
delivered along this particular route, until it is broken, for
example due to node-mobility. At that moment, a sub-optimal
candidate route is chosen by route-repair, or the route re-
discovery process will be re-activated for finding a totally new
route.
The idealized multi-hop network of Fig. 1 may be extended
to a more realistic random network relying on Dijkstra’s
routing algorithm [29] and invoking the NEC Etotal for route
selection. The routing algorithm is described in Algorithm 1.
We assume that V is the vertex set, v is a node in the set
V , F(v) denotes the predecessor set of nodes in the route
before the node v, while E(v), E(S, v) denote the NEC and
ps(v), ps(S, v) represent the successful probability of a packet
from the source S to the node v. Furthermore, Ds(v) and
Ds(S, v) denote the delay encountered by a packet delivered
successfully from the source S to the node v, while Df (v)
and Df (S, v) represent the delay of a packet that was dropped
before reaching the node v. Specifically, E(S, v), ps(S, v),
Ds(S, v) and Df (S, v) are the intermediate values of E(v),
ps(v), Ds(v) and Df (v), respectively. Moreover, S represents
the set of selected nodes, while P optt (u, v) denotes the optimal
transmit power of node u assigned for transmission to node
v.
Lines 1-3 initialize the predecessor set F(v) of each node
and the NEC between S and each other node. In line 4, the
NEC, the delay and the successful delivery probability are
set to zero and S is selected for inclusion into S. In line 8,
the notation u represents the specific node, which has just
been incorporated into S in the previous loop. Initially, only
S belongs to S. Therefore, S is u. S has a neighbor node
set. For each node v, which belongs to the neighbor set of
S, we can calculate the NEC E(S, v) between S and v,
given that S employs the optimal transmit power. The optimal
transmit power P optt (u, v) of node u in the link ‘u-v’ is found
by identifying the lowest NEC between S and v, which is
obtained by setting the derivative of Eq. (15) with respect
to Ptu to zero. Meanwhile, lines 9-11 show that if the NEC
E(S, v) from S to v via u becomes lower than the stored
E(v), then the NEC E(v) and the corresponding delay from
S to v are updated. In lines 12-14, the specific node, which
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Dtotal =
Nr∑
nr=1
ζnr−1pSR0(nrDS) +
Nr∑
nr=1
M∑
m=1
ζnr−1
m−1∏
i=0
(1− pSRi)pSRm(nrDS +DsRmD +DfRmD) + ζNr (NrDS)
=
Nr∑
nr=1
ζnr−1pSR0(nrDS) +
Nr∑
nr=1
M∑
m=1
ζnr−1
m−1∏
i=0
(1− pSRi)pSRm(nrDS +DsRmD)
+
Nr∑
nr=1
M∑
m=1
ζnr−1
m−1∏
i=0
(1 − pSRi)pSRm(nrDS +DfRmD) + ζNr (NrDS), (46)
Etotal =ES
(
1− ζNr
1− ζ −Nrζ
Nr
)
+
1− ζNr
1− ζ
M∑
m=1
⎡
⎣ERmDpSRm
⎡
⎣m−1∏
j=0
(1 − pSRj)
⎤
⎦
⎤
⎦+NrESζNr (47)
Dtotal =DS
(
1− ζNr
1− ζ −Nrζ
Nr
)
+
1− ζNr
1− ζ
M∑
m=1
⎡
⎣DsRmDpSRm
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
⎤
⎦
+
1− ζNr
1− ζ
M∑
m=1
⎡
⎣DfRmDpSRm
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
⎤
⎦+NrDSζNr . (48)
De2e = Ds =DS
(
1− ζNr
1− ζ −Nrζ
Nr
)
+
1− ζNr
1− ζ
M∑
m=1
⎡
⎣DsRmDpSRm
⎡
⎣m−1∏
j=0
(1− pSRj )
⎤
⎦
⎤
⎦ . (49)
Algorithm 1: TR
1 for every node v ∈ V do
2 F(v) ← ∅, and E(v) = ∞.
3 end
4 E(S) ← 0, Ds(S) ← 0, Df(S) ← 0, ps(S) ← 0, S ← S
and u ← S.
5 while S = V do
6 temp ← ∞;
7 for each node v /∈ S do
8 Find the optimal transmit power P optt (u, v) that
minimizes E(S, v) among all possible power
assignments from S to v by Eq. (15). Meanwhile,
calculate the time Ds(S, v), Df (S, v) and the
successful probability ps(S, v).
9 if E(S, v) < E(v) then
10 F(v) ← u, E(v) ← E(S, v),
Ds(v) ← Ds(S, v), Df(v) ← Df (S, v) and
ps(v) ← ps(S, v);
11 end
12 if E(v) < temp then
13 temp ← E(v), and u′ ← v;
14 end
15 end
16 u ← u′ , and S ← S⋃{u};
17 end
has the lowest ES,v amongst all u’s neighbor set, would be
incorporated into S and becomes the new u in the next loop,
as seen in line 16. Again, u has a new neighbor set and the
next new u will be selected from the neighbor set. When we
have S = V , Algorithm 1 converges, as shown in line 5.
Moreover, this algorithm is a locally - rather than globally -
optimal algorithm, which is in fact optimal for every single
hop. This is justified by the calculation of the optimal transmit
power P optt (u, v) in line 8. Therefore, the source S employs
Algorithm 1 for identifying that particular route, which has
the lowest NEC Etotal. At the same time, it also determines
the delay Ds(S), namely, the end-to-end delay De2e of the
selected route. Finally, the end-to-end throughput Re2e may
be calculated by Eq. (36) based on Ds(S), Df(S) and ps(S).
Fig. 3 shows the step-by-step execution of Algorithm 1
using the NEC metric Etotal. The positions of S, D, R1
and R2 are (100, 100), (900, 100), (500, 500) and (300, 400),
respectively. The other relevant parameters are listed in Ta-
ble I. We assume that each node is aware of the other nodes’
position, hence also of their distance. In a compact form,
we have V = {S,R1, R2, D} and S = {S}, as shown
in Fig. 3(a). In Fig. 3(b), S calculates its transmit power
optimized for minimizing the NEC from Eq. (15), which is
ESR1 = 1.8 × 10−8 mJ/bit, ESR2 = 0.7 × 10−8 mJ/bit,
ESD = 3.5 × 10−8 mJ/bit for transmission from S to R1,
R2 and D, respectively, as also seen in line 8 of Algorithm
1. Since ESR2 = 0.7 × 10−8 mJ/bit is the lowest in the set
of the three energies, we update S to {S,R2}, as shown in
line 13 and line 16 of Algorithm 1. Then in Fig. 3(c), R2
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Fig. 3. Execution of Algorithm 1. The value within a node v is its
energy cost Etotal (×10−8 mJ/bit) for transmission from S to node v.
After each iteration one node is incorporated into the set S . The nodes
in boldface denote the nodes in S after each iteration and the arrows in
boldface represent the shortest route from S to the nodes in boldface after
each iteration. Due to the adjustable transmit power of node u, the probability
pf (u, v) of a packet, which is dropped at any link u − v after Nr = 7
retransmissions, has nearly the same value of pf (u, v) = 0.041, hence we
do not plot this value next to the arrows for simplicity. (a) The situation
just after the initialization, where S = {S}. (b) The first iteration of the
algorithm, where we have S = {S} before the iteration, while after the
iteration R2 is incorporated into the set S with the optimum power of
P optt (S,R2) = 0.16 mW, yielding S = {S,R2}. (c) The second iteration
of the algorithm, where we have S = {S,R2} before the iteration, while
after the iteration R1 is incorporated into the set S with the optimum
power of P optt (R2, R1) = 0.06 mW, yielding S = {S,R2, R1}. (d)
The final iteration of the algorithm, where we have S = {S,R2, R1}
before the iteration, while after the iteration D is incorporated into the
set S with the optimum power of P optt (R1, D) = 0.39 mW, yieldingS = {S,R2, R1,D}. The algorithm terminates.
calculates its transmit power optimized for minimizing the
NEC from Eq. (15) for the transmission, which is spanning
from S to node R1 and D via R2, respectively, as shown
in line 9 of Algorithm 1. Since the updated NEC ESR1 =
1.0 × 10−8 mJ/bit is lower than ESD = 3.2 × 10−8 mJ/bit,
S is updated to {S,R2, R1}, as shown in line 13 and line
16 of Algorithm 1. Finally, in Fig. 3(d), R1 adjusts its own
transmit power to the optimal one, which minimizes the NEC
ESD = 2.8 × 10−8 mJ/bit from S to D via R2 and R1,
as shown in line 8 of Algorithm 1. At this stage, D is
incorporated into S. Since we have S = {S,R2, R1, D},
Algorithm 1 may be deemed to have converged and the route
S − R2 − R1 − D is deemed to be the optimal route for
transmission from S to D.
The computational complexity has three main contributing
factors: a) the calculation of a single NEC in a specific
case; b) the number of NEC calculations; c) and finally,
finding the minimum NEC in each round. Let us denote the
complexity of Es in Eq. (31), Ef in Eq. (32) and ps, where
ps =
∏H
1 B(pi), by C(Es), C(Ef ) and C(ps). The complexity
of evaluating Ds and Df is the same as that of Es and Ef ,
apart from a multiplicative constant. The number of NEC
calculations is given by the number of node pairs, which
is V(V − 1)/2 (see line 5 and line 7 in Algorithm 1). The
minimum NEC can be found based on the Fibonacci heap
approach of [30], which has a complexity on the order of
O(logV). Therefore, the complexity imposed by Algorithm 1
is O[V2[C(Es) + C(Ef ) + C(ps)] + V logV].
B. OR algorithm
In Section II-C, the minimum NEC is obtained by finding
the optimal power allocation. Although the network topology
in Fig. 2 has only two hops, this algorithm may be extended
to a large network, where the OR principle is employed
for each hop. Meanwhile, the optimal transmit power of
each node is found for the sake of minimizing the NEC
required for the successful passage of a packet from that
node to the destination. Therefore, Algorithm 2 is conceived
for calculating the minimum NEC by carrying out optimum
distance-dependent power allocation at each node, hop-by-
hop. As a by-product, the delay distribution Ds(S) of a
packet being successfully delivered to the destination and the
delay distribution Df (S) of a packet being dropped before
reaching the destination are also delivered by Algorithm 2,
where Ds(S) is the end-to-end delay distribution, which
allows us to calculate the average end-to-end delay [31].
Moreover, the end-to-end throughput may also be calculated
based on Ds(S), Df (S) and pf(S). Here, for any node v in
a given vertex set V , E(v), E(v,D) denotes the NEC Etotal
necessitated for transmission from node v to the destination
D, where we denote the potential set of receiver nodes by R.
Furthermore, P optt (v) is the optimal transmit power, which
minimizes the NEC required for transmission from node v to
the destination D, while Ds(v),Ds(v,D) denotes the vector
of probabilities for each particular integer delay in terms of
TSs, when a packet is delivered successfully from node v
to the destination D. For example, a single-hop route has
the vector of delay probabilities given by Ds(S,D), where
the number of elements is Nr. The elements of Ds(S,D)
are given by (1 − ps)nrps, where pS is the probability of
a packet being successfully delivered to the destination D
and nr = 1, ..., Nr is the number of MAC retransmissions.
Furthermore, Dnrs (v) denotes the delay probability vector of
a packet, which is delivered from node v to the destination D,
when the number of MAC retransmissions is nr. By contrast,
Df (v),Df (v,D) denotes the delay probability vector of a
packet, which is dropped before reaching the destination D.
Let us denote the probability of a packet being successfully de-
livered from node v to node n by ps(v, n) and the probability
of a packet, which is dropped before reaching the destination
by pf (v), pf (v,D). Moreover,  nr implies that the vector
elements are shifted to the right by nr positions and the left
positions are filled with zeros.
Lines 1-3 initialize the NEC between each node and the
destination. Line 4 shows that D is incorporated into the
receiver set R and the probability vectors of delay Ds(D)
and Df (D) from D to itself are set to unity. Initially, only
D belongs to R and D has a neighbor node set. In line 8,
the notation u represents the specific node, where u /∈ R
belongs to the neighbor set of D at each loop. The optimal
transmit power P optt (u) of node u can be obtained by setting
the derivative of Eq. (54) with respect to Ptu to zero, which
minimizes E(u,D). Meanwhile, the probability pf (u,D) is
calculated by Eq. (53). Lines 23-25 show that if the NEC
E(u,D) from node u to D via the receiver set R is lower
than the stored NEC E(u), then E(u), the probability vector
of delay Ds(u), Df(u) and the delivery failure probability
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Algorithm 2: OR
1 for every node v ∈ V do
2 E(v) ← ∞.
3 end
4 R ← {D}, Ds(D) ← [1] and Df (D) ← [1].
5 while R = V do
6 temp ← ∞
7 for every node u /∈ R do
8 Find the optimal transmit power P optt (u) that
minimizes E(u,D) among all possible power
assignments from u to D by Eq. (54). Meanwhile,
calculate the probability pf (u,D) by Eq. (53).
9 Ds(u,D) ← [0] and Df (u,D) ← [0].
10 for every node v ∈ R, v is the m-th element of
R do
11 for (nr = 1;nr ≤ Nr;nr ++) do
12 if node v is the destination D then
13 Dnrs (u,D) ← ζnr−1ps(u,D)Ds(v),
Dnrs (u,D)  nr.
14 if nr == Nr then
15 DNrf (u,D) ← ζNrDf (v),
D
Nf
f (u,D)  Nr.
16 end
17 else
18 Dnrs (u,D) ← ζnr−1
∏m−1
i=1 (1−
ps(u, i))ps(u, v)Ds(v),
Dnrf (u,D) ← ζnr−1
∏m−1
i=1 (1−
ps(u, i))ps(u, v)Df (v),
Dnrs (u,D)  nr, Dnrf (u,D)  nr.
19 end
20 end
21 Ds(u,D) ← Ds(u,D) +
∑Nr
1 D
nr
s (u,D),
Df (u,D) ← Df (u,D) +
∑Nr
1 D
nr
f (u,D).
22 end
23 if E(u,D) < E(u) then
24 E(u) ← E(u,D), Ds(u) ← Ds(u,D),
Df (u) ← Df (u,D) and pf (u) ← pf (u,D);
25 end
26 if E(u) < temp then
27 temp ← E(u) and u′ ← u;
28 end
29 end
30 R = R⋃{u′};
31 end
pf (u) are updated. Lines 26-28 show that if a node u has the
lowest NEC E(u,D) in each loop, then it will be represented
as u′ and be incorporated into R, as seen in line 30. Again,
in the next loop, any node, which belongs to the neighbor set
of u′ and does not belong to R, will become a new u. The
new u and R will contain a new opportunistic relaying sub-
network, where the new sub-network topology is similar as
the one in Fig. 2 and the optimal transmit power of each relay
has already been obtained in the previous loops. Algorithm 2
would converge, when we have R = V , as seen in line 5. Like
TR, Algorithm 2 is also a locally optimal algorithm, which is
in fact optimal for every single hop. This can be also explained
by the calculation of the optimal transmit power P optt (u) in
line 8.
Moreover, lines 9-22 detail how to generate the delay
distribution for the path spanning from node u to D. In
each loop, node u and the receiver set R constitute a sub-
network. The delay distribution of every node v in R has been
obtained in the previous loops. As described above, the delay
distribution of node v is a Nr-element vector Ds(v), where the
value of each element is the probability of a particular integer
delay quantified in terms of the number of TSs. Lines 13-16
calculate the delay distribution Ds(u,D) if D receives the
packet from u, while line 18 calculates the delay distribution
Ds(u,D) if node v in R - except for D - receives the packet
from u. The for loop in line 11 considers all conditions,
when the number of MAC retransmissions from u to R is
1 ≤ Nr ≤ Nr, where the sum is calculated in line 21. Finally,
when Algorithm 2 converges, we obtain the end-to-end delay
distribution, which is Ds(S).
Fig. 4 shows the step-by-step execution of Algorithm 2
using the NEC metric Etotal. Both the topology and the
relevant parameters are similar to those used for TR. We also
assumed that each node is aware of the other nodes’ position,
hence also of their distance. In a compact form, we have
V = {S,R1, R2, D} and R = {D}, as shown in Fig. 4(a).
In Fig. 4(b), S, R1 and R2 calculate their transmit power
optimized for minimizing the NEC from Eq. (54), yielding
ESD = 3.4 × 10−8 mJ/bit, ER1D = 1.7 × 10−8 mJ/bit,
ER2D = 2.4×10−8 mJ/bit for transmission to D, as also seen
in line 8 of Algorithm 2. Since ER1D = 1.7 × 10−8 mJ/bit
is the lowest in the set of the three energies, we update R to
{R1, D}, as shown in line 26 and line 30 of Algorithm 2. Then
in Fig. 4(c), S and R2 adjust their own transmit power and
update their NEC for transmission to node D by considering
{R1, D} as their forwarder relay set, as shown in line 23 of
Algorithm 2. Since ER2D = 2.0× 10−8 mJ/bit is lower than
ESD = 2.5 × 10−8 mJ/bit, R is updated to {R2, R1, D},
as shown in line 26 and line 30 of Algorithm 2. Finally, in
Fig. 4(d), S adjusts its own transmit power to the optimal
one, which minimizes ESD = 2.3 × 10−8 mJ/bit, where
{R2, R1, D} is the resultant forwarder relay set, as shown
in line 8 of Algorithm 2. At this stage, Algorithm 2 may be
deemed to have converged, since S is incorporated into R and
we have R = {S,R2, R1, D}. In this algorithm, every node
has to find its own forwarder R-set by itself upon exploiting
the knowledge of the other nodes’ positions. If more than one
node in a node’s forwarder R-list receives the packet from
that node successfully, then that particular one, which requires
the lowest NEC for transmission to the destination has the
highest priority for forwarding this packet. The nodes of the
forwarder R-set communicate with each other similarly to the
technique of [27] and again, the NEC required for successful
transmission to D is invoked for deciding the priority order
of the forwarders.
The complexity of finding the transmit power and the
forwarder set also depends on three contributing factors, just
like for the TR scenario. In Algorithm 2, the delay distribution
D does not affect the complexity of finding the transmit power
and the forwarder set. Let us denote the complexity of Etotal
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Fig. 4. Execution of Algorithm 2. The value within a node u is its cost
Etotal (×10−8 mJ/bit) incurred by its transmission from node u to D and
the dash-dot ellipse represents the receiver set R before each iteration. After
each iteration one node is incorporated into the set R. The nodes in boldface
denote the nodes in R after each iteration. The values next to the arrows
or the dashed ellipses represent the probability pf (u,R) of a packet being
transmitted from S in conjunction with the event that none of the nodes
in the receiver set R receives it after Nr = 7 retransmissions. (a) The
situation just after the initialization, where R = {D}. (b) The first iteration
of the algorithm, where we have R = {D} before the iteration, while after
the iteration R1 is incorporated into the set R with the optimum power of
P optt (R1) = 0.39 mW, yielding R = {R1, D}. (c) The second iteration of
the algorithm, where we have R = {R1,D} before the iteration while after
the iteration R2 is incorporated into the set R with the optimum power of
P optt (R2) = 0.36 mW, yielding R = {R2, R1, D}. (d) The final iteration
of algorithm, where we have R = {R2, R1,D} before the iteration, while
after the iteration S is incorporated into the set R with the optimum power
of P optt (S) = 0.41 mW, yielding R = {S,R2, R1,D}. The algorithm
terminates.
in Eq. (47) and of pf in Eq. (53) by C(Etotal) and C(pf ),
respectively. Then line 5 in Algorithm 2 has to be invoked V
times, adding a further node into R in each round (in line 30 of
Algorithm 2). Line 7 suggests that the optimal transmit power
of any node in (V−R) is calculated in a specific round and the
complexity of this calculation is given by C(Etotal) + C(pf ).
Again, the complexity of finding the optimal transmit power
can be calculated by Fibonacci heap [30] which has a com-
plexity on the order of O(logV). Therefore, the complexity of
Algorithm 2 is O[V2[C(Etotal) + C(pf )] + V logV].
IV. PERFORMANCE STUDY
Having defined the energy-consumption-based OF and the
optimal transmit power of both the TR and of the OR, let us
now characterize the attainable system performance in terms
of:
• Normalized energy consumption (mJ/bit): The total en-
ergy consumed by all the data packets transmitted
through the network is normalized by the successful
end-to-end reception probability. However, we do not
consider the energy consumed by the control packets
and the energy dissipated at the receiver nodes by signal
processing.
• End-to-end throughput (bit/s): The number of data bits
successfully delivered to the destination in a second,
while neglecting the bits of the control packets.
• delay PDF: The probability distribution of the end-to-end
delay.
The common parameters of the following simulations are
listed in Tab I.
TABLE I
THE COMMON SIMULATION CONFIGURATION
Packet Length 8688 bits
coding & modulation IrCC-URC-QPSK
Channel model uncorrelated and
non-dispersive Rayleigh channel
Path-loss exponent 2
Information transmission rate 6 Mbits/s
Thermal noise power −110 dBm
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Fig. 5. The NEC Etotal and the end-to-end throughput Re2e versus the
transmit power PtS .
Example 1: Let us first analyze the performance of a single-
hop route. The maximum number of MAC retransmissions is
Nr = 7. The distance between S and D is 1000 m. The other
simulation configurations are listed in Tab I. The NEC Etotal
and the end-to-end throughput Re2e of the TR and the OR are
compared both in terms of simulation and theoretical results
in Fig. 5.
Fig. 5 shows that the NEC initially decreases and then
increases slowly beyond the transmit power of 0.12 mW,
where 0.12 mW is the optimal transmit power obtained by
using Eq. (17). The end-to-end throughput increases upon
increasing the transmit power at S. Observe that the simulation
results closely match the theoretical curve.
Example 2: Let us now analyze the performance of the
networks associated with a total of N = 4 and 15 nodes. The
positions of S and D are (100, 100) and (900, 100), respec-
tively, while the other nodes are uniformly located within a
circle centered at (400, 100) with a radius of 400 m. The NEC
Etotal and the end-to-end throughput Re2e are shown in Fig. 6
and Fig. 7 as a function of the maximum number of MAC
retransmissions Nr. We also investigated the theoretical NEC
bound of both TR and OR when N = 4, which was found by
the exhaustive search of all the routes spanning from S to D,
while for N = 15 no theoretical bounds were given, since the
exhaustive search has an excessive computation complexity.
Fig. 6 shows that the performance of the energy-consumption
OF based algorithm is close to the theoretical bound when
N = 4, especially in the case of a high Nr. Both Figs. 6
and 7 show that our energy-efficient OR outperforms both
the Adjustable Energy-Efficient Opportunistic Routing (A-
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EEOR) algorithm defined in [3] and the energy-efficient TR.
Compared to the A-EEOR algorithm our OR algorithm has
a lower normalized energy consumption for Nr < 4, as seen
in Fig. 6, while exhibiting a higher end-to-end throughput for
Nr < 6, as shown in Fig. 7. Moreover, both our OR and TR
simulation results closely match the theoretical curves. When
we have Nr = 1 or 2 for the network topology of N = 4,
both the exhaustive search, labelled by “TR bound” and our
proposed TR algorithm, labelled by “TR theory”, selected the
route ‘S-D’, hence, the NEC is the same for both. When we
have 2 < Nr < 8, the exhaustive search and our proposed TR
algorithm choose different routes, since the exhaustive search
represents the globally optimal algorithm, while our proposed
TR algorithm is a locally optimal algorithm. More specifically,
our TR algorithm is optimal for every single hop. Moreover,
the simulation results corresponding to the ‘TR simulation’
label closely match the theoretical value represented by the
label ‘TR theory’. Therefore, the ‘TR simulation/theory’ and
the ‘TR bound’ scenarios exhibit a performance discrepancy,
when we have 2 < Nr < 8, as seen in Fig. 6. Note that
the NEC Etotal decreases upon increasing Nr. However, the
end-to-end throughput Re2e of the A-EEOR and OR regimes
first increases and then saturates. Additionally, the end-to-end
throughput of TR is in fact higher than that of OR for Nr = 1
and 2 when N = 4, but it is lower for Nr ≥ 3, as seen in
Fig. 7. This is because in case of a low number of MAC
retransmissions, the direct near-line-of-sight route spanning
from S to D in the TR has a more dominant priority than
the other routes.
We then continued by investigating the delay-PDF of the
system in Fig. 8 versus the end-to-end delay De2e, which was
quantified in terms of the number of transmit TSs. Each TS has
a duration of T and a packet is forwarded by a node during T .
Fig. 8 shows that the proposed energy-efficient OR algorithm
has a lower end-to-end delay than the TR algorithm, since
the delay PDF curve of the OR algorithm reaches its peak
probability at the delay of about 2 TSs when N = 4 and
6 TSs when N = 15, while that of the TR algorithm at 6 TSs
when N = 4 and 14 TSs when N = 15.
Fig. 9 illustrates that the optimal transmit power set P
found by our proposed energy-efficient OR algorithm is close
the optimal one generated by the exhaustive search when
N = 4. The optimal transmit group P is defined as the
optimal power set of the node S, R1 and R2, which is
{PSopt , PR1opt , PR2opt}. If we increase or decrease the trans-
mit power by a sub-optimum multiplicative factor k yielding
{kPSopt , kPR1opt , kPR2opt}, then the NEC Etotal becomes
higher than that associated with the optimal transmit power,
as seen in Fig. 9. The dashed line in Fig. 9 indicates the
theoretical minimum NEC Etotal for the TR algorithm, which
should be a single point in the figure for k = 1. However, we
extend this point to a dashed line to show the advantage of
our OR algorithm. As seen in Fig. 9, the curve characterizing
the OR algorithm is below the curve of the TR algorithm
for 0.6 < k < 2.2, which means that our OR algorithm
still outperforms the TR algorithm, although the OR does not
achieve its own best performance. The OR algorithm improves
the NEC by 15.57% compared to the TR algorithm at the
optimal point for k = 1.
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Fig. 6. The NEC Etotal versus the maximum number of MAC retransmis-
sions Nr when N = 4 and 15.
V. CONCLUSIONS
This paper proposed a cross-layer operation aided energy-
efficient OR algorithm for Ad Hoc networks and an energy-
consumption-based OF combined with power allocation,
which is employed both for finding a theoretical bound and
for conveying the packets through the network. The energy-
consumption-based OF and the related algorithms are ap-
plicable to both traditional routing and to our opportunistic
routing. They also perform close to the respective bounds
found by an exhaustive search and match the simulation results
quite closely. The end-to-end throughput, the end-to-end delay
and the delay distribution of the system were also analyzed
theoretically. In conclusion, the OR outperforms the TR.
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