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A CLASS OF LATTICES AND BOOLEAN FUNCTIONS
RELATED TO A MANICKAM-MIKLO¨S-SINGHI CONJECTURE
CINZIA BISI, GIAMPIERO CHIASELOTTI
Abstract. The aim of this paper is to build a new family of lattices related
to some combinatorial extremal sum problems, in particular to a conjecture of
Manickam, Miklo¨s and Singhi. We study the fundamentals properties of such
lattices and of a particular class of boolean functions defined on them.
0. Introduction
Let n, r be two fixed integers such that 0 ≤ r ≤ n and let In = {1, 2 · · · , n}. In
the first part of this paper (Section 1) we define a partial order ⊑ on the power
set P(In) having the following property : if X,Y are two subsets of In such that
X ⊑ Y , then
∑
i∈X ai ≤
∑
i∈Y ai, for each n-multiset {a1, · · · , an} of real numbers
such that a1 ≥ · · · ≥ ar ≥ 0 > ar+1 ≥ · · · ≥ an. This order defines a lattice
structure on P(In) that we will denote by (S(n, r),⊑). We show as this lattice
is distributive, graded (Section 2), involutive (Section 3), i.e. X ⊑ Y implies
Y c ⊑ Xc, and we also give an algorithmic method to generate uniquely its Hasse
diagram (Section 4) and a recursive formula to count the number of its elements
having fixed rank (Section 5).
In the second part of the paper (Section 6) we establish the connection between
the lattice S(n, r) and some combinatorial extremal sum problems related to a
conjecture of Manickam, Miklo¨s and Singhi. We give an interpretation of these
problems in terms of a particular class of boolean maps defined on S(n, r) (Section
7).
Now we briefly summarize the historical motivations that have led us to build
the lattice S(n, r) and the other associated structures.
In [21] the authors asked the following question: let n be an integer strictly greater
than 1 and a1, · · · an be real numbers satisfying the property
∑n
1=1 ai ≥ 0. We may
ask: how many of the subsets of the set {a1, · · · , an} will have a non-negative sum?
Following the notations of [21], the authors denote with A(n) the minimum number
of the non-negative partial sums of a sum
∑n
i=1 ai ≥ 0, not counting the empty
sum, if we take all the possible choices of the ai’s. They prove (see Theorem 1
in [21]) that A(n) = 2n−1 and they explain as Erdo¨s, Ko and Rado investigated
a question with an answer similar to this one: what is the maximum number of
pairwise intersecting subsets of a n−elements set? As in their case, here also the
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question becomes more difficult if we restrict ourselves to the d-subsets. More de-
tails about this remark can be find in the famous theorem of Erdo¨s-Ko-Rado [15]
(see also [16] for an easy proof of it).
Formally, with the introduction of the positive integer d, the problem is the fol-
lowing. Let 1 ≤ d < n be an integer; a function f : In → R is called a n−weight
function if
∑
x∈In
f(x) ≥ 0.
Denote with Wn(R) the set of all the n−weight functions and if f ∈ Wn(R) we set
f+ = |{x ∈ In : f(x) ≥ 0}|,
α(f) = |{Y ⊆ In :
∑
y∈Y
f(y) ≥ 0}|,
φ(f, d) = |{Y ⊆ In : |Y | = d,
∑
y∈Y
f(y) ≥ 0}|,
and furthermore
ψ(n, d) = min{φ(f, d) : f ∈Wn(R)}.
If f is such that f(1) = n − 1, f(2) = · · · = f(n) = −1, it follows that ψ(n, d) ≤(
n−1
d−1
)
.
In [8], Bier and Manickam proved that ψ(n, d) =
(
n−1
d−1
)
if n ≥ d(d−1)d(d−2)d+d4
and ψ(n, d) =
(
n−1
d−1
)
if d|n. Both the proofs use the Baranyai theorem on the
factorization of complete hypergraphs [4] (see also [24] for a modern exposition of
the theorem).
In [21] and [20] it was conjectured that ψ(n, d) ≥
(
n−1
d−1
)
if n ≥ 4d. In [20] this
conjecture has been set in the more general context of the association schemes
(see [3] for general references on the subject). In the sequel we will refer to this
conjecture as the Manickam-Miklo¨s-Singhi (MMS) Conjecture. This conjecture is
connected with the first distribution invariant of the Johnson association scheme
(see [8], [20], [18], [19]). The distribution invariants were introduced by Bier [7],
and later investigated in [9], [17], [18], [20]. In [20] the authors claim that this
conjecture is, in some sense, dual to the theorem of Erdo¨s-Ko-Rado [15]. Moreover,
as pointed out in [22], this conjecture settles some cases of another conjecture on
multiplicative functions by Alladi, Erdo¨s and Vaaler, [2]. Partial results related
to the Manickam-Miklo¨s-Singhi conjecture have been obtained also in [5], [6], [11],
[12], [13].
Now, if 1 ≤ r ≤ n, we set:
(1) γ(n, r) = min{α(f) : f ∈Wn(R), f
+ = r},
(2) γ(n, d, r) = min{φ(f, d) : f ∈Wn(R), f
+ = r}.
The numbers γ(n, d, r) have been introduced in [11] and they also have been
studied in [12], in order to solve the Manickam-Miklo¨s-Singhi conjecture, because
it is obviuos that:
(3) ψ(n, d) = min{γ(n, d, r) : 1 ≤ r ≤ n}.
Therefore the complete computation of these numbers gives an answer to the
MMS conjecture but this is not the purpose of this paper.
In [21] it has been proved that γ(n, r) ≥ 2n−1 for each r, and that γ(n, 1) = 2n−1.
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Question 0.1. Is it true that γ(n, r) = 2n−1 for each r?
This is true if, for each r such that 1 ≤ r ≤ n, we can find a function f ∈Wn(R)
with α(f) = 2n−1.
Let us observe now that when we have a n-weight function f , the standard ways
to produce n-subsets on which f takes non-negative values are the following :
(i) if we know that X and Y are two subsets of In such that
∑
x∈X f(x) ≥ 0 and∑
x∈X f(x) ≤
∑
x∈Y f(x), then also
∑
x∈Y f(x) ≥ 0 (monotone property);
(ii) if we know that
∑
x∈X f(x) < 0, then
∑
x∈Xc f(x) ≥ 0 (complementary
property).
Then we ask:
A) Is it possible to axiomatize the properties (i) and (ii) in some type of abstract
structure in such a way that the sum extremal problems upon described become
particular extremal problems of more general problems?
B) In such abstract structure can we find unexpected links with other theories
which help us to solve these sum extremal problems?
C) Is it possible to define an algorithmic strategy in such abstract structure to
approach these sum extremal problems in a deterministic way?
In this paper we show that the answer to all the previous questions is affirmative.
We define a partial order ⊑ on the subsets of In such that if X and Y are two
subsets with X ⊑ Y , then
∑
x∈X f(x) ≤
∑
x∈Y f(x), for each n-weight function f .
In the first part of this paper, we study the fundamental properties of this order
(see Section 1, 2, 3).
The attempt of computing the numbers in (1) and (2) for each n, d, r gives us
the idea to construct two types of lattices, denoted by S(n, r) and S(n, d, r), and
to transform the problem of computing the numbers γ(n, r) and γ(n, d, r) into the
problem of computing a minimal cardinality on a family of posets.
This way of consider the problem has many advantages. For example, when we
try to prove that γ(n, r) is not greater than 2n−1 for each r, we need to build a
particular n-weight function f with f+ = r such that α(f) ≤ 2n−1. In general, this
leads to examine a certain number of inequalities, and if such number is big the
determination of f can be difficult. The case of γ(n, d, r) is similar and, obviously,
more difficult. In general, if our aim is to prove that γ(n, r) ≤ T (or γ(n, d, r) ≤ T ),
for some number T , it is natural to ask : is it possible to determine a minimal
number of inequalities which leads us to find a n-weight function f with f+ = r,
such that α(f) ≤ T (or φ(f, d) ≤ T )? If we identify (in some sense) each n-weight
function with a particular type of boolean map defined on the lattice of the subsets
of In, with the order ⊑, the number of these maps will be finite, and even if such
number is large, the study of the properties of the lattice could lead to examine a
more restricted class of these maps, that lends itself to a simpler study.
To better understand what we have just asserted, let us consider an example.
Example 0.2. Let n = 8 and r = d = 5. Let f be the following 8-weight function
with f+ = 5 :
(4)
5˜ 4˜ 3˜ 2˜ 1˜ 1 2 3
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
1
5
1
5
1
5
1
5
1
5 −
1
3 −
1
3 −
1
3
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(Upon we have written I8 in the form {5˜, 4˜, 3˜, 2˜, 1˜, 1, 2, 3}, and in the following
we write, for example, the 5-tuple 5˜3˜1˜2 3 as 531|23). It follows easily that φ(f, 5) =(
5
5
)
+ 3
(
5
4
)
= 16. Therefore, by (2) we have γ(8, 5, 5) ≤ 16. To prove that also the
inverse inequality holds, we fix an arbitrary 8-weight function f with f+ = 5 and we
prove that it has always at least 16 5-tuples on which it takes a non-negative value.
Then, if we consider the 5-tuple 4321|3, it is easy to see that its non-negativity
implies also the non-negativity of 16 other 5-tuples (included itself). This means
that in the sublattice S(8, 5, 5) of the lattice S(8, 5) the element 4321|3 spans an
up-set having 16 elements. Then we say that the element 4321|3 has positive weight
16. Therefore we can assume that f has negative sum on 4321|3. Since f is
a weight-function, it takes then non-negative sum on the complementary 3-tuple
5|12. It is easily seen then that the non-negativity of 5|12 produces exactly the non-
negativity of 15 other 5-tuples. Let us consider now the 5-tuple 4321|1 (which is
not included in the non-negative 5-tuples above described). If f takes non-negative
sum on 4321|1, we have produced exactly 16 other 5-tuples with non-negative sum
for f . If f takes negative sum on 4321|1, then it must take non-negative sum
on the complementary 3-tuple 5|23, and this produces 16 other 5-tuples having
non-negative sum and different from the previous 15 5-tuples; therefore we obtain
in this case (15 + 16 = 31) 5-tuples having non-negative sum. This shows that
γ(8, 5, 5) = 16.
In the previous computation of the number γ(8, 5, 5) we can note as the only
properties that we have used are the monotone and the complementary properties.
Then, to define an algorithmic procedure which holds for each value of n, d and
r, we need an order structure which includes all the subsets of In, and not only
those with d elements, since their set is not closed with respect to complementary
operation.
In this paper we concentrate our attention on the numbers γ(n, r) and we will
approach the study of the γ(n, d, r)’s in subsequent papers. Here we build a formal
context which makes sense out of what is said above and also out of the question
raised in [21]: “What is the structure of the constructions giving this extremal
value?”. We show also that the problems above described can be considered as
problems related to a particular class of boolean functions defined on our order
structures. The properties of these boolean functions generalize the essential prop-
erties of the weight-functions, i.e. the order preserving and the complementary
property.
In Section 7, we state two open problems, which are substantially two statements
of representation theorems. If the answer to these problems will be affirmative, the
problem of determining the numbers γ(n, r) and γ(n, d, r) will be equivalent to the
problem of determining the minimum number of elements which have value 1 for
a particular type of boolean functions. The advantage of this approach consists in
the possibility to use the results of the combinatorial lattice theory.
To conclude, we believe that the study of the extremal sum problems settled
in [21] and in [20] (among which the Manickam-Miklo¨s-Singhi Conjecture), in the
setting of the lattices S(n, r), is interesting because it can lead to unexpected links
among the combinatorial theory of the lattices, the theory of association schemes
(good references for the link between the association schemes and the extremal
problem on the non-negative sums of real numbers are [8], [17], [18], [19], [20]), the
transversal theory (see [12], in which the Hall theorem has been used for computing
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the γ(n, d, r)’s with n = 2d+2 and n− r = 3) and the theory of boolean functions
defined on particular classes of posets.
For example this lattice structure S(n, r) could be useful in the computation of
the higher order distribution invariants of the Johnson association scheme, [20], [8]:
this will be the main object of a forthcoming investigation.
In this paper we adopt the classical terminology and notations usually used in
the context of the partially ordered sets (see [14] and [23] for the general aspects
on this subject). In particular, if (P,≤) is a poset and Q ⊆ P , we set ↓ Q = {y ∈
P | (∃ x ∈ Q) y ≤ x}, ↑ Q = {y ∈ P | (∃ x ∈ Q) y ≥ x}, and ↓ {x} =↓ x,
↑ {x} =↑ x, for each x ∈ P . A subset Q of P is said to be a down-set (or up-set) of
P if Q =↓ Q (or Q =↑ Q).
1. The Lattice S(n, r) and its Sublattice S(n, d, r)
Let n and r be two fixed integers such that 0 ≤ r ≤ n.We denote with A(n, r) an
alphabet composed by the following (n+1) formal symbols: 1˜, · · · , r˜, 0§, 1, · · · , n− r.
We introduce on A(n, r) the following total order:
(5) n− r ≺ · · · ≺ 2 ≺ 1 ≺ 0§ ≺ 1˜ ≺ 2˜ ≺ · · · ≺ r˜,
where n− r is the minimal element and r˜ is the maximal element in this chain.
If i, j ∈ A(n, r), then we write i  j for i = j or i ≺ j; i uprise j for the minimum
and i g j for the maximum between i and j with respect to ; i ⊢ j if j covers i
with respect to  (i.e. if i ≺ j and if there does not exist l ∈ A(n, r) such that
i ≺ l ≺ j); i 0 j if j does not cover i with respect to ; j ≻ i for i ≺ j; j  i for
i  j. We set (C(n, r),⊑) the n-fold cartesian product poset A(n, r)n. An arbitrary
element of C(n, r) can be identified with an n-string t1 · · · tn where ti ∈ A(n, r) for
all i = 1, · · · , n. Therefore, if t1 · · · tn and s1 · · · sn are two strings of C(n, r), we
have
t1 · · · tn ⊑ s1 · · · sn ⇐⇒ t1  s1, · · · , tn  sn.
We introduce now a particular subset S(n, r) of C(n, r).
A string of S(n, r) is constructed as follows: it is a formal expression of the
following type
(6) i1 · · · ir | j1 · · · jn−r,
where i1, · · · , ir ∈ {1˜, · · · , r˜, 0§}, j1, · · · , jn−r ∈ {1, · · · , n− r, 0§} and where the
choice of the symbols has to respect the following two rules, see (7) and (10):
(7) i1  · · ·  ir  0
§  j1  · · ·  jn−r;
furthermore, if we set
(8) p =
{
max{l : l ∈ {1, · · · , r} with il ≻ 0§} if l exists
0 otherwise
and
(9) q =
{
min{l : l ∈ {1, · · · , n− r} with jl ≺ 0§} if l exists
n− r + 1 otherwise
then
(10)
i1 ≻ · · · ≻ ip ≻ 0
§ , ip+1 = · · · = ir = 0
§
j1 = · · · = jq−1 = 0§ , 0§ ≻ jq ≻ · · · ≻ jn−r.
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If p = 0 we assume that i1 = · · · = ir = 0§ and the condition i1 ≻ · · · ≻ ip ≻ 0§ is
empty; if q = (n− r + 1), we assume that j1 = · · · = jn−r = 0§ and the condition
0§ ≻ jq ≻ · · · ≻ jn−r is empty. The formal symbols which appear in (6) will be
written without ˜ , ¯ , and § ; the vertical bar | in (6) will indicate that the
symbols on the left of | are in {1˜, · · · , r˜, 0§} and the symbols on the right of | are
in {0§, 1, · · · , n− r}.
Example 1.1. a) If n = 3 and r = 2, then A(3, 2) = {2˜ ≻ 1˜ ≻ 0§ ≻ 1} and
S(3, 2) = {21|0, 21|1, 10|0, 20|0, 10|1, 20|1, 00|1, 00|0}.
b) If n = 3 and r = 0, then A(3, 0) = {0§ ≻ 1 ≻ 2 ≻ 3} and S(3, 0) =
{|123, |023, |013, |012, |003, |002, |001, |000}.
c) If n = 0 and r = 0, then S(0, 0) will be identified with a singleton Γ corre-
sponding to | without symbols.
In the sequel S(n, r) will be considered as sub-poset of C(n, r) with the induced
order from ⊑ after the restriction to S(n, r). Therefore, if w = i1 · · · ir | j1 · · · jn−r
and w′ = i
′
1 · · · i
′
r | j
′
1 · · · j
′
n−r are two strings in S(n, r), by definition of induced
order we have
w ⊑ w′ ⇐⇒ i1  i
′
1, · · · , ir  i
′
r, j1  j
′
1, · · · , jn−r  j
′
n−r.
As it is well known, (C(n, r),⊑) is a distributive lattice whose binary operations of
inf and sup are given respectively by (t1 · · · tn)∧ (s1 · · · sn) = (t1 uprise s1) · · · (tn uprise sn),
and (t1 · · · tn) ∨ (s1 · · · sn) = (t1 g s1) · · · (tn g sn).
Example 1.2. If n = 7 and r = 4, and if w1 = 4310|023, and w2 = 2100|012, are
two elements of S(7, 4), then w1 ∧w2 = 2100|023, and w1 ∨ w2 = 4310|012.
In general, if w1, w2 ∈ S(n, r) it is immediate to verify that w1 ∧ w2 ∈ S(n, r)
and w1 ∨ w2 ∈ S(n, r). Therefore the following proposition holds:
Proposition 1.3. (S(n, r),⊑) is a distributive lattice.
Proof. (C(n, r),⊑) is a distributive lattice and S(n, r) is closed with respect to ∧
and ∨. Hence S(n, r) is a distributive sublattice of C(n, r). 
Definition 1.4. If w1, w2 ∈ S(n, r), then
i) w1 ⊏ w2 if w1 ⊑ w2 and w1 6= w2;
ii) w1 |= w2 if w2 covers w1 with respect to the order ⊑ in S(n, r) (i.e. if
w1 ⊏ w2 and there doesn’t exist w ∈ S(n, r) such that w1 ⊏ w ⊏ w2);
iii) w1 2 w2 if w2 does not cover w1 with respect to the order ⊑ in S(n, r).
Remark 1.5. The minimal element of S(n, r) is the string 0 · · · 0|12 · · · (n−r) and
the maximal element is r(r−1) · · · 1|0 · · · 0. Sometimes they are denoted respectively
with 0ˆ and 1ˆ.
If w is a string in S(n, r) in the form (6) with p and q defined as in (8) and (9)
(and (7) and (10) hold), we set:
w∗ = {i1, · · · , ip, jq, · · · , jn−r}.
A CLASS OF LATTICES 7
For example, if w = 4310|013 ∈ S(7, 4), then w∗ = {1˜, 3˜, 4˜, 1, 3}. In particular, if
w = 0 · · · 0|0 · · · 0 then w∗ = ∅.
It stays defined a bijective map
∗ : w ∈ S(n, r) 7→ w∗ ∈ P(A(n, r) \ {0§}).
On the contrary, if B ∈ P(A(n, r)\{0§}), then B = B1∪B2 (with B1∩B2 = ∅) where
B1 = {i1, · · · ip} ⊆ {1˜, · · · , r˜} or B1 = ∅ and B2 = {jq, · · · , jn−r} ⊆ {1, · · · , n− r}
or B2 = ∅, for some integer p and q such that 1 ≤ p ≤ r, 1 ≤ q ≤ n − r, with
i1 ≻ · · · ≻ ip ≻ 0§ ≻ jq · · · ≻ jn−r.
We will set
B =


i1 · · · ip0 · · · 0|0 · · · 0jq · · · jn−r B1 6= ∅ B2 6= ∅
i1 · · · ip0 · · · 0|0 · · · 00 · · · 0 B1 6= ∅ B2 = ∅
0 · · · 00 · · · 0|0 · · ·0jq · · · jn−r B1 = ∅ B2 6= ∅
0 · · · 00 · · · 0|0 · · ·00 · · · 0 B1 = ∅ B2 = ∅
It stays defined a map:
¯: B ∈ P(A(n, r) \ {0§}) 7→ B ∈ S(n, r),
which is the inverse of the previous map ∗, indeed: w∗ = w and (B)∗ = B, for each
B ∈ P(A(n, r) \ {0§}) and for each w ∈ S(n, r).
For example, if B = {1˜, 1} ∈ P(A(7, 5)\{0§}) then B = 10000|01 is the correspond-
ing string in S(7, 5).
We define now the following operations on S(n, r) :
if w1, w2 ∈ S(n, r), we will set
i) w1 ⊔ w2 = w∗1 ∪ w
∗
2 ;
ii) w1 ⊓ w2 = w∗1 ∩ w
∗
2 ;
iii) wc1 = (w
∗
1)
pi;
where (w∗1)
pi means the complement of w∗1 in A(n, r) \ {0
§}.
For example, if w1 = 4310|001 and w2 = 2000|012 are two strings of S(7, 4), then
w1 ⊔ w2 = w∗1 ∪ w
∗
2 = {1˜, 3˜, 4˜, 1} ∪ {2˜, 1, 2} = {1˜, 2˜, 3˜, 4˜, 1, 2} = 4321|012;
w1 ⊓ w2 = w∗1 ∩ w
∗
2 = {1˜, 3˜, 4˜, 1} ∩ {2˜, 1, 2} = {1} = 0000|001;
wc1 = (w
∗
1)
pi = {1˜, 3˜, 4˜, 1}pi = {2˜, 2, 3} = 2000|023, and wc2 = (w
∗
2)
pi = {2˜, 1, 2}pi =
{1˜, 3˜, 4˜, 3} = 4310|003.
Remark 1.6. By previous definitions, it is immediate to verify that (wc)c = w for
all w ∈ S(n, r).
Now suppose that 1 ≤ r ≤ n and that d is a fixed integer such that 1 ≤ d ≤ n.
We denote with S(n, d, r) the set of all the strings of S(n, r) such that in their form
(6) contain exactly d symbols of the alphabet A(n, r) different from 0§.
Proposition 1.7. S(n, d, r) is a distributive sublattice of S(n, r).
Proof. It is sufficient to prove that, given w1, w2 ∈ S(n, d, r), it holds that w1∧w2 ∈
S(n, d, r) and w1 ∨ w2 ∈ S(n, d, r).
Then we have that:
w1 = i1 · · · ik0 · · · 0|0 · · ·0iq · · · in−r
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w2 = i
′
1 · · · i
′
p0 · · · 0|0 · · ·0i
′
s · · · i
′
n−r
with i1, · · · , ik, k symbols different from 0§ and iq, · · · , in−r, (d−k) symbols different
from 0§; i′1 · · · i
′
p, p symbols different from 0
§ and i′s, · · · , i
′
n−r, (d − p) symbols
different from 0§.
If k = p, then (d − k) = (d − p) and hence w1 ∧ w2 and w1 ∨ w2 have exactly d
symbols different from 0§.
If k > p, then w1 ∨ w2 has k symbols different from 0§ on the left of | and since
(d − k) < (d − p), w1 ∨ w2 has (d − k) symbols different from 0§ on the right of |;
hence w1 ∨ w2 has exactly d symbols different from 0§.
On the other hand, w1 ∧ w2 has p symbols different from 0§ on the left of |, and
since (d− k) < (d− p), w1 ∧ w2 has (d− p) symbols different from 0§ on the right
of |; hence w1 ∧w2 has exactly d symbols different from 0
§.
Analogously if k < p. 
Remark 1.8. Let us observe that the map ∗ induces a bijection between the power
set with d elements of A(n, r) \ {0§}, denoted with Pd(A(n, r) \ {0§}) and the dis-
tributive lattice S(n, d, r).
2. Fundamental Properties of the Lattice S(n, r)
The Hasse diagrams of the lattices S(n, r) for the first values of n and r are the
following:
S(0, 0) :
0|
S(1, 1) : 1|
|0
S(1, 0) : |1
00|
10|
20|
S(2, 2) : 21|
0|1
1|10|0
S(2, 1) :
1|0
|12
|02
|01
S(2, 0) : |00
000|
100|
200|
210|
310|
320|
300|
S(3, 3) : 321|
00|1
00|0
10|1
20|1
20|0
21|1
21|0
S(3, 2) : 10|0
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0|12
1|12
0|02
0|01
1|01
0|00
1|00
S(3, 1) : 1|02
|123
|023
|013
|003
|002
|001
|012
S(3, 0) : |000
00|12
00|02
10|12
20|12
20|02
21|12
21|02
00|01
S(4, 2) :
00|00
10|01
10|00
20|01
20|00
21|01
21|00
10|02
Proposition 2.1. If 0 ≤ r ≤ n, then S(n, r) ∼= S(r, r) × S(n− r, 0).
Proof. Let (wP , wN ) ∈ S(r, r) × S(n − r, 0), with wP = i1 · · · ir| and wN =
|j1 · · · jn−r, where i1, · · · , ir ∈ {1˜, 2˜, · · · r˜, 0§} and j1, · · · , jn−r ∈ {0§, 1, 2, · · · , n− r}.
We set ϕ(wP , wN ) = i1 · · · ir|j1 · · · jn−r. It is easy to verity that ϕ is an isomorphism
between S(r, r) × S(n− r, 0) and S(n, r). 
If we don’t want to specify which elements of a string w are in {1˜, · · · , r˜, 0§}
and which are in {0§, 1, · · ·n− r}, we simply write w = l1 · · · ln, without specifying
which li’s are in {1˜, · · · , r˜, 0
§} and which are in {0§, 1, · · ·n− r}. In any case, the
order will be l1  l2  · · ·  ln.
If l, q ∈ A(n, r), we will set
δ(l, q) =
{
∅ if l = q
(l, q) if l 6= q.
If w = l1 · · · ln and w′ = l
′
1 · · · l
′
n are two strings in S(n, r) we will set
∆(w,w′) = (δ(l1, l
′
1), · · · , δ(ln, l
′
n)).
Proposition 2.2. Let w = l1 · · · ln and w′ = l
′
1 · · · l
′
n be two strings in S(n, r).
Then:
w |= w′ ⇐⇒
∆(w,w′) = (∅, · · · , ∅, (lk, l
′
k), ∅, · · · , ∅) for some k ∈ {1, · · · , n} where lk ⊢ l
′
k.
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Proof. ⇒ By contradiction, we distinguish three cases:
1) there exists a couple (lk, l
′
k) different from ∅ in ∆(w,w
′) such that lk 0 l
′
k.
Since by hypothesis w |= w′, we have w ⊏ w′; therefore it must be lk ≺ l′k and, for
some l ∈ A(n, r), it holds
lk ≺ l ≺ l
′
k.
Hence the string wl = l1 · · · lk−1llk+1 · · · ln is such that w ⊏ wl ⊏ w′, against the
hypothesis.
2) there exist at least two couples (lk, l
′
k), (ls, l
′
s) with (s > k) different from ∅ in
∆(w,w′), such that lk ⊢ l
′
k and ls ⊢ l
′
s. Then, if we consider the string:
u = l1 · · · lk−1lklk+1 · · · ls−1l
′
sls+1 · · · ln,
it follows that w ⊏ u ⊏ w′, against the hypothesis.
3) all the components of ∆(w,w′) are equal to ∅. In this case, by definition of
∆(w,w′) we will have that w = w′, against the hypothesis.
⇐ By hypothesis, we have thatw ⊑ w′ because ∆(w,w′) = (∅, · · · , ∅, (lk, l′k), ∅, · · · , ∅)
with lk ⊢ l′k. Suppose that the thesis is false, then there exists a w
′′ ∈ S(n, r) such
that w ⊏ w′′ ⊏ w′. Let w′′ = l
′′
1 · · · l
′′
n. By hypothesis it follows that
li = l
′′
i = l
′
i
if i 6= k, and lk ≺ l
′′
k ≺ l
′
k, and hence lk 0 l
′
k, against the hypothesis. 
We define now the function ρ : S(n, r)→ N0 as follows:
ifw = i1 · · · ir|j1 · · · jn−r ∈ S(n, r) and we consider the symbols i1, · · · , ir, j1, · · · , jn−r
as non-negative integers (without˜and¯), then we set:
ρ(w) = i1+· · ·+ir+|j1−1|+· · ·+|jn−r−(n−r)| = i1+· · ·+ir+(1−j1)+· · ·+((n−r)−jn−r).
Proposition 2.3. The function ρ satisfies the following two properties:
i) ρ(0ˆ) = 0;
ii) if w,w′ ∈ S(n, r) and w |= w′, then ρ(w′) = ρ(w) + 1.
Proof. i) Since 0ˆ = 0 · · · 0|12 · · · (n− r), the thesis follows by the definition of ρ.
ii) If (w = l1 · · · ln) |= (w′ = l
′
1 · · · l
′
n), by Proposition 2.2 we have that ∆(w,w
′) =
(∅, · · · , ∅, (lt, l′t), ∅, · · · ∅), for some t ∈ {1, · · · , n}, with lt ⊢ l
′
t. We distinguish dif-
ferent cases:
1) suppose that 1 ≤ t ≤ r and lt ≻ 0§. In this case we have that
w = l1 · · · lt−1ltlt+1 · · · lr|lr+1 · · · ln and w′ = l1 · · · lt−1(lt+1)lt+1 · · · lr|lr+1 · · · ln.
Hence ρ(w′) = l1 + · · · + lt−1 + (lt + 1) + lt+1 + · · · + lr +
∑n−r
k=1 (k − lr+k) =∑r
k=1 lk +
∑n−r
k=1(k − lr+k) + 1 = ρ(w) + 1.
2) Suppose that 1 ≤ t ≤ r and lt = 0§. In this case we have that l′t = 1, hence
w = l1 · · · lt−100 · · · 0|lr+1 · · · ln and w′ = l1 · · · lt−110 · · · 0|lr+1 · · · ln, from which it
holds that ρ(w′) = ρ(w) + 1.
3) Suppose that (r+1) ≤ t ≤ n and that lt = 0§. In this case we have a contradiction
because there doesn’t exist an element l′t in {0
§, 1, · · · , n− r} which covers 0§.
4) Suppose that (r + 1) ≤ t ≤ n and that lt ≺ 0§; since we consider lt as
an integer, it means that 1 ≤ lt ≤ (n − r). In this case we have that w =
l1 · · · lr|lr+1 · · · lt−1ltlt+1 · · · ln and w
′ = l1 · · · lr|lr+1 · · · lt−1(lt−1)lt+1 · · · ln. There-
fore ρ(w′) =
∑r
i=1 li +
∑n−r
k=1,k 6=t−r(k − lr+k) + [(t − r) − (lt − 1)] =
∑r
i=1 li +∑n−r
k=1 (k − lr+k) + 1 = ρ(w) + 1.
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
Proposition 2.4. S(n, r) is a graded lattice having rank R(n, r) =
(
r+1
2
)
+
(
n−r+1
2
)
and its rank function coincides with ρ.
Proof. A finite distributive lattice is also graded, (see [23]), therefore S(n, r) is
graded by Proposition 1.3. In order to calculate the rank of S(n, r), we need to
determine a maximal chain and its length. We consider the following chain C in
S(n, r) :
1ˆ = r(r − 1) · · · 21|00 · · ·0 1 string with r elements
different from 0 on the left of |
...

r(r − 1)(r − 2)0 · · · 0|00 · · ·0 (r-2) strings with 3 elements
... different from 0 on the left of |
r(r − 1)10 · · ·0|00 · · ·0

r(r − 1)0 · · · 0|00 · · ·0 (r-1) strings with 2 elements
... different from 0 on the left of |
r10 · · · 0|00 · · ·0

r0 · · · 0|00 · · ·0 r strings with 1 element
... different from 0 on the left of |
10 · · ·0|00 · · ·0
00 · · · 0|00 · · ·0


00 · · ·0|00 · · · 1 (n-r) strings with 1 element
... different from 0 on the right of |
00 · · ·0|00 · · · (n− r)
...

00 · · · 0|001(4 · · · (n− r)) 3 strings with (n-r-2) elements
00 · · · 0|002(4 · · · (n− r)) different from 0 on the right of |
00 · · · 0|003(4 · · · (n− r)){
00 · · · 0|01(34 · · · (n− r)) 2 strings with (n-r-1) elements
00 · · · 0|02(34 · · · (n− r)) different from 0 on the right of |
0ˆ = 00 · · · 00|(12 · · · (n− r)) 1 string with (n-r) elements
different from 0 on the right of |
Therefore C has exactly (1 + 2 + · · ·+ (r − 1) + r) + 1 + (1 + 2 + · · ·+ (n− r)) =
r(r+1)
2 +
(n−r+1)(n−r)
2 +1 =
(
r+1
2
)
+
(
n−r+1
2
)
+1 elements and hence the length of C is(
r+1
2
)
+
(
n−r+1
2
)
+1. By Proposition 2.2, each element of the chain covers the previous
one with respect to the order ⊑ in S(n, r). Furthermore, C has minimal element 0ˆ
(the minimum of S(n, r)) and maximal element 1ˆ (the maximum of S(n, r)), hence
C is a maximal chain in S(n, r). Since C has R(n, r) + 1 elements and S(n, r) is
graded, it follows that S(n, r) has rank R(n, r). Finally, since S(n, r) is a graded
lattice of rank R(n, r) and it has 0ˆ as minimal element, its rank function has to be
the unique function defined on S(n, r) and with values in {0, 1, · · ·R(n, r)} which
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satisfies the i) and ii) of Proposition 2.3 (see [23]). Hence such a function coincides
with ρ, by the uniqueness property. 
The following proposition shows that w and wc are symmetric in the Hasse
diagram of S(n, r).
Proposition 2.5. If w ∈ S(n, r), then ρ(w) + ρ(wc) = R(n, r).
Proof. Let w = i1 · · · ir|j1 · · · jn−r and w
c = i
′
1 · · · i
′
r|j
′
1 · · · j
′
n−r. Then ρ(w) +
ρ(wc) =
∑r
k=1 ik +
∑n−r
k=1 (k − jk) +
∑r
k=1 i
′
k +
∑n−r
k=1 (k − j
′
k). By definition of w
c
in S(n, r), it follows that
∑r
k=1 ik +
∑r
k=1 i
′
k =
∑r
k=1 k and
∑n−r
k=1 jk +
∑n−r
k=1 j
′
k =∑n−r
k=1 k. Hence ρ(w)+ρ(w
c) =
∑r
k=1 k+2
∑n−r
k=1 k−
∑n−r
k=1 k =
∑r
k=1 k+
∑n−r
k=1 k =(
r+1
2
)
+
(
n−r+1
2
)
= R(n, r). 
3. The order reversing property of ⊑
In general, (S(n, r),⊑, 0ˆ, 1ˆ) isn’t a boolean lattice. For example, if we take
w = 54210|012 ∈ S(8, 5), it is easy to verify that there doesn’t exist an element
w′ ∈ S(8, 5) such that w ∧ w′ = 0ˆ and w ∨ w′ = 1ˆ. In this section we will prove
that the function w ∈ S(n, r) 7→ wc ∈ S(n, r) is order reversing with respect to the
order ⊑, in the sense that if w1 ⊑ w2, then wc2 ⊑ w
c
1. In the sequel, we will see that
this property is fundamental to prove many results of this paper.
Proposition 3.1. Let w,w′ ∈ S(n, r) be such that w′ |= w then wc |= (w′)c.
Proof. Case 1)
Let w and w′ be distinct in the following way:
w = i1 · · · ir−s−110 · · ·0| · · ·
w′ = i1 · · · ir−s−100 · · · 0| · · · ,
where i1 ≻ · · · ≻ ir−s−1 ≻ 1˜.
Consider now (w∗)pi and ((w′)∗)pi : they are two elements of P(A(n, r) \ {0§}).
In (w∗)pi there are (s) elements of A(n, r) ≻ 0§ and in ((w′)∗)pi there are (s + 1)
elements of A(n, r) ≻ 0§. Furthermore, 1˜ ∈ ((w′)∗)pi and 1˜ /∈ (w∗)pi , hence the
symmetric difference between (w∗)pi and ((w′)∗)pi is equal to {1˜}. From this, it
follows that:
(w′)c = ((w′)∗)pi = t1 · · · ts10 · · · 0| · · ·
wc = (w∗)pi = t1 · · · ts00 · · · 0| · · · ,
where {t1, · · · , ts, 1˜} = {i1, · · · , ir−s−1, 1, · · · , n− r}c in A(n, r) \ {0§} and t1 ≻
· · · ≻ ts ≻ 1˜. By Proposition 2.2, it follows that (w′)c covers wc.
Case 2)
Adaptation of Case 1) to the elements on the right of |.
Case 3)
Let k be the index in which w and w′ are distinct, 1 ≤ k ≤ r,, then:
w = i1 · · · ik−1(ik + 1)ik+1 · · · ip0 · · · 0| · · ·
w′ = i1 · · · ik−1ikik+1 · · · ip0 · · · 0| · · · ,
with i1 ≻ · · · ≻ ik−1 ≻ ik + 1 ≻ ik ≻ ik+1 ≻ · · · ≻ ip ≻ 0§.
Then, in (w∗)pi there are exactly q = (r − p) elements ≻ 0§ and in ((w′)∗)pi there
are also q = (r − p) elements ≻ 0§. Moreover, it follows that ik ∈ (w
∗)pi \ ((w′)∗)pi
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and ik+1 ∈ ((w′)∗)pi \ (w∗)pi, hence the symmetric difference between (w∗)pi and
((w′)∗)pi is equal to {ik, ik+1}. From this, it follows that:
(w′)c = ((w′)∗)pi : t1 · · · tl−1(ik + 1)tl+1 · · · tq0 · · · 0| · · ·
wc = (w∗)pi : t1 · · · tm−1iktm+1 · · · tq0 · · · 0| · · · ,
where ik + 1 appears in the l-th place (1 ≤ l ≤ r) in (w′)c and ik appears in the
m-th place (1 ≤ m ≤ r) in wc, with
(11) {t1, · · · tl−1, tl+1, · · · , tq} = {t1, · · · tm−1, tm+1, · · · , tq},
where {t1, · · · , tq} = {i1, · · · ik, ik+1, ik+1, · · · , ip, 1, · · ·n− r}pi in A(n, r)\{0§}.We
prove now that the l-th place coincides with the m-th place. Let t ∈ {tl+1, · · · , tq}
and suppose by contradiction that t /∈ {tm+1, · · · , tq}. By (11) it follows that t ∈
{t1, · · · , tm−1}, hence we will have ik + 1 ≻ t and t ≻ ik, and hence ik + 1 ≻ t ≻ ik
in A(n, r) and this contradicts ik ⊢ (ik + 1).
Let now t ∈ {t1, · · · , tm−1}. Suppose by contradiction that t /∈ {t1, · · · , tl−1}. By
(11) it follows that t ∈ {tl+1, · · · , tq}, hence we will have t ≻ ik and ik + 1 ≻ t, by
which ik + 1 ≻ t ≻ ik, and this contradicts ik ⊢ ik + 1. By (11) hence follows that
m = l, and this proves that wc |= (w′)c.
Case 4)
Analogously to Case 3) with k such that r + 1 ≤ k ≤ n. 
Proposition 3.2. If w,w′ ∈ S(n, r) are such that w′ ⊑ w, then wc ⊑ (w′)c.
Proof. It is enough to consider a sequence of elements w0, w1, · · · , wn such that
w′ = w0 ⊑ w1 ⊑ · · · ⊑ wn−1 ⊑ wn = w where wi covers wi−1 for i = 1, · · · , n and
apply Proposition 3.1 to wi−1 |= wi. 
In general, a poset P = (P,≤) is called an involution poset if there exists a map
′ : P → P such that (i) (x′)′ = x and (ii) x ≤ y, then y′ ≤ x′ for all x, y ∈ P.
Recent studies related to this particular class of posets can be find in [1] and in
[10]. Hence by Proposition 3.2 and Remark 1.6, (S(n, r),⊑,c , 0ˆ, 1ˆ) is an involution
and distributive bounded lattice. If w = i1 · · · ir|j1 · · · jn−r is an element of S(n, r),
with 0 ≤ r ≤ n, we can also consider the symbols i1, · · · ir, j1, · · · , jn−r as elements
in the alphabet A(n, n − r), where j1, · · · , jn−r ∈ {n˜− r ≻ · · · ≻ 1˜ ≻ 0§} and
i1, · · · , ir ∈ {0§ ≻ 1 ≻ · · · ≻ r}; in such case we will set wt = jn−r · · · j1|ir · · · i1.
Then it holds that the map w ∈ S(n, r) 7→ wt ∈ S(n, n − r) is bijective and it is
such that
(12) w ⊑ w′ in S(n, r)⇐⇒ (w′)t ⊑ wt in S(n, n− r),
since (wt)t = w, for each w ∈ S(n, r). Also the map w ∈ S(n, r) 7→ wc ∈ S(n, r) is
bijective, and since (wc)c = w, by Proposition 3.2, it follows that
(13) w ⊑ w′ in S(n, r)⇐⇒ (w′)c ⊑ wc in S(n, r).
Therefore it holds the following isomorphism of lattices:
Proposition 3.3. If 0 ≤ r ≤ n, then S(n, r) ∼= S(n, n− r).
Proof. It is enough to consider the map ϕ : S(n, r)→ S(n, n−r) defined by ϕ(w) =
(wt)c. Since the map ϕ is the composition of the map w ∈ S(n, r) 7→ wt ∈ S(n, n−r)
with the map u ∈ S(n, n − r) 7→ uc ∈ S(n, n − r), it follows that ϕ is bijective.
Furthermore, by (12) and (13), it holds that
w ⊑ w′ in S(n, r)⇐⇒ ϕ(w) ⊑ ϕ(w′) in S(n, n− r).
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Hence ϕ is an isomorphism of lattices. 
Example 3.4. S(3, 1) ∼= S(3, 2) and for example ϕ(0|01) = ((0|01)t)c = (10|0)c =
(20|1), or ϕ(1|02) = ((1|02)t)c = (20|1)c = (10|0), see the Hasse diagrams of Section
2.
4. An Algorithmic Method for generating S(n, r)
In this section we describe a generating algorithm for S(n, r), which will permit
us to fix an order, from the left to the right on each subset of the lattice composed
by elements with fixed rank. In the Hasse diagram we will provide an algorithm
for giving, on each line, a total order from the left to the right.
Set w = l1 · · · ln ∈ S(n, r) and let k ∈ {1, · · · , n} be fixed. If there exists an
element l
′
k ∈ A(n, r) which covers lk with respect to the order ≻ and such that
(l1, · · · , lk−1, l
′
k, lk+1, · · · ln) ∈ S(n, r), we will say that k is a generating index for
the string w. If k is a generating index for w and if l
′
k is an element of A(n, r)
which covers lk, the string (l1, · · · lk−1l
′
klk+1 · · · ln) will be called string of index k
generated by w and it will be denoted with the symbol w[k]. If k is a generating
index of w contained in {1, · · · , r}, we will say that k is a positive generating index
of w; if k is a generating index of w contained in {r + 1, · · · , n}, we will say that
k is a negative generating index of w. Let now s1, · · · , sp be the positive generating
indexes of w (if p = 0 there are no positive generating indexes of w) and t1, · · · tq
the negative generating indexes of w (if q = 0 there are no negative generating
indexes of w), with s1 < · · · < sp < t1 < · · · < tq.
On the set {w[s1], · · · , w[sp], w[t1], · · · , w[tq]} we introduce the following formal
order ⋖ :
(14) w[s1]⋖ w[s2]⋖ · · ·⋖ w[sp]⋖ w[tq ]⋖ · · ·⋖ w[t1]
In the Hasse diagram of S(n, r) we will write the string generated by w following
the order given in (14) : w[s1] on the left of w[s2], · · · , w[sp] on the left of w[tq],
· · · , w[t2] on the left of w[t1].
Example 4.1. If n = 9, r = 5 and w = 52000|0024, the positive generating indexes
of w are 2 and 3, while the negative generating indexes are 8 and 9, therefore, by
(14), we write w[2] = 53000|0024⋖w[3] = 52100|0024⋖w[9] = 52000|0023⋖w[8] =
52000|0014.
Let now k ∈ {0, 1, · · · , R(n, r)} be fixed. We denote Sk(n, r) the set of elements
of S(n, r) with constant rank k. We want to define a total order ↽ on Sk(n, r). If
k = 0 there is nothing to say because there is a unique element of rank 0. If k = 1,
S1(n, r) coincides with the set of strings generated by 0 · · · 0|12 · · · (n − r) and, in
this case, ↽ will coincide with the order ⋖ given in (14).
Let now k be an integer such that 1 ≤ k < R(n, r) and suppose to have ordered with
the total order ↽ all the strings of Sk(n, r). Suppose that Sk(n, r) = {w1, · · · , wm}
and that w1 ↽ w2 ↽ · · · ↽ wm (in the Hasse diagram of S(n, r) this implies that
w1, · · · , wm are written from the left to the right).
Let w1i , · · · , w
ki
i be the strings of S(n, r) generated by wi, for i = 1, · · · ,m. By (14),
we can suppose that
w11 ⋖ · · ·⋖ w
k1
1 , · · · , w
1
m ⋖ · · ·⋖ w
km
m .
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We construct now ↽ as follows:
at first we set
(15) w11 ↽ · · ·↽ w
k1
1 ↽ w
1
2 ↽ · · ·↽ w
k2
2 ↽ · · ·↽ w
1
m ↽ · · ·↽ w
km
m .
Then we have to eliminate in (15) all the repeated strings.
We examine the sequence (15) starting from w11 and continuing to the right till to
wkmm . For i = 1, · · · ,m if the string w
ki
i already appears among the strings on its
left, then it will be deleted from the list (15), otherwise it stays. At the end of the
process it will remain the strings of Sk+1(n, r), each one appearing only one time
in the list (15).
Let us observe that we have chosen to order the strings generated by w as in
(14) because this choice gives great emphasis to the partition of S(n, r) into two
sublattices that we will describe in the next section; however we can also choose
a different order with respect to (14), in fact, in some cases it is more useful to
consider the following order on the subset of strings generated by w :
(16) w[s1] 0 w[s2] 0 · · · 0 w[sp] 0 w[t1] 0 · · · 0 w[tq ].
In any case, no matter what is the chosen order, (14) or (16), for the subset of
the strings generated by w, the previous algorithm stays unchanged in all the other
aspects. We will say that the previous generative algorithm for S(n, r) is of type
⇆ if it is based on the order (14), and of type ⇒ if it is based on the order (16).
In the sequel of this paper we use the generative algorithm ⇆.
Example 4.2. Let n = 6, r = 3 and k = 3. Then we have that
S0(6, 3) = {000|123}.
The generating indexes of 000|123 are 1 and 4, therefore, by (14),
000|123[1] = 100|123⋖ 000|123[4] = 000|023;
hence
S1(6, 3) = {100|123↽ 000|023}.
The generating indexes of 100|123 are 1 and 4, therefore, as above,
100|123[1] = 200|123⋖ 100|123[4] = 100|023,
the generating indexes of 000|023 are 1 and 5:
000|023[1] = 100|023⋖ 000|123[5] = 000|013;
hence (after having deleted the repeated strings)
S2(6, 3) = {200|123↽ 100|023↽ 000|013}.
The generating indexes of 200|123 are 1, 2 and 4:
200|123[1] = 300|123⋖ 200|123[2] = 210|023⋖ 200|123[4] = 200|023,
the generating indexes of 100|023 are 1 and 5:
100|023[1] = 200|023⋖ 100|023[5] = 100|013,
the generating indexes of 000|013 are 1, 5 and 6:
000|013[1] = 100|013⋖ 000|013[6] = 000|012⋖ 000|013[5] = 000|003;
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hence (after having deleted the repeated strings)
S3(6, 3) = {300|123↽ 210|123↽ 200|023↽ 100|013↽ 000|012↽ 000|003}.
In the next figure we have drawn the complete Hasse diagram of the lattice S(6, 3)
in which each horizontal line represents the sub-poset Sk(6, 3) of the elements of
rank k, with 0 ≤ k ≤ 12, written in a totally ordered way from the left to the right
following the total order ↽ previously described.
000|123
100|123 000|023
200|123
100|023
000|013
300|123 210|123 200|023 100|013 000|012 000|003
310|123 300|023 210|023
200|013
100|012 100|003 000|002
320|123 310|023 300|013 210|013 200|012 200|003 100|002 000|001
321|123 320|023 310|013 300|012 300|003 210|012 210|003 200|002 100|001
000|000
321|023 320|013 310|012 310|003 300|002 210|002 200|001 100|000
321|013 320|012 320|003
310|002
300|001 210|001 200|000
321|012 321|003 320|002 310|001 300|000 210|000
321|002
320|001
310|000
321|001 320|000
321|000
A CLASS OF LATTICES 17
5. A Recursive Formula for the Number
of Elements in S(n, r) of Rank k.
In this section we give a recursive formula which counts the number of elements
in S(n, r) having fixed rank. At first we show that S(n, r) can be seen as a translate
union of two copies of S(n− 1, r) if 0 ≤ r < n and of S(n− 1, n− 1) if r = n.
Proposition 5.1. Let n ≥ 1 and r ∈ N such that 0 ≤ r ≤ n,. Then there exist
two disjoint sublattices S1(n, r), S2(n, r) of S(n, r) such that S(n, r) = S1(n, r) ∪
S2(n, r), where:
i) Si(n, r) ∼= S(n− 1, r) for i = 1, 2, if 0 ≤ r < n;
ii) Si(n, n) ∼= S(n− 1, n− 1) for i = 1, 2, if r = n.
Proof. We distinguish two cases:
i) 0 ≤ r < n; we denote by S1(n, r) the subset of S(n, r) of all the strings of the
form w = i1 · · · ir|j1 · · · jn−1−r(n − r), with j1 · · · jn−1−r ∈ {0
§, 1, · · · , n− r − 1};
moreover, we denote by S2(n, r) the subset of S(n, r) of all the strings of the form
w = i1 · · · ir|0j2 · · · jn−r, with j2 · · · jn−r ∈ {0§, 1, · · · , n− r − 1}.
It is clear that S(n, r) is a disjoint union of S1(n, r) and S2(n, r). We prove now
that Si(n, r) ∼= S(n− 1, r) for i = 1, 2. Let i = 1 (the case i = 2 is analogous). It is
obvious that there exists a bijective correspondence between S1(n, r) and S(n−1, r).
Furthermore, if w,w′ ∈ S1(n, r) are such that w = i1 · · · ir|j1, · · · jn−r−1(n − r),
w
′
= i
′
1 · · · i
′
r|j
′
1 · · · j
′
n−r−1(n− r), it follows that w ⊑ w
′ (with respect to the order
on S(n, r)) if and only if i1 · · · ir|j1 · · · jn−r−1 ⊑ i
′
1 · · · i
′
r|j
′
1 · · · j
′
n−r−1 (with respect
to the order in S(n− 1, r)). Hence S1(n, r) is isomorphic to S((n− 1), r).
Finally, since the order on S(n, r) is component by component, it follows that each
Si(n, r) (for i = 1, 2) is a sublattice of S(n, r).
ii) r = n; by i), there exist two disjoint sublattices S1(n, 0), S2(n, 0), of S(n, 0)
such that S(n, 0) = S1(n, 0) ∪ S2(n, 0), with Si(n, 0) ∼= Si(n − 1, 0), for i = 1, 2.
By Proposition 3.3, it follows that S(n, n) ∼= S(n, 0), therefore there also exist two
disjoint sublattices S1(n, n), S2(n, n), of S(n, n) such that S(n, n) = S1(n, n) ∪
S2(n, n), where Si(n, n) ∼= Si(n, 0) ∼= S(n − 1, 0) ∼= S(n − 1, n − 1), for i = 1, 2,
again by Proposition 3.3. 
If n ≥ 1, the element of minimal rank of the sublattice S2(n, r) is obviuosly
wˆ = 0 · · · 0|012 · · · (n− r − 1).
This element has rank 0 as element of (S2(n, r),⊑), but in S(n, r) has rank given
by
ρ(wˆ) = (1− 0) + (2− 1) + (3− 2) + · · ·+ ((n− r)− (n− r − 1)) = n− r.
Therefore we can visualize S2(n, r) (in the Hasse diagram of S(n, r)) as an upper-
translation of the sublattice S1(n, r), of height (n− r).
Example 5.2. For example, this is the Hasse diagram of S(5, 3) as a translate
union of S1(5, 3) ∼= S(4, 3) (red lattice) and of S2(5, 3) ∼= S(4, 3) (green lattice).
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000|12
100|12 000|02
200|12
100|02
000|01
300|12 210|12
200|02
100|01 000|00
310|12 300|02
210|02
200|01 100|00
320|12 310|02
300|01
210|01 200|00
321|12 320|02
310|01
300|00 210|00
321|02
320|01
310|00
321|01 320|00
321|00
Given the lattice S(n, r), for each k such that 0 ≤ k ≤ R(n, r), we denote with
s(n, r, k) the number of elements of S(n, r) with rank k. It holds the following
ricorsive formula for s(n, r, k) :
Proposition 5.3. Let n ≥ 1. If r ∈ N is such that 0 ≤ r < n, then
s(n, r, k) =


s(n− 1, r, k) if 0 ≤ k < (n− r)
s(n− 1, r, k) + s(n− 1, r, k − (n− r)) if (n− r) ≤ k ≤ R(n− 1, r)
s(n− 1, r, k − (n− r)) if R(n− 1, r) < k ≤ R(n, r)
If r = n, then s(n, n, k) = s(n, 0, k).
Proof. Case 1) Let k be such that 0 ≤ k < (n − r). By what we have asserted
before, the element wˆ (i.e. the minimum of S2(n, r)) has rank (n − r) in S(n, r),
hence, by Proposition 5.1, it follows that s(n, r, k) coincides with the number of
elements of rank k in S1(n, r) and since S1(n, r) ∼= S(n − 1, r), it follows that
s(n, r, k) = s(n− 1, r, k).
Case 2) Let k be such that (n− r) ≤ k ≤ R(n− 1, r). In this case, the number of
elements of rank k in S(n, r) coincides with the sum of the number of elements of
rank k in S1(n, r) and of the number of elements of rank [k − (n − r)] in S2(n, r).
Since S1(n, r) ∼= S2(n, r) ∼= S(n − 1, r), it follows that s(n, r, k) = s(n − 1, r, k) +
s(n− 1, r, k − (n− r)).
Case 3) Let k be such that R(n − 1, r) < k ≤ R(n, r). In this case s(n, r, k)
coincides with the number of elements of rank [k − (n − r)] in S2(n, r), and since
S2(n, r) ∼= S(n− 1, r) it follows that s(n, r, k) = s(n− 1, r, k − (n− r)).
Finally, if r = n, the last equality follows from the isomorphism S(n, n) ∼=
S(n, 0). 
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It is clear that we would prefer a closed formula for the numbers s(n, r, k), how-
ever at present the previous recursive formula is the best possible result that we
have. By the recursive formula stated in Proposition 5.3, the first values of s(n, r, k)
are given by:
s(0, 0, 0) = 1,
s(1, 0, 0) = s(0, 0, 0) = 1, s(1, 0, 1) = s(0, 0, 0) = 1,
s(1, 1, 0) = s(1, 0, 0) = 1, s(1, 1, 1) = s(1, 0, 1) = 1,
s(2, 0, 0) = 1, s(2, 0, 1) = s(1, 0, 1) = 1, s(2, 0, 2) = s(1, 0, 0) = 1,
s(2, 0, 3) = s(1, 0, 1) = 1,
s(2, 1, 0) = s(1, 1, 0) = 1, s(2, 1, 1) = s(1, 1, 1)+s(1, 1, 0) = 2, s(2, 1, 2) = s(1, 1, 1) =
1,
s(2, 2, 0) = s(2, 0, 0) = 1, s(2, 2, 1) = s(2, 0, 1) = 1, s(2, 2, 2) = s(2, 0, 2) = 1,
s(2, 2, 3) = s(2, 0, 3) = 1.
If P is graded poset of rank m and has pi elements of rank i, for each 0 ≤ i ≤ m
, then the polynomial F (P, t) =
∑m
i=1 pit
i is called the rank-generatingfunction
of P. If P and Q are two graded posets respectively with rank-generating functions
F (P, t) and F (Q, t), then P ×Q is also graded and F (P ×Q, t) = F (P, t) ·F (Q, t)
(see [23]).
This leads to the following Cauchy-type formula for s(n, r, k).
Proposition 5.4. If 0 ≤ r ≤ n and 0 ≤ k ≤ R(n, r) then s(n, r, k) =
∑k
i=0 s(r, r, i)·
s(n− r, n− r, k − i).
Proof. The rank-generating function of S(n, r) is F (S(n, r), t) =
∑R(n,r)
k=0 s(n, r, k)t
k.
By Propositions 2.1 and 3.3 it follows that
S(n, r) ∼= S(r, r)× S(n− r, 0) ∼= S(r, r) × S(n− r, n− r).
Hence
F (S(n, r), t) = F (S(r, r)× S(n− r, n− r), t) = F (S(r, r), t)·F (S(n− r, n− r), t) .
Then
F (S(n, r), t) =
(∑R(r,r)
l=0 s(r, r, l)t
l
)
·
(∑R(n−r,n−r)
j=0 s(n− r, n− r, j)t
j
)
=
∑R(r,r)+R(n−r,n−r)
k=0
∑k
i=0 s(r, r, i)s(r, r, k − i)t
k
=
∑R(n,r)
k=0
∑k
i=0 s(r, r, i)s(n− r, n− r, k − i)t
k,
hence the thesis follows. 
The last result of this section shows a symmetric property of S(n, r).
Proposition 5.5. If 0 ≤ r ≤ n and k = R(n, r), then s(n, r, i) = s(n, r, k − i) for
0 ≤ i ≤ k.
Proof. We recall that Sl(n, r) is the set of elements of S(n, r) with rank l, for each
0 ≤ l ≤ k. It is enough to consider the map f : Si(n, r) → Sk−i(n, r) defined by
f(w) = wc.
At first we observe that f is well-defined, because if w ∈ Si(n, r) then ρ(w) = i and,
by Proposition 2.5, ρ(wc) = k− i, therefore wc ∈ Sk−i(n, r). The map f is injective
because by (wc)c = w it follows that wc1 = w
c
2 ⇒ w1 = w2. To show that f is also
onto, we take v ∈ Sk−i(n, r) and w = vc. Since ρ(v) = k− i, by Proposition 2.5 we
have that k = ρ(vc) + ρ(v) = ρ(w) + ρ(v) = ρ(w) + (k − i), hence ρ(vc) = i, i.e.
w ∈ Si(n, r) and f(w) = wc = (vc)c = v, so f is onto and hence f is bijective. 
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6. Relation between Weight Functions, the Lattices S(n, r)
and S(n, d, r) and the Numbers γ(n, r) and γ(n, d, r).
Definition 6.1. A (n, r)-function is an application f : A(n, r) → R which is
increasing and such that f(0§) = 0, i.e.:
(17) f(r˜) ≥ · · · ≥ f(1˜) ≥ f(0§) = 0 > f(1) ≥ · · · ≥ f(n− r).
We call F (n, r) the set of the (n, r)-functions.
Definition 6.2. The function f is a (n, r)-weight function if (17) holds and if:
(18) f(1˜) + · · ·+ f(r˜) + f(1) + · · ·+ f(n− r) ≥ 0.
We call WF (n, r) the set of the (n, r)-weight functions.
Definition 6.3. If f is a (n, r)-function, we define the sum function induced by f
on S(n, r)
Σf : S(n, r)→ R
the function that associates to w ∈ S(n, r), w = i1 · · · ir | j1 · · · jn−r, the real num-
ber Σf (w) = f(i1) + · · ·+ f(ir) + f(j1) + · · ·+ f(jn−r).
Proposition 6.4. If f is a (n, r)-function and if w,w′ ∈ S(n, r) are such that
w ⊑ w′, then Σf (w) ≤ Σf (w′).
Proof. If w = i1 · · · ir | j1 · · · jn−r ⊑ w
′ = i
′
1 · · · i
′
r|j
′
1 · · · j
′
n−r, then we have that
i1  i
′
1, · · · , ir  i
′
r, j1  j
′
1, · · · jn−r  j
′
n−r; hence, since f is increasing on
A(n, r), the assertion follows immediately by definition of the sum function Σf . 
Proposition 6.5. If f is a (n, r)-weight function and if w ∈ S(n, r) is such that
Σf (w) < 0, then Σf (w
c) > 0.
Proof. By definition of the two binary operations ⊓, ⊔ and of the complement
operation c on S(n, r), we have that
w ⊔ wc = r · · · 1|1 · · · (n− r)
and
w ⊓wc = 00 · · ·0|0 · · · 0.
Hence, by definition of Σf and since f(0
§) = 0, we have that
Σf (w) + Σf (w
c) = Σf (w ⊔ w
c) = f(1˜) + · · ·+ f(r˜) + f(1) + · · ·+ f(n− r) ≥ 0,
by (18). Hence, if Σf (w) < 0, we will have that Σf (w
c) > 0. 
If f is a (n, r)-function, we set:
S+f (n, r) = {w ∈ S(n, r) : Σf (w) ≥ 0};
furthermore, if d and r are integers such that 1 ≤ d, r ≤ n, we set:
S+f (n, d, r) = {w ∈ S(n, d, r) : Σf (w) ≥ 0}.
Observe that, in general, neither S+f (n, r) nor S
+
f (n, d, r) are sublattices of S(n, r),
because they are not closed with respect to the operation of inf (∧). They are
simply sub-posets of S(n, r) with the induced order.
We set
(β) γ(n, r) = min{|S+f (n, r)| : f is a (n, r)-weight function };
A CLASS OF LATTICES 21
(δ) γ(n, d, r) = min{|S+f (n, d, r)| : f is a (n, r)-weight function }.
It is easy to observe that the numbers defined in (β) are exactly those in (1) of the
introduction, while the numbers defined in (δ) are the same of those in (2) in the
introduction. We use therefore both the notations.
The Theorem 1 of [21] applied to our context, gives the following
Proposition 6.6. For each r ∈ N with 1 ≤ r ≤ n, we have that:
i) γ(n, r) ≥ 2n−1 + 1,
ii) γ(n, 1) ≤ 2n−1 + 1.
The difference between our situation and the Theorem 1 of [21] is that we admit
the string 0 · · · 0|0 · · · 0 in the set S+f (n, r), i.e. we admit the empty set. For this
reason in i) and ii) the number (2n−1 + 1) appears instead of 2n−1 of [21].
In the next section, we will link the numbers γ(n, r) and γ(n, d, r) to a mini-
mum problem on a family of boolean functions defined on the lattices S(n, r) and
S(n, d, r).
7. Weight Functions and Boolean Functions on S(n, r).
In this section we show how to associate to any (n, r)-function and to any (n, r)-
weight function a Boolean function on S(n, r). Our aim is to connect the study of
the (n, r)-weight functions and of the related extremal problems (in particular the
computation of γ(n, r) and γ(n, d, r)) to some boolean functions on S(n, r).
If f is a (n, r)-function (or a (n, r)-weight function), we can define the map
Af : S(n, r)→ 2
setting
Af (w) =
{
P if Σf (w) ≥ 0
N if Σf (w) < 0
In order to underline the essential properties of the map Af , we introduce the con-
cept of (n, r)-boolean map.
Definition 7.1. A (n, r)-boolean map (briefly (n, r)-BM) is a map A : S(n, r)→ 2
with the following properties:
a1) if w1, w2 ∈ S(n, r) and w1 ⊑ w2, with A(w1) = P , then A(w2) = P ;
a2) if w1, w2 ∈ S(n, r) and w1 ⊑ w2, with A(w2) = N , then A(w1) = N ;
a3) A(0 · · · 0|0 · · · 0) = P and A(0 · · · 0|0 · · · 01) = N.
Definition 7.2. A (n, r)-weighted boolean map (briefly (n, r)-WBM) is a (n, r)-BM
A : S(n, r)→ 2 which satisfies the following two properties:
a4) if w ∈ S(n, r) is such that A(w) = N, then A(w
c) = P ;
a5) A(r(r − 1) · · · 21|12 · · · (n− r)) = P.
We denote by B(n, r) the family of all the (n, r)-BM’s and by WB(n, r) the
family of all the (n, r)-WBM’s.
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Proposition 7.3. i) If A : S(n, r)→ 2 then:
A satisfies a1)⇐⇒ A satisfies a2)⇐⇒ A is order-preserving.
ii) if f is a (n, r)-function, then Af is a (n, r)-BM.
iii) if f is a (n, r)-weight function, then Af is a (n, r)-WBM.
Proof. i) The assertion is straightforward, thanks to an argument by contradiction.
ii) Let f be a (n, r)-function. Suppose that w1, w2 ∈ S(n, r) and that w1 ⊑ w2.
By Proposition 6.4, it follows that Σf (w1) ≤ Σf (w2). Suppose that Af (w1) >
Af (w2). This would imply that Af (w1) = P and Af (w2) = N, i.e. (by definition
of Af ) Σf (w1) ≥ 0 and Σf (w2) < 0 and this is a contradiction. Hence Af is order-
preserving. The property a3) holds by definition of Σf and Af .
iii) Let f be a (n, r)-weight function. Let w ∈ S(n, r) such that Af (w) = N.
By definition of Af , we have that Σf (w) < 0, and hence, by Proposition 6.5,
Σf (w
c) > 0, i.e. Af (w
c) = P. Hence Af satisfies a4). The property a5) is obviuosly
satisfied, by definition of Σf and Af since f is a (n, r)-weight function. 
Definition 7.4. A map A ∈ B(n, r) is said to be numerically represented if there
exists a (n, r)-function f ∈ F (n, r) such that A = Af .
Definition 7.5. A map A ∈WB(n, r) is said to be numerically represented if there
exists a (n, r)-weight function f ∈WF (n, r) such that A = Af .
Set
RB(n, r) = {A ∈ B(n, r) : A is numerically represented},
RWB(n, r) = {A ∈ WB(n, r) : A is numerically represented}.
Proposition 7.6. i) RB(n, r) is identified with a quotient of F (n, r).
ii) RWB(n, r) is identified with a quotient of WF (n, r).
Proof. i) We define on F (n, r) the following binary relation: if f, g ∈ F (n, r), we
set f ∼ g if for each w ∈ S(n, r), we have that Σf (w) ≥ 0⇔ Σg(w) ≥ 0.
Then ∼ is an equivalence relation on F (n, r). By Proposition 7.3-ii), if f ∈
F (n, r) it follows that Af ∈ B(n, r). Therefore it is defined a map ϕ : F (n, r) →
B(n, r) such that ϕ(f) = Af .
Then, if f, g ∈ F (n, r), it follows that:
(f ∼ g)⇐⇒ (for each w ∈ S(n, r),Σf (w) and Σg(w) have the same sign)
⇐⇒ (Af (w) = Ag(w) for each w ∈ S(n, r))⇐⇒ ϕ(f) = ϕ(g).
By the Universal Property of the quotient, there exists a unique injective map
ϕ˜ : F (n, r)→ B(n, r) such that the following diagram commutes:
F (n, r)
ϕ
//
ν
))R
RR
RR
RR
RR
RR
RR
R
B(n, r)
F (n, r)/ ∼
ϕ˜
55llllllllllllll
where ν is the projection on the quotient. Since the image of ϕ is exactly RB(n, r)
and since it coincides with the image of ϕ˜, it follows that ϕ˜ is a bijective map
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between F (n, r)/ ∼ and RB(n, r).
Analogously we prove ii), using Proposition 7.3-iii). 
If A ∈WB(n, r), we will set
S+A (n, r) = {w ∈ S(n, r) : A(w) = P},
and if d ≥ 1 is such that d ≤ n, we will set:
S+A (n, d, r) = {w ∈ S(n, d, r) : A(w) = P}.
Furthermore, we set:
γ˜(n, r) = min{|S+A (n, r)| : A ∈ WB(n, r)},
γ˜(n, d, r) = min{|S+A (n, d, r)| : A ∈ WB(n, r)},
γ(n, r) = min{|S+A (n, r)| : A ∈ RWB(n, r)},
γ(n, d, r) = min{|S+A (n, d, r)| : A ∈ RWB(n, r)}.
Proposition 7.7. i) γ(n, r) = γ(n, r) ≥ γ˜(n, r).
ii) γ(n, d, r) = γ(n, d, r) ≥ γ˜(n, d, r).
Proof. i) The inequality γ(n, r) ≥ γ˜(n, r) is obviuos because RWB(n, r) is a subset
of WB(n, r). We prove that γ(n, r) = γ(n, r). Let f be a (n, r)-weight function
for which it holds γ(n, r) = |S+f (n, r)|. Then Af ∈ RWB(n, r) and (by definition
of Af ) we have that: S
+
Af
(n, r) = {w ∈ S(n, r) : Af (w) = P} = {w ∈ S(n, r) :
Σf (w) ≥ 0} = S
+
f (n, r).
Hence
γ(n, r) = |S+f (n, r)| = |S
+
Af
| ≥ γ(n, r),
because Af ∈ RWB(n, r).
On the contrary, let A ∈ RWB(n, r) such that γ(n, r) = |S+A (n, r)|.
Since A is numerically represented, there will exist a (n, r)-weight function f ∈
WF (n, r) such that A = Af . Then we have that
S+A (n, r) = S
+
Af
(n, r) = S+f (n, r),
and hence
γ(n, r) = |S+A (n, r)| = |S
+
f (n, r)| ≥ γ(n, r).
This proves that γ(n, r) = γ(n, r).
The proof of ii) is similar to i). 
It is natural now to assert the following two problems:
First Open Problem : B(n, r) = RB(n, r) ?
Second Open Problem : WB(n, r) = RWB(n, r) ?
If RWB(n, r) coincides with WB(n, r) (i.e. if any (n, r)-weighted boolean map
is numerically represented) then γ(n, r) = γ˜(n, r) and γ(n, d, r) = γ˜(n, d, r), by
Proposition 7.7. If the answer to the second open problem is affirmative, this
would imply that each time we give the boolean formal values N or P to each string
of S(n, r) in such a way that the rules a1) − a5) are respected, then there exists
a numerical attribution to the singletons which permits the reconstruction of the
configuration of N’s and P’s in a unique way. In other words, if the assertion of the
Second Open Problem holds we have an effective representation theorem.
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