A. We study the surface area of an ellipsoid in E n as the function of the lengths of their major semi-axes. We write down an explicit formula as an integral over S n−1 , use the formula to derive convexity properties of the surface area, to sharpen the estimates given [6] , to produce asymptotic formulas in large dimensions, and to give an expression for the surface in terms of the Lauricella hypergeometric function.
I
In [6] estimates were given for the mean curvature integrals of an ellipsoid E in E n in terms of the lengths of its major semiaxes -the 0-th mean curvature integral is simply the surface area of the ellipsoid E. The estimate for the surface area was simply the n − 1-th symmetric function of the semi-axes, and it was shown in [6] that this estimate differed from the truth by a factor bounded only by a function of n (unfortunately, this function was of the order of magnitude n n/2 ).
In this paper we write down a formula ((3)) expressing the surface area of E in terms of an integral of a simple function over the sphere S n−1 . This formula will be used to deduce a number of results:
(1) The ratio of the surface area to the volume of E (call this ration R(E)) is a norm on the vectors of inverse semi-axes. (Theorem 1). (2) By a simple transformation (introduced for this purpose in [5] , though doubtlessly known for quite some time) R(E) can be expressed as a moment of a sum of independent Gaussian random variables; this transformation can be used to evaluate or estimate quite a number of related spherical integrals (see Section 2). (3) Reasonably sharp bounds on the ratio of R(E) to the L p norms of the vectors of semi-axes are derived. (4) We write down a very simple asymptotic formula (Theorem 11) for the surface area of an ellipsoid of a very large dimension with "not too different" axes. In particular, the formula holds if the ratio of the lengths of any two semiaxes is bounded by some fixed constant (Corollary 12). (5) Finally, we give an identity relating the surface area of E to a linear combination of Lauricella hypergeometric functions.
Notation. Let (S, µ) be a measure space with µ(S) < ∞. We will use the notation
In addition, we shall denote the area of the unit sphere S n by ω n and we shall denote the volume of the unit ball B n by κ n .
C' 
Let K be a convex body in E n . Let u ∈ S n−1 be a unit vector, and let us define V u (K) to be the (unsigned) n − 1-dimensional volume of the orthogonal projection of K in the direction U. Cauchy's formula then states that
where dσ denotes the standard area element on the unit sphere. In the case where K = E is an ellipsoid, given by
there are several ways of computing V u , one such way can be found in [1] . In any event, the result is:
we can rewrite Cauchy's formula (1) for E in the form:
Theorem 1. The ratio R(E) is a norm on the vectors q of lengths of semiaxes (q = (q 1 , . . . , q n ).)
Proof. The integrand in the formula (3) is a norm.
Corollary 2. There exist constants c n,p , C n,p , such that
where q p is the L p norm of q.
Proof. Immediate (since all norms on a finite-dimensional Banach space are equivalent).
In the sequel we will find reasonably good bounds on the constants c n,p and C n,p , but for the moment observe that if a i = 1/q i , i = 1, . . . , n, then
where σ n−1 is the n−1-st elementary symmetric function. In particular, for p = 1, Corollary 2 together with Eq. (4) gives the estimate of [6] (only for the 0-th mean curvature integral and with (for now) ineffective constants -the latter part will be remedied directly). To exploit the formula (3) fully, we will need a digression on computing spherical integrals.
S 
In this section we will prove the following easy but very useful Theorem:
Theorem 3. Let f (x 1 , . . . , x n ) be a homogeneous function on E n of degree d (in other words, f (λx 1 , . . . , λx n ) = λ d f (x 1 , . . . , x n ).) Then
where X 1 , . . . , X n are independent random variables with probability density e −x 2 .
Proof.
Let
and let N( f ) be defined as E( f (X 1 , . . . , X ⋉ )), where X i is a Gaussian random variable with mean 0 and variance 1/2, (so with probability density n(x) = e −x 2 ,) and X 1 , . . . , X n are independent. By definition,
where c n is such that
We can rewrite the expression (5) for N( f ) in polar coordinates as follows (using the homogeneity of f ):
and Eq. (6) can be rewritten in polar coordinates as
we see that
Remark 4. In the sequel we will frequently be concerned with asymptotic results, so it is useful to state the following asymptotic formula (which follows immediately from Stirling's formula):
It follows that for large n and fixed d,
A      
The Theorem in the preceding section can be used to give explicit formulas for the surface area of an ellipsoid (this formula will not be used in the sequel, however). Specifically, in the book [4] there are formulas for the moments of of random variables which are quadratic forms in Gaussian random variables. We know that for our ellipsoid E,
where X i is a Gaussian with variance 1/2. The expectation in the last expression is the 1/2-th moment of the quadratic form in Gaussian random variables, and so the results of [4, p. 62] apply verbatim, so that we obtain: (10)
note that α in the above formula can be any positive number (as long as |1 − αq 2 j | < 1, for all j. This can also be expressed in terms of special functions. First, we need a definition:
We then define the Lauricella Hypergeometric Function F D (a; b 1 , . . . , b n ; c; x 1 , . . . , x n ) as follows:
We also have the series expansion:
where η ij = 1/2+δ ij , and α is a positive parameter satisfying |1−αq 2 j | < 1.
L   
Many of the results in this section will require the following basic lemmas. Lemma 6. Let F 1 , . . . , F n , . . . be a sequence of probability distributions whose first moments converge to µ and whose second moments converge to 0. then F i converge to the Dirac delta function distribution centered on µ.
Proof. Follows immediately from Chebyshev's inequality. Theorem 8. Let Y 1 , . . . , Y n , . . . be independent random variables with means 0 < µ 1 , . . . , µ n , . . . < ∞ and variances σ 2 1 , . . . , σ 2 n , . . . < ∞ such that
Proof. Consider the variable
It is not hard to compute that
µ(Z n ) = 1, so by assumption (14) and Lemma 6 Z n converges in distribution to the delta function centered at 1. The conclusion of the Theorem then follows from Lemma 7.
Lemma 9. Let X be normal with mean 0 and variance 1/2 (so probability
Proof.
Theorem 10.
Proof. This follows immediately from the 1-homogeneity of the L p norm, the results of Section 2, Theorem 8, and Lemma 9.
Asymptotics of R(E)..
Theorem 11. Let q 1 , . . . , q n , . . . be a sequence of positive numbers such that
Let E n be the ellipsoid in E n with major semiaxes a 1 = 1/q 1 , . . . , a n = 1/q n . Then
Proof. The Theorem follows immediately from Theorem 8 and the results of Section 2.
Corollary 12. Let a 1 , . . . , a n , . . . be such that 0 < c 1 ≤ a i /a j ≤ c 2 < ∞, for any i, j. Let E n be the ellipsoid with major semi-axes a 1 , . . . , a n . Then
Proof. The quantities q 1 = 1/a 1 , . . . , q n = 1/a n , . . . clearly satisfy the hypothesese of Theorem 11
D  D
We know that R(E) is a norm on the vector q = (q 1 , . . . , q n ) -let us agree to write
where q is the vector of inverses of the major semi-axes of E. We know that for any p > 0,
for some dimensional constants c n,p , C n,p . In this section we will give reasonably good (though not optimal) estimates on these constants. To estimate c n,p and C n,p we will fix q p = 1, and the vector x = (x 1 , . . . , x n ), and find the maximal and minimal value of the integrand n i=1 q 2 i x 2 i in the expression for q R . This is a simple Lagrange multiplier problem: a critical point of n i=1 q 2 i x 2 i subject to the constraint q p = 1 has to satisfy:
On the other hand, if p 2, q p−2 i = x 2 i /λ, which implies that
at the critical point (which is a maximum when p > 2, and a minimum when p 2. When p = 2 it is not hard to see that the maximal value
Similarly, it is not hard to see (for any p) that the minimum of n i=1 x 2 i q 2 i , for any p ≥ 2, equals min n i=1 |x i |. We thus have:
Theorem 13. For all n,,p ≥ 2 For p = 2, it is not too hard to see that if X 1 , . . . , X ⋉ are i. i. d normal variables, then E(max n i=1 (X i ) = O( log(n), which imples Theorem 15. C n,2 ≤ C log n n .
In view of the results of [6] , the case p = 1 is interesting. In that case 2p/(p − 2) = −2, and [3, Theorem G] imply (the proofs do not apply directly to the case considered here; the details will appear in [7] ).
Theorem 16. c n,1 ≥ Cn −5/2 .
A  min   
In this section we compute
where dσ is the standard measure on S n−1 . In other words, we want to find the expected (absolute) value of the smallest coordinate of a unit vector in E n . Using the results of Section 2, combined with the observation that min is a 1-homogeneous function, we know that
Where Nmin (n) is defined as the expected value of the minimum of the absolute value of n independent, identically distributed random variables with mean 0 and variance 1/2. Now, to complete our computation, we must compute Nmin (n). Let X 1 , . . . , X n be independent, identically distributed variables, whose common distribution F is supported on [0, ∞). What is the distribution of X (1) = min(X 1 , . . . , X n )?. The probability that X (1) is greater than y is obviously (1 − F(y)) n , so the distribution function of X (1) is obviously 1 − (1 − F(y)) n . It follows (by integration by parts) that the expectation of X (1) is
In our particular case of X i = |Z i |, where Z i is normal with variance 1/2,
We thus have an integral formula for Nmin (n) :
Since this formula is somewhat unwieldy, it is worthwhile to state an asymptotic result. (1 − F(y)) n dy = √ π 2(n + 1) + o(n −2 ).
Proof. We write
(1 − F(y)) n dy = I 1 + I 2 + I 3 ,
where
First, we show that I 1 and I 2 are asymptotically negligibly small. Indeed, 1 − F(y) = 2 √ π ∞ y exp(−x 2 )dx. For x > 1, exp(−x 2 ) ≪ exp(−x), and so 1 − F(y) ≪ exp(−x), so for a suitable choice of C, I 3 decreases exponentially in n. Furthermore 1 − F(y) is monotonically decreasing, so to estimate I 2 , we write C n −3/4
(1 − F(y)) n ≤ C(1 − F(n −3/4 )) n ≪ exp(−C 1 n 1/2 ), since for small y, F(y) ≈ 2y/ √ π. Finally, to estimate the first integral, we expand F(y) in a Taylor series, to obtain
for y < n −3/4 , we know that (1 + O(y 3 )) n − 1 = O(n −5/4 ), so that 
.
It is clear that in the above argument we don't actually need F to be the normal distribution, and it holds in much greater generality:
Theorem 18. Let X 1 , . . . , X n be identically independently distributed variables on [0, ∞] with distribution function F. Suppose that the distribution F satisfies the following conditions:
(1) F has a continuous novanishing density f in a neighborhood of 0.
(2) 1 − F ∈ L p ([0, ∞)), for some p > 0. Then, as n → ∞, E(min(X 1 , . . . , X n )) ∼ 1 f (0)(n + 1) .
Proof. The argument goes through pretty much as above, except for the proof that the integral I 3 decreases exponentially with n. This, however, is easily fixed: The function 1 − F(y) is monotonically decreasing, so, for y > C, (1 − F(y)) n ≤ C n−p (1 − F(y)) p , where p is as in the statement of the theorem. The result follows immediately.
Remark 19. The second condition in the statement of Theorem 18 can be interpreted as saying that if the expectation of the minimum of some number of variables is finite, then we have the claimed asymptotics, and otherwise the expectation is always infinite, so, in a sense, we have complete asymptotic information in that case also.
Remark 20. Theorem 18 has no information about the error term, but this is due to the very weak regularity assumption on the density f at the origin. 
