Compensation type algorithms for neural nets: stability and convergence.
Plasticity of synaptic connections plays an important role in the temporal development of neural networks which are the basis of memory and behavior. The conditions for successful functional performance of these nerve nets have to be either guaranteed genetically or developed during ontogenesis. In the latter case, a general law of this development may be the successive compensation of disturbances. A compensation type algorithm is analyzed here that changes the connectivity of a given network such that deviations from each neuron's equilibrium state are reduced. The existence of compensated networks is proven, the convergence and stability of simulations are investigated, and implications for cognitive systems are discussed.