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For Chern-Simons-matter theories in three dimensions, gauge invari-
ance may require the Chern-Simons level k to be half-integral, in which
case parity is violated. As noted by Pasquetti for abelian theories with
N = 2 supersymmetry, the partition function on the ellipsoid also ad-
mits a suitable holomorphic factorization precisely when the value of k
is properly quantized. Using known formulas for the partition function,
we investigate analytic aspects of this factorization for non-abelian gauge
groups and general matter representations. We verify that factorization
occurs in accord with the parity anomaly for the classical matrix groups
and for the exceptional group G2. In an appendix, we discuss the analytic
continuation of torus knot observables in the SU(2) Chern-Simons-matter
theory.
December 2018
1Address after Sept. 1: Department of Mathematics, Northeastern University, Boston MA 02115.
Contents
1 Introduction 2
2 Parity Anomaly From Double-Sine 13
2.1 Definition of the Double-Sine Function . . . . . . . . . . . . . . . . . 13
2.2 Properties of the Double-Sine Function . . . . . . . . . . . . . . . . . 18
2.3 One-Loop Shift in the Chern-Simons Level . . . . . . . . . . . . . . . 37
3 Factorization and Obstruction in Rank-One 40
3.1 SQED at Non-Vanishing Level . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Comparison to SU(2) Gauge Theory . . . . . . . . . . . . . . . . . . 49
4 Preliminary Analysis at Higher-Rank 56
4.1 Chirality Conditions for U(N) . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Evading the Chirality Bound . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Some Convergence Criteria . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4 Convergence Criteria for Supersymmetric QCD . . . . . . . . . . . . 84
5 More About the Supersymmetric Residue Theorem 92
5.1 Supersymmetric Integral on a Manifold with Boundary . . . . . . . . 94
5.2 Polyhedral Decomposition on the Boundary . . . . . . . . . . . . . . 102
5.3 Reduction to the Real Locus . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Toy Examples in Dimensions Two and Three . . . . . . . . . . . . . . 110
6 Holomorphic Factorization at Higher-Rank 126
6.1 Jordan Divisors for Rank-Two Gauge Groups . . . . . . . . . . . . . . 130
6.2 Jordan Divisors for Higher-Rank Gauge Groups . . . . . . . . . . . . 136
6.3 Local Residues, Lattice Sums, and Holomorphic Blocks . . . . . . . . 153
6.4 Some Examples in Rank-Two . . . . . . . . . . . . . . . . . . . . . . 164
A Lie Algebra Conventions 172
B Convexity Lemma 187
C Asymptotic Behavior of Torus Knot Observables 192
C.1 Recollections About the Colored Jones Polynomial . . . . . . . . . . 194
C.2 Coupling to Supersymmetric Matter . . . . . . . . . . . . . . . . . . 205
1
1 Introduction
Remarkably, exact formulas [65] are now available for a large class of observables in
N = 2 supersymmetric Chern-Simons-matter theories [45,89]. Many efforts – far too
numerous to mention individually – have been made to extract theoretical insight
from those expressions, as well as to check their physical consistency.2 The present
work falls into both categories.
Our interest lies in what is really the most basic observable, the partition function
ZS3 on the three-sphere. This partition function depends upon the choice of the
following data.
1. A gauge group G. Throughout, G is a compact, connected, simply-connected,
and simple Lie group, eg. G = SU(N). We consider G = U(1) as a special case.
2. A chiral matter representation Λ ∈ Rep(G). Here Λ is a finite-dimensional,
possibly reducible, representation of G. We decompose Λ into irreducibles as
Λ = [λ1]⊕ · · · ⊕ [λn] , (1.1)
where λj for j = 1, . . . , n is a highest-weight which labels the corresponding
representation. For G = U(1), each λj ∈ Z is the charge of the corresponding
chiral matter multiplet.
3. A Chern-Simons level k ∈ 1
2
Z. We always assume k ≥ 0, as may be ensured by
a suitable choice of orientation on S3.
4. Equivariant (or ‘real’) mass parameters µ ∈ Rn, valued in the Lie algebra of the
continuous global flavor symmetry U(1)n.
5. A Fayet-Iliopoulos (FI) parameter ξ ∈ R when G = U(1).
The N = 2 supersymmetric gauge theory may also include a superpotential W ,
but the partition function does not depend on the superpotential except insofar asW
breaks global symmetries and so restricts the allowed values of the real mass µ. Our
examples will have W ≡ 0 and µ arbitrary.3 For economy of notation, we suppress
2For a nice review of the background and early developments in the subject, see [75]. See also
the more recent volume [84] for a comprehensive review of path integral localization techniques for
supersymmetric quantum field theories in diverse dimensions.
3Even if the classical superpotential vanishes, non-perturbative effects may generate a quantum
superpotential W 6= 0, eg. as discussed for SQCD in [2]. The quantum superpotential still respects
classical global symmetries and so does not alter the allowed values for the real mass parameter µ.
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the dependence of ZS3 on (G,Λ, k, µ, ξ). Path integral localization at the trivial
connection on S3 then produces an effective matrix integral over the eigenvalues of
the constant mode of the adjoint scalar field σ in the N = 2 vector multiplet, similar
to previous matrix model expressions for bosonic Chern-Simons theory [15, 23, 74].
We recall the formula for ZS3 momentarily.
Two properties of S3 as a manifold are essential for the localization calculation
to work so readily. First, S3 is simply-connected, so only the contribution from
the trivial connection appears in the sum over semi-classical contributions from flat
connections. For any other three-manifold, additional terms are included in the sum.
See for instance [8,19,46,58,59] for an extension of the localization calculation to lens
spaces, which are finite cyclic quotients of S3. For more general Seifert manifolds, an
elegant TQFT analysis via surgery along the fiber has been performed in [34, 35].
Second, S3 admits a family of metrics with at least a U(1) isometry. We shall
be interested in the ellipsoid metrics induced from the Euclidean metric on R4 ≃ C2
when S3 is embedded as the subset
b2 |z1|2 + b−2 |z2|2 = 1 , (z1, z2) ∈ C2 . (1.2)
Here b ∈ R+ is a positive real parameter that labels the embedding and hence the
metric. For b = 1 the induced metric is the round metric, but otherwise the metric is
squashed. Up to a relabeling of the coordinates in (1.2), the metric is invariant under
the inversion b 7→ 1/b.
For all values of b, the ellipsoid metric admits a U(1)× U(1) isometry, which acts
by separate phase rotations on z1 and z2. When b2 = p/q ∈ Q is rational, the left side
of (1.2) is the moment map for a periodic U(1)-action on C2, and the ellipsoid metric
is compatible with a global presentation for S3 as a Seifert fibration
S1 −→ S3y
WCP1p,q
, b2 = p/q ∈ Q . (1.3)
Here WCP1p,q is the weighted projective space, with orbifold points at z1 = 0 and
z2 = 0 whenever p, q > 1. In terms of the Seifert fibration, the U(1)× U(1) isometry
acts by rotations in the fiber and the base, preserving the pair of orbifold points. See
Chapter 7.1 in [16], especially (7.38) therein, for a thorough discussion of the fibration
in (1.3). The orbifold interpretation is implicit in the considerations of [80].
With the notable exception of Appendix C, we will assume that b2 /∈ Q is irrational
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for all our calculations. Otherwise, non-generic arithmetic behavior occurs when b2
is rational. A complementary analysis of the theory on the general Seifert manifold
with b2 ∈ Q rational has appeared recently in [35], with which our results about
holomorphic factorization have some overlap.
The Partition Function. For the ellipsoid metrics on S3, the partition function
can be evaluated [52, 57] by supersymmetric localization exactly as for the round
metric, after which ZS3 becomes a function of the squashing parameter b as well.
Explicitly,4
ZS3 =
e iη0
|W| · Vol(T )
∫
h
drσ exp
[
− i k
4π
Tr(σ2)
]
×
× ∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
·
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) . (1.4)
Briefly, |W| is the order of the Weyl group W of G, and the integral runs over a
Cartan subalgebra h ⊂ g of rank r.5 The argument of the exponential in the first
line of (1.4) derives from the classical Chern-Simons action, where ‘Tr’ is a negative-
definite, invariant form on the Lie algebra g of G. For G = SU(N), ‘Tr’ is normalized
as the trace in the fundamental N -dimensional representation. For other Lie groups,
‘Tr’ is normalized so that the level k obeys the conventional integral quantization
in bosonic Chern-Simons theory. For more about our Lie algebra conventions, see
Appendix A. The measure drσ is the W-invariant Riemannian measure on h defined
using the form ‘Tr’. We divide drσ by the volume of a maximal torus T ⊂ G, where
Vol(T ) is also computed with respect to the form ‘Tr’. The ratio is then independent
of the normalization for ‘Tr’.
Appearing in the second line of (1.4) are one-loop determinants from fluctuating,
off-diagonal modes in the vector multiplet as well as the chiral matter multiplets.
From the vector multiplet, we find a product over the positive roots α ∈ ∆+ of g,
and from the matter multiplet, we find a product over the weights β ∈ ∆j in each
irreducible summand [λj] of the representation Λ. Both the roots and weights are
intrinsically valued in the dual h∗ of the Cartan subalgebra h. We use 〈 · , · 〉 to
indicate the canonical pairing between α, β ∈ h∗ and σ ∈ h.
For technical convenience in Section 6, we require [λj] to be weight-multiplicity-
free, meaning that each non-zero weight β 6= 0 in ∆j has multiplicity-one. Until that
time, when we discuss the condition further, [λj] is arbitrary.
4Our normalization conventions for σ in (2.96) differ from those in [52, 57] by σhere = 2piσthere.
5Eg. for G = SU(N), |W| = N ! and r = N − 1.
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The star of the show will be the double-sine function sb(z), which appears in other
guises as the quantum dilogarithm or the hyperbolic gamma function. We recall the
definition and necessary properties of the double-sine function in Section 2. Here we
just remark that sb(z) is an analytic function of its argument z as well as the parameter
b. Thus the real mass µ ∈ Rn and the squashing parameter b ∈ R can be continued to
the complex plane, after which ZS3 depends holomorphically on (µ, b). The imaginary
part of the complexified mass parameter µC ∈ Cn is related physically to the action of
the R-symmetry [42,51,52,60] in the N = 2 supersymmetry algebra. With standard
conventions, µC ≡ µ+ i2 (b+ b−1)R, where R ∈ Rn describes the R-charges of chiral
superfields. From now on, we omit the subscript on µC.
To ensure convergence of the matrix integral in (1.4), we assume that both µ and
k are given small positive imaginary parts +iε. The iε-prescription for k implies that
the integral over σ converges absolutely at infinity. Equivalently, one can slightly
tilt the integration contour in (1.4) away from the real slice h ⊂ hC of the Coulomb-
branch. The iε-prescription for µ implies that the integrand is everywhere regular
for real values of σ. As we review in Section 2.1, the double-sine sb(z) has a pole at
z = 0 which otherwise collides with the real axis in (1.4).
Lastly we include a phase factor exp(i η0) in the first line of (1.4). In general η0
depends on the data (G,Λ, µ, b) which enter the one-loop determinants, but not on
the level k. Even for the pure vector theory without matter, η0 is very delicate to
determine, as the phase of the partition function depends upon the choice of framing.
A careful discussion of the phase η0 for the pure vector theory6 appears in Chapter
7.2 of [16] (see also [63]), but we do not attempt to extend this analysis of η0 to the
general N = 2 supersymmetric Chern-Simons-matter theory. Our results therefore
apply to the integral in (1.4) only modulo an undetermined overall phase, which may
depend on the holomorphic parameters (µ, b). In practice, we often set η0 ≡ 0 to
avoid cluttering the notation. As will be clear in Section 2.3, this convention for η0
is not stable under renormalization group flow, and η0 is generically non-trivial.
When G = U(1), the formula for ZS3 simplifies to
ZS3 =
∫
R
dσ
2π
exp
[
ik
4π
σ2 + i ξ σ
]
·
n∏
j=1
sb
(
λj
2π
σ + µj
)
. (1.5)
Here we include the abelian FI parameter ξ, and we omit the product over positive
roots α ∈ ∆+ in (1.4). Each λj ∈ Z is now the charge of a corresponding chiral matter
multiplet. Like the real mass µ, the FI parameter ξ ≡ ξC is naturally complexified,
6Even for the pure vector theory, η0 depends non-trivially on b
2 = p/q.
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and the imaginary part of ξ encodes the R-charge of the monopole operator [95].
Again, this expression for ZS3 is only precise up to an overall phase.
The Parity Anomaly. In this paper we investigate two properties of the exact
expressions for ZS3 in (1.4) and (1.5). The first property is intimately related to the
global parity anomaly [9, 85, 86] for gauge theories in three dimensions and will be
well-known to many readers, but it provides a useful entry point to later analysis.
Let /DA be the Dirac operator for complex spinors in the representation Λ coupled
to the gauge field A. Microscopically, the global parity anomaly is the statement that
the determinant det( /DA), produced by the path integral over the matter fermions,
transforms with a minus sign under large, homotopically non-trivial gauge transfor-
mations. Given our topological assumptions on G, such gauge transformations are
classified by a winding-number w in π3(G) ≃ Z, and the determinant transforms by
det( /DA)
w7−→ (−1)c2(Λ)w · det( /DA) , w ∈ π3(G) ≃ Z . (1.6)
Here c2(Λ) is the quadratic Casimir of the matter representation Λ,
c2(Λ) =
n∑
j=1
c2(λj) ∈ Z , (1.7)
normalized so that c2(N) = 1 for the fundamental representation of SU(N). More
generally, the quadratic Casimir c2(g) = 2 hg of the adjoint representation is twice the
dual Coxeter number hg.7 For our conventions regarding c2(Λ), see Appendix A.8 As
reviewed in [97], the sign in (1.6) is given by a spectral flow for the Dirac operator
in three dimensions and can be determined by counting fermion zero-modes in the
background of a four-dimensional instanton configuration on S1 × S3. In the latter
case, the appearance of the quadratic Casimir is familiar.
The anomaly (1.6) in the sign of det( /DA) must be cancelled by the transformation
of another term in the Lagrangian under the large gauge transformation. The relevant
term is the Chern-Simons action itself,
CS(A) =
1
4π
∫
S3
Tr
(
A∧dA+ 2
3
A∧A∧A
)
∈ R/2πZ . (1.8)
7Recall hg = N for G = SU(N). The discussion ignores the gaugino in the N = 2 vector multi-
plet. Since c2(g) = 2 hg is even, the gaugino does not contribute to the parity anomaly.
8An extensive list of values for c2(Λ) for all simple Lie groups G and various irreducible repre-
sentations Λ can be found in Table 1 of [76].
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Figure 1: One-loop contribution to keff .
Under a large gauge transformation with winding-number w,
exp
[
i kCS(A)
]
w7−→ e 2πikw · exp
[
i kCS(A)
]
. (1.9)
The product of the determinant in (1.6) with the exponential in (1.9) is thus invariant
when the Chern-Simons level k is equal to 1
2
c2(Λ) modulo 1, or
k − 1
2
c2(Λ) ∈ Z . (1.10)
When c2(Λ) is odd, k ∈ 12 + Z must be a half-integer and cannot vanish. In this case,
because the Chern-Simons action is not invariant under orientation-reversal of S3,
parity is broken as the price to preserve gauge-invariance.
The parity anomaly can also be understood perturbatively. Consider the effective
action for the gauge field A which is obtained when the N = 2 matter multiplets
are integrated-out with large real masses |µj| ≫ 1. Through the one-loop Feynman
diagram with non-zero external momentum p in Figure 1, the fermions in the matter
multiplets generate an effective Chern-Simons interaction9 at level
keff = k − 12
n∑
j=1
c2(λj) sign(µj) . (1.11)
Here k is the bare Chern-Simons level in the classical Lagrangian before the matter
multiplets are integrated-out. Quantization of keff means that any corrections to k
can only arise at one-loop order, and the quadratic Casimir c2(λj) is associated to
the pair of vertices in the one-loop diagram.
Note that the shift in k depends upon the sign, but not the magnitude, of each
real mass parameter µj.10 The overall minus sign in (1.11) is the result of a delicate
9The cubic term in the Chern-Simons action arises from a similar one-loop diagram with three
external gauge fields at zero momentum.
10The sign of the real mass µ determines the sign of the fermion mass term. The corresponding
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computation, first performed for adjoint matter in [64]. As a check, for a complex
adjoint fermion with positive real mass µ > 0, the effective Chern-Simons level is
keff = k − hg according to (1.11). This shift by hg is twice the shift for a Majorana
fermion in the adjoint representation, determined by geometric quantization in [97].
The relation between the bare and effective Chern-Simons levels in (1.11) refines
the anomaly-cancellation condition on k in (1.10). As usual, gauge-invariance of the
effective Chern-Simons action requires keff ∈ Z to be an integer. If c2(Λ) ≡ 1 mod 2
is odd, the same is true for the signed sum on the right in (1.11), so k must be a
half-integer to ensure the integrality of keff .
For G = U(1), a similar version of (1.11) holds,
keff = k − 12
n∑
j=1
λ2j sign(µj) , (1.12)
where the quadratic Casimir is replaced by the square of the charge λj ∈ Z. Again,
k is half-integral and parity broken when the sum of charges
∑
λj is odd.
The parity anomaly is a fundamental feature of gauge theory in three dimensions,
and it is worth understanding in multiple ways.
As a warmup, we explain in Section 2 how the formulas for keff in (1.11) and (1.12)
can be obtained from the exact expression for the partition function in (1.4). Not
surprisingly, since the shift in k arises by integrating-out charged matter at one-loop,
the shift is hidden in the asymptotic behavior of the double-sine function sb(z) in the
integrand of ZS3. What is slightly surprising is that sb(z) has the correct asymptotic
behavior to reproduce not only the dependence of keff on the quadratic Casimir c2(λj),
but also the dependence on the sign of the real mass µj. Any dependence on the sign
of µj cannot be holomorphic, so agreement with (1.11) relies on a peculiar, though
well-known, property of the function sb(z).
Holomorphic Factorization. The parity anomaly is also related to a kind of
holomorphic/anti-holomorphic factorization for ZS3 in its dependence on the real
squashing parameter b. Factorization was first observed by Pasquetti [82] in the
special case G = U(1) and has since been studied in other examples [31, 55, 56, 78,
79, 91], typically with gauge group G = SU(N) or U(N) and fundamental or anti-
fundamental matter. See [17, 21, 30, 43] for several theoretical perspectives on the
factorization.
Let us state the basic factorization conjecture, due to the authors of [17]. Introduce
mass term for the scalar field in the N = 2 chiral multiplet is always positive, and both positive and
negative values for µ are perfectly sensible.
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parameters
q = e2πib
2
, q˜ = e2πi/b
2
, (1.13)
as well as
xj = e
2πµjb , x˜j = e
2πµj/b , j = 1, . . . , n . (1.14)
For b ∈ R+, q and q˜ define points on the unit circle in the complex plane. Precisely
for rational b2 ∈ Q, q and q˜ are roots of unity. Similarly for µ ∈ Rn, x and x˜ are
valued in the positive corner (R+)n.
More generally, ZS3 depends analytically on the pair (b, µ), so b and µ can be
allowed to take complex values. The parameters (q, q˜) are then complementary in
the following sense. When b2 lies in the upper half-plane, |q| < 1 takes values inside
the unit disc, and |q˜| > 1 takes values outside the unit disc. Conversely for Im(b2) < 0,
the roles of q and q˜ are reversed. Trivially, the pairs q↔ q˜ and x↔ x˜ are swapped
under the inversion b 7→ 1/b.
Factorization amounts to the claim that the partition function can be rewritten
as a finite sum of products11
ZS3 =
∑
m,n∈I
Gmn B
m(q, x) B˜n(q˜, x˜) , (1.15)
if k ∈ 1
2
Z obeys the anomaly-cancellation condition in (1.10). Here m,n take values
in a finite index set I, which depends upon the gauge theory data (G,Λ, k, µ, ξ).
In general, Gmn and Bm also depend upon this data, with only the dependence on
the squashing parameter b indicated explicitly. Thus Gmn is independent of b, and
Bm(q, x) depends on b as a convergent q-hypergeometric series in the variables (q, x);
likewise for B˜n(q˜, x˜). Invariance of ZS3 under b 7→ 1/b implies that Gmn is symmetric
in the indices m,n.
The formula for ZS3 in (1.15) resembles the conformal-block decomposition for the
partition function of a two-dimensional rational conformal field theory. Following [17],
we refer to the functions Bm(q, x) as the “blocks” of the gauge theory. As emphasized
in [17] and as we review in Section 2.2, the block decomposition of ZS3 is subtle,
since both Bm(q, x) and B˜n(q˜, x˜) have a natural boundary of holomorphy on the unit
circle |q| = |q˜| = 1. Though ZS3 is well-defined for these values of q and q˜, the blocks
11Sometimes ‘holomorphic factorization’ refers more literally to the situation in which a sum such
as (1.15) has only a single term. We prefer the more expansive notion, relevant when the partition
function is the norm-square of a holomorphic section of a higher-rank, hermitian vector bundle.
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themselves are only defined for values |q| < 1 and |q˜| > 1, or vice versa. Nonetheless,
from the analytical perspective, the block decomposition in (1.15) provides a very
concrete, precise conjecture about the structure of the matrix integral in (1.4).
In this paper, our purpose is to verify the factorization conjecture directly for
general gauge groups G and weight-multiplicity-free representations Λ. Along the
way, we derive explicit expressions for the blocks in low rank, eg. when G = SU(2),
SU(3), Spin(4), Spin(5), and G2, and for various matter representations.
Most attempts to establish the block decomposition rely upon the holomorphy
of the integrand in (1.4) and the residue theorem.12 Our proof will be no different,
though we will use the multi-dimensional residue theorem to streamline computations.
Textbook discussions of the multi-dimensional residue theorem appear in [50,93], and
our workhorse version of the residue theorem is proven in [83, 94]. In Section 5 we
provide an independent, physically-motivated derivation of the latter theorem using
finite-dimensional Grassmann integration, extending the ideas in [14]. A very similar
application of higher-dimensional residues to the evaluation of a sigma model partition
function has appeared in [48].
The main technical advance in our work is not the use of the multi-dimensional
residue theorem per se. Rather, it is to provide a correct justification for the use
of the residue theorem at all. As emphasized very clearly in [21], and as we review
in Section 3, the standard contour manipulations used to reduce the evaluation of
ZS3 to a residue calculation are valid only in the special case of “maximally chiral”
Chern-Simons-matter theories, which have sufficiently small |k| bounded in terms of
Λ.13 Otherwise when |k| is large, the classical Gaussian factor in the first line of (1.4)
simply obstructs the usual step of closing the integration contour for σ in the upper
or the lower half-plane to apply the residue theorem.
To avoid this problem, we play a familiar field theory trick: very massive chiral
matter can be integrated both out and in. According to the formula in (1.11), a Chern-
Simons-matter theory at level k > 0 with representation Λ is equivalent to another
Chern-Simons-matter theory at level k′ = 0 with representation Λ⊕ Λ′. Here Λ′ is
any representation satisfying 1
2
c2(Λ′) = k, and we eventually take the associated real
mass µ′ → −∞ to decouple all effects of the extra chiral matter beyond the one-loop
shift from k′ = 0 to k. By integrating-in auxiliary chiral multiplets and performing
a judicious swap of limits, we reduce the general Chern-Simons-matter theory to the
12But see [35] for a very elegant, TQFT-style proof of the block decomposition for rational b2 ∈ Q.
13Eg. if G = U(N) and Λ = Na+⊕Na− is the direct sum of a+ copies of the fundamental and a−
copies of the anti-fundamental representation, the “maximally chiral” condition is |k| < 12 |a+ − a−|.
This bound on k is very restrictive and incompatible with the classical limit k →∞.
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“maximally chiral” case, for which the elementary residue calculus applies to the
matrix integral in (1.4).
That said, though the idea for our trick comes directly from quantum field theory,
we work exclusively with well-defined, finite-dimensional integrals throughout.
The Plan of the Paper. We begin in Section 2 by reviewing the definition and
analytic properties of the double-sine function sb(z). As a small application, we use
these results in combination with the exact formula for ZS3 to rederive the one-loop
shift (1.11) of the Chern-Simons level, which in turn implies the parity anomaly. Our
derivation is probably more useful when run in the opposite direction, insofar as the
parity anomaly provides the raison d’etre for an otherwise unusual feature of the
double-sine function.
Next in Section 3, we explain where naive attempts to use the residue theorem
to prove the factorization conjecture fail. We illustrate the main difficulty in the
elementary case G = U(1).
In Section 4, we show how to salvage the residue calculus by integrating-in massive
chiral matter to reduce to level k′ = 0. In this degenerate situation, convergence of
the localization integral (1.4) over the Cartan subalgebra h is delicate. We provide
criteria in Section 4.3 under which the integral converges when the Chern-Simons
level vanishes. In Section 4.4 we examine the convergence criteria for supersymmetric
QCD with gauge groups of type SU, Sp, and SO. We find that the integral in (1.4)
diverges precisely when supersymmetry is spontaneously-broken in the same theory
on R1,2. We do not have a theoretical explanation for this coincidence, but it seems
worthy of further investigation.
In Section 5 we prove a general version of the multi-dimensional residue theorem
for complex manifolds M with boundary. This theorem interpolates between the
Cauchy residue formula and the celebrated Bott residue formula [24]. The proof is
based upon the finite-dimensional supersymmetric integral in [14], but that integral
must be modified to preserve supersymmetry when the boundary ∂M is non-empty.
We deduce further consequences when ∂M admits a ‘polyhedral decomposition,’ a
geometric notion introduced here implying a certain stratification of ∂M by CR-
submanifolds. The canonical example occurs whenM ≃ Σ1 × · · · × Σn is analytically
isomorphic to a product of Riemann surfaces, with ∂Σj ≃ S1 for each j. When each
factor Σj ∼= ∆ is a disk and the integrand admits a suitable meromorphic structure,
the result is a sum of Jeffrey-Kirwan [62] residues. In Section 5.4 we illustrate combi-
natoric features of the multi-dimensional residue theorem with elementary examples.
Finally in Section 6, we combine the technical results in Sections 4 and 5 to
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demonstrate holomorphic factorization for ZS3. This result relies upon the existence
of a suitable configuration of ‘Jordan divisors’ in M ⊂ hC ≡ h⊗C, and much of our
work in Section 6 is devoted to producing these divisors. Along the way, in Section
6.2 we discuss some general features of Jeffrey-Kirwan residues, and in Section 6.4 we
perform explicit computations of the blocks Bm(q, x) for the rank-two gauge groups
SU(3), G2, Spin(4), Spin(5), as well as SU(N), with various matter representations.
Some of our formulas have appeared previously in the literature, but others are new.
The paper includes three appendices.
In Appendix A, we record our Lie algebra conventions, including the normalization
convention for the quadratic Casimir c2 so that the one-loop formula in (1.11) holds
universally.
In Appendix B, we prove an elementary lemma about hyperplane arrangements
and convex polytopes. This lemma is used in the discussion in Section 6.2 of Jordan
divisors for gauge groups G with rank larger than two.
In Appendix C, we discuss the asymptotics under analytic continuation in k for
torus knot observables in SU(2) Chern-Simons-matter theories. Though not directly
related to the parity anomaly or holomorphic factorization, this material fits broadly
with our theme and is perhaps useful to include. Surprisingly, at least for torus knots,
the chiral matter does not change the qualitative behavior deduced for the colored
Jones polynomial in [53, 54, 77].
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2 Parity Anomaly From Double-Sine
We begin in Sections 2.1 and 2.2 by reviewing the definition and properties of the
double-sine function sb(z). The essential notion goes back over a century to Barnes
[12, 13], with more recent revivals in [40, 69, 70, 90]. For additional discussion about
the double-sine, see for instance the relevant portions of [26, 27]. A complete review
appears in [71].
In Section 2.3, we combine these properties of sb(z) with the exact formula for
ZS3 to rederive the one-loop renormalization of the Chern-Simons level in (1.11).
This feature of ZS3 is well-known to experts and for unitary gauge groups has been
previously observed in [5, 20, 95].
2.1 Definition of the Double-Sine Function
The double-sine function admits a variety of analytic expressions which could be
used as a definition. We will begin with the expression which appears naturally in
the localization computation leading to (1.4),
sb(z) ∼
∏
m,n≥0
(m+ 1) b+ (n+ 1) b−1 + i z
m b + n b−1 − i z , b ∈ R+ , z ∈ C . (2.1)
Because the double-sine arises from a one-loop determinant, sb(z) is expressed as an
infinite product over a pair of positive integers m,n ≥ 0. This infinite product does
not converge for any value of z and hence is only a formal expression. We emphasize
this fact by using the symbol ‘∼’ in (2.1) rather than an equality.
The true meaning of the product formula in (2.1) is that sb(z) will be defined as
a meromorphic function of z with zeroes and poles at the locations below,
zeroes of sb(z) : z∗ = i (m+ 1) b + i (n+ 1) b−1 , m, n ≥ 0 ,
poles of sb(z) : z∗ = −im b − i n b−1 .
(2.2)
See Figure 2 for a sketch. For b > 0 real, all zeroes of sb(z) lie along the positive
imaginary axis, and all poles lie along the negative imaginary axis, including the
origin. For irrational b2 /∈ Q, the zeroes and poles are moreover simple. Otherwise, if
b2 ∈ Q is rational, each zero or pole at z∗ has the same multiplicity as the number of
positive integral pairs (m,n) satisfying the relations in (2.2). Later in Sections 3 and
4, we assume the generic case b2 /∈ Q precisely to avoid thorny arithmetic associated
to higher-order poles in sb(z).
Once the zeroes and poles are fixed, sb(z) is determined up to multiplication by
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Rz
×
× −ib−1
× −ib
× −ib− ib−1
× −ib− 2ib−1
0
ib+ ib−1
ib+ 2ib−1
2ib+ ib−1
2ib+ 2ib−1
Figure 2: Zeroes (◦) and poles (×) of sb(z) for b ∈ R+. All zeroes and poles are simple
when b2 /∈ Q. The points z = ib and z = ib−1 are neither zeroes nor poles.
a non-vanishing entire function of z. Equivalently, sb(z) will be determined once
its asymptotic behavior as |z| → ∞ is fixed. From either perspective, to define sb(z)
honestly as a meromorphic function, the infinite product in (2.1) must be regularized.
We consider the logarithm, again a formal expression,
ln sb(z) ∼
∑
m,n≥0
ln
[
(m+ 1) b+ (n+ 1) b−1 + i z
]
− ln
[
mb + n b−1 − i z
]
. (2.3)
In logarithmic form, the divergence of the sum over m and n on the right in (2.3)
is clear. To obtain an absolutely-convergent series, we differentiate the summand
successively with respect to z, so that
∂
∂z
ln sb(z) ∼
∑
m,n≥0
i
[(m+ 1) b+ (n+ 1) b−1 + i z]
+
i
[mb + n b−1 − i z] , (2.4)
and
∂2
∂z2
ln sb(z) =
∑
m,n≥0
1
[(m+ 1) b+ (n+ 1) b−1 + i z]2
− 1
[mb + n b−1 − i z]2 ,
=
∑
m,n≥0
−
[
(2m+ 1) b+ (2n+ 1) b−1
][
b+ b−1 + 2iz
]
[
mb + n b−1 − i z
]2 [
(m+ 1) b+ (n+ 1) b−1 + i z
]2 .
(2.5)
In passing to the second line of (2.5), we just evaluate the difference in the first
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line. Evidently, the series for the would-be second-derivative of ln sb(z) does converge
absolutely and uniformly on compact subsets of C, since the denominator in the
summand grows quartically for large m,n≫ 1 and fixed z, while the numerator only
grows linearly.
Although the formal product formula in (2.1) does not actually define sb(z), the
convergent series in (2.5) does define the second-derivative of ln sb(z). Thus
ln sb(z) = C0,b + C1,b z + Fb(z) , (2.6)
where C0,b and C1,b are undetermined constants, possibly depending upon b, and Fb(z)
is obtained by integrating the holomorphic function in (2.5) twice with respect to z.14
Note that Fb(z) satisfies
F1/b(z) = Fb(z) , (2.7)
as the series in (2.5) is manifestly invariant under the inversion b 7→ 1/b. If C0,b and
C1,b are themselves invariant under b 7→ 1/b, the double-sine obeys
s1/b(z) = sb(z) , (2.8)
ensuring that ZS3 in (1.4) and (1.5) is invariant as well.
The constants C0,b and C1,b describe potentially b-dependent renormalizations of
the partition function on S3, in the sense that any choices for these constants can
be absorbed into the definitions of other constants already appearing in our formula
for ZS3. From (1.4) and (1.5), the constant C0,b can be absorbed into the overall
normalization of ZS3, and the constant C1,b can be absorbed into the definition of the
abelian FI parameter ξ. When G is non-abelian and simple, no FI term is present,
and C1,b simply cancels out in the product over weights of Λ in (1.4).
The values of the constants C0,b and C1,b can be fixed in various ways. The
standard approach is to use the Barnes double-zeta function
ζ2(s, x
∣∣∣ω1, ω2) = ∑
m,n≥0
(mω1 + nω2 + x)
−s , (2.9)
depending on non-zero parameters ω1, ω2 6= 0. For Re(s) > 0 sufficiently large, the
sum on the right is absolutely-convergent for all values of x. Otherwise, the definition
of ζ2 is extended to other values of s by analytic continuation, with simple poles at
14For instance, the integration can be accomplished by using the Taylor expansion of the series in
(2.5) about a specified point in the z-plane. The choice of the point is absorbed into the constants
C0,b and C1,b.
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s = 1, 2.
The Barnes double-zeta function is a generalization of the classical Hurwitz zeta
function
ζ(s, x) =
∑
n≥0
(n+ x)−s . (2.10)
Specifically, by analogy to (2.9) set
ζ1(s, x
∣∣∣ω) = ∑
n≥0
(nω + x)−s . (2.11)
Then immediately,
ζ1(s, x
∣∣∣ω) = ω−s ζ(s, x/ω) . (2.12)
For later reference, recall also the Hurwitz zeta identity
ζ(0, x) =
1
2
− x . (2.13)
With the Barnes double-zeta function, we next introduce the Barnes double-
gamma function15
Γ2(x
∣∣∣ω1, ω2) = exp
[
∂
∂s
ζ2(s, x
∣∣∣ω1, ω2)∣∣∣
s=0
]
,
∼ ∏
m,n≥0
1
(mω1 + nω2 + x)
.
(2.14)
As suggested by the formal product representation in the second line of (2.14), Γ2 is
a non-vanishing meromorphic function of x with poles at the locations
x∗ = −mω1 − nω2 , m, n ≥ 0 . (2.15)
If the ratio ω2/ω1 /∈ Q is irrational, each pole is simple. Otherwise, the poles have
the multiplicities given by the product formula.
The definition (2.14) of the double-gamma function should be compared to the
Lerch formula for the classical Euler gamma function
Γ(x) =
√
2π exp
[
∂
∂s
ζ(s, x)
∣∣∣
s=0
]
, (2.16)
15Our normalization of Γ2 follows the modern convention, which differs from that of Barnes.
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written in terms of the Hurwitz zeta. To make the comparison precise, let us introduce
Γ1(x
∣∣∣ω) = exp[ ∂
∂s
ζ1(s, x
∣∣∣ω)∣∣∣
s=0
]
. (2.17)
From (2.12) and (2.17), we see that Γ1 is related to the classical gamma function by
an elementary multiplicative factor,
Γ1(x
∣∣∣ω) = ω−ζ(0,x/ω)√
2π
· Γ
(
x
ω
)
=
ω(x/ω)√
2πω
· Γ
(
x
ω
)
. (2.18)
In passing to the second equality, we apply the Hurwitz zeta identity in (2.13).
Comparing the product formulas in (2.1) and (2.14), the double-sine function sb(z)
can now be defined as the ratio of double-gamma functions
definition sb(z) :=
Γ2
(
−i z
∣∣∣ b, b−1)
Γ2
(
i z + Q
∣∣∣ b, b−1) , Q ≡ b + b−1 . (2.19)
With this definition, sb(z) is meromorphic with zeroes and poles at the correct lo-
cations (2.2) and with the correct multiplicities. Implicitly, the formula in (2.19)
specifies a choice for the renormalization constants C0,b and C1,b in (2.6).
The double-sine sb(z) is manifestly symmetric under the exchange of b and b−1 as
in (2.8). Also under inversion of z,
inversion sb(−z) = 1
sb(z + i Q)
, Q ≡ b + b−1 . (2.20)
Trivially from the definition (2.19), we have the special value
sb
(
i
2
Q
)
= 1 . (2.21)
Before proceeding, let us mention one reason for the name ‘double-sine’. By com-
parison to (2.19),
Γ1(x
∣∣∣ω) · Γ1(ω − x ∣∣∣ω) = 12π Γ
(
x
ω
)
· Γ
(
1− x
ω
)
,
=
1
2 sin(πx/ω)
.
(2.22)
Here we use the relation of Γ1 to the Euler gamma function in (2.18), along with the
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reflection formula
Γ(x) Γ(1− x) = π
sin(πx)
. (2.23)
The quotient of double-gamma functions in the definition of sb(z) serves as the proper
generalization of the single-gamma reflection identity (2.22) in which an ordinary sine
enters.
Alternative Definitions. Many cousins to the double-sine function also appear
in the literature, so the reader must take care with conventions. Among popular
variants, the non-compact quantum dilogarithm eb(z) [41] is related to sb(z) by
sb(z) =
exp
[
πi
2
(
z2 − i Q z + 1
6
(1 +Q2)
)]
eb (z − i Q/2) , Q ≡ b+ b
−1 . (2.24)
The G-function G(ω1, ω2; z) of Ruijsenaars [87] is related by
sb(z) = G(−ib,−i/b;−i z −Q/2) . (2.25)
The hyperbolic gamma function Γh(z;ω1, ω2) of van de Bult [26] is related by
sb(z) = Γh(−i z; b, 1/b) . (2.26)
Finally, the function wb(z) considered in [27] is related by
sb(z) = wb(z − i Q/2) . (2.27)
2.2 Properties of the Double-Sine Function
We require two further properties of sb(z). The first property concerns the value of
the residue at each pole (2.2) along the negative imaginary axis. The second property
concerns the asymptotic behavior as |z| → ∞. Both properties will be essential for
our analysis of the partition function ZS3.
Quasi-periods and Residues. We return to the Barnes double-zeta function in
(2.9). Trivially, by rearranging terms in its defining sum, the Barnes double-zeta
function obeys
ζ2(s, x+ ω1
∣∣∣ω1, ω2) − ζ2(s, x ∣∣∣ω1, ω2) = −ζ1(s, x ∣∣∣ω2) ,
ζ2(s, x+ ω2
∣∣∣ω1, ω2) − ζ2(s, x ∣∣∣ω1, ω2) = −ζ1(s, x ∣∣∣ω1) . (2.28)
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Taking derivatives with respect to s in (2.28), we find that the double-gamma function
in (2.14) satisfies the multiplicative relation
Γ2(x+ ω1
∣∣∣ω1, ω2) = Γ2(x
∣∣∣ω1, ω2)
Γ1(x
∣∣∣ω2) ,
Γ2(x+ ω2
∣∣∣ω1, ω2) = Γ2(x
∣∣∣ω1, ω2)
Γ1(x
∣∣∣ω1) .
(2.29)
The definition of sb(z) in (2.19), along with the reflection formula in (2.22), then
implies the quasi-periodic transformation
quasi-periods
sb(z + i b) = −2i sinh(πbz) · sb(z) ,
sb(z + i b
−1) = −2i sinh(πb−1z) · sb(z) .
(2.30)
By applying the quasi-periodic transformations in succession, we deduce
sb(z + i Q) = 2i sinh(πbz) · sb(z + ib−1) , Q ≡ b+ b−1 ,
= 4 sinh(πbz) sinh(πb−1z) · sb(z) .
(2.31)
For the sign in the first line of (2.31), note that sinh(πb(z + ib−1)) = − sinh(πbz).
Combining the expression for sb(z+ iQ) in (2.31) with the inversion formula in (2.20),
we obtain a product formula
sb(z) · sb(−z) = 14 sinh(πbz) sinh(πb−1z) . (2.32)
The function sb(z) has a simple pole at z = 0 with residue r and hence a Laurent
expansion
sb(z) =
r
z
+ regular , |z|2 ≪ 1 . (2.33)
The leading singularity at z = 0 on the right in (2.32) then determines
r2 = − 1
4π2
=⇒ r = ± i
2π
. (2.34)
The sign of the residue apparently requires more effort to fix, so we just quote the
literature:
Res
[
sb(z)
]
z=0
=
i
2π
. (2.35)
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The quasi-periods in (2.30) then imply the special values
special values sb(i b) = b , sb(i b
−1) = b−1 . (2.36)
The quasi-periodic transformations in (2.31) can be iterated to evaluate the residue
of sb(z) at any other pole. By a small computation, for each m,n ≥ 0,
sb(z + im b+ i n b−1)
sb(z)
= (−1)mn+m+n im+n×
×
m−1∏
u=0
[
2 sinh(πb(z + i u b))
]
·
n−1∏
v=0
[
2 sinh
(
πb−1(z + i v b−1)
) ]
.
(2.37)
Alternatively, when the relation in (2.37) is read backwards,
sb(z − im b− i n b−1)
sb(z)
= (−1)mn im+n×
×
m∏
u=1
[
2 sinh(πb(z − i u b))
]−1 · n∏
v=1
[
2 sinh
(
πb−1(z − i v b−1)
) ]−1
.
(2.38)
From (2.35) and (2.38), the residue of sb(z) at each pole on the imaginary axis is then
residues[
m,n ≥ 0
] Res
[
sb(z)
]
z=−im b−i n b−1 = (−1)
mn+m+n · i
2π
×
×
m∏
u=1
[
1
2 sin(π b2 u)
]
·
n∏
v=1
[
1
2 sin(π b−2 v)
]
.
(2.39)
Note that the product on the right in (2.39) is finite for all m,n ≥ 0 so long as b2 /∈ Q
is irrational, meaning the poles of sb(z) are simple. Otherwise, the product diverges
at the special poles of sb(z) with higher degree, due to the vanishing of sin(πub2) or
sin(πvb−2) for appropriate u, v.
q-Pochhammer Symbols. Both the quasi-periodicity relation in (2.37) and the
residue formula in (2.39) are frequently rewritten in the language of q-Pochhammer
symbols. This notation is useful for emphasizing the algebraic as opposed to analytic
properties of the double-sine function, so we briefly recall it.
Given an integer N ≥ 1, define the polynomial
(a; q)N :=
N−1∏
t=0
(
1− a qt
)
= (1− a) (1− a q) · · ·
(
1− a qN−1
)
. (2.40)
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By convention (a; q)0 = 1, and an important special case will be
(q; q)N =
N∏
t=1
(
1− qt
)
= (1− q)
(
1− q2
)
· · ·
(
1− qN
)
. (2.41)
The finite product in (2.40) can be extended to an infinite product
(a; q)∞ =
∞∏
t=0
(
1− a qt
)
, (2.42)
which converges to a holomorphic function of a, q ∈ C when |q| < 1. Thus (a; q)N can
be rewritten as the quotient
(a; q)N =
(a; q)∞
(aqN ; q)∞
. (2.43)
This expression for (a; q)N also makes sense for negative values of N , so we set
(a; q)−N : =
(a; q)∞
(aq−N ; q)∞
=
1
(a q−N ; q)N
=
N∏
t=1
1
(1− a q−t) ,
=
1
(1− a q−1) (1− a q−2) · · · (1− a q−N) .
(2.44)
For example,
(a; q)1 = (1− a) ,
(a; q)−1 =
1
(1− a q−1) ,
(a; q)2 = (1− a) (1− a q) ,
(a; q)−2 =
1
(1− a q−1) (1− a q−2) .
(2.45)
As their essential feature, both the positive and the negative q-Pochhammer symbols
(a; q)±N for finite N are rational functions of q.
With some rearrangement of factors in (2.44), the negative q-Pochhammer symbol
can be alternatively recast
(a; q)−N =
(
−1
a
)N
· q
N(N+1)/2
(q/a; q)N
, N > 0 . (2.46)
Also worth remarking for its modular behavior, the infinite Pochhammer symbol
(a; q)∞ is directly related to the Dedekind eta-function
η(τ) := q1/24
∞∏
t=1
(
1− qt
)
= q1/24 (q; q)∞ , q = e
2πiτ . (2.47)
21
In the language of q-Pochhammer symbols, the quasi-periodicity formula (2.37)
becomes more succinctly
sb(z + im b+ i n b−1)
sb(z)
= (−1)mn im+n×
×
[
e−πbmz q−m(m−1)/4
(
e2πbz ; q
)
m
]
·
[
e−πnz/b q˜−n(n−1)/4
(
e2πz/b; q˜
)
n
]
,
(2.48)
where we recall the identifications
q = e2πib
2
, q˜ = e2πi/b
2
. (2.49)
We omit the derivation of the formula in (2.48), which follows from the identity
2 sinh(x) = ex(1− e−2x), the definition of the q-Pochhammer symbol, and elementary
algebraic manipulations.
Beyond its brevity, the q-Pochhammer expression for the double-sine function
sb(z + im b+ i n b−1) has two virtues. In the preceding quasi-periodicity formulas
(2.37) and (2.38), the integers m and n are both assumed positive, as the behavior of
sb(z) depends upon whether z shifts up or down the imaginary axis. By contrast, the
q-Pochhammer formula in (2.48) reproduces not only (2.37) but also (2.38), after the
naive reflection (m,n) 7→ (−m,−n). Hence the q-Pochhammer expression in (2.48) is
correct for both positive and negative values of m,n. Moreover, we already see from
(2.48) the beginning of the desired holomorphic factorization for ZS3.
Reflecting (m,n) and taking the limit z → 0 in (2.48), we obtain a q-Pochhammer
formula for the residues of the double-sine function,
Res
[
sb(z)
]
z=−im b−i n b−1 = (−1)
mn+m+n im+n · i
2π
×
×
[
q−m(m+1)/4
(
1; q
)
−m
]
·
[
q˜−n(n+1)/4
(
1; q˜
)
−n
]
, m, n ≥ 0 .
(2.50)
By the q-Pochhammer identity in (2.46) with a = 1, the residue can be rewritten in
the slightly more transparent fashion below,
residues[
m,n ≥ 0
]
Res
[
sb(z)
]
z=−im b−i n b−1 = (−1)
mn im+n · i
2π
×
×
qm(m+1)/4(
q; q
)
m
 ·
 q˜n(n+1)/4(
q˜; q˜
)
n
 . (2.51)
Expressing (q; q)m and (q˜; q˜)n in terms of products of sines, one can readily check
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that the result in (2.51) reproduces the previous version (2.39) of the residue formula.
According to (2.51), each residue of sb(z) is a rational function of q1/2 and q˜1/2, with
poles at roots of unity in the complex q- (resp. q˜-) plane.16 The q-Pochhammer
residue formula will be our workhorse in the analysis of holomorphic factorization.
Integral Representation and Asymptotics. To apply the residue calculus to
the partition function in (1.4), we require information not only about the poles and
residues of sb(z) but also about the asymptotic behavior as |z| → ∞. The latter
knowledge is crucial for understanding which contour manipulations of the matrix
integral are allowed.
The asymptotic behavior of sb(z) for large z ∈ C is most easily deduced from yet
another representation of the double-sine function, this time in terms of the integral
sb(z) = exp
i ∫ ∞
0
du
u
 sin
(
2u
(
z − i
2
Q
))
2 sinh(bu) sinh(u/b)
− z −
i
2
Q
u
 ,
0 < Im(z) < Q , Q ≡ b+ b−1 .
(2.52)
The integral formula for sb(z) is originally due to Ruijsenaars [87] and is reviewed in
Chapter 2 of [26], where the reader can find a proof of (2.52).17
Let us discuss the domain of parameters in which the integral representation for
sb(z) is valid. The variable u runs over the positive half-line [0,∞), so the expression
in (2.52) must be integrable near both u = 0 and u =∞. For u≪ 1, the integrand
behaves to leading-order like u2 (the poles of the respective terms in parentheses
cancel), so integrability near u = 0 is assured. Otherwise, if we require the second
term in the argument of (2.52) to decay exponentially as u→∞, the imaginary part
of z must be bounded above and below by 0 < Im(z) < Q. Precisely within this strip
depicted in Figure 3, sb(z) is both regular and non-vanishing, consistent with the
presentation in (2.52).
The asymptotics of sb(z) become clearer after some manipulation of the integral
Ib(z) =
∫ ∞
0
du
u
 sin
(
2u
(
z − i
2
Q
))
2 sinh(bu) sinh(u/b)
− z −
i
2
Q
u
 . (2.53)
Because the integrand is an even function of u, the integration domain can be unfolded
16Recall that q and q˜ lie on the unit circle precisely when b > 0 is real. As mentioned earlier, the
higher-order poles in sb(z) occur for rational values of b
2, for which q and q˜ are roots of unity.
17Again, neither the conventions in [26] nor [87] agree precisely with ours, so some translation is
required to read these works.
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Rz
ib+ ib−1
×
0
Figure 3: Strip 0 < Im z < Q ≡ b+ b−1 in which the integral representation of sb(z)
is valid.
to the real-line and Ib(z) written more symmetrically as the principal-value integral
Ib(z) =
1
2
P
∫
R
du
u
 e2iu(z− i2Q)
2i sinh(bu) sinh(u/b)
− z −
i
2
Q
u
 . (2.54)
As usual,
P
∫
R
• := lim
ε→0
[ ∫ ∞
ε
• +
∫ −ε
−∞
•
]
. (2.55)
To simplify Ib(z) still further, consider the contour denoted by R + iε in Figure
4. This contour includes a small semi-circular detour of radius ε around the origin
in the upper half-plane. If a meromorphic function f(u) is symmetrically-integrable
about the origin, meaning that the Laurent expansion of f(u) has singular terms18
with exclusively odd degree in u, then
P
∫
R
du f(u) =
∫
R+iε
du f(u) + iπRes
[
f(u)
]
u=0
. (2.56)
Here the contribution from the small semi-circle in Figure 4 has been added and
subtracted to the right-side of (2.56) in the limit ε→ 0. When applied to the formula
for Ib(z) in (2.54), we obtain
Ib(z) = − i4
∫
R+iε
du
u
· e
2iu(z− i2Q)
sinh(bu) sinh(u/b)
− π
2
[(
z − i
2
Q
)2
+
1
12
(
b2 + b−2
)]
. (2.57)
18Eg. f(u) = c−5 u
−5 + c−3 u
−3 + c−1 u
−1 + c0 + · · · .
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0
ε
Figure 4: The contour R+ iε in the complex u-plane.
By shrinking the contour at infinity, we note that
∫
R+iε du/u
2 = 0 for the second term
in (2.54).
With the new expression (2.57) for Ib(z), the double-sine function can be presented
more conveniently in terms of the contour integral
sb(z) = exp
[
i Ib(z)
]
,
= exp
−iπ
2
(
(z − i
2
Q)2 +
1
12
(b2 + b−2)
)
+
1
4
∫
R+iε
du
u
e2iu(z−
i
2
Q)
sinh(bu) sinh(u/b)
 , (2.58)
again valid within the strip 0 < Im(z) < Q. We assume that b2 /∈ Q is generic, so
that the integrand in (2.58) has simple poles along the imaginary axis at u∗ = iπmb
or u∗ = iπm/b for integer m 6= 0, along with a triple pole at u∗ = 0.
The asymptotic behavior of sb(z) for |z| → ∞ now depends upon whether the real
part of z is positive or negative. If Re(z) > 0, the integral over R+ iε in (2.58) can
be evaluated by closing the contour in the upper half of the u-plane and applying the
residue theorem. After a small calculation,
∫
R+iε
du
u
e2iu(z−
i
2
Q)
sinh(bu) sinh(u/b)
=
∞∑
m=1
4
m
[
e−2πmbz
1− e−2πimb2 +
e−2πmz/b
1− e−2πim/b2
]
, Re(z) > 0 .
(2.59)
Therefore in terms of the parameters q and q˜, the argument of the exponential in
(2.58) has the series expansion
ln sb(z) = −iπ2
[
(z − i
2
Q)2 +
1
12
(b2 + b−2)
]
+
+
∞∑
m=1
1
m
[
e−2πmbz
1− q−m +
e−2πmz/b
1− q˜−m
]
, Re(z) > 0 .
(2.60)
When the real part of z is negative, the contour in (2.59) must be closed in the lower
half of the u-plane. From Figure 4, we see that the pole at u∗ = 0 also contributes to
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the residue computation in this case,
∫
R+iε
du
u
e2iu(z−
i
2
Q)
sinh(bu) sinh(u/b)
= 4πi
[(
z − i
2
Q
)2
+
1
12
(
b2 + b−2
)]
+
+
∞∑
m=1
4
m
[
e 2πmbz
1− e 2πimb2 +
e 2πmz/b
1− e 2πim/b2
]
, Re(z) < 0 .
(2.61)
The quadratic expression on the first line of (2.61) is the contribution from the pole
at u∗ = 0. Hence in contrast to (2.60),
ln sb(z) = +
iπ
2
[
(z − i
2
Q)2 +
1
12
(b2 + b−2)
]
+
+
∞∑
m=1
1
m
[
e 2πmbz
1− qm +
e 2πmz/b
1− q˜m
]
, Re(z) < 0 .
(2.62)
The expressions in (2.60) and (2.62) are exact for z in the strip 0 < Im(z) < Q,
so we deduce the asymptotic behavior
asymptotics
sb(z) =|z|→∞

exp
[
− iπ
2
(
(z − i
2
Q)2 + 1
12
(b2 + b−2)
)
+ o(1)
]
, Re(z) > 0 ,
exp
[
+ iπ
2
(
(z − i
2
Q)2 + 1
12
(b2 + b−2)
)
+ o(1)
]
, Re(z) < 0 ,
(2.63)
up to exponentially-small, o(1)-contributions from the respective series in (2.60) and
(2.62). This result is worthy of several remarks.
1. The asymptotic behavior of sb(z) as |z| → ∞ depends upon the sign of the real
part of z and is not analytic in z. Even for an entire function such as sinh(z),
the asymptotic expansion as |z| → ∞ may jump between sectors in the complex
z-plane. The non-analytic behavior in (2.63) will ultimately be responsible for
the non-analytic dependence on the sign of the real mass in the one-loop formula
(1.11) for the effective Chern-Simons level keff .
2. The definition of sb(z) in (2.19) amounts to a specific choice for the constants
C0,b and C1,b in (2.6). With some other choice, the double-sine function is
renormalized as
sb(z) 7−→ exp
[
∆C0,b +∆C1,b z
]
· sb(z) . (2.64)
Comparing to (2.63), we see that the leading, quadratic dependence on z in the
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argument of the exponential is determined independently of the choice for C0,b
and C1,b, whereas the subleading asymptotic behavior of sb(z) depends on the
renormalization scheme.
3. The double-sine function grows or decays very rapidly as |z| → ∞, at the rate
of the Gaussian exp(iz2). Here we model the Gaussian, including the ‘i’, on the
effective Chern-Simons term in the matrix integral (1.5). However, the sectors
of asymptotic growth vs. decay differ sharply between the Gaussian and the
double-sine, due to the non-analytic behavior in (2.63). As illustrated in Figure
5, the classical Gaussian exp(iz2) vanishes when z →∞ in the first and third
quadrants of the complex plane. By contrast, sb(z) vanishes when z →∞ in
the lower half-plane. In the complements to these regions, the Gaussian and
the double-sine respectively diverge as z →∞.
R
(a) exp(iz2)
R
(b) sb(z)
Figure 5: Asymptotic behavior of the Gaussian exp(iz2) versus the double-sine sb(z).
Along rays in the shaded quadrants, the functions decay rapidly as z →∞.
q-q˜ Decomposition. The respective series expansions for ln sb(z) in (2.60) and
(2.62) imply a factorization in the dependence on (q, q˜) of the sort required for the
factorization of ZS3 in (1.15).
For later use in Sections 3 and 4, we introduce a decomposition of the double-sine
sb(z) with argument
z = µ + i (M + ν) b + i (N + ν˜) b−1 , (2.65)
where
µ , ν , ν˜ ∈ R , M,N ∈ Z , 0 ≤ ν, ν˜ < 1 . (2.66)
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By the quasi-periodicity relation in (2.48),
sb(z) = (−1)MN iM+N e−iπ(M ν˜+N ν)×
×
[
e−πMµb · q− 14M(M−1+2ν)
(
e2π(µb+ i ν˜) qν ; q
)
M
]
×
×
[
e−πNµ/b · q˜− 14N(N−1+2ν˜)
(
e2π(µ/b+ i ν) q˜ν˜ ; q˜
)
N
]
×
× sb
(
µ + i ν b + i ν˜ b−1
)
.
(2.67)
All dependence on the integers M and N is absorbed by the prefactors in the first
three lines of (2.67). Clearly, q and q˜ enter each factor separately, so these terms are
consistent with the q-q˜ decomposition.
Otherwise, since ν, ν˜ lie in the unit interval, the series expansions in (2.60) and
(2.62) apply to the final term in (2.67). For µ > 0, a brief calculation shows
sb
(
µ + i ν b + i ν˜ b−1
)
=
µ>0
eiπ[(ν−
1
2)(ν˜− 12)− 12µ2]×
×
eπµ(ν− 12)b · q 14(ν2−ν+ 16) · exp
 ∞∑
m=1
1
m
e−2πm(µb+i ν˜) q−mν
1− q−m
×
×
eπµ(ν˜− 12)/b · q˜ 14(ν˜2−ν˜+ 16) · exp
 ∞∑
n=1
1
n
e−2πn(µ/b+i ν) q˜−nν˜
1− q˜−n
 .
(2.68)
We omit the similar expansion for µ < 0, which only differs by a few signs. Again,
all dependence on q and q˜ factorizes.
Fix a parameter ζ ∈ C with |ζ | < 1, and let 0 ≤ ν < 1 as above. The preceding
expansion of sb can be simplified further via the identity
f(x, ζ) :=
∞∑
m=1
1
m
ζm x−mν
1− x−m =

−
∞∑
j=0
ln
[
1− ζ x−(ν+j)
]
, |x| > 1 ,
+
∞∑
j=0
ln
[
1− ζ x(1−ν+j)
]
, |x| < 1 .
(2.69)
This identity is elementary, but it illustrates that f( · , ζ) has an interesting feature
as a holomorphic function of x.
In the first case |x| > 1, we apply the Taylor expansion of 1/(1−x−m) about x =∞
and then reorder the absolutely-convergent series to obtain the sum of logarithms
in (2.69). In the second case |x| < 1, we rewrite 1/(1− x−m) = −xm/(1− xm) and
expand similarly around x = 0. Otherwise, f(x, ζ) has poles densely distributed at
all roots of unity on the circle |x| = 1, so the function is not continuous there. For
28
|q| = 1
R
iR q = e
2πib2
Figure 6: The natural boundary of holomorphy for the product expansion of the
double-sine. Outside the unit disk in the q-plane, the expansion of sb(z) in (2.70)
converges. Inside the unit disk, the expansion of sb(z) in (2.71) converges.
the same reason, f(x, ζ) cannot be continued analytically from the region |x| > 1 to
|x| < 1, as more or less apparent from (2.69). In the terminology of the classic analysis
text [49] (see especially Ch. IV, §87), the circle |x| = 1 is a “natural boundary” for f .
Depending upon the magnitude of x, the series in (2.69) effectively represents a pair
of distinct holomorphic functions.
Since f(x, ζ) enters the expansion (2.68), the holomorphic functions involved in the
q-q˜ decomposition of the double-sine also possess natural boundaries on the unit circle
|q| = 1 = |q˜| in the complex q-plane, shown in Figure 6. This circle corresponds to
physical values b ∈ R+ for the squashing parameter under the identifications q = e2πib2
and q˜ = e2πi/b
2
. Hence the analytic q-q˜ decomposition for sb only becomes sensible
when b is continued to complex values, and the result depends upon whether |q| > 1
and |q˜| < 1, or |q| < 1 and |q˜| > 1. We emphasize that sb itself is perfectly well-defined
for b ∈ R+ (as we have assumed so far). The existence of the natural boundary plays
an important role in [17], to which we refer the reader for a more thorough discussion
of the physical interpretation.
For the region |q| > 1 and |q˜| < 1, the identity (2.69) applied to the expansion
(2.68) implies a convergent product formula for the double-sine,
sb
(
µ + i ν b + i ν˜ b−1
)
=
µ>0
eiπ[(ν−
1
2)(ν˜− 12)− 12µ2] · eπµ(ν− 12)b+πµ(ν˜− 12)b−1 ×
× q 14(ν2−ν+ 16) q˜ 14(ν˜2−ν˜+ 16) ·
∞∏
j=0
1− e−2π(µb−1+i ν) q˜(1−ν˜+j)
1− e−2π(µb+i ν˜) q−(ν+j)
 . (2.70)
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Alternatively for |q| < 1 and |q˜| > 1, the numerator and denominator swap,
sb
(
µ + i ν b + i ν˜ b−1
)
=
µ>0
eiπ[(ν−
1
2)(ν˜− 12)− 12µ2] · eπµ(ν− 12)b+πµ(ν˜− 12)b−1 ×
× q 14(ν2−ν+ 16) q˜ 14(ν˜2−ν˜+ 16) ·
∞∏
j=0
 1− e−2π(µb+i ν˜) q(1−ν+j)
1− e−2π(µb−1+i ν) q˜−(ν˜+j)
 . (2.71)
Both infinite products are conveniently summarized by q-Pochhammer symbols (2.40),
eg.
∞∏
j=0
1− e−2π(µ/b+i ν) q˜(1−ν˜+j)
1− e−2π(µb+i ν˜)q−(ν+j)
 =
(
e−2π(µ/b+i ν) q˜1−ν˜ ; q˜
)
∞(
e−2π(µ b+i ν˜) q−ν ; q−1
)
∞
. (2.72)
The product formula (2.71) for the double-sine applies when ν, ν˜ lie in the unit
interval, but this result can be immediately continued for all z ∈ C via (2.67). We
present the complete result for the q-q˜ decomposition
q-q˜ decomposition, I sb(z) = e
+iΨ(z)
F
+
b (z; q) F˜
+
b (z; q˜) , µ > 0 , (2.73)
where we set19
z = µ + i (M + ν) b + i (N + ν˜) b−1 . (2.74)
The phase Ψ(z) does not depend upon the squashing parameter b,
e+iΨ(z) = (−1)(M+ν)(N+ν˜) · (−i)M+N+ν+ν˜ · e iπ4 (1−2µ2) , (2.75)
while F+b (z; q) does, both explicitly and implicitly through q,
F
+
b (z; q) := e
πµb(M+ν− 12) · q 14 (M+ν)(M+ν−1)+ 124 ×
×

(
e−2π(µ b+i ν˜) q1−(M+ν); q
)
∞ , |q| < 1 ,
1/
(
e−2π(µ b+i ν˜) q−(M+ν); q−1
)
∞ , |q| > 1 .
(2.76)
The superscript ‘+’ indicates that F+b is defined only for µ > 0 positive. Like the
function f(x, ζ) in (2.69), F+b is an analytic function of q for both |q| < 1 and |q| > 1,
but F+b does not depend continuously on q across the natural boundary |q| = 1.
19The notation in (2.73) is imprecise, as the functions on the right depend not just on the value
of z ∈ C but also on the way of writing the imaginary part of z as the sum in (2.74). Nonetheless,
we use this shorthand to avoid further cluttering the notation.
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Dually,
F˜
+
b (z; q˜) := e
πµ(N+ν˜− 12)b−1 · q˜ 14(N+ν˜)(N+ν˜−1)+ 124 ×
×

(
e−2π(µb
−1+i ν) q˜1−(N+ν˜); q˜
)
∞ , |q˜| < 1 ,
1/
(
e−2π(µb
−1+i ν) q˜−(N+ν˜); q˜−1
)
∞ , |q˜| > 1 .
(2.77)
The function F+b and its sibling F˜
+
b are very beautiful. As a consequence of the
q-binomial theorem, both are q-hypergeometric series. We omit a review of the latter
topic, as it will not be important here. Also, when evaluated at the special points
z = i b and z = i b−1 for the double-sine, both functions are directly related to the
classical eta-function. For instance,
F
+
b (i b
−1; q)
∣∣∣|q|<1 = q1/24(q; q)∞ = η(τ) , q = e 2πiτ , (2.78)
and
F
+
b (i b; q)
∣∣∣|q|>1 = q
1/24(
q−1; q−1
)
∞
=
1
η(τ)
, q = e−2πiτ , (2.79)
including the tell-tale q1/24.
So far, µ = Re(z) has been assumed to be positive. When µ < 0 is negative, an
entirely parallel q-q˜ decomposition follows from the expansion of sb(z) in (2.62). In
this case,
q-q˜ decomposition, II sb(z) = e
−iΨ(z)
F
−
b (z; q) F˜
−
b (z; q˜) , µ < 0 , (2.80)
where now
F
−
b (z; q) : = e
−πµb(M+ν− 12) · q− 14 (M+ν)(M+ν−1)− 124 ×
×
1/
(
e2π(µ b+i ν˜) qM+ν ; q
)
∞ , |q| < 1 ,(
e2π(µ b+i ν˜) qM+ν−1; q−1
)
∞ , |q| > 1 ,
(2.81)
and
F˜
−
b (z; q˜) : = e
−πµ(N+ν˜− 12)b−1 · q˜− 14(N+ν˜)(N+ν˜−1)− 124 ×
×
1/
(
e2π(µb
−1+i ν) q˜N+ν˜ ; q˜
)
∞ , |q˜| < 1 ,(
e2π(µb
−1+i ν) q˜N+ν˜−1; q˜−1
)
∞ , |q˜| > 1 .
(2.82)
The distinct asymptotic behaviors in (2.63) are captured by the innocuous flip of sign
for the phase Ψ(z) in (2.80).
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RiR
z
×
×
×
×
×
Figure 7: Closed integration contour for evaluating the integral Ib of the double-sine.
Crosses (×) indicate the schematic locations of simple poles for generic b2 /∈ Q and
µ ∈ iR+.
In summary, the pair of analytic q-q˜ decompositions in (2.73) and (2.80) make
precise a notion of holomorphic factorization for sb(z).
A ToyModel of Factorization. Before proceeding, let us briefly illustrate how the
q-q˜ decompositions in (2.73) and (2.80) induce a factorization for associated integrals
of the double-sine sb(z). We begin with a non-example, in which the factorization is
obstructed, and then present the most basic example.
For the non-example, we consider the integral of the double-sine function over the
real line,
Ib =
∫
R
dz sb(z + µ) , µ ∈ H+ . (2.83)
The parameter µ here plays the role of the real mass parameter in (1.4), and H+
indicates the upper-half of the complex plane. We assume that µ ∈ H+ has a positive
imaginary part so that no poles of the integrand lie on the real axis. Recall from
Figure 2 that sb(z) otherwise has a pole at z = 0. Of course, the real part of µ
can be absorbed into a shift of the integration variable z in (2.83). Since Ib varies
holomorphically with µ, Ib must then be independent of µ for values in H+.
As indicated in Figure 5, the double-sine function sb(z) decays rapidly as z goes
to infinity in the lower half-plane. Hence Ib can be evaluated via the residue theorem
once the real integration contour is closed as in Figure 7. According to (2.2), the
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integrand of (2.83) has poles at locations
z∗ = −im b− i n b−1 − µ , m, n ∈ Z≥0 . (2.84)
For generic b2 /∈ Q, every pole is simple and lies in the lower half-plane. The residue
of sb(z) at each pole is given by the expression in (2.51). Hence
Ib = −2πi
∞∑
m,n=0
Res
[
sb(z + µ)
]
z=−im b−i n b−1−µ
=
∞∑
m,n=0
(−1)mn ·
im qm(m+1)/4(
q; q
)
m
 ·
in q˜n(n+1)/4(
q˜; q˜
)
n
 . (2.85)
Here the dependence on b has been subsumed into a dependence on q = e 2πib
2
and
q˜ = e 2πi/b
2
. The double sum over integers m,n ≥ 0 in the second line of (2.85) nearly
factorizes into a product of separate q- and q˜-series given by the terms in brackets,
but this factorization is obstructed by the oscillating phase (−1)mn.
To eliminate the troublesome phase, we replace the integrand in (2.83) by a pair
of double-sine functions,
Jb(µ) =
∫
R
dz sb
(
z +
µ
2
)
sb
(
−z + µ
2
)
. (2.86)
By fiat, we choose the signs in (2.86) so that the integrand is invariant under the
reflection z 7→ −z. The dependence on µ can no longer be eliminated by a simple
shift, so Jb(µ) will now be a non-trivial holomorphic function of µ. The coefficient
of 1/2 for µ merely serves to simplify later formulas and could be eliminated by a
rescaling of µ. As will be clear in Section 3.2, the integrand mimics the structure of
the one-loop determinant for massive chiral matter in a single copy of the fundamental
representation of SU(2). The inversion z 7→ −z is there interpreted as the residual
Weyl symmetry on the Coulomb branch.
To apply the residue calculus to Jb(µ), we first consider the analytic structure of
the product of double-sines in (2.86). Evidently from (2.63), the leading Gaussian
terms in each factor cancel as |z| → ∞, so that in either half-plane
sb
(
z +
µ
2
)
· sb
(
−z + µ
2
)
=
|z|→∞

exp
[
− π (Q + i µ) z + o(1)
]
, Re(z) > 0 ,
exp
[
+ π (Q + i µ) z + o(1)
]
, Re(z) < 0 .
(2.87)
Provided the combination Q+ i µ ∈ R+ is real and positive, as true when b is real and
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Figure 8: Closed integration contour for evaluating the integral Jb(µ) of a symmetric
product of double-sines. Crosses (×) indicate the schematic locations of simple poles
for generic b2 /∈ Q and µ = i ε.
positive and µ is purely imaginary and small, the result in (2.87) decays exponentially
along rays in both the left and the right half-planes. We assume the reality condition
Q+ i µ ∈ R+ in order to apply the residue calculus to Jb(µ); later we analytically
continue the result to other values of the parameters b and µ.
Due to the relative sign in the arguments of the double-sines, the product in (2.87)
has simple poles extending symmetrically upwards and downwards in the imaginary
direction,
z∗ = −im b− i n b−1 − µ2 ,
z∗ = +im b+ i n b−1 +
µ
2
,
m, n ∈ Z≥0 . (2.88)
The analytic structure of the integrand in (2.86) thus resembles that of the function
1/cosh(z), and Jb(µ) can be evaluated as a sum of residues by closing the integration
contour in either the lower or the upper half-plane. For convenience, we close the
contour in the lower half-plane, as shown in Figure 8.
The residue calculus now implies
Jb(µ) = −2πi
∞∑
m,n=0
sb(µ+ im b+ i n b
−1) ·Res
[
sb
(
z +
µ
2
)]
z=−im b−i n b−1− 1
2
µ
=
∞∑
m,n=0
(−1)mn sb(µ+ im b+ i n b−1) ·
im qm(m+1)/4(
q; q
)
m
 ·
in q˜n(n+1)/4(
q˜; q˜
)
n
 ,
(2.89)
where we again use the formula (2.51) for the residues of the double-sine at each
simple pole. The q-q˜ decomposition of the double-sine in (2.73) and (2.80) provides a
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further factorization of the term sb(µ+im b+i n b−1) in the summand. Upon analytic
continuation, the q-q˜ decomposition depends upon the sign of the real part of µ as
well as the norm of q. For instance, if µ > 0 and |q| < 1, then concretely20
sb
(
µ+ im b + i n b−1
)
=
µ>0, |q|<1
(−1)mn (−i)m+n e iπ4 (1−2µ2)×
× F+b
(
µ+ im b+ i n b−1; q
)
· F˜+b
(
µ+ im b+ i n b−1; q˜
)
.
(2.90)
Upon substituting the respective definitions in (2.76) and (2.77) for F+b and F˜
+
b , we
rewrite
sb
(
µ+ im b+ i n b−1
)
=
µ>0, |q|<1
(−1)mn (−i)m+n e iπ4 (1−2µ2)×
× eπµb(m− 12) · q 14m(m−1)+ 124 ·
(
e−2πµb q1−m; q
)
∞×
× eπµb−1(n− 12) · q˜ 14n(n−1)+ 124 · 1(
e−2πµb−1 q˜−n; q˜−1
)
∞
.
(2.91)
Because the phase (−1)mn enters both the residue (2.89) and the q-q˜ decomposi-
tion (2.91) of the double-sine, the obstruction to holomorphic factorization of Jb(µ)
vanishes.
From the expressions in (2.89) and (2.91), we see that Jb(µ) is given by a product
Jb(µ) =
µ>0, |q|<1
e
iπ
4 (1−2µ2) · B(q, x) · B˜(q˜, x˜) , (2.92)
where we introduce the fugacity variables
x = e2πµb and x˜ = e2πµb
−1
. (2.93)
The holomorphic ‘blocks’ B(q, x) and B˜(q˜, x˜) in this example then admit expansions
B(q, x) =
|q|<1, |x|>1
∞∑
m=0
x
1
2(m− 12) · q 12m2+ 124 ·

(
x−1q1−m; q
)
∞(
q; q
)
m
 ,
B˜(q˜, x˜) =
|˜q|>1, |˜x|>1
∞∑
n=0
x˜
1
2(n− 12) · q˜ 12n2+ 124 ·
 1(
x˜−1 q˜−n; q˜−1
)
∞
· 1(
q˜; q˜
)
n
 .
(2.94)
These formulas for B(q, x) and B˜(q˜, x˜) can be simplified by elementary manipulations
which follow from the definition of the q-Pochhammer symbol in (2.40). After a small
20Recall that |q| < 1 implies the complementary bound |q˜| > 1 when both q and q˜ are expressed
in terms of the squashing parameter b2.
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Figure 9: Plot of the holomorphic block B(q, x) for q ∈ (0, 1) and x ∈ (1, 2). From its
analytic expression, B(q, x) vanishes at q = 0 and diverges at q = 1 for all x, but the
rapid variation of B(q, x) near these points is not detected by the numerics.
amount of algebra,
B(q, x) =
|q|<1, |x|>1
x−1/4 q1/24
((
q
x
)
; q
)
∞
·
∞∑
m=0
(−1)m
(
q
x
)m/2 
(
x; q
)
m(
q; q
)
m
 ,
B˜(q˜, x˜) =
|˜q|>1, |˜x|>1
x˜−1/4 q˜1/24
1(
x˜−1; q˜−1
)
∞
·
∞∑
n=0
(−1)n
(
x˜
q˜
)n/2 
(
x˜−1; q˜−1
)
n(
q˜−1; q˜−1
)
n
 .
(2.95)
For fixed x and x˜, the series in (2.95) are convergent for |q| < 1 sufficiently small
and |q˜| > 1 sufficiently large. See Figure 9 for a numerical plot of B(q, x) for values
of q ∈ (0, 1) and x ∈ (1, 2). In other regions of the parameter space, eg. µ < 0 and
|q| > 1, the integral Jb(µ) factorizes in the same fashion, but with different functions
appearing as the holomorphic blocks.21
The integral Jb(µ) thus has exactly the structure conjectured for the partition
function ZS3 in (1.15), for the trivial index set I = {0} of one element. All dependence
21Due to the denominator 1/(q; q)m in the series expansion (2.95) for B(q, x), the block has a
natural boundary of holomorphy on the unit circle |q| = 1, and similarly for B˜(q˜, x˜).
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on the parameter b can be factored into analytic dependence on the pairs (q, x) and
(q˜, x˜) in the respective holomorphic blocks B and B˜. As the non-example involving
Ib shows, the existence of such a factorization is a non-trivial statement about the
function Jb(µ).
2.3 One-Loop Shift in the Chern-Simons Level
We return to the exact formula for the Chern-Simons-matter partition function
ZS3 =
e iη0
|W| · Vol(T )
∫
h
drσ exp
[
− i k
4π
Tr(σ2)
]
×
× ∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
·
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) . (2.96)
From the formula in (2.96) and the analytic properties of the double-sine reviewed in
Section 2.2, we now rederive the classic shift in the Chern-Simons level when N = 2
chiral multiplets in the representation Λ = [λ1]⊕ · · · ⊕ [λn] are integrated-out with
large real masses |µj| → ∞, ie.22
keff = k − 12
n∑
j=1
c2(λj) sign(µj) . (2.97)
For G = U(1) with charges λj ∈ Z, the formula for keff is to be interpreted as
keff = k − 12
n∑
j=1
λ2j sign(µj) . (2.98)
As we discussed in Section 1, the global parity anomaly can be understood macro-
scopically from the shift in (2.97) or (2.98) and the integrality condition keff ∈ Z. See
for instance §5.2 in [5] for a previous analysis of ZS3 in the massive limit.
To ensure that the limit |µj| → ∞ is well-defined, we must renormalize other
parameters in (2.96) beyond the level k. As we will see momentarily, η0 must be
allowed to depend on the real masses µj via
η0 =
π
2
n∑
j=1
dim[λj]
[
µ2j − i Qµj −
1
6
(
1 +Q2
)]
sign(µj), Q ≡ b+ b−1 . (2.99)
Here dim[λj] is the dimension of the irreducible representation [λj], and the finite,
b-dependent terms in (2.99) appear by convention. If G = U(1), the FI parameter ξ
22We implicitly assume µj → ±∞ along the real axis. Else when µj ∈ C is complexified, sign(µj)
should be replaced by the sign of the real part Re(µj).
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appearing in (1.5) must also diverge linearly with µj,
ξ = ξeff +
1
2
n∑
j=1
λj
(
µj − i2 Q
)
sign(µj) . (2.100)
The choice of finite part in (2.100) defines the effective FI parameter ξeff in the low-
energy gauge theory without matter. Like all one-loop matching relations, the relation
between ξ and ξeff depends upon the renormalization scheme, fixed here implicitly
through definition (2.19) of the double-sine function.
Finally, observe that the renormalization of the FI parameter depends upon the
U(1) charges λj , the real masses µj, and the metric parameter b. Quantum corrections
to the FI parameter in three dimensions cannot depend upon holomorphic quantities
such as couplings in the superpotential, but dependence upon the real parameters
(λj, µj, b) is allowed. Both renormalizations in (2.99) and (2.100) of course respect the
inversion b 7→ 1/b. As explained in [32, 33], the term quadratic in µj which enters η0
is related to a (possibly fractional) Chern-Simons term for the background gauge field
associated to the given real mass; our renormalization scheme amounts to subtraction
of background Chern-Simons terms.
Because the formula for ZS3 is exact for all parameter values, integrating-out
massive chiral matter just means taking the limit µj → ±∞ in (2.96). In this limit
the asymptotic expansion (2.63) for the double-sine is applicable, so
sb
(〈β, σ〉
2π
+ µj
)
=
µj→±∞
exp
[
−
(
iπ
2
µ2j +
i
2
〈β, σ〉µj + π2 Qµj
)
sign(µj)
]
×
× exp
[
−
(
i
8π
〈β, σ〉2 + Q
4
〈β, σ〉 − iπ
12
(
1 +Q2
))
sign(µj) + o(1)
]
.
(2.101)
The dependence on sign(µj) captures both asymptotic behaviors for sb(z) in (2.63).
The one-loop contribution to the matrix integrand from massive chiral matter in the
irreducible representation [λj] becomes
∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
)
=
µj→±∞
exp
[
−
(
iπ
2
µ2j +
π
2
Qµj − iπ12
(
1 +Q2
))
dim[λj] · sign(µj)
]
×
× exp
− ∑
β∈∆j
(
i
8π
〈β, σ〉2 + i
2
(
µj − i2Q
)
〈β, σ〉
)
sign(µj) + o(1)
 .
(2.102)
Here ∆j denotes the finite set of weights for the representation [λj], with cardinality
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|∆j| = dim[λj ]. When the gauge group G is simple, the sum over weights in [λj]
vanishes, so ∑
β∈∆j
〈β, σ〉 = 0 . (2.103)
Also, ∑
β∈∆j
〈β, σ〉2 = −c2(λj) · Tr
(
σ2
)
, (2.104)
where c2(λj) is the quadratic Casimir of the representation. The sum over weights
on the left in (2.104) is invariant under the action of the Weyl group W on σ ∈ h, so
it must be proportional to the quadratic form −Tr(σ2).23 See (A.34) in Appendix A
for a small proof that c2(λj) is precisely the constant of proportionality.
For the special case G = U(1) with charges λj ∈ Z, the limit in (2.102) is replaced
by the corresponding
sb
(
λj
2π
σ + µj
)
=
µj→±∞
exp
[
−
(
iπ
2
µ2j +
π
2
Qµj − iπ12
(
1 +Q2
))
sign(µj)
]
×
× exp
[
−
(
i
8π
λ2j σ
2 +
i
2
λj
(
µj − i2 Q
)
σ
)
sign(µj) + o(1)
]
.
(2.105)
Of the terms in the limiting expansion above for sb, only the term proportional
to σ2 will be important. After we substitute the expansion for sb into the matrix
integral (2.96), the renormalization of η0 in (2.99) serves to cancel the σ-independent
terms in (2.102) and (2.105). For the term which is linear in σ, the renormalization
(2.100) of the FI parameter ξ ensures that ZS3 in (1.5) only depends upon the effective
parameter ξeff in the limit µj → ±∞. Both renormalizations are consistent with the
underlying ambiguity (2.64) in the definition of sb(z).
Finally, the terms with quadratic dependence on σ in (2.102) and (2.105) can be
absorbed by a finite shift of the bare Chern-Simons level k in the original matrix
integral (2.96), so that
lim
µj→±∞
ZS3 =
1
|W| · Vol(T )
∫
h
drσ exp
[
−i keff
4π
Tr(σ2)
]
×
× ∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
.
(2.106)
In this form, the limiting matrix integral describes the partition function of pure
23By convention, −Tr( · ) is positive, consistent with the manifest positivity on the left in (2.104).
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Chern-Simons theory, with gauge group G and without matter, at level keff . The co-
efficient of σ2 in (2.102), in combination with the Lie algebra relation in (2.104), leads
precisely to the formula for keff in (2.97). The abelian case (2.98) follows identically.
Further Remarks. Our derivation of effective level keff from the exact formula
for ZS3 is nice but hardly unexpected. The finite shift in the Chern-Simons level
is famously determined at one-loop order [85, 86] in perturbation theory, and the
double-sine factor in (2.96) also arises from a semiclassical, one-loop computation.
Yet the derivation does resolve a small paradox concerning the analytic behavior of
the double-sine function sb(z) itself. As claimed in (2.63) on the basis of its integral
representation, sb(z) grows like a Gaussian as |z| → ∞. This growth means that
one-loop fluctuations of the chiral matter multiplet contribute to the matrix integral
in (2.96) with the same asymptotic magnitude as the classical Chern-Simons action
for the vector multiplet. The reader might well be uneasy to hear that a quantum
effect competes in magnitude with a classical effect even far along the Coulomb-
branch |σ| ≫ 1.24 In this light, the claimed asymptotics for sb(z) demand a physical
explanation.
Our derivation of the formula in (2.97) reveals that the unusual asymptotics of
sb(z) in (2.63) are not only correct, but are required by the parity anomaly. Even
the peculiar asymptotic dependence on the sign of Re(z) is necessary to recover the
corresponding physical dependence of keff on the sign of each real mass µj. For the
same reason, the discrepancy between sectors of convergence in Figure 5 must be an
honest feature of the double-sine function, with consequences for the residue calculus.
3 Factorization and Obstruction in Rank-One
As preparation to our analysis of the factorization conjecture (1.15) for general gauge
groups G and matter representations Λ, we revisit the abelian case G = U(1) origi-
nally discussed by Pasquetti [82]. Beyond reviewing the mechanics of factorization in
an elementary example, we wish to highlight an important subtlety when the Chern-
Simons level k is non-vanishing. Later in Section 3.2, we compare to the non-abelian
(but still rank one) example G = SU(2).
3.1 SQED at Non-Vanishing Level
Throughout Section 3.1, λj ∈ Z for j = 1, . . . , n are electric charges for chiral matter
multiplets minimally coupled to an abelian vector multiplet at Chern-Simons level
24By contrast, the one-loop contribution from the vector multiplet, given by the product of hyper-
bolic sines in the second line of (2.96), is naturally subleading for large |σ| ≫ 1 once the integration
contour for σ is rotated slightly away from the real axis.
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k ≥ 0. Without loss, we take all charges λj 6= 0 to be non-zero.
The matrix integral for the partition function on S3 then reduces to an integral
over σ ∈ R,
ZS3 =
∫
R
dσ
2π
exp
[
ik
4π
σ2 + i ξ σ
]
·
n∏
j=1
sb
(
λj
2π
σ + µj
)
. (3.1)
To guarantee absolute-convergence, we give k ∈ 1
2
Z+ iε a small positive imaginary
part. We also assume the real mass parameters µj ∈ H+ are non-zero, distinct, and
generic. As indicated above, we give each µj a positive imaginary part to ensure
that the integrand avoids the pole of sb(z) at z = 0 and is regular everywhere along
the real axis. Otherwise, for complex values of σ, the integrand is a meromorphic
function with countably-many simple poles distributed according to Figure 2 and
with an essential singularity at infinity.
Chirality Bound. The residue calculus provides a natural tool to evaluate the
integral in (3.1), provided we can pick a suitable closed integration contour Γ. The
contour Γ must contain the real line R, and the integral over the complement Γ− R
must vanish. The existence of Γ is not guaranteed and depends very much on the
asymptotic behavior of the integrand as |σ| → ∞.
When k = 0, the contour Γ exists for generic choices of U(1) charges. In this case,
the asymptotic behavior of the integrand in (3.1) is dominated entirely by the product
of double-sines arising from the chiral matter at one-loop. Via (2.63), as |σ| → ∞
with fixed µ,
n∏
j=1
sb
(
λj
2π
σ + µj
)
=
|σ|→∞

exp
[
− i
4π
ψ2(Λ) σ2 + O(σ)
]
, Re(σ) > 0 ,
exp
[
+ i
4π
ψ2(Λ) σ2 + O(σ)
]
, Re(σ) < 0 ,
(3.2)
where ψ2(Λ) is the signed sum
ψ2(Λ) =
1
2
n∑
j=1
λ2j sign(λj). (3.3)
So long as ψ2(Λ) 6= 0, the contribution from the FI term in (3.1) is subleading for
large |σ| and can be ignored. Clearly, if k = 0 and ψ2(Λ) > 0, the integrand decays
exponentially as |σ| → ∞ with Im(σ) < 0, so Γ can be closed in the lower half-plane.
Conversely for k = 0 and ψ2(Λ) < 0, the integrand decays exponentially as |σ| → ∞
with Im(σ) > 0, so Γ can be closed in the upper half-plane. See Figure 10 for a
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Rσ
(a) ψ2(Λ) > 0
R
σ
(b) ψ2(Λ) < 0
Figure 10: Integration contours for ψ2(Λ) > 0 and ψ2(Λ) < 0. The integrand decays
in the shaded region as |σ| → ∞.
graphical summary of the situation. We review the residue computation [82] with
this choice of contour momentarily.
When the Chern-Simons level k 6= 0 is non-vanishing, the contour Γ may or may
not exist, as the Gaussian term proportional to k in (3.1) competes in magnitude
with the product (3.2) of double-sines for large |σ|. If the Chern-Simons level is not
too large, meaning that k is bounded by
chirality bound k < |ψ2(Λ)| , (3.4)
then the contour Γ can be chosen exactly as for the case k = 0 in Figure 10. But
if k > |ψ2(Λ)| violates the bound in (3.4), the Gaussian term dominates, and the
integrand does not decay consistently over either the upper or the lower half-planes.
Compare to (a) in Figure 5. Evidently, if the upper bound on k is violated, no choice
for Γ exists which is amenable to the residue calculus.
Finally, in the marginal case k = |ψ2(Λ)|, the subleading O(σ)-terms omitted from
the expansion in (3.2) become important. With O(σ)-terms included, the one-loop
matter determinant behaves as
n∏
j=1
sb
(
λj
2π
σ + µj
)
=
|σ|→∞

exp
[
− i
4π
ψ2(Λ) σ2 − ψ1(Λ) σ +O(1)
]
, Re(σ) > 0 ,
exp
[
+ i
4π
ψ2(Λ) σ2 + ψ1(Λ) σ +O(1)
]
, Re(σ) < 0 ,
(3.5)
where
ψ1(Λ) =
n∑
j=1
(1
2
Q + i µj
) |λj|
2
∈ C , Q ≡ b+ b−1 . (3.6)
Briefly, when ψ2(Λ) = k > 0 is positive, the contour Γ can still be closed in the lower
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half-plane, provided the FI parameter ξ obeys the auxiliary bounds
Re
(
ξ + i ψ1(Λ)
)
< 0 , Im
(
ξ + i ψ1(Λ)
)
> 0 . (3.7)
This condition ensures the decay of the integrand in the quadrant where the Gaussian
term is cancelled by the double-sine, meaning Re(σ) > 0 and Im(σ) < 0. Conversely
when ψ2(Λ) = −k < 0 is negative, Γ can be closed in the upper half-plane if
Re
(
ξ − i ψ1(Λ)
)
> 0 , Im
(
ξ − i ψ1(Λ)
)
< 0 , (3.8)
ensuring decay of the integrand in the quadrant where Re(σ) < 0 and Im(σ) > 0.
When either bound on ξ in (3.7) or (3.8) is violated, a suitable contour Γ does not
exist.
The bound k < |ψ2(Λ)| reflects the fact that the residue calculus is not effective for
evaluating integrals which are asymptotically Gaussian. Clearly, the strength of the
bound depends upon the magnitude of ψ2(Λ), which measures the net chirality of the
matter representation Λ. For instance, if Λ is a real representation of U(1) ≃ SO(2)
and so is preserved under the charge conjugation λj 7→ −λj , then ψ2(Λ) = 0. In
this case, the residue calculus applies only when k = 0, with appropriate range of ξ.
Alternatively, when the bound in (3.4) is read backwards for fixed k > 0, the residue
calculus applies only when the matter spectrum is sufficiently chiral.
One might wonder whether the chirality bound k < |ψ2(Λ)| indicates an intrinsic
feature of the partition function ZS3, such as a failure of factorization in the semi-
classical limit k →∞, or whether it merely describes a failure in the most naive
application of the residue calculus. In Section 4.2, we demonstrate that the second
circumstance holds, and the apparent bound on k in (3.4) can be evaded with more
involved analytic maneuvers.
Residue Calculus for SQED Partition Function. We now review the residue
calculus for ZS3 in the case that the chirality bound in (3.4) is satisfied. Explicit
formulas for ZS3 are quite complicated in general, so our focus will be on the structure
of the result and how this structure depends upon the gauge theory data.
According to (2.2), the product of double-sines in the integrand for ZS3 has poles
on the union of divisors
Dj =
∞⋃
u,v=0
{
σ =
2π
λj
(
−i u b − i v b−1 − µj
)}
, j = 1, . . . , n . (3.9)
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For µj generic, poles corresponding to different divisors do not coincide, Dj ∩Dℓ = ∅
for j 6= ℓ, and every pole is simple. Also, because we assume b ∈ R+, the poles in
each Dj are located in either the upper or the lower half-plane, dictated by the sign
of the charge λj .25 E.g. for λj > 0, all poles in Dj lie in the lower half-plane.
When ZS3 is computed as a sum over residues, not every pole in the integrand
contributes. As shown in Figure 10, the appropriate integration contour Γ depends
upon the sign of ψ2(Λ) in (3.3). If ψ2(Λ) > 0, the contour must be closed in the lower
half-plane, so only the divisors Dj associated to positive charges λj > 0 contribute
to the sum over residues. Conversely if ψ2(Λ) < 0, only the divisors Dj for negative
charges λj < 0 contribute.
We will discuss the residues themselves shortly, but let us first abbreviate
Z ju,v = Res
[
exp
(
ik
4π
σ2 + i ξ σ
)
·
n∏
ℓ=1
sb
(
λℓ
2π
σ + µℓ
)]
σ= 2π
λj
(−i u b−i v b−1−µj)
,
u, v ≥ 0 , j = 1, . . . , n .
(3.10)
Depending on the sign of ψ2(Λ), the residue calculus implies
ZS3 = −i
∑
λj>0
∞∑
u,v=0
Z ju,v , ψ2(Λ) > 0 , (3.11)
versus
ZS3 = +i
∑
λj<0
∞∑
u,v=0
Z ju,v , ψ2(Λ) < 0 . (3.12)
The minus sign in (3.11) accounts for the orientation of the contour in Figure 10, and
the respective sums run over the set of U(1) charges with the given sign. Of course,
when ψ2(Λ) is strictly positive, at least one charge λj is necessarily positive as well,
so the sum over residues is always non-empty!
To suppress the proliferation of signs, we restrict attention to the case ψ2(Λ) > 0,
meaning λj > 0 for all terms in the residue sum.
We are left to evaluate the residue Z ju,v itself. We have already determined the
residues at poles of sb in (2.51), and the q-q˜ decomposition in (2.73) and (2.80)
provides a description of sb at regular points, as soon as we give b a small imaginary
part. All that remains is careful bookkeeping.
The essential novelty of our result for SQED concerns the arithmetic dependence
on the U(1) charges. For this reason, we must keep track of the values of the integers
25Because µj ∈ R+ iε has a small positive imaginary part, this statement remains true for the
special pole with u = v = 0, which is slightly displaced from the real axis.
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u, v in Z ju,v modulo the corresponding charge λj . We decompose
u = M λj + r , M,N ≥ 0 ,
v = N λj + s , 0 ≤ r, s < λj ,
(3.13)
meaning
u ≡ r mod λj , v ≡ s mod λj . (3.14)
After tedious but trivial algebra, which we spare the reader, we find that each residue
in (3.10) can be expressed as a product26
Z ju,v =
i
λj
· exp
[
2πi
(
k +
1
2
c2(Λ)
)
MN
]
×
× exp
(
iΘ jr,s
)
·W jM,r,s(q, x, y) · W˜ jN,r,s(q˜, x˜, y˜) .
(3.15)
We recall from the Introduction
q = e2πib
2
, q˜ = e2πi/b
2
, (3.16)
and
xj = e
2πµjb , x˜j = e
2πµj/b , j = 1, . . . , n . (3.17)
To account for the FI parameter in SQED, we also introduce variables
y = e2πξb , y˜ = e2πξ/b . (3.18)
We provide expressions for Θ jr,s, W
j
M,r,s, and W˜
j
N,r,s below, but let us first emphasize
the important properties of (3.15).
Properties of the Residue. All dependence on the squashing parameter b in Z ju,v is
captured through the dependence on the variables (q, x, y) and (q˜, x˜, y˜), which appear
in the respective functions W jM,r,s and W˜
j
N,r,s. The dependence on these variables
completely factorizes.
We indicate explicitly the dependence on the integers M,N ≥ 0 as well as the
congruence classes 0 ≤ r, s < λj associated to (u, v). The phase Θ jr,s depends on
neither M nor N , the function W jM,r,s is independent of N , and the dual function
W˜
j
N,r,s is independent of M . The latter feature can be traced to the same properties
of the formulas for F+b and F˜
+
b in (2.76) and (2.77).
Because the SQED partition function involves a sum over u, v ≥ 0, we must also
26As usual for G = U(1), c2(Λ) =
∑
λ2j .
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consider to what extent the dependence on u and v factorizes in Z ju,v. The formula in
(3.15) displays no nice factorization in terms of the congruence classes r, s modulo λj .
But precisely when the anomaly-cancellation condition k + 1
2
c2(Λ) ∈ Z is satisfied,
so that the phase factor in the first line of (3.15) is trivial, the dependence on the
integers M and N does factorize. The combination k + 1
2
c2(Λ) appears in (3.15) for
the same reason it appeared in Section 2.3, as the coefficient of the leading Gaussian
term in the integrand.
The phase Θ jr,s is given in terms of the gauge theory data by
exp
(
iΘ jr,s
)
= exp
[
−2πi
λ2j
(
k +
1
2
c2(Λ)
)
rs
]
· exp
[
iπk
λ2j
µ2j −
2πi
λj
ξ µj
]
×
× exp
∑
ℓ 6=j
iπ
4
(
1− 2
λ2j
〈λj, µℓ〉2
)
sign〈λj , µℓ〉
, (3.19)
where 〈λj, µℓ〉 denotes the symplectic pairing
〈λj, µℓ〉 ≡ λj µℓ − λℓ µj . (3.20)
If k + 1
2
c2(Λ) ∈ Z, the phase Θ jr,s still depends non-trivially on the product rs through
the first term in (3.19). For general values of λj , factorization in (r, s) is spoiled by
this term.
Formulas for W jM,r,s(q, x, y) and W˜
j
N,r,s(q˜, x˜, y˜), even when written in terms of
F
±
b (z; q) and F˜
±
b (z; q˜) from Section 2.2, are more involved. In detail,
W
j
M,r,s(q, x, y) = e
−2πi(k+ 12 c2(Λ))Ms/λj · i(Mλj+r)+
∑
ℓ 6=j
(M+(r/λj)) λℓ sign〈λj ,µℓ〉×
× q−
k
2
(
M+(r/λj)
)2
x
− k
λj
(
M+(r/λj)
)
j y
(
M+(r/λj)
)
·
q(Mλj+r)(Mλj+r+1)/4(
q; q
)
(Mλj+r)
×
×∏
ℓ 6=j
F
sign〈λj ,µℓ〉
b (zj,ℓ; q) ,
(3.21)
where
zj,ℓ =
1
λj
〈λj, µℓ〉 − i
(
M +
r
λj
)
λℓ b − i
(
N +
s
λj
)
λℓ b
−1 . (3.22)
One can check straightforwardly that F±b (zj,ℓ; q) does not depend on the integer N
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or the variables (q˜, x˜, y˜). For instance, assuming |q| < 1,
F
+
b (zj,ℓ; q) = x
− 1
2
[(
M+(r/λj)
)
λℓ+
1
2
]
ℓ x
1
2
(λℓ/λj)
[(
M+(r/λj)
)
λℓ+
1
2
]
j ×
× q
1
4
[(
M+(r/λj)
)
λℓ
][(
M+(r/λj)
)
λℓ+1
]
+ 1
24 ·
(
e2πis(λℓ/λj) x−1ℓ x
(λℓ/λj)
j q
(
M+(r/λj)
)
λℓ+1; q
)
∞
.
(3.23)
The detailed formulas in (3.21) and (3.23) are not themselves important for the
present work. We provide them only to illustrate that such formulas exist. Also,
note that W jM,r,s can be presented analytically as a convergent product of rational
functions in (q, x, y). Finally, W jM,r,s does depend on the index s through the initial
phase factor in (3.21) as well as the phase which enters the final q-Pochhammer term
in (3.23). This dependence further spoils factorization in the congruence classes (r, s)
modulo λj.
For completeness (or masochism), we record the parallel formula for W˜ jN,r,s,
W˜
j
N,r,s(q˜, x˜, y˜) = e
−2πi(k+ 12 c2(Λ))Nr/λj · i(Nλj+s)+
∑
ℓ 6=j
(N+(s/λj)) λℓ sign〈λj ,µℓ〉×
× q˜−
k
2
(
N+(s/λj)
)2
x˜
− k
λj
(
N+(s/λj)
)
j y˜
(
N+(s/λj)
)
·
 q˜(Nλj+s)(Nλj+s+1)/4(
q˜; q˜
)
(Nλj+s)
×
×∏
ℓ 6=j
F˜
sign〈λj ,µℓ〉
b (zj,ℓ; q˜) .
(3.24)
Factorization at Higher Degree. From (3.15), the partition function for positive
ψ2(Λ) is given by the successive sums
ZS3 =
∑
λj>0
λj−1∑
r,s=0
∞∑
M,N=0
1
λj
exp
[
2πi
(
k +
1
2
c2(Λ)
)
MN
]
×
× exp
(
iΘ jr,s
)
·W jM,r,s(q, x, y) · W˜ jN,r,s(q˜, x˜, y˜) ,
(3.25)
where we reduce u, v modulo λj as in (3.13). Precisely when k + 12c2(Λ) ∈ Z, the
phase in the first line of (3.25) is trivial, so we can rewrite ZS3 in the factorized form
ZS3 =
∑
λj>0
λj−1∑
r,s=0
exp
(
iΘ jr,s
)
λj
B jr,s(q, x, y) B˜
j
r,s(q˜, x˜, y˜) , (3.26)
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with blocks given by the series
B jr,s =
∞∑
M=0
W
j
M,r,s , B˜
j
r,s =
∞∑
N=0
W˜
j
N,r,s . (3.27)
Comparing to the Factorization Conjecture in (1.15), we identify the index set I for
SQED with the set of triples
I =
{
(j, r, s)
∣∣∣∣λj > 0 , 0 ≤ r, s < λj} , (3.28)
and Gmn is the diagonal matrix
Gmn = δmn ·
exp
(
iΘ jr,s
)
λj
,
m ≡ (j, r, s) ,
n ≡ (j′, r′, s′) .
(3.29)
For ψ2(Λ) < 0, the structure is identical, but with contributions from negative charges.
To summarize, for each chiral multiplet whose charge λj agrees in sign with ψ2(Λ),
we obtain chiral blocks which are labelled by elements in the group Z/λjZ× Z/λjZ.
The simplest case occurs when all chiral matter fields have unit charge λj = +1 for
j = 1, . . . , n. In this “maximally-chiral” situation, k ≡ n/2 mod Z, and the residue
calculus applies if k < n/2. Each chiral matter field contributes exactly one chiral
block B jr,s=0 to the partition function, with trivial labels for congruence classes.
For the maximally-chiral theory, the phase Θ jr,s in (3.19) becomes an uninteresting
constant depending only on the real masses, and the function W jM,r,s(q, x, y) in (3.21)
specializes to
W
j
M,r,s=0(q, x, y) = i
M
(
1+
∑
ℓ 6=j
sign(µℓ−µj)
)
yM x−kMj q
−kM2/2×
×
qM(M+1)/4(
q; q
)
M
 ·∏
ℓ 6=j
F
sign(µℓ−µj)
b (zj,ℓ; q) ,
(3.30)
with
zj,ℓ = (µℓ − µj) − iM b − i N b−1 . (3.31)
For instance, if µℓ > µj (meaning xℓ > xj for b ∈ R+) and |q| < 1,
F
+
b (zj,ℓ; q) =
(
xj
xℓ
) 1
2
(M+ 1
2
)
q
1
4
M(M+1)+ 1
24
((
xj
xℓ
)
qM+1; q
)
∞
. (3.32)
See [82] for a nice interpretation of B jr,s=0 in terms of a vortex partition function.
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3.2 Comparison to SU(2) Gauge Theory
In marked contrast to U(1), all representations of G = SU(2) are self-dual, either real
or pseudoreal depending upon whether the spin is integral or half-integral. As we now
explain, this fact drastically alters the asymptotic behavior of the matrix integrand,
with consequences for the naive residue calculus.
Some Preliminaries. According to the Lie algebra conventions in Appendix A,
the Cartan subalgebra h ≃ R of SU(2) is generated by the anti-hermitian matrix
hˆ =
i 0
0 −i
 , (3.33)
with norm (hˆ, hˆ) = −Tr(hˆ2) = 2. The single fundamental weight ωˆ ∈ h∗ satisfies
〈ωˆ, hˆ〉 = 1, and the root lattice is generated by the positive simple root αˆ = 2ωˆ.
Any highest-weight λ takes the form
λ = L · ωˆ , L ≥ 0 , L ∈ Z . (3.34)
The representation [λ] has dimension (L+ 1) and contains weights in the set
∆λ = {L · ωˆ, (L− 2) · ωˆ, · · · , −(L− 2) · ωˆ, −L · ωˆ} . (3.35)
Note that ∆λ is preserved by the Weyl group W = Z/2Z, which acts by the reflection
hˆ 7→ −hˆ and ωˆ 7→ −ωˆ. Hence [λ] is preserved by complex conjugation and must be
real or pseudoreal.
Finally, from the general formula in (A.28), the Casimir c2(λ) is given in terms of
the integer L by the cubic polynomial
c2(λ) =
L (L+ 1) (L+ 2)
6
∈ Z . (3.36)
For L = 1, one checks c2(2) = 1, per convention.
Factorization at Level Zero. For SU(2) gauge theory at level k ≥ 0 with chiral
multiplets in the representation Λ = [λ1]⊕ · · · ⊕ [λn], the matrix integral in (1.4)
reduces to an integral over the real line,
ZS3 =
∫
R
dσ
π
exp
[
ik
2π
σ2
]
sinh(b σ) sinh(σ/b) ·
n∏
j=1
Gj(σ) . (3.37)
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Here Gj(σ) is the one-loop contribution from matter in the irreducible representation
[λj], of dimension (Lj + 1), with real mass µj,
Gj(σ) =
∏
β∈∆j
sb
(
β σ
2π
+ µj
)
, ∆j = {Lj , Lj − 2, · · · , 2− Lj , −Lj} . (3.38)
We assume µj ∈ H+ has a positive imaginary part to ensure regularity of the integrand
in (3.37) along the real axis. Because the weights β occur symmetrically in plus/minus
pairs, Gj(−σ) = Gj(σ) is an even function of σ. The same is true for the integrand
in (3.37), due to the underlying Weyl-invariance of the matrix integral.
Let us perform a small check on the algebra leading to (3.37) and (3.38). Observe
from (2.63) that Gj(σ) behaves asymptotically in the massive regime |µj| → ∞ as
Gj(σ) =|µj |→∞
exp
− i
8π
 ∑
β∈∆j
β2
σ2 · sign(µj) + O(σ)
,
=
|µj |→∞
exp
[
− i
2π
· Lj(Lj + 1)(Lj + 2)
12
σ2 · sign(µj) + O(σ)
]
,
(3.39)
where we evaluate the sum over squares explicitly in the second line. Comparing
to the polynomial formula for the SU(2) Casimir in (3.36), we see that the level k
effectively shifts by −1
2
c2(λj) · sign(µj) when the massive multiplet is integrated-out,
a fact demonstrated for all gauge groups in Section 2.3.
More relevant for the residue calculus is the behavior of the one-loop determinant
Gj(σ) when |σ| → ∞ with µj fixed. For each pair of weights in the product, the
asymptotic expansion in (2.63) implies
sb
(
β σ
2π
+ µj
)
· sb
(
−β σ
2π
+ µj
)
=
|σ|→∞
exp
[
−
(1
2
Q+ i µj
)
|β| σ · sign(Re(σ)) + o(1)
]
, Q ≡ b+ b−1 .
(3.40)
Up to an inessential rescaling of coefficients, the same expansion appears for the toy
model in (2.87). Crucially, the leading Gaussian terms in the respective copies of sb
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have cancelled. Thus for large |σ|, the logarithm of Gj(σ) grows only linearly with σ,
Gj(σ) =|σ|→∞
exp
−(1
2
Q+ i µj
)1
2
∑
β∈∆j
|β|
σ · sign(Re(σ)) +O(1)
,
=
|σ|→∞
exp
[
− ψ1(λj) σ + O(1)
]
, Re(σ) > 0 ,
exp
[
+ iψ1(λj) σ + O(1)
]
, Re(σ) < 0 .
(3.41)
Like the analogous quantity in (3.6), the linear coefficient ψ1(λj) is determined by
the absolute sum over weights in the first line of (3.41),
ψ1(λj) =
(1
2
Q+ i µj
)
×

1
4
Lj(Lj + 2) , Lj ∈ 2Z ,
1
4
(Lj + 1)
2 , Lj ∈ 2Z+ 1 .
(3.42)
whose expression now depends upon whether Lj is even or odd.
The complete one-loop factor in the integrand involves the product over all Gj(σ)
for j = 1, . . . , n,
n∏
j=1
Gj(σ) =|σ|→∞
exp
[
− ψ1(Λ) σ + O(1)
]
, Re(σ) > 0 ,
exp
[
+ ψ1(Λ) σ + O(1)
]
, Re(σ) < 0 ,
(3.43)
where we set ψ1(Λ) = ψ1(λ1) + · · ·+ ψ1(λn). So long as Re(ψ1(Λ)) > 0, the product
in (3.43) decays exponentially when σ → ±∞ along the real axis.
With this discussion of Gj(σ), let us consider the asymptotic behavior for the
SU(2) integrand in (3.37) as |σ| → ∞ in the complex plane.
If the level k > 0 is non-zero, the Gaussian term dominates the integrand along
the generic ray in the complex plane, and the naive residue calculus does not apply,
for the reasons discussed in Section 3.1. Nevertheless, the integral over σ in (3.37) is
manifestly convergent after the contour along R is rotated to e iπ/4 ×R, along which
the Gaussian decays rapidly. In the process of rotating, the contour may well pass
through poles of the functions Gj(σ), whose residues then contribute to ZS3. We
provide an important example of this phenomenon in Appendix C, where the residue
calculus is necessary to understand analytic features of the colored Jones polynomial.
If we wish to apply the naive residue calculus to evaluate ZS3 itself, we are left to
consider the degenerate case k = 0, for which the classical action for the gauge field
has only a Yang-Mills term prior to localization. In this case, there is no guarantee
that the integral over the real axis converges, and the behavior of the integrand for
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|σ| → ∞ depends upon a competition between the exponentially-growing product of
hyperbolic sines in (3.37) and the exponentially-decaying product of double-sines in
(3.43). A number of authors [5, 20, 67, 88, 95] have noted previously that the matrix
integral for ZS3 does not always converge if k = 0.
Briefly, convergence of the integral along the real axis when k = 0 requires the
inequality
convergence criterion for k = 0 Re
(
ψ1(Λ)
)
≥ Q , (3.44)
or by the definition in (3.42),
n∑
j=1
(1− Rj) ·

1
4
Lj(Lj + 2)
1
4
(Lj + 1)
2
 ≥ 2 .
[
Lj ∈ 2Z
]
[
Lj ∈ 2Z+ 1
] (3.45)
Here we assume Q ∈ R+ is real, and we set µj ≡ (µj)R + i2 QRj, where Rj ∈ R is the
R-charge of the corresponding chiral field. Also in (3.45), the summands on top and
bottom in brackets apply when Lj is respectively even or odd.
The condition in (3.45) can be read in two ways. For a fixed SU(2) representation
Λ, convergence of the matrix integral imposes an upper-bound on the vector R ∈ Rn
of R-charges. Alternatively, since R is typically bounded from below by unitarity
constraints on dimensions of gauge-invariant chiral operators,27 convergence of the
matrix integral requires that the representation Λ be sufficiently large, as measured
by the set of highest-weights.
A simple example occurs when Λ = 3Nf is the sum of Nf copies of the adjoint
representation. Anomaly-cancellation with k = 0 allows Nf to be any positive integer.
Given the the underlying SU(Nf ) flavor symmetry, the R-charge R must be the same
for all summands in Λ, so the convergence criterion in (3.45) becomes (with Lj = 2)
Nf (1 − R) ≥ 1 . (3.46)
Automatically R < 1 by (3.46). Also trivially, Nf ≥ 1 is a necessary condition for
convergence.
Supersymmetric QCD with Nf flavors of quarks, meaning Λ = 22Nf , provides
another example. Anomaly-cancellation with k = 0 requires the number of quarks
to be even, so Nf is an integer. The global SU(2Nf ) flavor symmetry implies that
27Recall that the dimension D of any chiral operator in a unitary N = 2 superconformal field
theory is bounded from below by 1/2, and for such operators D = R is fixed by the R-charge.
R is the same for each quark, so the convergence criterion in (3.45) (with Lj = 1) is
identical to (3.46), with R < 1 and Nf ≥ 1. The existence of a chiral meson operator
with R-charge 2R provides a unitarity bound R ≥ 1/4, and the existence of a chiral
monopole operator [2] with R-charge Nf(1− R)− 2 provides another unitarity bound
Nf(1− R) ≥ 5/2. The meson unitary bound, in combination with (3.46), requires
Nf ≥ 2 as a necessary condition for convergence. The monopole unitarity bound is
clearly compatible with, but slightly stronger than, the convergence criterion.
Later in Section 4.3 we perform a similar analysis for SQCD with arbitrary gauge
group of type SU, Sp, and SO. There we find a curious relation with the physical
vacuum structure of the same theory on R1,2.
Residue Calculus for SU(2). Assuming the convergence criterion at level zero is
satisfied, we next ask whether there exists a suitable integration contour Γ ⊂ C which
allows ZS3 to be evaluated as a sum over residues.
This question again concerns the asymptotic behavior for large |σ| ≫ 1 of the
integrand. In norm,∣∣∣∣∣∣sinh(b σ) sinh(σ/b) ·
n∏
j=1
Gj(σ)
∣∣∣∣∣∣ =|σ|→∞
exp
[
−
(
Re(ψ1)−Q
)
Re(σ) + Im(ψ1) Im(σ)
]
, Re(σ) > 0 ,
exp
[
+
(
Re(ψ1)−Q
)
Re(σ)− Im(ψ1) Im(σ)
]
, Re(σ) < 0 ,
(3.47)
where
ψ1 ≡ ψ1(Λ) =
n∑
j=1
(
Q
2
+ i µj
)
1
4
Lj(Lj + 2)
1
4
(Lj + 1)
2
 . (3.48)
As in (3.45), the upper and lower brackets in the expression (3.48) for ψ1 indicate the
respective values when Lj is an even or an odd integer. The convergence criterion
(3.44) follows from (3.47) with σ ∈ R. When we allow σ to have an imaginary part as
well, we see from (3.47) that the integrand decays consistently in either the upper or
the lower half-planes only when Im(ψ1) = 0. If Im(ψ1) 6= 0, we are effectively stuck
in the Gaussian situation shown in Figure 5.
Consequently, the residue calculus for the partition function ZS3 is only applicable
in the special case k = 0 and Im(ψ1(Λ)) = 0. As an instance of the latter condition,
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if the irreducible summands of Λ = [λ1]⊕ · · · ⊕ [λn] are identical, then
Im(ψ1(Λ)) = 0 ⇐⇒
λ1=λ2=···=λn
n∑
j=1
(µj)R = 0 . (3.49)
On the right, (µj)R indicates the real part of µj, when we allow µj to be continued
analytically to the complex-plane. The sum condition in (3.49) holds automatically
in SQCD with CP-invariant28 real masses, so it is not unreasonable to impose. More
generally, as for the toy model in Section 2.2, we can analytically continue the com-
plexified masses µj to take purely imaginary values, so that Im(ψ1(Λ)) = 0 holds
trivially.
When Im(ψ1(Λ)) = 0, the partition function ZS3 can be evaluated by closing the
integration contour Γ ⊂ C in either the lower or the upper half-plane. By convention,
we close Γ in the lower half-plane, after which the residue calculus proceeds much like
the U(1) case in Section 3.1.
Briefly, poles of the function Gj(σ) in (3.38) lie on the divisor
Dj =
⋃
β∈∆j
∞⋃
u,v=0
{
σ =
2π
β
(
−i u b − i v b−1 − µj
)}
, (3.50)
where ∆j is the set of weights in (3.38). For generic µj obeying the constraint in
(3.49), all poles are simple, and when the integration contour is closed in the lower
half-plane, only the poles with positive weight β > 0 contribute to the sum over
residues.
Thus
ZS3 = −2i
n∑
j=1
∑
β∈∆j
β>0
∞∑
u,v=0
Z j,βu,v , (3.51)
where by analogy to (3.15) the residue is a product
Z j,βu,v =
i
β
· exp
[
iΘ j,βr,s
]
·W j,βM,r,s(q, x) · W˜ j,βN,r,s(q˜, x˜) . (3.52)
Similar to the abelian case, we decompose the labels u, v ∈ Z+ appearing in (3.50)
into congruence classes modulo β,
u = M β + r , M,N ≥ 0 ,
v = N β + s , 0 ≤ r, s < β ,
(3.53)
28For SQCD with n = 2Nf , CP-invariance requires the real masses (µj)R to appear in cancelling
plus/minus pairs for quarks and anti-quarks.
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The phase Θ j,βr,s and the functions W
j,β
M,r,s(q, x), W˜
j,β
N,r,s(q˜, x˜) are also determined in the
same manner as the corresponding expressions in Section 3.1. We state the result:
exp
(
iΘ j,βr,s
)
= exp
[
2πi c2(Λ)
rs
β2
]
×
× exp
 n∑
ℓ=1
∑
γ∈∆ℓ
iπ
4
(
1− 2
β2
(β µℓ − γ µj)2
)
sign(β µℓ − γ µj)
, (3.54)
where sign(0) ≡ 0 to account for the term with ℓ = j and γ = β in the double sum.
Also,
W
j,β
M,r,s(q, x) =
1
2
e2πi c2(Λ)Ms/β · exp
iπ
2
 n∑
ℓ=1
∑
γ∈∆ℓ
(
M +
r
β
)
γ sign(βµℓ − γµj) +Mβ + r
×
×
(
e−2πis/β q−(M+(r/β)) x−1/βj − e 2πis/β qM+(r/β) x1/βj
)
·
q(Mβ+r)(Mβ+r+1)/4(
q; q
)
(Mβ+r)
×
×
n∏
ℓ=1
∏
γ∈∆ℓ
F
sign(βµℓ−γµj )
b (zj,ℓ; q) ,
(3.55)
where
zj,ℓ =
1
β
(βµℓ − γµj) − i
(
M +
r
β
)
γ b − i
(
N +
s
β
)
γ b−1 . (3.56)
Again by convention, F sign(0)b ≡ 1. The expression for W˜ j,βN,r,s(q˜, x˜) is entirely similar,
after the exchanges M ↔ N and r ↔ s.
What are the important features of the formulas in (3.52), (3.54), and (3.55)?
First, unlike (3.15), no term involving the product MN obstructs factorization
for Z j,βu,v if the level-zero anomaly-cancellation condition c2(Λ) ≡ 0 mod 2 is violated.
Instead, during the calculation which leads to (3.52), one meets only the trivial phase
(−1)2MNc2(Λ) ≡ 1, and factorization per se imposes no constraint on the value of
c2(Λ). As we discuss at the end of Section 6.3, this phenomenon is not generic and
is related to the coincidence among Lie algebras that the coroot lattice of SU(2) is
even, ie. (hˆ, hˆ) = 2.
Second, the partition function ZS3 at level k = 0 can be written in the fully-
factorized form
ZS3 =
n∑
j=1
∑
β∈∆j
β>0
β−1∑
r,s=0
2 exp
(
iΘ j,βr,s
)
β
B j,βr,s (q, x) B˜
j,β
r,s (q˜, x˜) , (3.57)
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with blocks
B j,βr,s =
∞∑
M=0
W
j,β
M,r,s , B˜
j,β
r,s =
∞∑
N=0
W˜
j,β
N,r,s . (3.58)
The SU(2) blocks are labelled by quadruples in the set
I =
{
(j, β, r, s)
∣∣∣∣β ∈ ∆j , β > 0 , 0 ≤ r, s < β} , (3.59)
comprising an effective U(1) block for each positive weight in the representation [λj]
associated to each chiral matter multiplet. The bilinear form Gm,n in the Factorization
Conjecture (1.15) remains diagonal.
4 Preliminary Analysis at Higher-Rank
In the remainder of the paper, we extend the analysis from Section 3 to gauge groups
of higher rank. The present Section 4 is an initial grab-bag in which we broadly
explain our general strategy and then establish preliminary technical results, some of
independent interest, about the sphere partition function ZS3 . A precise summary of
Section 4 follows.
In Section 4.1, we recall by way of illustration how the chirality bound (3.4) on
the Chern-Simons level k reappears for the unitary group U(N).
To evade the bound, in Section 4.2 we reduce the analysis for arbitrary values of k
to the degenerate case k = 0 by integrating-in auxiliary chiral matter, compatible with
the one-loop shift in k from Section 2.3. As we explain, the reduction to level k = 0
relies upon the existence of a suitable “fundamental” representation for the gauge
group and so only works for simple gauge groups of classical matrix type ABCD,
along with the exceptional Lie group G2. We also examine in detail the decoupling
of auxiliary, massive matter multiplets from the ultraviolet partition function ZuvS3 ,
complementing prior observations in [5].
In Section 4.3 we specialize to gauge theories with Chern-Simons level k = 0.
Convergence of the Coulomb-branch integral (1.4) is far from assured in this situation
and depends only upon the asymptotic, semiclassical behavior of the integrand. We
provide sufficient criteria for general pairs (G,Λ) to ensure convergence and hence
existence of ZS3. These criteria are phrased in terms of a Weyl-invariant L1-norm
|| · ||V on the Cartan subalgebra h. The norm || · ||V is distinct from the Killing
form and is labelled by a (non-trivial) irreducible representation V ∈ Rep(G). In the
process, we explore a few geometric properties of the norm || · ||V .
Finally in Section 4.4 we apply the convergence criteria to supersymmetric QCD
with gauge groups of type SU, Sp, and SO. As well-known, supersymmetry is broken
56
and the vacuum destabilized in SQCD on R1,2 when the number Nf of quark flavors
is sufficiently small relative to the rank of the gauge group [1–4, 6, 20, 68]. We show
that the Coulomb-branch convergence criterion for SQCD on S3 reproduces the same
critical value of Nf which determines supersymmetry-breaking on R3. The agreement
is especially striking for gauge group SO, as our Lie algebra calculation involving the
norm || · ||V is not even guaranteed to produce a result which is analytic in Nf ! We
do not have a theoretical understanding of this coincidence, but it seems worthy of
further investigation.
4.1 Chirality Conditions for U(N)
As emphasized in [21], the residue calculus can be applied to the matrix integral for
ZS3 only when the magnitude of the Chern-Simons level k is sufficiently small. The
precise bound on k depends upon the gauge group G and the matter representation
Λ, and it presents a significant obstruction to any direct attempt to prove the Fac-
torization Conjecture in general. We have already discussed the obstruction in the
abelian case G = U(1), for which the relevant chirality bound on k appears in (3.4),
but nothing is special about this case. As a warmup, we quickly recapitulate the
bound for the higher-rank, non-abelian example G = U(N).
For convenience, we specialize the representation Λ to be the direct sum of a+
copies of the defining fundamental representation N of U(N) and a− copies of the
dual anti-fundamental representation N,
Λ = Na+⊕Na− , (4.1)
for some multiplicities a± ≥ 0. Cancellation of the global gauge anomaly requires
k − 1
2
(a+ + a−) ∈ Z . (4.2)
This quantization condition on k is equivalent to
k ≡ ψ2(Λ) mod Z , (4.3)
where ψ2(Λ) is the net chirality
ψ2(Λ) =
1
2
(a+ − a−) . (4.4)
The formula for ψ2 should be compared with the previous, abelian definition in (3.3).
For the non-chiral theory with a+ = a−, the parity anomaly is absent, and k obeys
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the conventional integral quantization.
An element of the Cartan subalgebra of U(N) is a diagonal matrix
σ = i diag(σ1, σ2, · · · , σN) , (4.5)
with σm ∈ R for m = 1, . . . , N . In these coordinates, the partition function becomes
ZS3 =
1
N !
∫
RN
dNσ
(2π)N
exp
[
i k
4π
(
σ21 + · · ·+ σ2N
)
+ i ξ (σ1 + · · ·+ σN)
]
×
× ∏
m<n
[
4 sinh
(
b (σm − σn)
2
)
sinh
(
σm − σn
2b
)]
·
a+∏
j=1
G+j (σ) ·
a−∏
ℓ=1
G−ℓ (σ).
(4.6)
In the second line of (4.6), the positive roots α ∈ ∆+ of U(N) are identified with the
differences σm − σn for pairs of indices m < n in the range m,n = 1, . . . , N . Also,
each matter determinant G+j (σ) is the product over fundamental weights
G+j (σ) =
N∏
m=1
sb
(
σm
2π
+ µj
)
, j = 1, . . . , a+ , (4.7)
and similarly for the anti-fundamental matter determinant
G−ℓ (σ) ≡ G+ℓ (−σ) =
N∏
m=1
sb
(
−σm
2π
+ µℓ
)
, ℓ = 1, . . . , a− . (4.8)
The SU(N) partition function can be recovered from the U(N) formula in (4.6) by
performing a further integral over the FI-parameter ξ to impose the trace constraint
σ1 + · · ·+ σN = 0. Here we use the delta-function identity
∫
R
dξ
2π
exp
[
i ξ (σ1 + · · ·+ σN )
]
= δ(σ1 + · · ·+ σN ) . (4.9)
As each eigenvalue σm → ±∞, the asymptotics in (2.63) imply that the unitary
matter determinant approaches
G+j (σ) =σm→±∞
exp
[
− i
8π
N∑
m=1
σ2m sign(Re(σm)) + O(σ)
]
, (4.10)
and dually under reflection of σ,
G−ℓ (σ) =σm→±∞
exp
[
+
i
8π
N∑
m=1
σ2m sign(Re(σm)) + O(σ)
]
. (4.11)
Hence the net one-loop matter contribution in (4.6) behaves for large σ as
a+∏
j=1
G+j (σ) ·
a−∏
ℓ=1
G−ℓ (σ) =σm→±∞
exp
[
−i ψ2(Λ)
4π
N∑
m=1
σ2m sign(Re(σm)) + O(σ)
]
. (4.12)
Note that the asymptotic dependence on each element σm factorizes in (4.12). The
same factorization applies to the oscillatory Gaussian term in the first line of (4.6).
Consequently, the entire integrand I(σ) factorizes asymptotically to leading order,
I(σ) =
σm→±∞
N∏
m=1
exp
[
i
4π
(
k − ψ2(Λ) · sign(Re(σm))
)
σ2m + O(σ)
]
. (4.13)
We are now in the same situation discussed in Section 3.1. When the strict
chirality bound (3.4) is satisfied,
k < |ψ2(Λ)| , (4.14)
the integrand I(σ) decays in the product of half-planes
HN± = H± × · · · ×H± ⊂ CN , ± Im(z) > 0 for z ∈ H± , (4.15)
where the imaginary part Im(σm), m = 1, . . . , N , is respectively positive or negative.
Specifically, if ψ2(Λ) > 0 the integrand decays for σ ∈ HN− in the negative corner of
CN , and vice versa if ψ2(Λ) < 0. We depict the domain of convergence for N = 2 and
0 ≤ k < ψ2(Λ) in Figure 11. Here the domain H2− occupies the third quadrant of the
plane spanned by the imaginary parts Im(σ1) and Im(σ2), and the origin is identified
with the real integration slice R2 ⊂ C2 for (4.6).
Thus when the representation Λ is “sufficiently” chiral relative to the level k as
in (4.14), the residue calculus can be performed iteratively for each factor in HN± .
But if k > |ψ2(Λ)|, the integrand I(σ) behaves asymptotically like a product of the
Gaussians in Figure 5. In that case, the residue calculus fails to apply, at least in any
obvious way.
Finally, as we discussed for abelian theories in Section 3.1, the residue calculus
may or may not apply in the marginal case k = |ψ2(Λ)|, where subleading terms in
the asymptotic expansion (4.12) become important. Though marginal, this case is
natural and cannot be forgotten, as it occurs when k = 0 and Λ is a real representation
of U(N), with a+ = a− in (4.1). We analyze the marginal case in detail for a variety
of gauge groups and matter representations in Section 4.3.
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Im(σ1)
Im(σ2)
R2
Figure 11: For 0 ≤ k < ψ2(Λ), the domain H2− ⊂ C2 in which the matrix integrand
I(σ1, σ2) decays asymptotically along rays.
4.2 Evading the Chirality Bound
Just as chiral matter can be integrated-out, so too can chiral matter be integrated-in,
through the reverse of the process in Section 2.3. In this fashion, we will evade the
chirality bound.
Briefly, we start with chiral matter in a representation Λ of the gauge group G at
Chern-Simons level k ≥ 0. To integrate-in auxiliary chiral matter in a representation
Λ′ ofG, we consider a new theory with matter in the total representation Λuv = Λ⊕ Λ′
and with large real masses |µ′| ≫ |µ|. Provided the new Chern-Simons level kuv
satisfies the one-loop relation29 in (2.97),
kuv = k +
1
2
n∑
j=1
c2(λ
′
j) sign(µ
′
j) , (4.16)
this new ultraviolet theory reduces to our original theory in the decoupling limit
|µ′| → ∞, with µ fixed. Otherwise, for large but finite values of the auxiliary mass
µ′, the ultraviolet theory with chiral matter in the representation Λuv at level kuv can
be regarded as a deformation of the original theory with matter in the representation
Λ at level k.
If the sign of each auxiliary mass µ′j is negative in (4.16), then kuv decreases relative
to the original level k (as c2 ≥ 0 is always positive) after the auxiliary matter Λ′ is
introduced. As a result, even when the original representation Λ is not “sufficiently”
chiral relative to the level k, the ultraviolet representation Λuv may be sufficiently
chiral relative to kuv, in the sense that the residue calculus applies to the partition
29Recall that c2(λ
′
j) = (λ
′
j)
2 in the U(1) case.
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function ZuvS3 of the ultraviolet theory. Whether or not Λuv is sufficiently chiral will
depend, of course, on both the level k and the choice of auxiliary matter Λ′.
For instance, with gauge group G = U(N) and fundamental/anti-fundamental
matter as in (4.1), the integer k − ψ2(Λ) ∈ Z decreases by one unit for each extra
fundamental matter multiplet with negative real mass µ′j < 0 which is added to the
original theory.30 Alternatively, k + ψ2(Λ) ∈ Z decreases by one unit for each extra
anti-fundamental matter multiplet with negative real mass which is added. Following
this process, by integrating-in fundamental or respectively anti-fundamental matter
with negative real mass to the U(N) theory, we can always arrange for the ultraviolet
matter content Λuv to be “sufficiently-chiral” relative to kuv, in the sense that the
chirality bound kuv ≤ |ψ2(Λuv)| in (4.14) is satisfied. Here we include the marginal
case kuv = |ψ2(Λuv)| within our bound, as it will play an essential technical role later.
Once the chirality bound is obeyed in the ultraviolet U(N) theory, we apply the
residue calculus as in Section 3 to demonstrate factorization of the ultraviolet partition
function
ZuvS3 =
∑
r,s∈Iuv
Guvrs B
r(q, x, x′) B˜s(q˜, x˜, x˜′) . (4.17)
Here the ultraviolet indices r, s ∈ Iuv label blocks associated to both the auxiliary
and the original matter fields.
Finally, to recover factorization for the partition function of the original, low-
energy theory, we take the decoupling limit µ′ → −∞ on both sides of (4.17). In this
limit, the auxiliary fugacity variables (x′, x˜′) vanish, and Guvrs degenerates on auxiliary
blocks.
By factorizing the ultraviolet theory first and then flowing to the infrared, we
bypass the technical obstruction present for “insufficiently-chiral” matter content in
the original U(N) theory. A schematic diagram summarizing the argument appears
in Figure 12.
SQED at Non-Vanishing Level, Redux. Let us illustrate how the trick of
integrating-in auxiliary chiral matter allows us to evade the chirality bound in SQED
at non-zero level.
We consider a U(1) vector multiplet at positive Chern-Simons level k > 0, coupled
to Nf pairs of chiral multiplets (Φj , Φ˜j), j = 1, . . . , Nf , each with charges ±1. Gauge
invariance implies here that k ∈ Z obeys the usual integral quantization; throughout,
we apply the iε-prescription to k when necessary for convergence of various analytic
30If we integrate-in fundamental matter with positive real mass µ′j > 0, the difference k − ψ2(Λ)
does not change.
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(G, kuv,Λuv ≃ Λ⊕ Λ′)
Sufficiently-chiral
ZuvS3 =
∑
r,s∈Iuv
Guvrs B
r(q, x, x′) B˜s(q˜, x˜, x˜′)
(G, k,Λ)
Insufficiently-chiral
ZS3 =
∑
m,n∈I
Gmn B
m(q, x) B˜n(q˜, x˜)
Integrate-in
auxiliary matter Λ′
Residue
calculus
RG flow
to infared,
x′, x˜′ → 0
Residue
calculus
Figure 12: Diagram illustrating how the chirality bound can be evaded to establish
factorization for ZS3 .
expressions. In principle, Φj and Φ˜j can be given independent real masses (µj , µ˜j) for
each j. In practice, to reduce the number of parameters we juggle, we assume with
no essential loss that µj = µ˜j is the maximally CP-violating real mass.
The partition function on S3 is then given by the integral
ZSQEDS3 =
∫
R
dσ
2π
exp
[
ik
4π
σ2 + i ξ σ
]
·
Nf∏
j=1
sb
(
σ
2π
+ µj
)
sb
(
− σ
2π
+ µj
)
. (4.18)
Because the matter content ΛSQED transforms in a real representation of U(1),
ΛSQED = (+1)
Nf ⊕ (−1)Nf , (4.19)
the leading terms in the asymptotic expansions for each pair of double-sines cancel,
just as for the toy model in (2.87), and the asymptotic behavior of the SQED integrand
is dominated by the Gaussian term as |σ| → ∞ in the complex plane.
The song remains the same: the real integration contour for σ in (4.18) cannot be
closed in either the lower or the upper half-plane to convert the integral into a sum
over residues, suitable for factorization.
Instead, we replace the original Chern-Simons term at level k > 0 by auxiliary
matter Λ′. Via the usual logic of renormalization, many consistent choices for the
auxiliary matter are possible, in the sense that each choice reproduces the partition
function ZSQEDS3 when auxiliary masses are large. Here we shall make the ‘marginal’
choice to reduce the Chern-Simons level to kuv = 0 with real matter Λuv, according to
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the notation in Figure 12. Any choice with kuv < |ψ2(Λuv)| would allow application
of the residue calculus, but some technical conveniences occur in the marginal case
where kuv = ψ2(Λuv) = 0.
To reduce the ultraviolet Chern-Simons level to zero, we integrate-in k pairs of
additional chiral multiplets (Ψℓ, Ψ˜ℓ), ℓ = 1, . . . , k, each with U(1) charges ±1,
Λ′ = (+1)k ⊕ (−1)k . (4.20)
We again assume the real masses (µ′ℓ, µ˜
′
ℓ) for each auxiliary pair (Ψℓ, Ψ˜ℓ) are equal,
µ′ℓ = µ˜
′
ℓ for each ℓ. The auxiliary mass parameters µ
′
ℓ are otherwise distinct, generic,
and large in norm, with |µ′ℓ| ≫ |µj| for all j = 1, . . . , Nf . The net ultraviolet matter
content is
Λuv = ΛSQED ⊕ Λ′ . (4.21)
Though Λuv also transforms in a real representation of U(1), the auxiliary masses
violate parity, and an effective Chern-Simons term can be generated when Λ′ is
integrated-out. The value of the effective Chern-Simons level depends on the signs
of the auxiliary masses. For simplicity, we take the sign of each auxiliary mass to be
negative,
Re(µ′ℓ) < 0 , |µ′ℓ| ≫ |µj| , ℓ = 1, . . . , k , j = 1, . . . , Nf . (4.22)
The matching condition in (4.16) then states that the ultraviolet Chern-Simons level
must be exactly zero,
kuv = 0 , (4.23)
to reproduce SQED with Nf flavors at level k at energy scales far below the scale of
the auxiliary masses µ′ℓ.
The partition function for the ultraviolet theory is now given by an expression
similar to (4.18) but with no Gaussian term for σ,
ZuvS3 = e
iη0
∫
R
dσ
2π
exp[i ξuv σ]·
Nf∏
j=1
sb
(
σ
2π
+ µj
)
sb
(
− σ
2π
+ µj
)
×
×
k∏
ℓ=1
sb
(
σ
2π
+ µ′ℓ
)
sb
(
− σ
2π
+ µ′ℓ
)
.
(4.24)
To match the infrared SQED partition function in the limit µ′ℓ → −∞ for ℓ = 1, . . . , k,
we must generally allow the phase parameter η0 as well as the FI parameter ξuv in
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(4.24) to depend upon the auxiliary masses µ′ℓ. According to the renormalization
formula in (2.99), η0 depends upon the auxiliary masses via
η0 = −π
k∑
ℓ=1
[
(µ′ℓ)
2 − i Qµ′ℓ −
1
6
(1 +Q2)
]
, Q ≡ b + b−1 . (4.25)
On the other hand, according to the matching condition in (2.100), the ultraviolet
and infrared FI parameters are related by
ξuv = ξ − 12
k∑
ℓ=1
(µ′ℓ − µ˜′ℓ) . (4.26)
Since we assume the real masses for each auxiliary pair (Ψℓ, Ψ˜ℓ) obey µ′ℓ = µ˜
′
ℓ, the FI
parameter is not renormalized in this case,
ξuv = ξ for µ
′
ℓ = µ˜
′
ℓ , ℓ = 1, . . . , k . (4.27)
More generally, the following analysis is not altered if we take the differences µ′ℓ − µ˜′ℓ
to remain finite in the limit µ′ℓ → −∞ for ℓ = 1, . . . , k, so that the FI parameter only
renormalizes by a finite amount.
We considered the properties of integrals such as (4.24) in Section 3.1. Because
Λuv is a real representation of U(1), the signed sum ψ2(Λuv) defined in (3.3) vanishes,
and the integrand I(σ) of (4.24) behaves asymptotically as31
I(σ) =
|σ|→∞
exp
[(
i ξ − ψ1(Λuv) · sign(Re(σ))
)
σ + O(1)
]
, (4.28)
where according to (3.6),
ψ1(Λuv) =
1
2
(k + Nf)Q + i µtot + i µ
′
tot ,
µtot =
Nf∑
j=1
µj , µ
′
tot =
k∑
ℓ=1
µ′ℓ .
(4.29)
If ξ ∈ R and Re(ψ1(Λuv)) > 0 is positive, I(σ) decays exponentially as σ → ±∞ along
the real axis. The ultraviolet integral in (4.24) is thus absolutely-convergent. In
this situation, we can evaluate the decoupling limit inside the integral to obtain the
31When σ is complex, we must distinguish the norm |σ| from the product sign(Re(σ)) · σ, which
otherwise agree for real values of σ. The latter quantity enters the asymptotic expansion (4.28) of
the integrand I(σ) for complex values of σ.
64
expected identity
lim
µ′
ℓ
→−∞
ℓ=1,...,k
ZuvS3 =
∫
R
dσ
2π
 lim
µ′
ℓ
→−∞
ℓ=1,...,k
I(σ)
 = ZSQEDS3 . (4.30)
In the second equality we apply the double-sine expansions from Section 2.3, as well
as the matching relations in (4.25) and (4.27).
Alternatively, for finite values of the auxiliary mass µ′, the ultraviolet integral
in (4.24) can be computed as a sum of residues. Like the toy model at the end of
Section 2.2, we temporarily assume by analytic continuation that ψ1(Λuv) ∈ R+ is
real and positive, eg. µtot and µ′tot have been rotated to lie on the imaginary axis.
The integrand I(σ) in (4.28) then decays exponentially in either the lower or the
upper half-plane, depending upon the sign of the FI parameter ξ (taken to be real).
For ξ > 0 the integration contour can be closed in the upper half-plane; for ξ < 0 the
integration contour can be closed in the lower half-plane; and for ξ = 0 the contour
can be closed in either the upper or the lower half-plane. With no essential loss, we
assume ξ < 0 and so close the integration contour for (4.24) in the lower half of the
complex σ-plane.
We have already performed the requisite residue calculus for SQED in Section 3.1.
After the formula in (3.26) is specialized, the ultraviolet partition function is given
by the finite sums
ZuvS3 = e
iη0
Nf∑
j=1
exp
(
iΘ juv
)
B juv(q, x, x
′, y) B˜ juv(q˜, x˜, x˜
′, y˜) +
+ e iη0
k∑
ℓ=1
exp
(
iΘ ℓaux
)
C ℓaux(q, x, x
′, y) C˜ ℓaux(q˜, x˜, x˜
′, y˜) .
(4.31)
Here we are careful to include the renormalization prefactor in (4.24),
e iη0 = exp
[
iπk
2
− iπ
k∑
ℓ=1
(µ′ℓ)
2
]
· (q q˜)k/12 ·
k∏
ℓ=1
(x′ℓ x˜
′
ℓ)
−1/2
, (4.32)
rewritten using the one-loop matching relation for η0 in (4.25). In this expression,
(x′ℓ, x˜
′
ℓ) are fugacities associated to the mass parameters µ
′
ℓ for the heavy, auxiliary
chiral multiplets, while (xj, x˜j) are fugacities associated to the mass parameters µj
for the original, light SQED flavors. On the line in parameter space where (b, µj , µ′ℓ)
are all real and b > 0 is positive, the assumption |µ′ℓ| ≫ |µj| with µ′ℓ < 0 negative
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implies that |x′ℓ| ≪ |xj| and dually |x˜′ℓ| ≪ |x˜j|. Of course, when expressed in terms
of the variables (q, x, x′) and (q˜, x˜, x˜′), the renormalization prefactor (4.32) manifestly
respects the block decomposition for ZuvS3 .
The ultraviolet partition function ZuvS3 naturally involves a sum over two kinds of
blocks. In the first line of (4.31), the blocks Bjuv and dually B˜
j
uv for j = 1, . . . , Nf
arise from evaluating the residue at a pole in the one-loop factor for the light SQED
multiplets, this factor given by the product of double-sines in the first line of (4.24).
The subscript serves to distinguish these ultraviolet blocks from the actual blocks of
the low-energy SQED theory, which will appear shortly. By contrast, in second line
of (4.31), the blocks Cℓaux and C˜
ℓ
aux for ℓ = 1, . . . , k arise from poles in the one-loop
factor for the heavy auxiliary multiplets.32
We verify that the block decomposition (4.31) satisfies a pair of conditions in the
infrared limit µ′ℓ → −∞, with µ′ℓ − µ′m fixed for all pairs ℓ,m = 1, . . . , k.
1. For the phase Θ juv and the ‘light’ blocks B
j
uv, B˜
j
uv in the first line of (4.31),
we show that these quantities reproduce the expected decomposition for the
infrared SQED theory at level k when µ′ℓ → −∞. This check is straightforward,
once the renormalization prefactor (4.32) is included.
2. For the phase Θℓaux and the ‘auxiliary’ blocks C
ℓ
aux, C˜
ℓ
aux in the second line of
(4.31), we show that the contribution of these summands to ZuvS3 vanishes in
the limit µ′ℓ → −∞. Naively, one expects such a decoupling of massive matter
in the infrared. The decoupling turns out to be suprisingly delicate, as the
blocks C ℓaux and C˜
ℓ
aux themselves diverge when µ
′
ℓ → −∞. The divergence of the
auxiliary blocks C ℓaux and C˜
ℓ
aux in the limit µ
′
ℓ → −∞ has been previously noted
in §5.2 of [5], with which our analysis has some overlap.
The iε-prescription for k in Θ ℓaux is required to ensure convergence to zero for
the auxiliary summands in ZuvS3 . In terms of the ingredients (1.15) for the
Factorization Conjecture, auxiliary matter decouples as the the bilinear form
Gmn degenerates in the infrared limit.
We now demonstrate these statements.
Infrared Limit of Light Blocks. The ingredients in the factorization of ZuvS3 can
be written much more explicitly by specializing the formulas in Section 3.1. For the
32Note that because the integration contour is closed in the lower half of the σ-plane, only those
multiplets with positive U(1)-charge contribute residues to the respective block sums.
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light blocks in the first line of (4.31), the general phase in (3.19) becomes
exp
(
iΘ juv
)
= exp
[
−iπk
2
+ iπ
k∑
ℓ=1
(µ′ℓ)
2
]
· exp
(
iΘ jSQED
)
, (4.33)
where Θ jSQED is the corresponding phase for the low-energy SQED theory at level k,
exp
(
iΘ jSQED
)
= exp
iπk µ2j − 2πi ξ µj + iπ4
Nf∑
m6=j
(
1− 2 (µm − µj)2
)
sign(µm − µj)
×
× exp
 iπ
4
Nf∑
m=1
(
1− 2 (µm + µj)2
)
sign(µm + µj)
 .
(4.34)
All dependence on k in (4.33) and (4.34) arises not from an ultraviolet Chern-Simons
term, since kuv = 0, but from evaluating sums in (3.19), similar to those above, over
the 2k auxiliary multiplets. In the process, we use that sign(µ′ℓ ± µj) < 0 is negative
for all indices j and ℓ, by our assumption on the auxiliary masses µ′ℓ.
By fiat, the phase factor on the right in (4.32) cancels the discrepancy between
ultraviolet and infrared phases in (4.33).
As for the light blocks B juv themselves, each is a sum of residues
B juv(q, x, x
′, y) =
∞∑
M=0
W
j
M(q, x, x
′, y)uv , j = 1, . . . , Nf , (4.35)
where the residue is given by the general formula in (3.21), specialized to the case at
hand. Explicitly,
W
j
M(q, x, x
′, y)uv = i
M
[
1+
∑Nf
m6=j
sign(µm−µj)−
∑Nf
m=1
sign(µm+µj)
]
· yM ·
[
qM(M+1)/4
(q; q)M
]
×
×
Nf∏
m6=j
F
sign(µm−µj)
b
(
µm − µj − iM b; q
)
·
Nf∏
m=1
F
sign(µm+µj)
b
(
µm + µj + iM b; q
)
×
×
k∏
ℓ=1
[
F
−
b
(
µ′ℓ − µj − iM b; q
)
·F−b
(
µ′ℓ + µj + iM b; q
)]
.
(4.36)
In this expression, all dependence on the auxiliary masses µ′ℓ, or equivalently on the
fugacity variables x′ℓ, occurs in the product over ℓ on the last line of (4.36).
The formula for F−b in (2.81) allows us to make the dependence on x
′ explicit.
The result depends upon whether q lies inside our outside the unit disk, due to the
natural boundary of holomorphy at |q| = 1 in Figure 6. For simplicity, we assume
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|q| < 1. After an elementary calculation using (2.81),
k∏
ℓ=1
[
F
−
b
(
µ′ℓ − µj − iM b; q
)
·F−b
(
µ′ℓ + µj + iM b; q
)]
=
|q|<1
q−
1
2
kM2− 1
12
k · x−kMj ·
k∏
ℓ=1
 (x′ℓ)1/2( (
x′ℓ x
−1
j
)
q−M ; q
)
∞
(
(x′ℓ xj) qM ; q
)
∞
 .
(4.37)
The dependence on k in (4.37) is such that the ultraviolet residue W jM(q, x, x
′, y)uv
factorizes,
W
j
M(q, x, x
′, y)uv = q−k/12 ·
k∏
ℓ=1
 (x′ℓ)1/2( (
x′ℓ x
−1
j
)
q−M ; q
)
∞
(
(x′ℓ xj) qM ; q
)
∞
×
× W jM(q, x, y)SQED ,
(4.38)
where W jM(q, x, y)SQED is the residue for the low-energy SQED theory at level k, with
no auxiliary matter. Explicitly from (3.21),
W
j
M(q, x, y)SQED = i
M
[
1+
∑Nf
m6=j
sign(µm−µj)−
∑Nf
m=1
sign(µm+µj)
]
×
× q− 12kM2 · x−kMj · yM ·
[
qM(M+1)/4
(q; q)M
]
×
×
Nf∏
m6=j
F
sign(µm−µj)
b
(
µm − µj − iM b; q
)
·
Nf∏
m=1
F
sign(µm+µj)
b
(
µm + µj + iM b; q
)
.
(4.39)
Let us now consider the behavior of the block B juv in the infrared limit µ
′ → −∞,
for which x′ → 0. Both q-Pochhammer symbols in the denominator of (4.38) are
continuous at x′ = 0 and evaluate to unity. Hence from (4.38),
lim
x′→0
[(
k∏
ℓ=1
(x′ℓ)
−1/2
)
·W jM(q, x, x′, y)uv
]
= q−k/12 ·W jM(q, x, y)SQED . (4.40)
The same relation applies term-by-term to the sum in (4.35), so the light ultraviolet
blocks B juv are related to the infrared SQED blocks B
j
SQED by
lim
x′→0
[(
k∏
ℓ=1
(x′ℓ)
−1/2
)
· Bj(q, x, x′, y)uv
]
= q−k/12 · Bj(q, x, y)SQED . (4.41)
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An identical relation, omitted for sake of brevity, holds for the dual blocks B˜ juv.
The renormalization prefactor in (4.32) accounts precisely for the extra factors of
q and x′ℓ in the limit (4.41). Recalling the phase relation in (4.33), we thus obtain the
expected infrared behavior for the first summand in the top line of (4.31),
lim
x′→0
e iη0 Nf∑
j=1
exp
(
iΘ juv
)
B juv(q, x, x
′, y) B˜ juv(q˜, x˜, x˜
′, y˜)
 =
Nf∑
j=1
exp
(
iΘ jSQED
)
Bj(q, x, y)SQED B˜
j(q˜, x˜, y˜)SQED .
(4.42)
Decoupling of Massive Matter. The ultraviolet partition function ZuvS3 in (4.31)
also includes contributions from blocks Cℓaux(q, x, x
′, y) associated to heavy auxiliary
multiplets. To complete the proof of the Factorization Conjecture for SQED at pos-
itive level k > 0, we must show that the sum over auxiliary blocks Cℓaux(q, x, x
′, y) in
the second line of (4.31) vanishes in the infrared limit µ′ → −∞ and x′ → 0, consis-
tent with naive expectations for decoupling of massive matter. In fact, we shall argue
that each summand for ℓ = 1, . . . , k in (4.31) vanishes individually as µ′ → −∞.
Again, the general formulas from Section 3.1 allow us to make the dependence on
µ′ and x′ explicit. Briefly, for the phases,
exp
(
iΘ ℓaux
)
= exp
−2πi µ′ℓ
ξ − Nf∑
j=1
µj
− iπk
4
+
iπ
2
k∑
m=1
(
µ′m + µ
′
ℓ
)2×
× exp
iπ
4
k∑
m6=ℓ
(
1− 2 (µ′m − µ′ℓ)2
)
sign(µ′m − µ′ℓ)
 .
(4.43)
The effective shift ξ 7→ ξ −∑µj in Θℓaux summarizes the contribution from the Nf
light flavors when µ′ℓ ≪ µj is sufficiently negative. To extract the limiting infrared
behavior as µ′ℓ → −∞ with µ′m − µ′ℓ fixed, let us expand the sum of squares
k∑
m=1
(
µ′m + µ
′
ℓ
)2
=
k∑
m=1
(
(µ′m − µ′ℓ) + 2µ′ℓ
)2
,
= 4k (µ′ℓ)
2 + 4µ′ℓ
k∑
m=1
(µ′m − µ′ℓ) +
k∑
m=1
(µ′m − µ′ℓ)2 .
(4.44)
Thus more simply,
exp
(
iΘ ℓaux
)
= exp
[
2πi k (µ′ℓ)
2 + O(µ′ℓ)
]
. (4.45)
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After k is given a small positive imaginary part +iε, 0 < ε≪ 1, to ensure convergence,
the factor in (4.45) decays like a Gaussian as µ′ℓ → −∞. The iε-prescription for k
previously ensured Gaussian decay of the integrand, so it is hardly surprising to see
the iε-prescription play the same role here.
For the auxiliary blocks themselves, each is a sum of residues,
Cℓaux(q, x, x
′, y) =
∞∑
M=0
W ℓM(q, x, x
′, y)aux , (4.46)
where the residue is given by the product
W ℓM(q, x, x
′, y)aux = i
M
(
1+2(k+Nf)+
∑k
m6=ℓ
sign(µ′m−µ′ℓ)
)
· yM ·
[
qM(M+1)/4
(q; q)M
]
×
×
k∏
m6=ℓ
F
sign(µ′m−µ′ℓ)
b
(
µ′m − µ′ℓ − iM b; q
)
·
k∏
m=1
F
−
b
(
µ′m + µ
′
ℓ + iM b; q
)
×
×
Nf∏
j=1
[
F
+
b
(
µj − µ′ℓ − iM b; q
)
·F−b
(
µj + µ
′
ℓ + iM b; q
)]
.
(4.47)
The expression for W ℓM(q, x, x
′, y)aux has the same structure as the expression for
W
j
M(q, x, x
′, y)uv in (4.36), but with a crucial difference in the dependence on the
auxiliary masses µ′ and hence distinct asymptotic behavior as µ′ → −∞.
To bring these differences to the fore, let us rewrite the final factors in (4.47) in
terms of the fugacity variables x and x′, where
k∏
m=1
F
−
b
(
µ′m + µ
′
ℓ + iM b; q
)
=
|q|<1
q−
k
4
M(M−1)− k
24 · (x′ℓ)−
1
2
k(M− 1
2
) ×
×
k∏
m=1
(x′m)− 12 (M− 12 ) ·
(
x′mx
′
ℓ; q
)
M(
x′mx
′
ℓ; q
)
∞
 , (4.48)
and also
Nf∏
j=1
[
F
+
b
(
µj − µ′ℓ − iM b; q
)
·F−b
(
µj + µ
′
ℓ + iM b; q
)]
=
|q|<1
qMNf/2 · (x′ℓ)Nf/2 ·
Nf∏
j=1
x−Mj
(
x′ℓ xj; q
)
M(
(x′ℓ x
−1
j ) q; q
)
M
(
(x′ℓ x
−1
j ) q; q
)
∞(
x′ℓ xj; q
)
∞
 .
(4.49)
For concreteness, we assume |q| < 1 while evaluating the functions F±b above. The
same analysis holds for |q| > 1.
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In the infrared, x′ℓ → 0 with fixed ratios x′m/x′ℓ for all pairs ℓ,m = 1, . . . , k. Com-
bining the product expansions in (4.48) and (4.49), we see that W ℓM(q, x, x
′, y)aux then
has the limiting behavior
lim
x′→0
[
(x′ℓ)
k(M− 1
2
)− 1
2
Nf ·W ℓM(q, x, x′, y)aux
]
= i
M
(
1+2(k+Nf)+
∑k
m6=ℓ
sign(µ′m−µ′ℓ)
)
yM ×
×
q− 14 (k−1)M2+ 14 (k+2Nf+1)M− k24
(q; q)M
 · k∏
m=1
(
x′m
x′ℓ
)− 1
2
(M− 1
2
)
·
Nf∏
j=1
x−Mj ×
×
k∏
m6=ℓ
F
sign(µ′m−µ′ℓ)
b
(
µ′m − µ′ℓ − iM b; q
)
.
(4.50)
Equivalently, since the right side of (4.50) is fixed and finite as x′ → 0, W ℓM,aux scales
with x′ℓ in the infrared as
W ℓM,aux = C0 (x
′
ℓ)
−k(M− 1
2
)+ 1
2
Nf + · · · . (4.51)
Here C0 is a constant, and terms subleading in x′ℓ are indicated by the ‘. . .’ above.
Clearly for k > 0 and M ≫ 1 sufficiently large, W ℓM,aux diverges as x′ → 0. Hence the
auxiliary blocks C ℓaux in (4.46) also diverge as x
′ → 0 and do not have a well-defined
infrared limit. By an identical computation, the same divergence afflicts the dual
blocks C˜ ℓaux.
We are left to address the decoupling of massive matter from ZuvS3 in the infrared.
By definition, the fugacity variables depend exponentially on the auxiliary masses,
x′ℓ = e
2πµ′
ℓ
b , x˜′ℓ = e
2πµ′
ℓ
/b . (4.52)
The auxiliary residues W ℓM,aux in (4.51) therefore diverge exponentially with µ
′ in the
infrared limit µ′ → −∞, for all but finitely-many indices M .
By contrast, exp
(
iΘ ℓaux
)
behaves to leading-order like a Gaussian in (4.45). With
the renormalization prefactor from (4.32) included, this asymptotic behavior persists
in the product
e iη0 exp
(
iΘ ℓaux
)
W ℓM,aux W˜
ℓ
N,aux = exp
[
iπk (µ′ℓ)
2 + O(µ′ℓ)
]
, (4.53)
for all indices M,N ≥ 0. Via the iε-prescription for k, the expression in (4.53) decays
rapidly when µ′ → −∞. Applied term-by-term to the residue sum in (4.46), the
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preceding asymptotic identity yields the vanishing statement
lim
µ′→−∞
[
e iη0 exp
(
iΘ ℓaux
)
C ℓaux(q, x, x
′, y) C˜ ℓaux(q˜, x˜, x˜
′, y˜)
]
= 0 . (4.54)
Reducing to Level Zero with Real Matter. The previous discussion shows that
the schematic diagram in Figure 12 commutes for SQED at arbitrary Chern-Simons
level, justifying the use of the naive residue calculus for k > 0 in [82]. We now sketch
how this argument extends to supersymmetric Chern-Simons-matter theories with
general gauge group G and matter representation Λ.
The key step is to replace the infrared theory for the pair (G,Λ) at level k > 0
by an ultraviolet theory for a new pair (G,Λuv = Λ ⊕ Λ′) at level kuv, obtained by
integrating-in auxiliary matter Λ′, so that two conditions are satisfied:
1. 0 = kuv = k + 12
∑n
j=1 c2(λ
′
j) sign(µ
′
j), and
2. Λuv is a real representation of G.
The vanishing condition on kuv ensures that the integrand for ZuvS3 does not contain an
explicit Gaussian term. The reality condition on Λuv ensures that the same integrand
does not contain an implicit Gaussian term, induced from the asymptotic behavior
of the one-loop matter determinant
G(σ)uv =
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) , σ ∈ h . (4.55)
Here j indexes irreducible summands of Λuv, and ∆j denotes the set of weights in
each summand. To simplify the notation in (4.55), we do not distinguish between the
real masses µ and µ′ associated to Λ and Λ′, respectively.
Let us briefly discuss the implication for G(σ)uv when Λuv is real. In that case, the
set of weights ∪j ∆j for Λuv is preserved under the inversion β 7→ −β. The relative sign
in the asymptotics (2.63) of the double-sine function sb(z) then implies a cancellation
among the leading Gaussian terms in each factor of G(σ)uv. Instead as |σ| → ∞, a
brief calculation shows
G(σ)uv =|σ|→∞
exp
− n∑
j=1
(
Q
2
+ i µj
)
||σ||λj + O(1)
, Λuv ≃ Λ∗uv . (4.56)
In the asymptotic formula (4.56) for G(σ)uv, we introduce a Weyl-invariant L1-norm
|| · ||V on the Cartan subalgebra h ⊂ g for each non-trivial representation V of the
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simple Lie group G,
L1-norm ||σ||V = 12
∑
β∈∆V
∣∣∣〈β, σ〉∣∣∣ , σ ∈ h . (4.57)
The factor of one-half in the definition (4.57) appears by convention, to eliminate
other factors of two later.
The properties of the norm || · ||V will be important in Section 4.3, where we discuss
them more fully. For now, we emphasize that the expression in (4.57) does define a
norm. Clearly ||σ||V ≥ 0 is positive for all σ ∈ h. Linearity of the dual pairing 〈β, σ〉
means both that ||c σ||V = |c| · ||σ||V for scalars c ∈ R, and the triangle inequality is
obeyed, ||σ1 + σ2||V ≤ ||σ1||V + ||σ2||V . Non-degeneracy of || · ||V , ie. ||σ||V > 0 for
σ 6= 0, is the remaining property to check. Else, σ 6= 0 is a non-trivial element of h such
that 〈β, σ〉 = 0 for all weights of V . Equivalently, σ annihilates the representation
V . The same statement is true for the Lie algebra ideal 〈σ〉 ⊆ g generated by σ.
But a simple Lie algebra has no non-trivial ideals. Thus g = 〈σ〉 itself annihilates V ,
contrary to our assumption that V is non-trivial.33
Because || · ||V is a norm, the one-loop matter determinant G(σ)uv in (4.56)
decays exponentially along the Cartan subalgebra h whenever b ∈ R+ is positive and
the imaginary part of µ, related physically to the R-charge R, is bounded from above.
We have already encountered an example of this behavior for gauge group SU(2) in
Section 3.2. In that case, all representations are automatically real or pseudoreal, and
the asymptotic behavior in (4.56) generalizes the analogous formula in (3.41). By the
same token, the asymptotic features of Guv(σ) for real Λuv will permit us to apply
the residue calculus to the ultraviolet Chern-Simons-matter theory at level kuv = 0,
as we previously did for SU(2).
We now meet a technical question. Given the pair (G,Λ) and k > 0, when does
an auxiliary representation Λ′ exist so that kuv vanishes and the total matter content
Λuv is real?
If G = U(1), a suitable auxiliary representation Λ′ is provided by the following
construction. By the assumption of anomaly-cancellation,
k =
1
2
c2(Λ) =
1
2
n∑
j=1
λ2j mod Z , Λ =
n⊕
j=1
[
λj
]
. (4.58)
33If G = G1 × · · · × GN is semi-simple, || · ||V is non-degenerate when V transforms non-trivially
under each simple factor.
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Let d be the integer difference
d = k − 1
2
c2(Λ) ∈ Z . (4.59)
If d ≥ 0 is positive, we set
Λ′ = Λ∗⊕
[
+1
]d ⊕ [−1]d , Λ∗ = n⊕
j=1
[
− λj
]
. (4.60)
Thus Λ′ is the direct sum of the representation dual (or conjugate) to Λ with d chiral
multiplets having U(1)-charges ±1. By fiat, Λuv = Λ⊕ Λ′ is a real representation of
U(1). Also, in the limit that the auxiliary mass µ′ → −∞, the one-loop matching
formula (4.16) for kuv implies
kuv = k − 12c2(Λ
′) = k − 1
2
c2(Λ)− d = 0 . (4.61)
Otherwise for d < 0, we set
Λ′ = Λ∗⊕
[
+1
]|d| ⊕ [−1]|d| , (4.62)
so that Λuv is real. To account for the sign of d, we now give the auxiliary Λ∗-multiplet
a real mass µ′, and we give the other auxiliary multiplets with U(1)-charges ±1 the
opposite real mass −µ′. In the limit µ′ → −∞, once again
kuv = k − 12c2(Λ) + |d| =d<0 k −
1
2
c2(Λ) − d = 0 . (4.63)
For ease in the following discussion, we shall assume d ≥ 0.
For non-abelian G, the same construction of Λ′ works so long as a fundamental
representation F exists to play the role of the unit-charge representation of U(1).
Here, F must be a representation with Casimir c2(F) = 1 or c2(F) = 2, depending
upon whether F is a complex representation or not.
For example, if G = SU(N), then F is the standard N -dimensional representation.
If G = Sp(2N), F is the defining 2N -dimensional representation. In both instances,
c2(F) = 1 takes the minimal non-zero value with our normalization conventions, and
the preceding choice (4.60) for Λ′ immediately extends to34
Λ′ = Λ∗ ⊕ F⊕d ⊕ (F∗)⊕d , G = SU(N), Sp(2N) . (4.64)
34The fundamental representation for Sp(2N) is pseudoreal, with F∗≃ F in (4.64).
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G2 F4 E6 E7 E8
dim(F) 7 26 27 56 248
c2(F) 2 6 6 12 60
Table 1: Representation with minimal non-zero value of the quadratic Casimir, for
each of the exceptional Lie groups. Only the seven-dimensional representation of G2
is fundamental, in the sense that an arbitrary Chern-Simons level in G2 gauge theory
can be induced by an appropriate number of massive, fundamental G2 multiplets.
For Spin(N), the natural guess for F is the N -dimensional vector representation. In
this case, though, c2(F) = 2. Since the vector representation is already real, we set
Λ′ = Λ∗ ⊕ F⊕d , G = Spin(N), G2 . (4.65)
The factor of two in the Casimir is compensated by summing only half as many copies
of the fundamental representation F above. For either ansatz in (4.64) or (4.65), one
easily checks that kuv = 0 and Λuv = Λ⊕ Λ′ is real.
What about the exceptional Lie groups? The group G2 embeds as a subgroup of
SO(7) and so does possess a fundamental representation F, with dimension seven.
According to Table 5 in Appendix A, c2(F) = 2. Because F is manifestly real, the
choice for Λ′ in (4.65) also works for G2.
For the exceptional Lie groups F4 and E6,7,8, a proper fundamental representation
F does not exist, in the sense that no representation has sufficiently small Casimir.
Based upon the data in [76], we record in Table 1 the representations F which have
minimal non-zero Casimir for each of the exceptional Lie groups. As c2(F) ≥ 6 for F4
and E6,7,8, the construction of Λ′ in (4.64) and (4.65) no longer works for all values
of k. Eg. for G = E6 with F = 27 (a complex representation), the ansatz for Λ′ in
(4.64) applies whenever the difference k − 1
2
c2(Λ) is divisible by c2(F) = 6, but not
otherwise. More generally, the collected Casimir values in [76] suggest that all other
choices for Λ′ also fail to work.
Apparently, for the exceptional Lie groups other than G2, not every value for
the infrared Chern-Simons level which would be allowed by anomaly-cancellation can
actually be achieved by integrating-out massive, auxiliary matter at level zero in
the ultraviolet. This fact prevents us from reducing the arbitrary supersymmetric
Chern-Simons-matter theory to level zero with real matter, unless the gauge group
is SU(N), Spin(N), Sp(2N), or G2. For the remainder of this paper we restrict to
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those cases, since the conditions on kuv and Λuv will be necessary for the application
of the multi-dimensional Jordan lemma in Section 6.
Nonetheless, we believe that the Factorization Conjecture (1.15) is true in full
generality for all simple Lie groups, and the obstruction for exceptional gauge groups
F4 and E6,7,8 is merely a technical limitation of our argument.
Additional Remarks About Decoupling of Massive Blocks. In the case of
SQED, we have provided a detailed analysis of the decoupling of massive auxiliary
blocks, thereby completing the right-hand, downwards vertical arrow in Figure 12.
An identical analysis can be performed in the general non-abelian gauge theory using
the expressions for the holomorphic blocks provided later in Section 6.3. Because the
analysis is tedious and involves no new ideas, we only briefly sketch its structure.
Provided the integral over h converges, a condition which we examine in Section
4.3, the ultraviolet sphere partition function ZuvS3 at level kuv = 0 can be written as a
finite sum, schematically
ZuvS3 =
(2π)r e iη0
|W| ·Vol(T )
∑
admissible△•,
r,s∈ (Z/d1Z)τ1×···×(Z/drZ)τr
exp
(
iΘ△•
r,s,uv
)
|ΛW : Λ△•|
B△•
r,s,uv(q, x, x
′) B˜△•
r,s,uv(q˜, x˜, x˜
′)+
+
(2π)r e iη0
|W| ·Vol(T )
∑
admissible△′•,
r′,s′ ∈ (Z/d1Z)τ1×···×(Z/drZ)τr
exp
(
iΘ△
′
•
r′,s′,aux
)
|ΛW : Λ△′•|
C
△′•
r′,s′,aux(q, x, x
′) C˜△
′
•
r′,s′,aux(q˜, x˜, x˜
′) .
(4.66)
The finite indices of summation are explained in Section 6.3 and are related to
the solution of a combinatorial problem involving the weights of the representation
Λuv = Λ⊕ Λ′. Otherwise, B△•r,s,uv and B˜△•r,s,uv are blocks which arise solely from the
contributions of poles on the Coloumb branch associated to the light matter Λ, while
C
△′•
r′,s′,aux and C˜
△′•
r′,s′,aux involve contributions from poles associated to the massive auxil-
iary matter Λ′ and whose location on the Coulomb branch depends upon the auxiliary
real mass µ′.
Explicit formulas for Θ△
′
•
r′,s′,aux and the non-abelian blocks can be found later in
(6.110), (6.111), and (6.116). From these formulas, one checks the following assertions.
1. In the decoupling limit µ′ → −∞ and x′ → 0, the ultraviolet blocks B△•
r,s,uv and
B˜△•
r,s,uv reduce by construction to infrared blocks for the pair (G,Λ) at level k.
2. The main subtlety concerns the behavior in the limit µ′ → −∞ of the auxiliary
blocks C△
′
•
r′,s′,aux and C˜
△′•
r′,s′,aux. As in (4.46) and (4.51), each block C
△′•
r′,s′,aux(q, x, x
′)
is an infinite sum of terms, and each term diverges like a power of x′ in the
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limit x′ → 0. Hence the auxiliary blocks C△′•
r′,s′,aux and C˜
△′•
r′,s′,aux diverge in the
decoupling limit.
3. The phase Θ△
′
•
r′,s′,aux includes a quadratic dependence on µ
′, similar to the abelian
phase in (4.45). Upon analytic continuation of parameters, the decay of the
prefactor exp (iΘ△
′
•
r′,s′,aux) in the second line of (4.66) dominates the termwise
divergences of C△
′
•
r′,s′,aux and C˜
△′•
r′,s′,aux. The sum over auxiliary blocks in (4.66)
vanishes in the limit µ′ → −∞.
4.3 Some Convergence Criteria
We now examine a fundamental issue regarding the ultraviolet partition function ZuvS3 ,
with kuv = 0 and Λuv ≃⊕j [λj] a real representation of G. As an integral over the
Cartan subalgebra h ⊂ g,
ZuvS3 =
e iη0
|W| · Vol(T )
∫
h
drσ
∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
×
×
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) . (4.67)
The product over positive roots α ∈ ∆+ in the upper line of (4.67) grows exponentially
as |σ| → ∞ on h, since
∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
=
|σ|→∞
exp
Q
2
∑
α∈∆+
∣∣∣〈α, σ〉∣∣∣ + O(1)
 ,
=
|σ|→∞
exp
[
Q
2
||σ||g + O(1)
]
.
(4.68)
In passing to the second line, we recognize the sum over positive roots α as an instance
of the norm in (4.57), with V ≡ g the adjoint representation. By comparison, we have
already observed in (4.56) that the product over weights β of Λuv decays exponentially,
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) =
|σ|→∞
exp
− n∑
j=1
(
Q
2
+ i µj
)
||σ||λj + O(1)
. (4.69)
The one-loop factors in (4.68) and (4.69) for the N = 2 supersymmetric vector and
chiral multiplets thus compete in magnitude as |σ| → ∞.
When does the ultraviolet integral in (4.67) converge?
Recall that the R-charge R determines the imaginary part of the complexified
mass µ ≡ µR + i2 QR. Evidently, the decay in (4.69) dominates the growth in (4.68)
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provided
convergence criterion
n∑
j=1
(1− Rj) ||σ||λj − ||σ||g ≥ 0 , ∀σ ∈ h , (4.70)
with real squashing parameter b ∈ R+. The fact that the matrix integral may converge
only for appropriate parameter values has been noted previously in [5, 20, 67, 88, 95],
where similar versions of the convergence criterion appear.
The condition in (4.70) places an upper-bound on the values of the R-charges
Rj, and it also shows that the matrix integral converges absolutely when each Rj
is sufficiently negative. Typically, the latter regime violates the unitarity bound for
dimensions of gauge-invariant chiral operators in the N = 2 superconformal algebra.
But once defined for negative values of Rj, the partition function ZuvS3 can be defined
for positive values by analytic continuation in µ ∈ Cn.
We have already encountered a special case of the convergence criterion for gauge
group SU(2) in Section 3.2. For SU(2), the norm || · ||V is straightforward to evaluate
explicitly as a function of the highest-weight for V . As in (3.42) with h ≃ R, we find
||σ||V =

1
4
L (L+ 2) |σ| , L ∈ 2Z ,
1
4
(L+ 1)2 |σ| , L ∈ 2Z+ 1 ,
dim V = L+ 1 . (4.71)
Note that the norm || · ||V does not depend analytically on the weight Lj even for
SU(2). The general convergence criterion in (4.70) then specializes to the condition
for SU(2) in (3.45).
In many examples, one can argue that each Rj > 0 must be positive by unitarity.
For SQCD, as we consider shortly, this (weak) statement follows from the existence
of chiral meson operators. The convergence criterion in (4.70) then implies, as a
necessary condition for convergence of the matrix integral,
n∑
j=1
||σ||λj − ||σ||g ≥ 0 , ∀σ ∈ h . (4.72)
The necessary condition in (4.72) is universal insofar as it depends only on the pair
(G,Λuv) and the associated algebra norms || · ||V .
Our goal in the remainder of Section 4.3 will be to explore the meaning of the
universal condition in (4.72). Ideally, one would like to characterize all pairs (G,Λuv)
for which the bound in (4.72) is true. We have not been able to solve this problem in
complete generality, but we will give various examples of representations which either
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do or do not satisfy the bound.
Properties of the L1-Norm. Let us first mention some properties of the norm
|| · ||V on the Cartan subalgebra,
||σ||V = 12
∑
β∈∆V
∣∣∣〈β, σ〉∣∣∣ , σ ∈ h , (4.73)
where V is a non-trivial representation of the simple Lie group G. By definition,
||σ||V⊕W = ||σ||V + ||σ||W , (4.74)
so we will assume V to be irreducible without loss. Also, if V ∗ is dual to V , then the
weights of V ∗ are related to those of V by the inversion β 7→ −β. Hence
||σ||V ∗ = ||σ||V . (4.75)
Finally, the norm || · ||V is invariant under the action of the Weyl group W on σ ∈ h.
This statement follows from the fact that W permutes the weights β ∈ ∆V and hence
just rearranges terms in the sum. Weyl-invariance of || · ||V is a physical consequence
of the residual, unbroken gauge symmetry on the Coulomb-branch.
Because || · ||V is Weyl-invariant, || · ||V extends to a G-invariant norm on the
full Lie algebra g. Once we unravel definitions as in (A.36), the Lie algebra norm can
be presented in a manifestly invariant fashion as35
||x||V = 12 TrV
[√
−ϕ(x)2
]
, x ∈ g , ϕ : g→ End(V ) . (4.76)
Here ϕ is the homomorphism associated to the representation V . Acting on V , the
matrix −ϕ(x)2 = ϕ(x)†ϕ(x) is hermitian and so has a positive square-root, whose
trace defines the G-invariant norm.
By comparison, in terms of the invariant metric
(x, y) := −Tr(xy) , x, y ∈ g , (4.77)
normalized so that the highest root has length
√
2, we have
1
2
√
TrV
[
− ϕ(x)2
]
=
1
2
√
c2(V ) · |x| , |x| ≡ (x, x)1/2 . (4.78)
35See Appendix A for all Lie algebra notation and conventions.
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Convexity of the square-root then implies the lower-bound
lower-bound
1
2
√
c2(V ) · |x| ≤ ||x||V , x ∈ g . (4.79)
For σ ∈ h, the inequality follows equivalently from
√ ∑
β∈∆V
〈β, σ〉2 ≤ ∑
β∈∆V
∣∣∣〈β, σ〉∣∣∣ , (4.80)
where we use the identification of the Casimir c2(V ) in (2.104). The lower-bound in
(4.79) is not optimal, insofar as equality need not be achieved for any x ∈ g.
For the special case of the adjoint representation, the asymptotic norm || · ||g can
be recast in a simple way. By Weyl-invariance, we may assume without loss that
σ ∈ h lies in the positive Weyl chamber C+, so that 〈α, σ〉 ≥ 0 for each positive root
α ∈ ∆+. Then from the definition (4.73),
||σ||g =
∑
α∈∆+
〈α, σ〉 = 2 〈ρ, σ〉 , σ ∈ C+ , (4.81)
where ρ ∈ h∗ is the ubiquitous Weyl element
ρ =
1
2
∑
α∈∆+
α . (4.82)
The prefactor of one-half in (4.73) is cancelled by the sum over pairs ±α of positive
and negative roots. Alternatively, ρ is the sum of fundamental weights {ωˆ1, . . . , ωˆr},
ρ = ωˆ1 + · · · + ωˆr . (4.83)
So when σ is expressed in the basis of simple coroots {hˆ1, . . . , hˆr} canonically dual to
the fundamental weights, ie. 〈ωˆj, hˆℓ〉 = δjℓ ,
σ = σ1 hˆ1 + · · · + σr hˆr , (4.84)
the norm of σ becomes the sum of components
||σ||g = 2
(
σ1 + · · · + σr
)
, σ ∈ C+ , (4.85)
where σℓ ≥ 0 for each ℓ = 1, . . . , r. As a check, the factor of two on the right in (4.85)
corresponds to the same factor of two on the right in the bound (3.45) for SU(2).
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We use the description in (4.81) to place a sharp upper-bound on || · ||g in terms
of the standard invariant metric ( · , · ) on g in (4.77). By definition,
||x||g ≤ |x|
Cg
, x ∈ g , |x| ≡ (x, x)1/2 , (4.86)
where Cg is the positive constant obtained by minimizing
Cg = min
σ∈C+
{
|σ|
∣∣∣∣ 〈ρ, σ〉 = 12
}
. (4.87)
The minimum of |σ| coincides with the minimum of the square (σ, σ), and minimizing
(σ, σ) on the hyperplane 〈ρ, σ〉 = 1/2 can be easily accomplished with a Lagrange
multiplier. We solve the simultaneous linear equations
2 (σmin, · ) = λ ρ , 〈ρ, σmin〉 = 12 , (4.88)
with Lagrange multiplier λ ∈ R to find
σmin =
1
2
(ρ, · )
(ρ, ρ)
, λ =
1
(ρ, ρ)
. (4.89)
Note that σmin lies in the positive Weyl chamber as required. Thus
Cg = |σmin| = 12 |ρ| . (4.90)
According to the Freudenthal-de Vries formula, proven for instance in Ch 13.4.2 of [36],
(ρ, ρ) =
hg
12
dim g , (4.91)
where hg is the dual Coxeter number. Substituting for Cg in (4.86) we obtain as the
optimal upper-bound
upper-bound ||x||g ≤
√
hg dim g
3
· |x| , x ∈ g . (4.92)
As a small test, hg = 2 and dim g = 3 for SU(2), so the bound becomes
||x||g ≤
√
2 · |x| , G = SU(2) . (4.93)
One can check directly that the SU(2) bound is correct, with equality in this case.
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hˆ1hˆ2 C+
|| · ||g = 1
Figure 13: The Cartan algebra h of SU(3), with the positive Weyl chamber C+ shaded
in blue. The unit sphere in the asymptotic norm || · ||g is drawn in black, and rays
through the simple coroots in red.
As a further consistency check, the combined inequalities in (4.79) and (4.92) assert,
with V = g and c2(g) = 2hg, that dim g > 1, true for any simple Lie algebra.
A convenient way to picture a norm is to draw the unit sphere for it. In Figures
13 and 14, we show the unit sphere for the norms || · ||g and || · ||3 associated
to the adjoint and fundamental representations of SU(3). By the underlying Weyl
symmetry, each “sphere” appears as a hexagon in the Cartan subalgebra, but one
hexagon is rotated relative to the other.
According to the general description of || · ||g in (4.81), the unit ball in the adjoint
norm is always the convex polyhedron made from Weyl-translates of the fundamental
Weyl alcove, up to scale.
Numerical Condition for Convergence. Together, the lower- and upper-bounds
in (4.79) and (4.92) can used to show that all but a finite number of representations of
a fixed gauge group G obey the universal necessary condition (4.72) for convergence
of the matrix integral. According to those bounds,
n∑
j=1
||σ||λj − ||σ||g ≥
n∑
j=1
1
2
√
c2(λj) · |σ| −
√
hg dim g
3
· |σ| . (4.94)
The right side is positive if
numerical condition
n∑
j=1
1
2
√
c2(λj) ≥
√
hg dim g
3
. (4.95)
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hˆ1hˆ2
C+
|| · ||3 = 1
Figure 14: The Cartan algebra h of SU(3), with the positive Weyl chamber C+ shaded
in blue. The unit sphere in the asymptotic norm || · ||3 is drawn in black, and rays
through the simple coroots in red.
So long as Λuv has no trivial, decoupled summands, this condition on c2 is satisfied
for all but a finite number of representations.
Let us play with some numbers. For SU(N) SQCD with Nf flavors, meaning
Λuv = N
Nf⊕NNf , (4.96)
we have c2(N) = c2(N) = 1, hg = N , and dim g = N2 − 1. After squaring both sides,
the inequality in (4.95) is then equivalent to the condition
N2f ≥
1
3
N
(
N2 − 1
)
. (4.97)
Eg. if N = 2, then Nf ≥ 2 is compatible with the necessary condition in (4.72).
As another example, consider a general theory with gauge group G and with
matter in Nadj copies of the adjoint representation,
Λuv = g
Nadj . (4.98)
Since c2(g) = 2hg, the numerical condition in (4.95) implies
N2adj ≥
2
3
dim g. (4.99)
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On the other hand, the universal bound in (4.72) reduces directly to the requirement
(Nadj − 1) · ||σ||g ≥ 0 , ∀σ ∈ h , (4.100)
or more simply,
Nadj ≥ 1 . (4.101)
So the numerical condition in (4.95) cannot be sharp.
4.4 Convergence Criteria for Supersymmetric QCD
We can determine more precise convergence criteria than the numerical condition
in (4.95) if we examine the L1-norm || · ||V in detail for specific representations V .
We start with the gauge group SU(N) and take V = N to be the fundamental, N-
dimensional representation. By the observation in (4.75), our results apply equally
well for the dual, anti-fundamental representation V = N.
The Cartan subalgebra of SU(N) can be conveniently parameterized by traceless
diagonal matrices of the form
σ = i diag
(
σ1, σ2 − σ1, · · · , σN−1 − σN−2, −σN−1
)
, (4.102)
corresponding to the basis of simple coroots in (4.84). In these coordinates, the
positive Weyl chamber lies in the positive quadrant σ1, . . . , σN−1 ≥ 0, subject to
C+ : σ1 ≥ σ2 − σ1 ≥ · · · ≥ σN−1 − σN−2 ≥ −σN−1 . (4.103)
Exactly as in (4.85), the adjoint norm on the positive Weyl chamber is given by
||σ||g = 2
(
σ1 + · · · + σN−1
)
, σ ∈ C+ . (4.104)
The weights of the fundamental representation, when evaluated on σ, are the diagonal
entries. Thus by definition (4.73),
||σ||N = 12
∣∣∣σ1∣∣∣ + N−1∑
j=2
∣∣∣σj − σj−1∣∣∣ + ∣∣∣σN−1∣∣∣
 . (4.105)
As promised by the general observations after (4.57), the sum on the right of (4.105)
is manifestly a Weyl-invariant norm on RN−1.
To put a lower-bound on the fundamental norm || · ||N, let σmax be the maximum
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Figure 15: Pictorial proof of the bound for || · ||N.
value in the set of real numbers {σ1, . . . , σN−1}, ie.
σmax = max
{
σ1, . . . , σN−1
}
. (4.106)
For any positive reals σ1, . . . , σN−1 ≥ 0, one can choose signs so that
± σ1 ±
(
σ2 − σ1
)
± · · · ±
(
σN−1 − σN−2
)
± σN−1 = 2σmax . (4.107)
Because each member of the set {σ1, . . . , σN−1} appears exactly twice in the sum on
the left, a factor of two multiplies σmax on the right in (4.107). The triangle inequality
then implies
σ1 +
N−1∑
j=2
∣∣∣σj − σj−1∣∣∣ + σN−1 ≥ 2σmax . (4.108)
See Figure 15 for an equivalent pictorial proof of (4.108). Applied to the positive
Weyl chamber, the inequality in (4.108) provides the immediate bound
||σ||N ≥ σmax , σ ∈ C+ . (4.109)
Moreover, the bound in (4.109) is optimal, as equality is achieved on the wall of the
Weyl chamber where σ1 = · · · = σN−1 = σmax.
Likewise, the adjoint norm in (4.104) can be immediately bounded above by σmax,
||σ||g ≤ 2(N − 1) σmax , σ ∈ C+ . (4.110)
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Let us apply the bounds in (4.109) and (4.110) to SU(N) SQCD with Nf flavors,
Λuv = NNf⊕NNf , each with R-charge R. In this case, the convergence criterion (4.70)
becomes the positivity condition
2Nf (1− R) ||σ||N − ||σ||g ≥ 0 , ∀σ ∈ h , (4.111)
where the factor of two multiplying Nf accounts for quark/anti-quark pairs. We
assume R > 0 as required by unitarity, and note that R < 1 is a trivial consequence
of the condition (4.111).36
By Weyl-invariance of the norms, we take σ to lie in the positive Weyl chamber,
on which the lower- and upper-bounds in (4.109) and (4.110) imply
2Nf (1− R) ||σ||N − ||σ||g ≥ 2
[
Nf (1− R)− (N − 1)
]
σmax , σ ∈ C+ . (4.112)
The right side of (4.112) is clearly positive when
SU(N) SQCD Nf (1− R) ≥ N − 1 . (4.113)
Since the inequalities in (4.109) and (4.110) are saturated in a neighborhood of the
ray σ1 = · · · = σN−1 > 0, the condition in (4.113) is necessary for convergence of the
SQCD matrix integral. When the inequality is strict, this condition is also sufficient.
The marginal situation with Nf(1− R) = N − 1 requires further analysis (which we
omit) to determine convergence.
Let us make three remarks about the bound on Nf in (4.113).
1. For SU(2) SQCD, the bound agrees with the result (3.44) of the direct analysis
in Section 3.2.
2. As an upper-bound on the R-charge, the convergence criterion reads
R ≤ 1− N − 1
Nf
. (4.114)
Consistency with the weak unitarity bound R > 0 requires
Nf > N − 1 . (4.115)
36As a check of normalizations, the presence of a superpotential W = mij Q
iQ˜j, giving mass to
each quark/anti-quark pair, implies R = 1. The contribution from || · ||N in (4.111) then vanishes,
consistent with the reduction to pure Yang-Mills theory in the infrared.
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3. For SU(N) SQCD on R1,2 with massless quarks, non-perturbative effects gen-
erate a superpotential which spontaneously breaks supersymmetry [1, 2] when
Nf < N − 1, and similar quantum effects deform the classical moduli space of
vacua when Nf = N − 1. From this perspective, the appearance of the critical
value for Nf on the right in (4.115) is noteworthy.
As we demonstrate next, an identical statement is true for SQCD with gauge
groups of type Sp and SO. In those cases as well, the bound on Nf which follows
from the convergence criterion with R > 0 agrees with the range of Nf for which
either a non-perturbative superpotential spontaneously breaks supersymmetry
on R1,2, or the classical moduli space of vacua on R1,2 is deformed. We do
not have a theoretical explanation for this coincidence, but it bears further
investigation.
Improved Criteria for Sp(2N) SQCD. Similar bounds determine convergence
criteria for SQCD when the gauge group G is any matrix Lie group, under which the
quarks transform in the fundamental representation F of G.
We examine the cases where G is Sp(2N), Spin(2N), and Spin(2N+1) in turn.37
In all these examples, the fundamental representation F ≃ F∗ is self-dual, so there is
no distinction between quarks and anti-quarks. By convention for Nf flavors, we set
Λuv = F
2Nf . (4.116)
Note the factor of two! For Sp(2N) at level k = 0, Nf must be an integer to prevent
global gauge anomalies. For Spin(2N) or Spin(2N+1), Nf is allowed to be an integer
or half-integer when k = 0. As will be clear, our convention for Nf allows us to treat
all three cases uniformly, as the SQCD convergence criterion (4.111) is then given by
2Nf (1− R) ||σ||F − ||σ||g ≥ 0 , ∀σ ∈ h . (4.117)
We assume 0 < R < 1 as before, else for R ≥ 1 the criterion in (4.117) is immediately
violated.
Throughout, we express the Coulomb-branch parameter σ in coordinates adapted
to a standard set of simple coroots for G, in terms of which the adjoint norm on
the positive Weyl chamber assumes the universal form in (4.85). For the symplectic
37We work throughout with the simply-connected Spin cover of SO(N). As usual, the geometry of
SO(N) roots and weights depends upon whether N is even or odd, so these cases must be analyzed
separately.
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group Sp(2N), we write
σ = I2×2 diag
(
σ1, σ2 − σ1, · · · , σN − σN−1
)
, I2×2 =
i 0
0 −i
 . (4.118)
Here we abuse notation slightly, as σ is a 2N × 2N diagonal matrix composed of 2× 2
blocks proportional to I2×2. This presentation for σ implicitly embeds the Cartan
subalgebra for Sp(2N) inside the Cartan subalgebra for SU(2N). The positive Weyl
chamber is the subset of the positive quadrant σ1, . . . , σN ≥ 0 such that
C+ : σ1 ≥ σ2 − σ1 ≥ · · · ≥ σN − σN−1 ≥ 0 , (4.119)
on which
||σ||g = 2
(
σ1 + · · · + σN
)
, σ ∈ C+ . (4.120)
By contrast, for the fundamental representation with dimension 2N , the weights
are determined by the diagonal entries of σ, and38
||σ||2N =
∣∣∣σ1∣∣∣ + N∑
j=2
∣∣∣σj − σj−1∣∣∣ . (4.121)
The right side of (4.121) clearly defines a norm on RN . Evidently, on the positive
Weyl chamber in (4.119),
||σ||2N = σN = σmax , σ ∈ C+ , (4.122)
where σmax is the maximum in the set {σ1, . . . , σN}. Note that the inequalities on
the positive Weyl chamber imply the ordering σN ≥ σN−1 ≥ · · · ≥ σ1.
Immediately for the convergence criteria in (4.117) with 0 < R < 1,
2Nf (1− R) ||σ||2N − ||σ||g ≥ 2
[
Nf (1− R)−N
]
σmax, σ ∈ C+ , (4.123)
with equality when σ1 = · · · = σN on the boundary of the Weyl chamber. Thus a
38Because the fundamental representation of Sp(2n) is self-dual, the weights appear in plus/minus
pairs, which cancel the prefactor of one-half in the definition (4.73) of the norm || · ||2N. The
same remark applies to the L1-norms associated to the vector representations of Spin(2N) and
Spin(2N + 1).
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necessary condition for convergence of the matrix integral in Sp(2N) SQCD is
Sp(2N) SQCD Nf (1− R) ≥ N . (4.124)
This condition is also sufficient when the inequality is strict. As a check, for N = 1
the condition reduces to our previous result for SU(2) SQCD.
Evidently, convergence of the Sp(2N) matrix integral places the upper-bound
R ≤ 1− N
Nf
. (4.125)
This bound is compatible with the weak unitarity constraint R > 0 only if
Nf > N . (4.126)
By comparison, for Sp(2N) SQCD on R1,2 with massless quarks, a non-perturbative
superpotential spontaneously breaks supersymmetry when Nf < N , and the classical
moduli space of vacua is deformed when Nf = N [3, 68]. The same critical value for
Nf appears on the right in (4.126).
Improved Criteria for Spin(2N) SQCD. For gauge group Spin(2N), the Cartan
subalgebra can be parameterized in terms of simple coroots via
σ = I2×2 diag
(
σ1, σ2−σ1, · · · , σN−2−σN−3, σN−1−σN−2+σN , σN−σN−1
)
, (4.127)
where again σ is a 2N × 2N block diagonal matrix, with blocks proportional to I2×2 in
(4.118), embedded in the Cartan subalgebra of SU(2N). The positive Weyl chamber
lies in the portion of the positive quadrant σ1, . . . , σN ≥ 0 such that
C+ : σ1 ≥ σ2 − σ1 ≥ · · · ≥ σN−1 − σN−2 + σN ≥
∣∣∣σN − σN−1∣∣∣ . (4.128)
The adjoint norm for σ is given by the expression in (4.120), and the norm for the
vector representation is given by the sum of magnitudes of the diagonal entries in
(4.127),
||σ||2N =
∣∣∣σ1∣∣∣ + N−2∑
j=2
∣∣∣σj − σj−1∣∣∣ + ∣∣∣σN−1 − σN−2 + σN ∣∣∣ + ∣∣∣σN − σN−1∣∣∣ . (4.129)
Again, one can easily see directly that this expression provides a Weyl-invariant norm
on RN .
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In the positive Weyl chamber, the inequalities in (4.128) allow us to simplify the
sum of magnitudes in (4.129) as
||σ||2N = σN−1 + σN +
∣∣∣σN−1 − σN ∣∣∣ , σ ∈ C+ ,
=
2 σ
N−1 , if σN−1 ≥ σN ,
2 σN , if σn ≥ σN−1 .
(4.130)
In fact, the inequalities in (4.128) state that either 2σN−1 or 2σN is greater than all
members in the descending chain σN−2 ≥ σN−3 ≥ · · · ≥ σ1, so we can write
||σ||2N = σmax , σ ∈ C+ , (4.131)
with
σmax = max
{
σ1, . . . , σN−2, 2σN−1, 2σN
}
. (4.132)
We also have the immediate bound on the adjoint norm
||σ||g = 2
(
σ1 + · · · + σN−2
)
+ 2σN−1 + 2σN , σ ∈ C+ ,
≤ 2(N − 1) σmax ,
(4.133)
with equality on the boundary where σ1 = · · · = σN−2 = 2σN−1 = 2σN .
The convergence of the matrix integral for Spin(2N) SQCD in is thence controlled
by the sign of the quantity
2Nf (1− R) ||σ||2N − ||σ||g ≥ 2
[
Nf (1− R)−N + 1
]
σmax , σ ∈ C+ . (4.134)
Hence a necessary condition for convergence is
Spin(2N) SQCD Nf (1− R) ≥ N − 1 , (4.135)
which is also sufficient when the inequality is strict. In terms of the R-charge,
R ≤ 1− N − 1
Nf
, (4.136)
and positivity of R > 0 implies
Nf > N − 1 . (4.137)
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Improved Criteria for Spin(2N+1) SQCD. Finally for Spin(2N + 1), we ex-
press σ in a basis of simple coroots as
σ = diag
(
σ1 I2×2,
(
σ2 − σ1
)
I2×2, · · · ,
(
σN−1 − σN−2
)
I2×2,
(
2σN − σN−1
)
I2×2, 0
)
.
(4.138)
Each entry in σ but the last is proportional to the traceless, 2× 2 diagonal matrix
in (4.118). The final ‘0’ entry is not a 2× 2 block. In these coordinates, the positive
Weyl chamber is the region in the positive quadrant σ1, . . . , σN ≥ 0 where
C+ : σ1 ≥ σ2 − σ1 ≥ · · · ≥ σN−1 − σN−2 ≥ 2σN − σN−1 ≥ 0 . (4.139)
Up to the factor of two which multiplies σN , this region is the same as for Sp(2N)
in (4.119). The adjoint norm on the positive chamber is given by the sum in (4.120),
and the norm for the vector representation is the sum of magnitudes
||σ||2N+1 =
∣∣∣σ1∣∣∣ + N−1∑
j=2
∣∣∣σj − σj−1∣∣∣ + ∣∣∣2σN − σN−1∣∣∣ . (4.140)
On the positive Weyl chamber,
||σ||2N+1 = 2σN = σmax , σ ∈ C+ , (4.141)
where
σmax = max
{
σ1, . . . , σN−1, 2σN
}
. (4.142)
Also,
||σ||g ≤ (2N − 1) σmax , σ ∈ C+ , (4.143)
with equality on the wall where σ1 = · · · = σN−1 = 2σN .
We thus have the bound
2Nf (1− R) ||σ||2N+1 − ||σ||g ≥ 2
[
Nf (1− R)−N + 12
]
σmax , σ ∈ C+ , (4.144)
which is saturated on the wall of the Weyl chamber. Positivity of the right-hand side
implies that a necessary condition for convergence of the matrix integral is
Spin(2N+1) SQCD Nf (1− R) ≥ N − 12 . (4.145)
This condition is sufficient when the inequality in (4.145) is strict. As an upper-bound
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on the R-charge,
R ≤ 1− 2N − 1
2Nf
, (4.146)
and R > 0 implies
Nf > N − 12 . (4.147)
Recall that Nf is allowed to be half-integral with our flavor-counting conventions in
(4.116), so the one-half on the right is meaningful.
If we take the gauge group to be Spin(Nc), both conditions in (4.137) and (4.147)
state uniformly that
2Nf > Nc − 2 , G = Spin(Nc) , Λuv = F2Nf . (4.148)
For Nc = 3, this inequality reproduces our result for gauge group SU(2) with adjoint
matter. With the twofold counting of flavors, the bound 2Nf ≥ Nc − 2 precisely
reproduces the condition for unbroken supersymmetry [4, 6, 20] in Spin(Nc) SQCD
on R1,2. For the critical value 2Nf = Nc − 2, the classical moduli space of vacua on
R1,2 is deformed.
Nothing about the Lie algebra computations leading to the bound on Nf in (4.148)
guaranteed a result analytic in Nc, so the appearance of the correct critical value for
supersymmetry-breaking on R1,2 is doubly surprising.
5 More About the Supersymmetric Residue Theorem
Abstractly, the expression (4.67) for the ultraviolet partition function ZuvS3 falls into
the general class of Jordan integrals
ΦC =
( 1
2πi
)n ∫
C
ω , ω =
g(z) dz1∧ · · · ∧dzn
s1(z) · · · sn(z) , (5.1)
where C ⊂M is a middle-dimensional, totally-real39 submanifold in an n-dimensional
complex manifold M , with local holomorphic coordinates (z1, . . . , zn), and ω is a
meromorphic n-form on M with poles along the union of divisors
Dj =
{
z ∈M
∣∣∣ sj(z) = 0} , j = 1, . . . , n . (5.2)
39To say that C ⊂M is a ‘totally-real’ submanifold means that the tangent space at each point
p ∈ C has trivial intersection with its image under the complex structure tensor J on M , ie.
TpC ∩ (J ◦ TpC ) = {0}. This condition ensures ω|C 6= 0 away from zeroes of g.
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Here g and s1, . . . , sn are holomorphic functions onM .40 By assumption, ω is regular
on C , meaning C ∩Dj = ∅ for j = 1, · · · , n, and ω has the appropriate asymptotic
decay so that the integral converges when C is non-compact, as in our affine example
(4.67) with C ≡ h.
The Jordan integral has two important features. By holomorphy, dω = 0 on a
neighborhood of C , so the value of ΦC is not changed under small deformations of
C ⊂M . Also, because M has complex dimension n, the intersection D1 ∩ · · · ∩Dn
of polar divisors is generically a discrete – but possibly infinite – set of points in M .
Note that the factorization of the denominator in ω by individual holomorphic
functions s1, . . . , sn, or equivalently, the decomposition of the polar divisor of ω into
a union of precisely n summands, has no intrinsic geometric meaning and merely
represents a choice in the way we present the meromorphic form. Any meromorphic
integrand can be written as ω in (5.1), but without further assumptions (eg. irre-
ducibility), the choice of the functions s1, . . . , sn in the presentation is not unique.
Later in Section 6, we will say much more about the choice of {s1, . . . , sn} for the
gauge-theory integrand in (4.67). This issue lies at the heart of our technical results
about ZuvS3 .
Our goal in this subsection is to explain how the residue calculus can be applied to
the general Jordan integral in (5.1). At least in the affine case, the multidimensional
residue calculus follows from an iterative application of the single-variable Cauchy
theorem. However, such a naive approach quickly falls into the combinatoric swamp,
and it does not work when the complex manifold M is not affine.
Instead, we analyze the Jordan integral using an effective supersymmetry on M .
The basic idea is recycled from §2 of [14], in which a more limited version of the
multidimensional residue calculus is derived. The prior discussion pertains only to
the case that M is compact, without boundary, and C = ∅ is empty. In that case,
ΦC = 0 in (5.1), and the residue calculus amounts to a vanishing theorem.
Here we wish to apply the residue calculus in the more interesting situation for
which M may be non-compact, with non-empty boundary ∂M , and ΦC 6= 0.41 To do
so requires a non-trivial extension of ideas in [14]. This extension may be useful for
other problems and seems worth including for its own sake.42
40In our eventual analysis, we generalize slightly by allowing g and s ≡ (s1, . . . , sn) to transform
as holomorphic sections of complex vector bundles on M .
41The upper half-plane H+ is the basic one-dimensional example for M to keep in mind.
42We thank M.Bertolini and R.Plesser for stimulating conversations about their N = (0, 2) linear
sigma model examples in [22]. Those examples also motivate the re-analysis of the Jordan integral
for more general complex manifolds M , which are non-compact with non-empty boundary.
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The underlying mathematical content of the present discussion is not new, though
supersymmetry does simplify some calculations. Our workhorse residue theorem for
the Jordan integral was originally proven in [83, 94]. See also [50, 93] for textbook
references about multidimensional residues and their applications to algebraic geom-
etry. Mathematical approaches more directly related to the effective supersymmetry
on M appear in [28], [29], and especially [72]. The ur-example in this theory is the
celebrated Bott residue formula [24] for holomorphic vector fields.43
5.1 Supersymmetric Integral on a Manifold with Boundary
We derive the multidimensional residue theorem by considering a supersymmetric
integral on the complex manifold M . Given the overlap with [14], our discussion of
the background will be somewhat telegraphic. The bosonic variables of integration
are local homorphic and anti-holomorphic coordinates zj and zj ≡ zj on M . We also
introduce anti-commuting, fermionic integration variables θj and χα. The fermions
θj transform as coordinates on the anti-holomorphic tangent bundle TM , and the
fermions χα transform as coordinates on a holomorphic vector bundle V of rank r
over M . Thus j = 1, . . . , n and α = 1, . . . , r throughout.
Along with the vector bundle V , we choose a holomorphic section s ∈ H0
∂
(M,V ).
The effective supersymmetry on M then acts on the variables (z, z, θ, χ) via
δzj = 0 ,
δχα = sα ,
δzj = θj ,
δθj = 0 .
(5.3)
Since s is holomorphic, δ2 = 0 by inspection.
When M is compact and boundaryless, holomorphy is the only condition which
must be imposed on the section s(z). We are interested in the opposite situation, for
which M is non-compact with non-empty boundary. In this case, conditions must
also be imposed on the behavior of s at infinity as well as on the boundary ∂M .
These conditions are ultimately related to the previous assumptions about decay and
regularity for the meromorphic form ω on the real cycle C .
First, we assume that V admits a hermitian metric h such that the norm-square
||s||2 →∞ at infinity onM , at a rate sufficient for absolute convergence of all integrals
which follow. For precise analytic statements about convergence issues for the Jordan
integral, see [83, 94].
Second, we assume that s is everywhere non-vanishing on the boundary, s|∂M 6= 0.
The pullback of the top Chern class of V to the boundary is a topological obstruction
43We thank J.Weitsman for reminding us about the Bott residue formula.
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to this requirement, so we must suppose
cr(V )
∣∣∣
∂M
= 0 ∈ H2r(∂M ;R) , r = rk V . (5.4)
If rk V ≥ dimM , the condition in (5.4) follows by dimension-counting. Otherwise,
the topological constraint on the boundary behavior of V is non-trivial.
Exactly as in [14], we consider a supersymmetric integral over M with the general
structure
Z(0) =
∫
M
g dµ exp[−t S] , (5.5)
where t ∈ R+ is a positive real parameter, S ≡ S(z, z, θ, χ) is a δ-closed function which
plays the role of the physical action, and g dµ is a supersymmetric measure,
g dµ ≡ g(z) dnz dnz dnθ drχ . (5.6)
The superscript on Z(0) indicates that we will later have to correct this integral with
a boundary term. Globally, g transforms as a holomorphic section of the complex
line bundle ΩnM⊗∧rV over M ,44
g ∈ H0
∂
(
M,ΩnM⊗∧rV
)
. (5.7)
For our proof of the residue theorem whenM is non-compact, we must further assume
|g| → 0 at infinity at a rate sufficient to ensure that the integral in (5.5) converges
even as t→ 0+. This condition on g depends upon the asymptotic behavior of s and
is related to the “Jordan condition” in [83, 94].
For the integrand in (5.5), we take a δ-trivial expression45
S = δW , W = hαα s
α χα ≡ (s, χ) , (5.8)
or more explicitly,
S = hαα s
α sα + hαα∇jsα θj χα ≡ ||s||2 + (θ · ∇s, χ) . (5.9)
For ease of notation, the hermitian metric h on V is subsumed into the pairing ( · , · )
in the second version of the expressions for W and S. Also, ∇ is the canonical [50]
covariant derivative on V which is compatible with both the holomorphic structure
44Due to the cancellation of paired bosonic and fermionic Jacobians upon a change of coordinates,
the factor dnz dnθ in the measure g dµ transforms as a section of the trivial line bundle on M .
45Throught this section, we use the Einstein summation convention for tensor indices.
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and metric. Because ||s||2 →∞ at infinity onM , the integrand of Z(0) decays rapidly
there, and the supersymmetric integral converges for all t > 0.
The supersymmetry transformation (5.3) respects a ghost-number, or grading,
under which θ has charge +1 and χ has charge −1. With this assignment, δ increases
the ghost-number by one unit, and S is invariant. On the other hand, the measure
g dµ in (5.6) has charge n− r. If this charge is non-zero, the supersymmetric integral
in (5.5) vanishes identically. Hence Z(0) itself is only useful to study in the special
case rk V = dimM , for which the ghost-number symmetry is non-anomalous.
More generally, we consider the expectation values of supersymmetric operators
〈O〉(0) =
∫
M
g dµO exp[−t S] , (5.10)
where O is a function of (z, z, θ, χ) which is annihilated by δ and has ghost-number46
r − n = rk V − dimM . (5.11)
With this definition, Z(0) = 〈1〉(0) is the expectation value of the constant function
‘1’. If M is compact and boundaryless, the expectation value depends only upon the
δ-cohomology class of O, by familiar arguments about decoupling of BRST-trivial
operators. After expanding O(z, z, θ, χ) in powers47 of the fermionic coordinates θj
and χα, one obtains a more geometric description of δ-cohomology in terms of the
graded complex
⊕
(p,q)
A(0,q)(M)⊗ ∧pV ∗, δ ≡ ∂ + ιs . (5.12)
Here A(0,q)(M) indicates the bundle of smooth (0, q) forms on M , and V ∗ is the
holomorphic bundle dual to V . As usual, ∂ is the Dolbeault operator, and ιs indicates
the interior product of the section s with smooth sections of ∧pV ∗. The cohomology
of this complex (5.12) has been studied in detail [72] under the name ‘holomorphic
equivariant cohomology’. From the geometric perspective, the following construction
amounts to the study of holomorphic equivariant cohomology relative to a boundary.
When M has a boundary, the usual arguments about decoupling of BRST-trivial
operators do not apply. Instead, if O = δU for someU, the expectation value receives
46If O does not have the required ghost-number, the expectation value again vanishes.
47Because the components of θ and χ are anti-commuting, the Taylor expansion of O terminates
after only a finite number of terms.
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a boundary contribution
〈δU〉(0) =
∫
M
g dµ δ
(
U exp[−t S]
)
= − i
2
∫
∂M
g dµ U exp[−t S] . (5.13)
The second equality in (5.13) is a restatement of Stokes Theorem for the Dolbeault
operator in (5.12), such that g dµ on the right is the induced boundary measure.48
The prefactor in (5.13) arises from the relation d2z = − i
2
dz∧dz between the measure
and the volume-form on the complex plane.
For a more explicit description of the boundary measure, note that the inclusion
∂M ⊂ M can be modelled locally on the elementary inclusion R×Cn−1 ⊂ H+×Cn−1.
Thus ∂M is a real manifold with dimension (2n−1) which admits distinguished local
coordinates (x, w, w), where x ∈ R is a real coordinate along the boundary of the
upper half-plane, and (w,w) ∈ Cn−1 are complex. In terms of these coordinates,
g dµ
∣∣∣
∂M
≡ g(w, x) dx dn−1w dn−1w dn−1θ drχ . (5.14)
Globally, the local holomorphic coordinates w on ∂M are associated to an integrable,
rank-(n − 1) complex subbundle H ⊂ TC(∂M) of the complexified tangent bundle.
Similarly, dx is the generator for a real line subbundle L ⊂ T ∗R(∂M) of the (real)
cotangent bundle. Because ∂M inherits an orientation fromM and dx 6= 0 is nowhere-
vanishing, L ≃ R is the trivial line bundle in our situation. The description of the
boundary measure in (5.14) then amounts to the global statement that g restricts on
∂M to a holomorphic section (with respect to w and w) of the complex line bundle
∧n−1H∗⊗∧rV |∂M .
As a corollary to the BRST-anomaly in (5.13), the expectation value 〈O〉(0) for
a δ-closed operator O generally depends upon the value of the coupling parameter t
and the choice of the bundle metric h if ∂M 6= ∅. For the dependence on t > 0,
d
dt
〈O〉(0) = −
∫
M
g dµ S · O exp[−t S] , S = δW ,
=
i
2
∫
∂M
g dµ W · O exp[−t S] ,
(5.15)
where W appears in (5.8).
Let us try to cancel the variation of 〈O〉(0) in (5.15) by adding a boundary term
48Observe that δ acts on functions of (z, z, θ, χ) by the super-vector field θj ∂/∂zj + sα ∂/∂χα.
Only the first term in the vector field contributes to the Grassmann integral over θ and χ. The
integral over the fermionic normal coordinate θj in the vector field then produces the term dn−1θ in
the supersymmetric measure on ∂M .
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to the expectation value. Evidently, upon integrating the boundary integral in (5.15)
with respect to t, the required boundary term is
〈O〉(1) = i
2
∫
∂M
g dµ
(
W
S
)
· O exp[−t S] , (5.16)
such that
d
dt
〈〈O〉〉 = 0 , 〈〈O〉〉 := 〈O〉(0) + 〈O〉(1) . (5.17)
Because the derivative vanishes for arbitrary values of t > 0, the modified expectation
value 〈〈O〉〉 is now independent of t.
What is the meaning of the boundary term 〈O〉(1)? First, because we assume
s 6= 0 on ∂M , division by S in (5.16) is sensible. Explicitly,
( 1
S
)∣∣∣∣∣∣
∂M
=
1
||s||2 + (θ · ∇s, χ) =
(−1)n−1 (θ · ∇s, χ)n−1
||s||2n + · · · , (5.18)
where we expand on the right in powers of θ and χ. We write explicitly only the term
which is top-degree in θ and χ; the ellipses indicate terms which are lower-order in
the fermions.
Second, if O = δU is δ-trivial, then
〈δU〉(1) = i
2
∫
∂M
g dµ
(
W
S
)
· δU exp[−t S] ,
=
i
2
∫
∂M
g dµ δ
(
W
S
)
·U exp[−t S] ,
=
i
2
∫
∂M
g dµ U exp[−t S] ,
(5.19)
where we integrate-by-parts with respect to δ in the second line. Due to the fermionic
nature of W, no sign appears. In the third line, we recall that δW = S. Comparing
to the anomalous boundary term in (5.13), we see that
〈〈δU〉〉 = 0 . (5.20)
Thus the modified expectation value 〈〈 · 〉〉 is non-anomalous, in the sense that δ-trivial
operators decouple. This observation is of course consistent with the previous state-
ment that 〈〈O〉〉 is independent of t when O is δ-closed.
Third, for any δ-closed operator O, we have a formal relation on M ,
δ
(
W
S
· O exp[−t S]
)
= O exp[−t S] , s 6= 0 . (5.21)
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This relation is formal insofar as the left side is not defined on the vanishing locus
of the section s. However, at points where s 6= 0 on M , we see that the operator on
the right side of (5.21) is δ-trivial. Hence by (5.20), the non-anomalous expectation
value 〈〈O〉〉 only receives contributions from a small neighborhood of the vanishing
locus of the holomorphic section s.
Alternatively, the localization of support for the integrand of 〈〈O〉〉 can be seen
by considering the limit t→∞ in the integrals over M and ∂M . In this case, since
s 6= 0 on ∂M , the boundary term vanishes due to the exponential suppression in the
integrand,
lim
t→∞〈O〉
(1) = 0 , (5.22)
while the bulk term reduces to a sum over local contributions from components C of
the vanishing locus for s,
lim
t→∞〈O〉
(0) =
∑
C⊂{s=0}
〈O〉C . (5.23)
Altogether,
lim
t→∞〈〈O〉〉 =
∑
C⊂{s=0}
〈O〉C . (5.24)
As an easy example from [14], let us suppose that rk V = dimM = n and that s
vanishes in a non-degenerate fashion at an isolated point p ∈M . The non-degeneracy
assumption means that the Jacobian det(ds) is non-zero at p,
det(ds)(p) = det
(
∂(s1, . . . , sn)
∂(z1, . . . , zn)
)
6= 0 . (5.25)
The local contribution 〈O〉p can then be evaluated exactly by applying the Gaussian
approximation to the integral in (5.10), with the result
〈O〉p = cn g(p)O(p)det(ds)(p) , cn = (−1)
n πn . (5.26)
The normalization constant cn accounts for the value of the Gaussian integral in the
bosonic directions as well as a sign from the Grassmann integral over fermions, due
to the sign which multiplies t in (5.5).
When the operator O is evaluated at p, we drop all terms involving fermions and
evaluate only the bosonic piece of O to obtain a c-number. Note that O has a purely
bosonic piece only if O has ghost-number zero, consistent with the selection rule in
(5.11) when rk V = dimM . In the special case that O = 1 is the identity, the right
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side of (5.26) takes precisely the form of the local Grothendieck residue at p.
On the other hand, so long as the integrals over M and ∂M converge49 absolutely
in the limit t→ 0+, we can evaluate the non-anomalous expectation value 〈〈O〉〉 by
setting t = 0. The bulk contribution reduces to the integral of O,
lim
t→0+
〈O〉(0) =
∫
M
g dµO , (5.27)
which can be non-vanishing when O has the proper ghost-number in (5.11) so that
fermion zero-modes can be absorbed. In this case, the boundary term at t = 0 is
generally non-zero as well,
lim
t→0+
〈O〉(1) = i
2
∫
∂M
g dµ
(
W
S
)
· O , (5.28)
sinceW compensates for the change in ghost-number of the boundary measure (5.14)
versus the bulk. When interpreting the integrand of (5.28), we must expand 1/S in
powers of the fermions exactly as in (5.18). The resulting integrand on ∂M will depend
very much upon the choice of the operator O. So without further simplification,
lim
t→0+
〈〈O〉〉 =
∫
M
g dµO + i
2
∫
∂M
g dµ
(
W
S
)
· O . (5.29)
Equating the two limits in (5.24) and (5.29), we obtain a very general version of
the residue theorem,
residue theorem
∫
M
g dµO + i
2
∫
∂M
g dµ
(
W
S
)
· O = ∑
C⊂{s=0}
〈O〉C . (5.30)
This theorem expresses the sum of a certain integral over the the bulk M and the
boundary ∂M in terms of a sum of local contributions from each component C ⊂M
of the vanishing locus for s. When M is compact without boundary and O = 1 is
constant, the bulk integral on the left side of the residue theorem is zero, due to excess
fermion zero-modes, and we obtain the vanishing theorem applied to heterotic string
worldsheet instantons in [14].
A Special Case of the Residue Theorem. To produce a more familiar version of
the multidimensional residue theorem, let us evaluate the boundary integral in (5.30)
in the simple case O = 1, with rk V = dimM = n. From the formulas for W and
49This assumption is always true when M is a compact manifold with boundary. When M is
non-compact, we must impose conditions on the asymptotic behavior of the pair (g, s) at infinity, as
mentioned previously.
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1/S in (5.8) and (5.18),
∫
∂M
g dµ
(
W
S
)
= (−1)n−1
∫
∂M
g dx dn−1w dn−1w dn−1θ dnχ (s, χ) · (θ · ∇s, χ)
n−1
||s||2n ,
(5.31)
since only the component of 1/S with top-degree in θ and χ contributes to the
fermionic integral. That integral is proportional to the product of completely anti-
symmetric ε-tensors for θ and χ, so
∫
∂M
g dµ
(
W
S
)
=
∫
∂M
g dx dn−1w dn−1w
εj1···jn−1εα1···αn
(
sαn∂j1sα1 · · · ∂jn−1sαn−1
)
||s||2n ,
(5.32)
with sα = hαα sα and the sign has been absorbed into the ordering of tensor indices.
More intrinsically, we recognize the right side of (5.32) as50
∫
∂M
g dµ
(
W
S
)
=
(
i
2
)n−1 ∫
∂M
η , (5.33)
where
η = (−1)n(n−1)/2 g dz1∧ · · ·∧dzn∧ε
α1···αn(sα1 ∂sα2∧ · · ·∧∂sαn)
||s||2n . (5.34)
By construction, η is holomorphic on the complement Mo =M − {s = 0} of the
vanishing locus for s. In the terminology of Ch 5.1 in [50], η is the “distinguished”
Dolbeault representative of the meromorphic form ω in (5.1). The reader is invited
to compare our computation of η using supersymmetry to the fairly elaborate algebra
required in [50].
If s vanishes non-degenerately at isolated points p in the interior of M , such that
the local computation leading to (5.26) applies, the general residue theorem in (5.30)
specializes to the relation, including numerical factors,
( 1
2πi
)n ∫
∂M
η =
∑
s(p)=0
Resp(ω) , Resp(ω) =
g(p)
det(ds)(p)
. (5.35)
For n = 1 and M = H+ the upper half-plane, this relation is the elementary Cauchy
theorem. More generally, the same relation appears in Ch 5.1 of [50] as the Global
Residue Theorem.
50A factor of (i/2)n−1 again appears when we relate the measure to the volume-form on Cn−1.
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5.2 Polyhedral Decomposition on the Boundary
To apply the supersymmetric residue theorem to the Jordan integral ΦC in (5.1), we
require further assumptions about the global embedding of the totally-real submani-
fold C ⊂M . Throughout, we work in the case rk V = dimM = n, which is implicit
in the description of ΦC . Relaxing the condition on the rank of V could be interesting,
but we do not pursue the generalization here.
First, we assume that C is embedded in the boundary ∂M , as appears on the
left side of (5.30). Locally, C ⊂M is then modelled on the standard embedding of
Rn ⊂ H+ × Cn−1, where H+ is the upper half-plane, and Rn is embedded along the
real axis in each factor. In this local model, the normal directions NC /∂M ≃ Rn−1
to C in ∂M can be given the combinatoric structure of a fan which is the union of
simplicial cones Σ1, . . . ,Σn, spanned by vectors v1, . . . , vn ∈ Rn−1. By definition, each
cone Σα ⊂ Rn−1 is the positive span of vectors {v1, · · ·, v̂α, · · ·, vn},
Σα = R+[v1, · · ·, v̂α, · · ·, vn], α = 1, . . . , n , (5.36)
where the hat means vα is omitted from the generating set. We assume {v2, · · ·, vn}
is an oriented basis for Rn−1, with v1 + · · ·+ vn = 0. We always order the vectors in
any generating set according to their subscripts, and we orient the cones so that
Rn−1 =
n∑
α=1
(−1)α+1Σα . (5.37)
See Figure 16 for an example when n = 3.
Every pair of simplicial cones intersects along a unique face
Σαβ = Σα ∩ Σβ = R+[v1, · · ·, v̂α, · · ·, v̂β, · · ·, vn] , α < β , (5.38)
which is itself a lower-dimensional simplicial cone, and so on. To avoid the profusion
of indices, we let A ≡ (α1 · · ·αp) be a multi-index, with
ΣA = R+[vAo], A
o = {1, . . . , n} − A . (5.39)
Here Ao is the complement to A in the index set {1, . . . , n}. At the bottom of the
tower of incidence relations lies Σ12···n = Σ1 ∩ · · · ∩ Σn = ±C , identified with the
origin in Figure 16. Note that the incidence relations among cones in the fan are dual
to the incidence relations for the standard, (n− 1)-dimensional simplex.
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Σ123 = C
Σ1
−Σ2
Σ3
Σ12Σ23
Σ13
R2
Figure 16: The standard polyhedral fan in R2. The origin Σ123 is identified with the
Jordan integration cycle C , up to orientation.
The fan also admits a boundary operator which acts in a simplicial fashion,
∂ΣA =
∑
α∈Ao
(−1)(α,Ao)ΣA∪{α} . (5.40)
Here (α,Ao) denotes the position of α, read from the left, in the ordered set Ao, eg.
(4, {1, 4, 7}) = 2. As a check, for n = 3, we have R2 = Σ1 − Σ2 + Σ3, with boundaries
∂Σ1 = −Σ12 + Σ13 ,
∂Σ2 = −Σ12 + Σ23 ,
∂Σ3 = −Σ13 + Σ23 ,
and ∂Σ12 = ∂Σ13 = ∂Σ23 = −Σ123 . (5.41)
These relations are consistent with the orientations shown in Figure 16 as well as
∂2 = 0.
Finally, from the analytic perspective, each simplicial cone Σα1···αp admits affine
coordinates modelled on Rp × Cn−p ⊂ H+ × Cn−1 and thereby inherits a ∂-operator
acting in the complex directions.
Globally, to apply the residue theorem to the Jordan integral ΦC , we require that
the boundary ∂M of the complex manifold M can be given the same analytic and
combinatoric structure as the fan in Rn−1. Thus, ∂M decomposes as a union of
connected, closed (2n − 1)-dimensional manifolds Σ1, . . . ,Σn, each with piecewise-
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smooth boundary and oriented so that ∂M is the union
polyhedral decomposition ∂M =
n∑
α=1
(−1)α+1Σα . (5.42)
The components Σ1, . . . ,Σn in the polyhedral decomposition adjoin pairwise along
connected (2n− 2)-dimensional submanifolds Σαβ = Σα ∩ Σβ , and similarly in lower
dimensions, with incidence relations identical to those for the simplicial cones in
Rn−1. The totally-real Jordan integration cycle C ⊂ ∂M is the n-fold intersection
Σ12···n = Σ1 ∩ · · · ∩ Σn, up to choice of orientation.
As an analytic condition, we require each submanifold Σα1···αp for 0 < p < n to ad-
mit coordinate charts modelled onRp × Cn−p, compatible with the ∂-operator fromM
acting in the complex directions. This condition amounts to the geometric statement
that Σα1···αp is a CR-submanifold [39] of M . The CR-condition holds automatically
for the top-dimensional cones Σ1, . . . ,Σn whose oriented union is ∂M . For application
to the partition function ZuvS3 , the analytic condition will be satisfied trivially, so we
avoid a detour into CR-geometry in the present work.
For an elementary compact example of a polyhedral decomposition, letM ≃ ∆n be
analytically isomorphic to the polydisk, where ∆ = {z ∈ C
∣∣∣ |z| ≤ 1} is the closed unit
disk in the complex plane. We take C to be the n-dimensional real torus S11 × · · · × S1n
in ∂M ; the subscripts serve to label each S1-factor. Since
∂M =
n∑
α=1
∆1 × · · · × S1α × · · ·∆n , (5.43)
we set
Σα = (−1)α+1∆1 × · · · × S1α × · · · ×∆n , (5.44)
compatible with the orientation conventions in (5.42). The components Σ1, . . . ,Σn
of ∂M then satisfy the incidence relations of the corresponding simplicial cones in
Rn−1, and each Σα1···αp inherits the obvious ∂-operator from the polydisk. With
a small calculation,51 C = (−1)n(n+1)/2+1 Σ12···n. This example underlies the residue
theorems in [50,83,94]. More generally, the polydisk ∆n can be replaced by a product
of Riemann surfaces, each with one boundary component and arbitrary genus, and
the identical decomposition works.
51Observe that ∂Σ1 = −Σ12 + · · · , ∂Σ12 = −Σ123 + · · · , and so on, until ∂Σ12···(n−1) = −Σ12···n.
Alternatively, Σ1 = S
1
1 × ∆2 × · · · × ∆n, implying ∂Σ1 = −S11 × S12 × ∆3 × · · · × ∆n + · · · .
Hence Σ12 = S
1
1 × S12 × ∆3 × · · · × ∆n. Continuing inductively with care for signs, one finds
C = S11 × · · · × S1n = (−1)n(n+1)/2+1 Σ12···n.
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In addition to our assumption about the existence of a polyhedral decomposition
for ∂M into ‘cones’ Σ1, . . . ,Σn, we require the decomposition to be compatible with
the geometry of the polar divisors for the meromorphic form ω in the following sense.
As in (5.2), we partition the polar singularities of ω among divisors D1, . . . , Dn.
Let Uα = M −Dα be the open set which is the complement to the divisor Dα. The
holomorphic section s vanishes precisely on the intersection D1 ∩ · · · ∩Dn, which has
support in the interior of M ,
{s = 0} = D1 ∩ · · · ∩Dn ⊂ int(M) . (5.45)
Hence {U1, . . . , Un} restricts to an open cover for ∂M . Since ω is regular on C ⊂ ∂M ,
we have
C ⊂ U1 ∩ · · · ∩ Un . (5.46)
We assume that the open cover {U1, . . . , Un} is compatible with the decomposition
(5.42) for ∂M in the sense that (after an appropriate choice of labels) each cone Σα
is contained within the corresponding open set Uα for α = 1, . . . , n,
compatibility Σα ⊆ Uα ⇐⇒ Dα ∩ Σα = ∅ . (5.47)
Equivalently, the component sα 6= 0 of s = (s1, · · · , sn) is everywhere non-vanishing
on the corresponding cone Σa.
As will be clear in the following construction, we use the compatible cover {Uα}
to produce a Čech representative for the supersymmetric integrand on the left side
of (5.30).
The compatibility condition refines our previous requirement that s 6= 0 on ∂M
and is considerably more stringent. For the polydisk example M = ∆n, the cones
in (5.44) are compatible with the polar divisors of ω if, for instance, each sα for
α = 1, . . . , n depends only on the corresponding holomorphic coordinate zα ∈ ∆α,
ie. the dependence of s on z factorizes, and sα has no zeroes on the boundary of ∆α.
Later we provide several down-to-earth examples of the compatibility condition, and
in Section 6 we analyze the meaning of the condition in detail for ZuvS3 .
5.3 Reduction to the Real Locus
Under these assumptions, to reduce the boundary integral in the supersymmetric
residue theorem to the real locus C , we apply the polyhedral decomposition of ∂M
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to rewrite
i
2
∫
∂M
g dµ
(
W
S
)
· O =
n∑
α=1
(−1)α+1 · i
2
∫
Σα
g dµ
(
W
S
)
· O . (5.48)
Because the bulk Dolbeault operator restricts to a boundary ∂-operator for the local
holomorphic/anti-holomorphic coordinates (w,w) on ∂M , the supersymmetry δ also
restricts to the boundary.
The compatibility condition (5.47) states that sα 6= 0 is non-vanishing on Σα,
where we have the relation
1 = δ
(
χα
sα
)
= δ
(
W
S
)
. (5.49)
To exploit this relation termwise on the right in (5.48), we note trivially
∫
Σα
g dµ
(
W
S
)
· O =
∫
Σα
g dµ
(
W
S
− χ
α
sα
+
χα
sα
)
· O ,
=
∫
Σα
g dµ δ
(
χαW
sα S
· O
)
+
∫
Σα
g dµ
(
χα
sα
)
· O .
(5.50)
In general, neither term on the right in (5.50) vanishes. Because Σα has a boundary,
Stokes Theorem for the ∂-operator implies
∫
Σα
g dµ δ
(
χαW
sα S
· O
)
= − i
2
∫
∂Σα
g dµ
(
χαW
sα S
)
· O , (5.51)
where by (5.40),
∂Σα =
∑
β<α
(−1)β Σβα +
∑
β>α
(−1)β−1Σαβ , (5.52)
and the induced boundary measure on each summand is
g dµ
∣∣∣
Σαβ
≡ g(x, w) d2x dn−2w dn−2w dn−2θ dnχ . (5.53)
Here we use the assumption that every codimension-one face Σαβ ⊂ ∂M admits local
coordinates modelled on R2 ×Cn−2, compatible with the complex structure on M .
For the second term on the right of (5.50), recall that O is a δ-closed operator
with ghost-number zero and thus has an expansion in fermions
O =
n∑
q=0
O(q)
j1···jq; β1···βq θ
j1 · · · θjqχβ1 · · ·χβq , (5.54)
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where O(q) transforms as a smooth section of the bundle A(0,q)(M)⊗∧qV ∗ appearing
in the chain complex (5.12). From the expression for the boundary measure in (5.14),
precisely the summand O(n−1) contributes to the fermionic integral
∫
Σα
g dµ
(
χα
sα
)
· O =
∫
Σα
dx dn−1w dn−1w
g
sα
εj1···jn−1 εαβ1···βn−1O(n−1)
j1···jn−1;β1···βn−1 .
(5.55)
We now apply the formulas in (5.50), (5.51), and (5.55) to simplify the left side
of (5.48). Performing the sum over the index α there, we find
i
2
∫
∂M
g dµ
(
W
S
)
· O =
(
i
2
)2 ∑
α1<α2
(−1)α1+α2
∫
Σα1α2
g dµ
(
χα2
sα2
− χ
α1
sα1
)
W
S
· O +
+
(
i
2
) n∑
α=1
(−1)α+1
∫
Σα
dx dn−1w dn−1w
g
sα
εj1···jn−1εαβ1···βn−1 O(n−1)
j1···jn−1;β1···βn−1 .
(5.56)
Because both sα1 and sα2 are non-vanishing on Σα1α2 = Σα1 ∩ Σα2 , the difference of
terms in the first line of (5.56) is sensible. This difference arises from the boundary
relation in (5.52), after we reorder terms in the sum over pairs of indices.
If n > 2, the process continues. We recognize that the integrand on the right in
(5.56) can be rewritten similarly to (5.50) as
(
χα2
sα2
− χ
α1
sα1
)
W
S
· O = δ
(
χα1χα2 W
sα1sα2 S
· O
)
−
(
χα1χα2
sα1sα2
)
· O . (5.57)
For the δ-trivial term, we again apply Stokes Theorem to reduce the corresponding
integral to the boundary of Σα1α2 . For the remainder term not involving W or S in
(5.57), we do the fermionic integral directly.
Rather than carry out these steps for another special case, let us perform the
general induction. For all q > 0,
q∑
ℓ=1
(−1)ℓ+1
(
χα1 · · · χ̂αℓ · · ·χαq
sα1 · · · ŝαℓ · · · sαq
)
W
S
· O = δ
(
χα1 · · ·χαq W
sα1 · · · sαq S · O
)
+
+ (−1)p+1
(
χα1 · · ·χαq
sα1 · · · sαq
)
· O ,
(5.58)
where the hats indicate that χαℓ and sαℓ are omitted from the products on the left.
If q = n, the δ-trivial term in (5.58) involves (n + 1) copies of χ – including a copy
from W – and so vanishes, from which we obtain the algebraic relation
n∑
ℓ=1
(−1)ℓ
(
χα1 · · · χ̂αℓ · · ·χαn
sα1 · · · ŝαℓ · · · sαn
)
W
S
· O = (−1)n
(
χα1 · · ·χαn
sα1 · · · sαn
)
· O . (5.59)
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To induct upwards on q = 2 from (5.56), we compute using (5.58) that
(
− i
2
)q ∑
#A=q
(−1)|A|
∫
ΣA
g dµ
[ ∑
α∈A
(−1)(α,A)+1
(
χA−{α}
sA−{α}
)]
W
S
· O =
=
(
− i
2
)q+1 ∑
#A=q
(−1)|A|
∫
∂ΣA
g dµ
(
χAW
sA S
)
· O +
+
(
i
2
)q ∑
#A=q
(−1)|A|+1
∫
ΣA
g dµ
(
χA
sA
)
· O ,
(5.60)
where |A| = α1 + · · ·+ αq for a multi-index A = (α1 · · ·αq),
|A| = α1 + · · ·+ αq , A = (α1 · · ·αq) . (5.61)
The description of the boundary operator in (5.40) then implies
∑
#A=q
(−1)|A|
∫
∂ΣA
g dµ
(
χAW
sA S
)
· O =
=
∑
#A=q
∑
α∈Ao
(−1)(α,Ao)+|A|
∫
ΣA∪{α}
g dµ
(
χAW
sA S
)
· O ,
=
∑
#B=q+1
(−1)|B|
∫
ΣB
g dµ
[∑
α∈B
(−1)(α,B)+1
(
χB−{α}
sB−{α}
)]
W
S
· O .
(5.62)
To keep track of signs in the third line of (5.62), we use the pigeonhole identity
(α,Ao) = (α,Bo ∪ {α}) = α − (α,B) + 1 , B = A ∪ {α} . (5.63)
In terms of the fermionic expansion (5.54) of O, we also evaluate
∫
ΣA
g dµ
(
χA
sA
)
· O =
=
∫
ΣA
dqx dn−qw dn−qw
g
sA
εj1···jn−qεAβ1···βn−q O(n−q)
j1···jn−q ;β1···βn−q .
(5.64)
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Altogether, the induction relation on q in (5.60) becomes
(
− i
2
)q ∑
#A=q
(−1)|A|
∫
ΣA
g dµ
[ ∑
α∈A
(−1)(α,A)+1
(
χA−{α}
sA−{α}
)]
W
S
· O =
=
(
− i
2
)q+1 ∑
#B=q+1
(−1)|B|
∫
ΣB
g dµ
[∑
α∈B
(−1)(α,B)+1
(
χB−{α}
sB−{α}
)]
W
S
· O+
+
(
i
2
)q ∑
#A=q
(−1)|A|+1
∫
ΣA
dqx dn−qw dn−qw
g
sA
εj1···jn−qεAβ1···βn−q O(n−q)
j1···jn−m;β1···βn−q .
(5.65)
For q = n the induction terminates, since the supersymmetric integral over ΣB
on the right of (5.65) vanishes in that case, and we obtain a version of the algebraic
relation in (5.59). So by induction, the boundary term in the residue theorem can be
evaluated as a sum of integrals over the polyhedral skeleton of ∂M ,
i
2
∫
∂M
g dµ
(
W
S
)
· O =
n∑
q=1
∑
#A=q
(−1)|A|+1
(
i
2
)q
×
×
∫
ΣA
dqx dn−qw dn−qw
g
sA
εj1···jn−qεAβ1···βn−q O(n−q)
j1···jn−q ;β1···βn−q .
(5.66)
To account for the bulk integral on the left side of the supersymmetric residue
theorem in (5.30), observe that the bulk integral is reproduced by the right side
of (5.66) for q = 0, with empty index set A = ∅, provided we identify M = Σ∅ and
|∅| = −1 for the sign. Following those conventions, we obtain a unified polyhedral
reformulation of the supersymmetric residue theorem,
∫
M
g dµO + i
2
∫
∂M
g dµ
(
W
S
)
· O
=
n∑
q=0
∑
#A=q
(−1)|A|+1
(
i
2
)q
×
×
∫
ΣA
dqx dn−qw dn−qw
g
sA
εj1···jn−qεAβ1···βn−q O(n−q)
j1···jn−q ;β1···βn−q
=
∑
C⊂{s=0}
〈O〉C .
(5.67)
The simplest situation occurs when O = 1 is the identity, in which case the bulk
integral vanishes and only the term with q = n in (5.67) is non-zero. Explicitly from
(5.66),
i
2
∫
∂M
g dµ
(
W
S
)
= (−1)n(n+1)2 +1
(
i
2
)n ∫
Σ12···n
g dnx
s1 · · · sn . (5.68)
We recognize the integrand on the right as the restriction of the meromorphic form
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ω in (5.1) to the totally-real cycle C .
Recall that for the polydisk example M = ∆n, our orientation conventions imply
C = (−1)n(n+1)/2+1 Σ12···n, which accounts neatly for the otherwise annoying sign on
the right in (5.68). If the section s vanishes non-degenerately at isolated points in
the interior of the polydisk, and if the polar divisors D1, . . . , Dn of ω are compatible
with the standard polyhedral decomposition of the boundary, we derive from (5.26),
(5.67), and (5.68) a residue theorem for the Jordan integral52 over C = S1 × · · · × S1,
Jordan lemma
1
(2πi)n
∫
C
ω =
∑
s(p)=0
Resp(ω) , p ∈M = ∆n . (5.69)
This version of the supersymmetric residue theorem is stated as the multi-dimensional
Jordan lemma in [83, 94]; it is what we will use to study the partition function ZuvS3 .
5.4 Toy Examples in Dimensions Two and Three
In practice, the statement of the multi-dimensional Jordan lemma in (5.69) disguises
considerable combinatoric subtlety related to the compatibility condition on the set
of divisors {D1, . . . , Dn} where the individual components of the holomorphic section
s = (s1, · · ·, sn) vanish. We illustrate these issues with several toy examples for n = 2
and n = 3. In all examples, the relevant vector bundle V is trivial, so s is defined by
a collection of holomorphic functions.
Example A. We gradually work our way up in complexity. For an easy start,
consider the integral
Φ(µ, ν) =
1
(2πi)2
∫
R2
d2x
ei x2
(x21 + µ2) ((x1 + x2)2 + ν2)
, µ, ν ∈ C ,
=
1
(2πi)2
∫
R2
d2x
ei x2
(x1 + i µ) (x1 − i µ) (x1 + x2 + i ν) (x1 + x2 − i ν)
(5.70)
which depends upon complex parameters µ and ν. This integral converges absolutely
at infinity on R2. When x1 and x2 are complexified, the integrand has poles along
the four hyperplanes in C2 where
z1 = ±i µ , z1 + z2 = ±i ν , (5.71)
with z1,2 = x1,2 + i y1,2. For µ, ν 6= 0 the poles are simple, and for Re(µ),Re(ν) 6= 0
the integrand is everywhere regular on R2, as we shall assume. The dependence
52Since ∆ ≃ H+ ∪ {∞}, the Jordan lemma applies equivalently to C = R× · · · × R.
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of Φ(µ, ν) on the parameters is analytic in each quadrant where Re(µ),Re(ν) have
definite signs. When µ, ν ∈ R are real, Φ(µ, ν) must also be real and positive, as one
can see by considering the inversion (x1, x2) 7→ −(x1, x2) in the integrand of (5.70).
Let us first evaluate Φ(µ, ν) directly, by applying the single-variable Cauchy the-
orem twice. We fix x1 ∈ R, and we evaluate the integral over x2 by closing the real
contour in the upper-half of the complex z2-plane. Depending on the sign of Re(ν),
we find
Φ(µ, ν) = − 1
4πν
∫
R
dx1
e−ν−i x1
(x21 + µ2)
, Re(ν) > 0 , (5.72)
versus
Φ(µ, ν) =
1
4πν
∫
R
dx1
eν−i x1
(x21 + µ2)
, Re(ν) < 0 . (5.73)
The integral over x1 is evaluated by closing the contour in the lower half of the
z1-plane for either case, so depending upon signs,
Φ(µ, ν) = ǫµ ǫν
exp(−ǫµ µ− ǫν ν)
4µ ν
, ǫµ = sign(Re(µ)) , ǫν = sign(Re(ν)) .
(5.74)
By comparison, the four polar hyperplanes in (5.71) intersect pairwise at four points
in C2. Evidently, only one of these four points makes a residue contribution to Φ(µ, ν),
and the contributing point depends upon the signs of Re(µ) and Re(ν).
Thus, the integral in (5.70) can be calculated as a sum over residues, but how do
we determine a priori which residues are to be included in the sum?
The multi-dimensional Jordan lemma answers this combinatoric question if we are
able to find a set of compatible divisors D1 and D2. Concretely, to apply the Jordan
lemma in (5.69), we must determine how to rewrite Φ(µ, ν) in the Jordan form
Φ(µ, ν) =
1
(2πi)2
∫
R2
ω , ω =
g(z) dz1∧dz2
s1(z) s2(z)
. (5.75)
Without much thought, by comparison to (5.70) we can set g(z) = exp(i z2). But we
must consider how to choose s1(z) and s2(z) so that the quartic denominator of the
integrand is reproduced,
s1(z) · s2(z) =
(
z21 + µ
2
) (
(z1 + z2)
2 + ν2
)
, (5.76)
and the divisors D1 = {s1 = 0} and D2 = {s2 = 0} are compatible with a polyhedral
decomposition on the boundary of a complex manifold M ⊂ C2 containing R2.
Because the integrand of Φ(µ, ν) decays exponentially on the half-plane where
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y1
y2
R2 Σ1Σ2
D2
D1
iR2
Figure 17: Polyhedral decomposition on the boundary of M = C×H+ and divisors
for Φ(µ, ν) in (5.70). The real Jordan cycle R2 ⊂ ∂M = C× R is identified with
the origin. The cones Σ1,2 ≃ R+ × R2 are the half-spaces where y1 ≥ 0 and y1 ≤ 0,
respectively. The four polar hyperplanes for the integrand of Φ(µ, ν) are indicated
schematically by the dashed lines where y1 = ±Re(µ) and y1 + y2 = ±Re(ν). The
intersection of the hyperplanes within the real cycle R2 is not shown. Also drawn are
compatible divisors D1 and D2, each of which is a union of two hyperplanes. The
hyperplanes in D1 do not intersect the ray corresponding to Σ1, and similarly for D2
and Σ2. Of the four pairwise points of intersection for the hyperplanes in C2, only
one point in M is contained in the intersection D1 ∩D2 and so contributes a residue
to Φ(µ, ν). The special point with y1 ≤ 0 and y2 ≥ 0 is indicated in the figure by the
red dot.
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Im(z2) is positive, we take M = C×H+ to be the complex half-space, with Jordan
cycle C = R2 embedded along the real-axis in each factor. A polyhedral structure
on the boundary of M then amounts to a decomposition ∂M = C×R = Σ1 − Σ2
for some closed Σ1,2 with intersection Σ1 ∩ Σ2 = R2. A very simple decomposition is
provided by the positive and negative half-spaces in C× R ≃ R3,
Σ1 =
{
(x1, y1, x2) ∈ C× R
∣∣∣ y1 ≥ 0} ,
Σ2 = −
{
(x1, y1, x2) ∈ C× R
∣∣∣ y1 ≤ 0} , (5.77)
where the sign indicates that Σ2 carries the opposite orientation to the standard
dx1∧dy1∧dx2. Trivially, both Σ1 and Σ2 inherit a partial complex structure from M .
We sketch the situation in Figure 17, which illustrates the crucial features of the
Jordan lemma in this example. For each choice of signs for Re(µ) and Re(ν), there
is a unique way to divide the four polar hyperplanes in (5.71) into a pair of reducible
divisors D1 and D2 such that D1 ∩ Σ1 and D2 ∩ Σ2 are both empty, as required by
the compatibility condition in(5.47). Eg. for Re(µ),Re(ν) > 0, we set
D1 = {z1 = −i µ} ∪ {z1 + z2 = −i ν} , Re(µ),Re(ν) > 0 ,
D2 = {z1 = +i µ} ∪ {z1 + z2 = +i ν} .
(5.78)
Equivalently, this identification of divisors corresponds to the choice of section s with
s1(z) = (z1 + i µ) (z1 + z2 + i ν) , s
2(z) = (z1 − i µ) (z1 + z2 − i ν) . (5.79)
When the signs of Re(µ) and Re(ν) flip, we must flip the corresponding signs in (5.78)
and (5.79) so that the geometric configuration of divisors in Figure 17 is preserved.
By contrast, see Figure 18 for an example of an incompatible choice for D1 and
D2 in this example.
The divisors D1 and D2 in Figure 17 now intersect at a unique point in the bulk
M , given for Re(µ),Re(ν) > 0 by
p : (z1, z2) = (−i µ, i µ+ i ν) , Re(µ),Re(ν) > 0 . (5.80)
One can readily check that the naive result for Φ(µ, ν) in (5.74) agrees with the local
residue of ω at p,
Φ(µ, ν) = Resp(ω) =
g(p)
det(ds)(p)
, (5.81)
for each sign of Re(µ) and Re(ν).
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y1
y2
R2 Σ1Σ2
D2
D1
incompatible
iR2
Figure 18: Incompatible set of divisors {D1, D2} for Φ(µ, ν) in (5.70). Both D1 and
D2 have components which intersect each of Σ1 and Σ2, indicated by the rays in
green.
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Example B. A degenerate case of the Jordan lemma occurs when one of the divisors
in a compatible set {D1, . . . , Dn} is empty, corresponding to a section s 6= 0 which is
everywhere non-vanishing on M . In this situation, the Jordan integral on the left in
(5.69) vanishes.
For an example of this sort, we generalize the integral in the preceding example
to depend on four parameters µ1, µ2, ν1, ν2 ∈ C,
Φ(µ1, µ2, ν1, ν2) =
1
(2πi)2
∫
R2
d2x
ei x2
(x1 − i µ1) (x1 − i µ2) (x1 + x2 − i ν1) (x1 + x2 − i ν2) .
(5.82)
If the real parts Re(µ1),Re(µ2),Re(ν1),Re(ν2) > 0 of these parameters are strictly
positive, the polar hyperplanes are arranged schematically as in Figure 19. Each
polar hyperplane intersects the half-space Σ1 with y1 ≥ 0 in (5.77) but does not
intersect Σ2. Thus a compatible set of divisors for the previous polyhedral structure
on M = C×H+ is given by
D1 = ∅ , Re(µ1),Re(µ2),Re(ν1),Re(ν2) > 0 ,
D2 =
{
z1 = i µ1
}
∪
{
z1 = i µ2
}
∪
{
z1 + z2 = i ν1
}
∪
{
z1 + z2 = i ν2
}
.
(5.83)
Equivalently, the denominator of ω for this example is factorized trivially as the
product of
s1(z) = 1 ,
s2(z) = (z1 − i µ1) (z1 − i µ2) (z1 + z2 − i ν1) (z1 + z2 − i ν2) .
(5.84)
The Jordan lemma immediately implies
Φ(µ1, µ2, ν1, ν2) = 0 , Re(µ1),Re(µ2),Re(ν1),Re(ν2) > 0 . (5.85)
Note that Φ(µ1, µ2, ν1, ν2) vanishes despite the prescence of an apparent simple pole
located in the interior of M .
One can also check that Φ(µ1, µ2, ν1, ν2) = 0 by iteratively applying the single-
variable Cauchy theorem. One closes the contour for z2 in the upper half-plane, but
one must then close the contour for z1 in the lower half-plane, where the integrand is
regular.
Example C. So far, the divisors D1 and D2 have been finite unions of hyper-
planes. In our application to ZuvS3 , the relevant polar divisors will instead be unions of
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y1
y2
R2 Σ1Σ2
D2
D1 = ∅
iR2
Figure 19: A compatible set of divisors {D1, D2} with D1 empty. According to the
Jordan lemma, the Jordan integral vanishes, despite the presence of an apparent pole
in the shaded region corresponding to the interior of M .
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infinitely-many hyperplanes, so let us give an elementary example with that feature.
We consider the Jordan integral
Ψ(µ1, µ2, µ3) =
1
(2πi)2
∫
R2
d2x
1
cosh(π(x1 + µ1)) cosh(π(x2 − x1 + µ2)) cosh(π(x2 + µ3)) ,
(5.86)
with µ1, µ2, µ3 ∈ C such that −12 < Im(µ1,2,3) < 12 . The latter condition ensures that
no pole of the integrand meets the real cycle R2 ⊂ C2.
The integral over R2 converges absolutely, so Ψ is an analytic function of the pa-
rameters (µ1, µ2, µ3). Invariance under constant shifts in the integration variables x1
and x2 means that Ψ depends on the parameters only in the combination µ1 + µ2 − µ3.
Nonetheless, we keep all dependence on (µ1, µ2, µ3) explicit and use the latter obser-
vation as a check of our calculation.
To ensure convergence of the infinite sum over residues in this example, we consider
the more general
Ψǫ(µ1, µ2, µ3) =
1
(2πi)2
∫
R2
d2x
eiǫ1x1+iǫ2x2
cosh(π(x1 + µ1)) cosh(π(x2 − x1 + µ2)) cosh(π(x2 + µ3)) ,
(5.87)
for ǫ1, ǫ2 ∈ R+. When 0 < ǫ1 ≪ ǫ2, the integrand decays in a slightly tilted version
of the complex half-space M = C×H+ that appeared previously. See Figure 20 for
an illustration. After we apply the Jordan lemma to evaluate Ψǫ(µ1, µ2, µ3), we can
recover the value of the integral in (5.86) by taking the limit ǫ1, ǫ2 → 0+.
When extended to a function on C2, the integrand in (5.87) has poles along the
infinite set of hyperplanes
z1 + µ1 = i
(
n1 +
1
2
)
, n1 ∈ Z ,
z2 − z1 + µ2 = i
(
n2 +
1
2
)
, n2 ∈ Z ,
z2 + µ3 = i
(
n3 +
1
2
)
, n3 ∈ Z ,
(5.88)
corresponding to the three factors in the denominator in (5.87). For the tilted version
of Σ1 and Σ2 in (5.77), these hyperplanes can be assigned uniquely to the compatible
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y1
y2
R2
Σ1
Σ2
D2
D1
iR2
Figure 20: Polar divisors for Ψǫ(µ1, µ2, µ3) in (5.87). For 0 < ǫ1 ≪ ǫ2, M is a slightly
tilted version of the complex half-space C×H+. The tilt removes the ambiguity in
whether to assign the horizontal hyperplanes with constant z2 to either the divisor
D1 (blue) or D2 (red). Also indicated are the points in the intersection D1 ∩D2 ∩M
which contribute to the sum over residues. These points lie exclusively in the positive
quadrant y1, y2 > 0.
pair
D1 =
{
z1 + µ1 = i
(
n1 +
1
2
) ∣∣∣∣n1 < 0}
∪
{
z2 − z1 + µ2 = i
(
n2 +
1
2
) ∣∣∣∣n2 ≥ 0}
∪
{
z2 + µ3 = i
(
n3 +
1
2
) ∣∣∣∣n3 ≥ 0} ,
(5.89)
and
D2 =
{
z1 + µ1 = i
(
n1 +
1
2
) ∣∣∣∣n1 ≥ 0}
∪
{
z2 − z1 + µ2 = i
(
n2 +
1
2
) ∣∣∣∣n2 < 0}
∪
{
z2 + µ3 = i
(
n3 +
1
2
) ∣∣∣∣n3 < 0} .
(5.90)
A picture here is worth a thousand words. See Figure 20 for sketches of D1 and D2.
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In this example, the factorization corresponding to the polar divisors D1 and D2
has nothing to do with the naive factorization of the denominator in (5.87). Rather,
we use the reflection formula (2.23) for the gamma function to rewrite
π
cosh(πx)
= Γ
(1
2
+ i x
)
Γ
(1
2
− i x
)
. (5.91)
The meromorphic form ω = g(z) dz1∧dz2/s1(z) s2(z) for the integrand in (5.87) is
then given by the Mellin-type data
s1(z) =
[
Γ
(1
2
− i (z1 + µ1)
)
Γ
(1
2
+ i (z2 − z1 + µ2)
)
Γ
(1
2
+ i (z2 + µ3)
)]−1
,
s2(z) =
[
Γ
(1
2
+ i (z1 + µ1)
)
Γ
(1
2
− i (z2 − z1 + µ2)
)
Γ
(1
2
− i (z2 + µ3)
)]−1
,
(5.92)
and
g(z) =
1
π3
exp(iǫ1z1 + iǫ2z2) . (5.93)
With the definition in (5.92), s1(z) vanishes on the three families of hyperplanes which
enter the divisor D1 in (5.89), and similarly for s2(z).
According to the Jordan lemma, only the residues from points in the intersection
D1 ∩D2 ∩M contribute to Ψǫ(µ1, µ2, µ3). From (5.89), a brief calculation yields three
infinite families of points in D1 ∩D2 ∩M ,
D1 ∩D2 ∩M =
{(
i
(
n1 +
1
2
)
− µ1, i (n1 + n2 + 1)− µ1 − µ2
) ∣∣∣∣n1, n2 ≥ 0}
∪
{(
i
(
n1 +
1
2
)
− µ1, i
(
n3 +
1
2
)
− µ3
) ∣∣∣∣n1, n3 ≥ 0}
∪
{(
i (n3 − n2) + µ2 − µ3, i
(
n3 +
1
2
)
− µ3
) ∣∣∣∣n2 < 0 , n3 ≥ 0} .
(5.94)
As a check, note that all three families of points occur in the quadrant Im(z1,2) > 0
shown in Figure 20. Like the prior examples, the hyperplanes in (5.88) do intersect
at infinitely-many other points in M beyond those in (5.94), but these extra points
are not summed in the residue calculus for ω.
The local residue of ω at each pole may be computed using the well-known formula
for the residue of the gamma function at a negative integer,
Res
[
Γ(z)
]
z=−n =
(−1)n
n!
, n ≥ 0 . (5.95)
119
For the points labelled by the pairs of integers in (5.94), the respective residues are
Res[ω]n1,n2 =
exp
(
−1
2
ǫ1 − iǫ1µ1 − ǫ2 − iǫ2(µ1 + µ2)
)
π2 cosh[π(µ1 + µ2 − µ3)] · e
−ǫ1n1−ǫ2(n1+n2) ,
Res[ω]n1,n3 = −
exp
(
−1
2
ǫ1 − iǫ1µ1 − 12ǫ2 − iǫ2µ3
)
π2 cosh[π(µ1 + µ2 − µ3)] · e
−ǫ1n1−ǫ2n3 ,
Res[ω]n2,n3 =
exp
(
iǫ1(µ2 − µ3)− 12ǫ2 − iǫ2µ3
)
π2 cosh[π(µ1 + µ2 − µ3)] · e
−ǫ1(n3−n2)−ǫ2n3 .
(5.96)
So by the multidimensional Jordan lemma in (5.69),
Ψǫ(µ1, µ2, µ3) =
∑
n1,n2≥0
Res[ω]n1,n2 +
∑
n1,n3≥0
Res[ω]n1,n3 +
∑
n2<0,n3≥0
Res[ω]n2,n3 . (5.97)
Given the dependence on n1, n2, and n3 in (5.96), the residues can be summed as
power series, from which we obtain the analytic expression
Ψǫ(µ1, µ2, µ3) =
1
π2 cosh[π(µ1 + µ2 − µ3)] ×
×
e− 12 ǫ1−iǫ1µ1−ǫ2−iǫ2(µ1+µ2)
(1− e−ǫ1−ǫ2) (1− e−ǫ2) −
e−
1
2
ǫ1−iǫ1µ1− 12 ǫ2−iǫ2µ3
(1− e−ǫ1) (1− e−ǫ2) +
e−ǫ1+iǫ1(µ2−µ3)−
1
2
ǫ2−iǫ2µ3
(1− e−ǫ1) (1− e−ǫ1−ǫ2)
 .
(5.98)
The three terms on the second line of (5.98) arise from the three sums in (5.97).
Individually, each term diverges as ǫ1, ǫ2 → 0, but the total quantity on the right of
(5.98) has a well-defined limit,
Ψ(µ1, µ2, µ3) = lim
ǫ1,ǫ2→0
Ψǫ(µ1, µ2, µ3) = − 1 + 4 (µ1 + µ2 − µ3)
2
8π2 cosh[π(µ1 + µ2 − µ3)] , (5.99)
which provides the value of the Jordan integral in (5.86). The existence of the limit
serves as a delicate check on the residue computation.
Example D. The statement of the multi-dimensional Jordan lemma assumes the
existence of a polyhedral decomposition for ∂M which is compatible with the set of
divisors {D1, . . . , Dn}. The existence of the decomposition is not guaranteed even
when M is affine, and the situation becomes more precarious as the dimension of M
grows. We illustrate the main difficulty – and its resolution – with a toy example in
complex dimension three, for M = C2 ×H+. Later in Section 6.2, we give a more
general and systematic discussion.
120
Consider the Jordan integral
Ξ(µ1, µ2, µ3, µ4) =
1
(2πi)3
∫
R3
d3x
e i x3
(x1 − i µ1) (x1 + x2 − i µ2) (x2 + x3 − i µ3) (2 x1 − x2 + x3 − i µ4) .
(5.100)
We take µ1,2,3,4 ∈ R to be real and non-zero, so that the integrand is everywhere
regular on R3. In this toy example, the integral is only conditionally convergent, which
is the price we pay to achieve a particularly simple configuration of four hyperplanes
in C3 along which the integrand has a pole. If one wishes, one can apply a version of
the iε-prescription to deform the integration contour R3 ⊂ C3 upwards into complex
z3-direction as ||x|| → ∞, so that the integrand in (5.100) decays exponentially at
infinity.
Given g(z) = exp (i z3) in the numerator, we take M = C2 ×H+. Rather than
attempt to sketch the arrangement of the four polar hyperplanes in M by analogy
to Figure 17, which would require at least three real dimensions, we will just sketch
the intersection of the polar hyperplanes with the boundary ∂M = C2 × R, where
Im(z3) ≡ y3 = 0. See Figure 21, in which the three real directions in ∂M are sup-
pressed, and the intersection of each hyperplane with ∂M is indicated by a dashed
line. Also shown in the figure is a polyhedral decomposition ∂M = Σ1 − Σ2 + Σ3,
where
Σ1 =
{
(x1, x2, x3, y1, y2) ∈ C2 × R
∣∣∣∣ y1 − y2 ≥ 0, y2 ≤ 0} ,
Σ2 = −
{
(x1, x2, x3, y1, y2) ∈ C2 × R
∣∣∣∣ y1 ≥ 0, y2 ≥ 0} ,
Σ3 =
{
(x1, x2, x3, y1, y2) ∈ C2 × R
∣∣∣∣ y2 − y1 ≥ 0, y1 ≤ 0} .
(5.101)
The cones Σ1,2,3 inherit the obvious (partial) complex structure fromM . These cones
adjoin along rays Σ12,13,23 ≃ H+ × R2, which similarly inherit a complex structure
associated to the distinguished direction in the y1y2-plane. Compare Figure 21 to the
abstract polyhedral fan in Figure 16.
To apply the multi-dimensional Jordan lemma directly to Ξ(µ1, µ2, µ3, µ4), we
must partition the four polar hyperplanes, where the denominator in (5.100) vanishes,
among three divisors D1,2,3 so that
D1 ∩ Σ1 = D2 ∩ Σ2 = D3 ∩ Σ3 = ∅ . (5.102)
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y1
y2
ℓ
Σ12
Σ23
Σ13
−Σ2
Σ1
Σ3
R3
iR2
Figure 21: Arrangement of polar hyperplanes in ∂M = C2 × R for Ξ(µ) in (5.100).
In this figure, y3 = 0, and the real directions in ∂M are suppressed. Each of the four
polar hyperplanes for the integrand in (5.100) is indicated by a corresponding dashed
line (red). This arrangement is appropriate for the parameter regime µ1 > 0, µ2 < 0,
µ3 > 0, and µ4 < 0. The three shaded regions describe a polyhedral decomposition
of ∂M into subsets Σ1,2,3, bounded by rays Σ12, Σ23, and Σ13 (green). The polar
hyperplane labelled by ℓ is incompatible with the polyhedral decomposition of ∂M ,
since ℓ passes through each of Σ1,2,3. A compatible set of divisors {D1, D2, D3} does
not exist.
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Figure 22: Cones and compatible divisors for the Jordan integral in (5.100).
This task is impossible. A compatible set {D1, D2, D3} for the polyhedral decompo-
sition in Figure 21 fails to exist because the hyperplane labelled in the figure by ‘ℓ’,
where 2z1 − z2 + z3 − i µ4 = 0, passes through all three cones Σ1,2,3.
At least two solutions are available. First, we can try to deform the cones Σ1,2,3 so
that each hyperplane passes through at most two cones. An example of a compatible
choice is shown in Figure 22 for the parameter regime µ1 > 0, µ2 < 0, µ3 > 0, and
µ4 < 0. Here
D1 =
{
z2 + z3 − i µ3 = 0
}
∪
{
2 z1 − z2 + z3 − i µ4 = 0
}
,
D2 =
{
z1 + z2 − i µ2 = 0
}
,
D3 =
{
z1 − i µ1 = 0
}
.
(5.103)
The intersection D1 ∩D2 ∩D3 (not shown in the figure) contains two points from the
two components of D1, but only one of those points has Im(z3) > 0 and so lies in M .
The relevant point has coordinates
p = i (µ1, µ2 − µ1, µ3 − µ2 + µ1) , (5.104)
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so immediately by the Jordan lemma in (5.69),
Ξ(µ1, µ2, µ3, µ4) = −i exp[−µ3 + µ2 − µ1](4µ1 − 2µ2 + µ3 − µ4) , µ1,3 > 0 , µ2,4 < 0 . (5.105)
As the signs of µ1,2,3,4 change, the assignments of divisors and cones in Figure 22
generally change as well, resulting in discontinuous changes in the value of Ξ.
For the second solution, instead of deforming the cones Σ1,2,3 which appear in the
original Figure 21, we modify the Jordan integrand itself. Since the denominator in
(5.100) is a polynomial, the integrand can be decomposed via partial fractions,
Ξ = Ξ1 + Ξ2 + Ξ3 + Ξ4 , (5.106)
where
Ξ1 =
1
(2πi)3
∫
R3
d3x
e i x3 · (−4λ)
(x1 + x2 − i µ2) (x2 + x3 − i µ3) (2 x1 − x2 + x3 − i µ4) ,
Ξ2 =
1
(2πi)3
∫
R3
d3x
e i x3 · (2λ)
(x1 − i µ1) (x2 + x3 − i µ3) (2 x1 − x2 + x3 − i µ4) ,
Ξ3 =
1
(2πi)3
∫
R3
d3x
e i x3 · (−λ)
(x1 − i µ1) (x1 + x2 − i µ2) (2 x1 − x2 + x3 − i µ4) ,
Ξ4 =
1
(2πi)3
∫
R3
d3x
e i x3 · λ
(x1 − i µ1) (x1 + x2 − i µ2) (x2 + x3 − i µ3) ,
(5.107)
with
λ = − i
(4µ1 − 2µ2 + µ3 − µ4) . (5.108)
We spare the reader the algebra leading to (5.107) and (5.108), as we shall eventually
provide in Section 6.2 a systematic discussion for a wide class of Jordan integrals.
Observe that each denominator in (5.107) is cubic instead of quartic. The integrands
for Ξ1,2,3,4 now have poles along a set of only three hyperplanes, for which a compatible
polyhedral decomposition of ∂M trivially exists. See Figure 23 for the compatible
polyhedral decomposition in each case.
With no computation, we conclude from Figure 23 that Ξ1 = Ξ2 = 0, since in
those cases there is a cone (eg. Σ1) which does not intersect any of the three polar
hyperplanes. Hence we can associate all three polar hyperplanes to a single divisor
D1, with D2 = D3 = ∅, so D1 ∩D2 ∩D3 = ∅ as well. Equivalently, the holomorphic
section s 6= 0 associated to {D1, D2, D3} is everywhere non-vanishing. Hence the sum
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(a) Ξ1
y1
y2
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(b) Ξ2
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R3
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(c) Ξ3
y1
y2
R3
iR2
(d) Ξ4
Figure 23: Polyhedral decompositions compatible with Ξ1,2,3,4 in (5.107). In the top
row, both Ξ1 = Ξ2 = 0, since all three polar hyperplanes avoid one cone (darkest
shading) in the decomposition.
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over residues is empty.
For Ξ3 and Ξ4, we can assign the three polar hyperplanes compatibly to D1, D2,
and D3, which intersect in a single point. For the parameter regime µ1,3 > 0 and
µ2,4 < 0, the point of intersection lies in M for Ξ4 but not for Ξ3. Thus Ξ3 = 0, and
by a trivial application of the residue theorem,
Ξ4 = λ · exp[−µ3 + µ2 − µ1] , µ1,3 > 0 , µ2,4 < 0 . (5.109)
With the value for λ in (5.108), this result agrees precisely with (5.105).
Of these two strategies, either deforming the polyhedral decomposition of ∂M or
decomposing the Jordan integrand via partial fractions, only the latter is robust. As
both the number of polar hyperplanes and the number of integration variables grow,
finding a “good” polyhedral decomposition which admits a compatible set of divisors
{D1, . . . , Dn} may be difficult, if not impossible, to carry-out by hand. By contrast,
the partial-fractions decomposition can be readily extended to a wide variety of mero-
morphic integrands in arbitrary dimension, after which the multi-dimensional Jordan
lemma directly applies. Among our goals in the next section will be to establish a
systematic procedure for the partial-fractions aka Mittag-Leffler reduction of ZuvS3 .
6 Holomorphic Factorization at Higher-Rank
We now move beyond toy models to reconsider the ultraviolet partition function
ZuvS3 =
e iη0
|W| ·Vol(T )
∫
h
drσ
∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
×
×
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) . (6.1)
As a reminder, we have reduced in Section 4.2 to the case that kuv = 0 and Λuv ≃⊕n
j=1 [λj] is a real representation of the gauge group. This reduction is always possible
for gauge groups of classical type SU-SO-Sp and for the exceptional group G2.
To apply the abstract Jordan lemma in its most elementary version (5.69) to ZuvS3 ,
we require the product of double-sine functions in (6.1) to have only simple, first-order
poles when σ is continued to the complex domain hC ≡ h⊗C. For this reason, we
assume throughout that the continuous parameters b2 /∈ Q and µj are generic.
We must also make a stronger assumption about the matter representation Λuv.
Clearly, if any summand [λj] of Λuv has a repeated, non-zero weight β 6= 0, then even
for generic values of b2 and µj, the product over weights in ∆j in the second line
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of (6.1) produces a multiple pole. Thus, if we wish to apply the multidimensional
residue calculus in its most basic and convenient form, we must assume that each
irreducible representation [λj] is weight-multiplicity-free, ie. all non-zero weights occur
with multiplicity-one. We do not require Λuv itself to be weight-multiplicity-free, since
any degeneracies between irreducible summands are split by distinct mass parameters
µj.
By any measure, most irreducible representations of the general compact, simple
Lie group have non-trivial weight multiplicities, so our assumption on [λj] is very
restrictive. On the other hand, the low-dimensional representations which turn up in
familiar examples of N = 2 supersymmetric gauge theories tend to satisfy this con-
dition. Eg. for gauge group SU, any anti-symmetric tensor power of the fundamental
(or anti-fundamental) representation is weight-multiplicity-free. For gauge groups SO
and Sp, the fundamental, adjoint, and spin representations are all weight-multiplicity-
free. For gauge group G2, the fundamental seven-dimensional representation and the
adjoint representation are weight-multiplicity-free. These examples are far from ex-
haustive.53 For instance, for SU(2) all representations are weight-multiplicity-free.
Therefore in practice, the assumption that [λj] is weight-multiplicity-free still accom-
modates a wide class of supersymmetric gauge theories.
Under these assumptions, we now need three pieces of geometric data to apply
the elementary Jordan lemma (5.69) to ZuvS3 :
1. A complex manifoldM , with dimCM = r, whose boundary contains the Cartan
subalgebra h ≃ Rr as a totally-real cycle.
2. A polyhedral decomposition of the boundary ∂M = Σ1−Σ2 + · · · + (−1)r+1Σr
into cones, with h = ±Σ12···r.
3. A set of Jordan divisors {D1, · · · , Dr} to describe the locus in M where the
integrand of ZuvS3 has a simple pole. In the construction from Section 5, this set
is equivalent to the specification of a holomorphic section s of a rank-r complex
vector bundle over M . Crucially, the Jordan divisors must be compatible with
the polyhedral decomposition of the boundary in the sense of (5.47).
In the present section, we explain how to obtain these data for ZuvS3 . The most
important and most subtle problem is the determination of compatible Jordan divisors
{D1, · · · , Dr} for the integrand in (6.1). As Example D in Section 5.4 illustrates, the
53Our examples are culled from the quasi-miniscule representations, for which the weight-
multiplicity-free condition holds automatically.
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difficulty in finding compatible Jordan divisors depends very much on whether the
gauge group has rank r = 2 or r > 2. We therefore analyze these cases separately in
what follows.
Let us first specify the datum of the underlying complex manifold M . We must
select M ⊂ hC ≡ h⊗C so that the integrand of ZuvS3 , when analytically continued,
decays rapidly at infinity on M . In Section 4.3, we have already examined the re-
quirement that the integrand decay exponentially at infinity along the real directions
in h, for which we obtain the convergence criterion (4.70). By a similar calculation,
when σ is continued into the complex domain hC, the norm of the integrand behaves
asymptotically as∣∣∣∣∣∣
∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
·
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
)∣∣∣∣∣∣
=
|σ|→∞
exp
−Q
2
 n∑
j=1
(1− Rj) ||Re(σ)||λj − ||Re(σ)||g
+ n∑
j=1
µj,RΨλj (σ) +O(1)
,
(6.2)
where we introduce the Weyl-invariant, real-valued function
ΨV (σ) =
1
2
∑
β∈∆V
〈β, Im(σ)〉 · sign〈β,Re(σ)〉 , Re(σ) 6= 0 . (6.3)
We assume for convenience that Q ∈ R+ is real, and we recall our convention for the
complexified ‘real’ mass of each chiral multiplet,
µ ≡ µR + i2 QR , (6.4)
where R is the R-charge.
All asymptotic dependence on the imaginary part of σ ∈ hC occurs through ΨV (σ),
labelled by an irreducible representation V of the gauge group G. Clearly
ΨV (σ) = ΨV (−σ) = ΨV ∗(σ) , (6.5)
where V ∗ is the dual of V . Also, under complex-conjugation of σ ∈ hC,
ΨV (σ) = −ΨV (σ) =⇒ ΨV (σ) = −ΨV (−σ) . (6.6)
The latter relation in (6.6) precludes the existence of any half-space containing h ⊂ hC
upon which ΨV ≥ 0 takes a definite sign, as would be necessary for the decay of the
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right side of (6.2) for appropriate choices of real masses µj,R.
In the special case of gauge group SU(2), we have already observed this asymptotic
feature of the integrand in (3.47). Similarly to the rank-one case, to ensure that the
integrand of ZuvS3 is bounded in the complex domain hC, we require the real (parts of
the ‘real’) mass parameters to satisfy
n∑
j=1
µj,RΨλj (σ) = 0 , (6.7)
for all values of σ ∈ hC. The SU(2) version of this condition appears in (3.49).
A trivial way to satisfy the vanishing condition in (6.7) is to set µj,R = 0 for each
j = 1, . . . , n, after which the dependence on the complex parameter µj in (6.4) is
determined by analytic continuation. For special choices of Λuv, less stringent con-
ditions on the real masses are implied by (6.7). Eg. if Λuv = ⊕nj=1
(
Vj ⊕ V ∗j
)
with
masses (µj , µ˜j), then a relation µj,R + µ˜j,R = 0 for each j suffices.
If the vanishing condition in (6.7) as well as the earlier convergence condition in
(4.70) are both satisfied, the integrand in (6.1) decays exponentially as |σ| → ∞ along
real directions and is asymptotically constant along imaginary directions in hC. A
toy model for this behavior is provided by the Jordan integral (5.86) appearing as
Example C in Section 5.4. In this happy situation, the complex manifold M can be
any complex half-space in hC. The orientation of C = ±h induced from the boundary
∂M depends upon the choice of half-space, equipped with the canonical orientation
from hC, but only the overall sign of ZuvS3 depends upon this choice. For concreteness,
we take M to be the Weyl half-space
Weyl half-space M = Hρ :=
{
σ ∈ hC
∣∣∣ 〈ρ, Im(σ)〉 ≥ 0} , (6.8)
associated to the distinguished Weyl vector ρ ∈ h∗ in (4.82).
Following the analysis of Example C in Section 5.4, we regulate the asymptotic
behavior of the integrand along complex directions in M by including an iǫ-factor
g(σ) = exp(iǫ〈ρ, σ〉),
ZuvS3,ǫ =
e iη0
|W| · Vol(T )
∫
h
drσ eiǫ〈ρ,σ〉
∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
×
×
n∏
j=1
 ∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
) , 0 < ǫ≪ 1 . (6.9)
The iǫ-factor breaks the underlying Weyl-invariance of the integrand, since ρ itself is
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not invariant. However, because the integral over h converges absolutely, the original
partition function ZuvS3 can be recovered from (6.9) in the limit ǫ→ 0+.
Throughout the following, we suppress the dependence on the iǫ-regulator.
The holomorphic vector bundle V overM = Hρ is necessarily trivial, so the section
s = (s1, · · · , sr) is determined by r holomorphic functions on M . For the remainder,
we explain how to choose s compatibly with the integrand of ZuvS3 .
6.1 Jordan Divisors for Rank-Two Gauge Groups
We next choose a polyhedral decomposition on the boundary of Hρ, where
∂Hρ =
{
σ ∈ hC
∣∣∣ 〈ρ, Im(σ)〉 = 0} . (6.10)
When G has rank-two, so that dimCHρ = 2, the cones Σ1,2 ⊂ ∂Hρ can be straight-
forwardly modelled on the half-spaces isomorphic to R3+ ≃ R×H+ in (5.77). Recall
the description of ρ as a sum of fundamental weights,
ρ = ωˆ1 + · · · + ωˆr , (6.11)
each canonically dual to the simple coroots {hˆ1, . . . , hˆr}. Thus in rank-two, ∂Hρ can
be decomposed into half-spaces
Σ1 = h× iR+v+ , Σ2 = −h× iR+v− , (6.12)
associated to boundary rays
v± = ±
(
hˆ1 − hˆ2
)
. (6.13)
The overall minus sign in the description of Σ2 accounts for the orientation in the
decomposition ∂Hρ = Σ1 − Σ2.
See Figure 24 for a sketch of Hρ and the cones Σ1,2 when the gauge group is SU(3).
This figure should be compared to Figure 17 in Section 5.
The product of double-sine functions in the integrand (6.1) of ZuvS3 has poles along
the hyperplanes in hC where
〈β, σ〉
2π
= −im b − i n b−1 − µj , m, n ≥ 0 , β ∈ ∆j . (6.14)
Here m and n run over all positive integers, and β runs over the set of weights which
appear in the matter representation Λuv ≃⊕nj=1[λj]. In rank-two, these hyperplanes
130
i hˆ1i hˆ2
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Hρ
〈
ρ, Im(σ)
〉
= 0
Σ2 Σ1
i h
Figure 24: The complex manifold Hρ for a rank-two gauge group. The shaded region
corresponds to the interior of Hρ, with boundary 〈ρ, Im(σ)〉 = 0. For concreteness, the
coroot geometry is shown for gauge group SU(3). Each cone Σ1,2 in the polyhedral
decomposition of ∂Hρ = Σ1 − Σ2 is a half-space R3+ ≃ R×H+, with boundary normal
given by rays ±i (hˆ1 − hˆ2). These rays are displayed in green.
can generically be partitioned into Jordan divisors D1,2 which are compatible with
the cones Σ1 and Σ2 in (6.12). But for practical computations, we must still ask how
the decomposition works for a given irreducible representation of the gauge group.
As an example, in Figure 25 we indicate how the polar hyperplanes (6.14) for
the fundamental and anti-fundamental representations of SU(3) can be partitioned
into compatible Jordan divisors D1,2. Recall that the weights for the fundamental
representation of SU(3) take values in the set ∆3 = {ωˆ1,−ωˆ2,−ωˆ1 + ωˆ2}. The
associated polar hyperplanes are then given by three infinite families of parallel planes,
sketched as dashed lines in Figure 25. Evidently, after Figure 25 is overlaid on Figure
24, we see that the families determined by the weights ωˆ1 and −ωˆ2 in ∆3 comprise
the divisor
D
(j)
1 =
{〈ωˆ1, σ〉
2π
= −im1 b − i n1 b−1 − µj
}
∪
{〈−ωˆ2, σ〉
2π
= −im2 b − i n2 b−1 − µj
}
,
(6.15)
and the family determined by the remaining weight −ωˆ1 + ωˆ2 makes up the divisor
D
(j)
2 =
{〈−ωˆ1 + ωˆ2, σ〉
2π
= −im3 b − i n3 b−1 − µj
}
. (6.16)
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D1
D2
i hˆ1
i hˆ2
i h
(a) V = 3
D1
D2
i hˆ1
i hˆ2
i h
(b) V = 3
Figure 25: Jordan divisors D1 (blue) and D2 (red) associated to the fundamental and
anti-fundamental representations of SU(3), for the polyhedral decomposition of ∂Hρ
in Figure 24.
Here (m1, n1), (m2, n2), and (m3, n3) run over all pairs of positive integers. For the
anti-fundamental representation 3, the signs on all weights in ∆3 are reversed, leading
to (b) in Figure 25. In general, when Λuv is the direct sum of multiple copies of the
fundamental and anti-fundamental representations, the diagrams in Figure 25 are
superimposed, with D1,2 = ∪nj=1D(j)1,2. Compare also to Figure 20 in Section 5.4.
The assignment of compatible Jordan divisors (6.15) and (6.16) for the funda-
mental and anti-fundamental representations of SU(3) immediately generalizes to all
irreducible representations V of any rank-two group G. If β ∈ ∆V is a weight of V ,
expand
β = w1 ωˆ
1 + w2 ωˆ
2 . (6.17)
As throughout, we assume the real mass parameter µj has a small positive imaginary
part. The polar hyperplanes (6.14) associated to the weight β then intersect the cone
Σ1 in (6.12) precisely when
〈β, v+〉 < 0 ⇐⇒ w2 > w1 . (6.18)
In this case, the family of polar hyperplanes for the weight β belongs to the Jordan
divisor D2.
Conversely, if w1 > w2, the associated family of polar hyperplanes belongs to D1.
Finally, in the special case w1 = w2, when β is proportional to the Weyl vector ρ
itself, the polar hyperplanes in (6.14) are parallel to the boundary ∂Hρ and intersect
neither Σ1 nor Σ2. The same degeneracy occurs for a subset of the polar hyperplanes
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h ≃ R2
Hρ˜
〈
ρ˜, Im(σ)
〉
= 0Σ2
Σ1
i h
Figure 26: Tilted version Hρ˜ of the positive Weyl halfspace. The tilt resolves the
degeneracy between Σ1 and Σ2 for polar hyperplanes with weight proportional to the
Weyl vector ρ.
shown in Figure 20. As in that toy example, we break the degeneracy between Σ1
and Σ2 by tilting Hρ ⊂ hC slightly in the direction of −ihˆ2 to
Hρ˜ =
{
σ ∈ hC
∣∣∣ 〈ρ˜, Im(σ)〉 ≥ 0} , ρ˜ = ρ− ǫ ωˆ2 , 0≪ ǫ < 1 . (6.19)
See Figure 26 for a sketch of Hρ˜. Polar hyperplanes with w1 = w2 > 0 then intersect
Σ1 and so belong to the Jordan divisor D2, and conversely for w1 = w2 < 0.
These observations are summarized in Table 2. Altogether,
D1 =
n⋃
j=1
⋃
w1>w2
⋃
w1=w2<0
⋃
m,n≥0
{〈β, σ〉
2π
= −im b − i n b−1 − µj
}
, (6.20)
and
D2 =
n⋃
j=1
⋃
w1<w2
⋃
w1=w2>0
⋃
m,n≥0
{〈β, σ〉
2π
= −im b − i n b−1 − µj
}
. (6.21)
The general description of the Jordan divisors in rank-two specializes to the preceding
formulas (6.15) and (6.16) for the fundamental representation of SU(3).
Via the multi-dimensional Jordan lemma, ZuvS3 can be evaluated as a residue sum
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Weight β = w1 ωˆ1 + w2 ωˆ2 Jordan divisor
w1 > w2 D1
w1 < w2 D2
w1 = w2 < 0 D1
w1 = w2 > 0 D2
Table 2: Assignment of polar hyperplanes (6.14) for a given non-zero weight β ∈ ∆V
to Jordan divisors. The assignments for weights with w1 = w2 depends upon the
choice of tilt in Figure 26.
over points in the intersection D1 ∩D2 ∩Hρ,
ZuvS3 = (2πi)
2
∑
p∈D1∩D2∩Hρ
Resp(ω) , (6.22)
where ω is the meromorphic form defined by the integrand in (6.1). Given any
hyperplanes H1 ⊂ D1 and H2 ⊂ D2 which are components of the respective Jordan
divisors, the intersection is either transverse or empty, in the degenerate case that H1
and H2 are both parallel to the boundary ∂Hρ. If non-empty, H1 ∩H2 is a unique
point in hC ≃ C2. The only question for determining the range of summation in (6.22)
is whether that point in H1 ∩H2 (now assumed non-empty) lies in the positive Weyl
halfspace Hρ or not.
Recall that points in Hρ are those for which 〈ρ, Im(σ)〉 ≥ 0.54 By our assump-
tion that each µj has a small positive imaginary part, the right-hand sides of both
(6.20) and (6.21) have strictly-negative imaginary part for all m,n ≥ 0. Determining
whether H1 ∩H2 lies in Hρ is then an elementary problem of linear algebra. We omit
details and state the result. Suppose that H1 is given by a weight β ∈ h∗ in (6.20),
and H2 is given by another weight γ ∈ h∗ in (6.21). By assumption that H1 ∩H2 is
non-empty, γ is not parallel to β, so the pair (β, γ) provides a basis for h∗. The point
of intersection H1 ∩H2 then lies in the positive Weyl half-space Hρ exactly when
H1 ∩H2 ∈ Hρ ⇐⇒ sign(β∧γ) < 0 , (6.23)
where sign(β∧γ) denotes the orientation of the basis (β, γ) compared to the fixed basis
(ωˆ1, ωˆ2). Note that this criterion is independent of the integers m,n ≥ 0 and the mass
54By the compatibility condition on Jordan divisors, H1 ∩H2 never lies in the boundary ∂Hρ.
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SU(3), Λuv = 3⊕ 3
D1 D2 H1 ∩H2 in Hρ
ωˆ1 −ωˆ1 (−ωˆ2,−ωˆ1)
−ωˆ2 ωˆ2 (−ωˆ2,−ωˆ1 + ωˆ2)
ωˆ1 − ωˆ2 −ωˆ1 + ωˆ2 (ωˆ1 − ωˆ2,−ωˆ1)
SU(3), Λuv = 8
D1 D2 H1 ∩H2 in Hρ
−ωˆ1 − ωˆ2 ωˆ1 + ωˆ2 (−ωˆ1 − ωˆ2,−ωˆ1 + 2ωˆ2)
ωˆ1 − 2ωˆ2 −ωˆ1 + 2ωˆ2 (−ωˆ1 − ωˆ2,−2ωˆ1 + ωˆ2)
2ωˆ1 − ωˆ2 −2ωˆ1 + ωˆ2 (ωˆ1 − 2ωˆ2,−2ωˆ1 + ωˆ2)
G2, Λuv = 7
D1 D2 H1 ∩H2 in Hρ
ωˆ1 −ωˆ1 (ωˆ1 − ωˆ2,−ωˆ1)
ωˆ1 − ωˆ2 −ωˆ1 + ωˆ2 (ωˆ1 − ωˆ2,−2ωˆ1 + ωˆ2)
2ωˆ1 − ωˆ2 −2ωˆ1 + ωˆ2 (2ωˆ1 − ωˆ2,−ωˆ1)
Table 3: Partitions of non-zero weights of Λuv into Jordan divisors D1 and D2, for
select rank-two groups and representations. In the third column appear the pairs of
weights for which the associated hyperplanes H1 ⊂ D1 and H2 ⊂ D2 intersect in Hρ
and hence contribute to the residue sum.
parameter µj, which additionally label each hyperplane component in the Jordan
divisors D1 and D2. Eg. for ∆3 = {ωˆ1,−ωˆ2,−ωˆ1 + ωˆ2}, sign(ωˆ1∧(−ωˆ1 + ωˆ2)) = +1
and sign(−ωˆ2∧(−ωˆ1 + ωˆ2)) = −1. Hence only the intersection of the hyperplanes
with weights β = −ωˆ2 (extending in the direction of i hˆ1) and γ = −ωˆ1 + ωˆ2 lie in the
positive Weyl half-space Hρ, as clear in Figure 25(a).
In Table 3 we provide further examples of the analysis for the rank-two groups
SU(3) and G2 and select low-dimensional representations Λuv. On the left side of each
table, we display the partition of non-zero weights into Jordan divisors D1 and D2
according to the criteria in Table 2. On the right side, we list the pairs of weights for
polar hyperplanes H1 ⊂ D1 and H2 ⊂ D2 such that H1 ∩H2 ⊂ Hρ enters the residue
sum, via the criterion in (6.23).
Later in Section 6.4, we evaluate the residue formula (6.22) for ZuvS3 explicitly in
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various rank-two cases.
6.2 Jordan Divisors for Higher-Rank Gauge Groups
For gauge groups of rank three and higher, we run into the problem illustrated by
Example D in Section 5.4. Namely, we are generally unable to subdivide the infi-
nite set of polar hyperplanes for the integrand in (6.1) into a finite set of Jordan
divisors {D1, . . . , Dr} which are compatible with some polyhedral decomposition of
∂Hρ. A version of the elementary assignment for r = 2 in Table 2 does not seem to
exist in higher rank. This technical problem is not specific to the supersymmetric
partition function ZuvS3 but is present, for purely dimensional reasons, for the general
multivariate Mellin-Barnes integral considered in [83, 94].
To circumvent the problem for r ≥ 3, we apply a partial-fractions decomposition to
the integrand. This decomposition simplifies the underlying configuration of poles so
that a compatible set of Jordan divisors exists for each summand in the decomposition.
In principle, the partial-fractions decomposition works in exactly the same way as the
elementary example in (5.106), (5.107), and (5.108). Here we extend that example
systematically.
The Coulomb-branch integrand in (6.1) has poles along an infinite union of hy-
perplanes. Rather than start with the infinite case, we first consider a meromorphic
form ω which has simple poles along only a finite arrangement of N ≥ r hyperplanes
in a complex vector space hC ≃ Cr of dimension r,
ω =
g(z) dz1∧ · · · ∧dzr
f1(z) · · · fN (z) , z ∈ hC . (6.24)
Each fj(z) for j = 1, . . . , N is an affine linear function,
fj(z) = 〈aj, z〉 + bj , aj ∈ h∗C , bj ∈ C , (6.25)
and g(z) is any entire function with sufficiently rapid decay at infinity on a complex
half-space Hρ = {〈ρ, Im(z)〉 ≥ 0}, which is parametrized by a non-vanishing real
covector ρ ∈ h∗. In the application to gauge theory, ρ is the Weyl vector, but we
leave ρ arbitrary here. For N <∞ and g(z) = exp [i〈ρ, z〉], the residue calculus for
such a meromorphic form has been analyzed in detail by Jeffrey and Kirwan [62]. We
wish to reproduce a few of their results using the technology in Section 5.
We impose several conditions on the affine linear functions in the denominator of
ω and hence on the geometry of the polar hyperplane arrangement.
1. The functions fj(z) for j = 1, . . . , N are non-constant, with aj 6= 0, and distinct.
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2. Each covector aj ∈ h∗ is real. The hyperplane Hj = {fj(z) = 0} respects the
direct-sum decomposition hC ≃ h⊕ ih into real and imaginary parts. Under the
projection Im : hC → ih onto the imaginary part, Im(Hj) is a real codimension-
one hyperplane in ih, as shown in sketches such as Figure 25.
3. Each affine constant bj satisfies Im(bj) 6= 0. No hyperplane passes through the
origin, and ω is regular on the real subspace h ⊂ hC. After multiplying fj(z) by
a sign, which can be absorbed into the definition of g(z), we assume without
loss that Im(bj) > 0 is positive.
These conditions are satisfied by any finite subset of polar hyperplanes for the gauge
theory integrand in (6.1). The first condition follows from the assumption that (b, µj)
are generic and each [λj] is weight-multiplicity-free. The second condition amounts
to the reality of the weights β ∈ ∆j . The third condition follows from the identical
assumption on µj as well as the location (2.2) of poles for sb(z).
Under these conditions, the integral of ω over h ⊂ hC depends analytically on
the parameters (aj , bj). Without loss, we take (aj, bj) to be generic, subject to the
preceding.55 By generiticity, any r hyperplanes intersect at a unique point, and no
more than r hyperplanes meet at any given point. Equivalently, at least (N − r)
members of the set {f1(z), · · · , fN(z)} are non-vanishing for all z ∈ hC.
(a) Initial case N = r. We begin with the easiest case56 when N = r. For this value
of N , a partition of the polar hyperplanes associated to the functions {f1, . . . , fN}
into Jordan divisors {D1, . . . , Dr}, compatible with some polyedral decomposition
of ∂Hρ, always exists. However the naive, one-to-one assignment D1 = {f1(z) = 0},
. . . , Dr = {fr(z) = 0}, modulo permutation of indices, is not necessarily correct. This
subtlety is illustrated by Figure 23(a-b), for which two Jordan divisors are empty!
To demonstrate existence of compatible Jordan divisors, introduce the imaginary
subspace of the boundary
Im(∂Hρ) = ih ∩ ∂Hρ ⊂ hC ,
=
{
z ∈ hC
∣∣∣ Re(z) = 0, 〈ρ, Im(z)〉 = 0} ≃ Rr−1 . (6.26)
The subspace Im(∂Hρ) is depicted schematically in Figure 21 for the case r = 3.
55For the Coulomb-branch integrand in (6.1), the generiticity assumption on aj is violated. As
shown in Figure 25, the polar hyperplanes appear in infinite families of (non-generic) parallel planes
in that case. By analyticity, however, one is free to make small deformations of each plane, and the
underlying residue calculus is unchanged.
56For N < r the Jordan integral vanishes, as for instance follows from the vanishing argument to
be discussed subsequently for the case N = r and δe = 0.
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Im(∂Hρ)
(a) δe = 0
h
e1
e2
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Pe
Im(∂Hρ)
(b) δe = 1
Figure 27: Examples of convex polytopes Pe for r = 3. Under projection to the
imaginary subspace Im(∂Hρ) of the boundary, the origin is identified with the real
cycle h ⊂ hC. The hyperplane arrangements in (a) and (b) cannot be deformed into
each other while preserving regularity of the meromorphic form ω along h.
Again generically, the imaginary part Im(Hj) of each hyperplane Hj = {fj(z) = 0}
intersects Im(∂Hρ) in real codimension-one. In Figure 21, those intersections are
shown as dashed lines (red). For the remainder, we work exclusively in Im(∂Hρ)
and so do not distinguish between the complex hyperplane Hj ⊂ hC and the real
hyperplane Im(Hj) ∩ Im(∂Hρ) ⊂ Im(∂Hρ).
By generiticity, any (r−1) hyperplanes in the arrangement {H1, · · · , Hr} intersect
at a unique point in Im(∂Hρ), from which we obtain vectors
e1 = Im(H2) ∩ Im(H3) ∩ · · · ∩ Im(Hr) ∩ Im(∂Hρ) ,
e2 = Im(H1) ∩ Im(H3) ∩ · · · ∩ Im(Hr) ∩ Im(∂Hρ) ,
...
er = Im(H1) ∩ Im(H2) ∩ · · · ∩ Im(Hr−1) ∩ Im(∂Hρ) .
(6.27)
The boundary vectors e1, . . . , er ∈ Im(∂Hρ) are distinct and non-zero.
The polyhedral decomposition on ∂Hρ depends upon an simple analytic invariant.
To describe the invariant, let Pe ⊂ Im(∂Hρ) be the convex polytope with vertices
{e1, · · · , er}, ie.
Pe =

r∑
j=1
tj ej
∣∣∣∣ t1, . . . , tr ∈ R+ , r∑
j=1
tj = 1
 . (6.28)
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Geometrically, Pe is the compact region in Im(∂Hρ) bounded by the hyperplanes
Im(H1), . . . , Im(Hr). Of course, only for N = r does the arrangement determine a
single bounded region!
Depending upon the values of the parameters (aj, bj), the polytope Pe may or may
not contain the origin in Im(∂Hρ). See Figure 27 for an illustration. We distinguish
the two situations with a numerical quantity
δe =
 1, {0} ∈ Pe ,0, otherwise . (6.29)
Regularity of ω along the real cycle h ⊂ hC means that no hyperplane Im(Hj) passes
through the origin in Im(∂Hρ). As a result, δe does not change under any continuous
variation of the parameters aj ∈ h∗ and bj ∈ C which preserves regularity of ω|h. In
this sense, δe is an “analytic” invariant of the hyperplane arrangement.
The invariant δe can be described dually in terms of the covectors a1, . . . , ar ∈ h∗
and the element ρ ∈ h∗ which defines the half-space Hρ. The dual description is
more useful in practice, since the covectors aj enter directly in the definition of the
meromorphic form ω and correspond to weights β ∈ ∆V in gauge theory, whereas the
vertices e1, . . . , er ∈ Im(∂Hρ) can only be found after solving a linear system.
Let R+[a1, . . . , ar] be the cone in h∗ ≃ Rr generated by the set of covectors. Then
δe is either 1 or 0 precisely when ±ρ either does or does not lie within the cone
R+[a1, . . . , ar],
δe = δa,±ρ =
 1, ±ρ ∈ R+[a1, . . . , ar
]
,
0, otherwise .
(6.30)
In the first line of (6.30), one of ρ or −ρ lies within the cone; in the second line,
neither ρ nor −ρ lies within the cone. The preceding definition (6.29) of δe involves
only the geometry of hyperplanes in the boundary Im(∂Hρ), which is invariant under
a reversal in the sign of ρ, so the dual characterization must have the same symmetry.
Using (6.30), we write δe ≡ δa,±ρ at times to emphasize the dual dependence.
The proof of equivalence between the definitions in (6.29) and (6.30) is a small
exercise in linear algebra. Because the proof is unenlightening, we relegate it to
Appendix B.
We now construct a polyhedral decomposition
∂Hρ = Σ1 − Σ2 + · · · + (−1)r+1Σr , (6.31)
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which will ultimately be compatible with a set of Jordan divisors D1, . . . , Dr for the
meromorphic form in (6.24). With respect to the decomposition hC = h⊕ ih, we make
the ansatz that each (2r − 1)-dimensional cone Σj is a product
Σj = h× iR+
[
v1, · · · , vˆj, · · · , vr
]
, j = 1, . . . , r , (6.32)
for some non-zero vectors v1, . . . , vr ∈ Im(∂Hρ). Compare to the identical polyhedral
cones in (5.36), where the same notation is used.
The construction depends upon the value of the invariant δe in (6.29).
If δe = 0, meaning that the convex polytope Pe does not contain the origin in
Im(∂Hρ) ≃ Rr−1, then by definition there exists a ray extending from the origin
which does not intersect any hyperplane Im(H1), . . . , Im(Hr) forming a wall of Pe.
This ray is characterized by an open condition, so we can find a polyhedral cone
R+[v2, · · · , vr] ⊂ Im(∂Hρ) of dimension (r − 1) which contains the given ray and
which also does not intersect the hyperplanes Im(H1), . . . , Im(Hr). We assume the
generators {v2, . . . , vr} are oriented compatibly with Im(∂Hρ). Now let v1 ∈ Im(∂Hρ)
be any generic (non-zero) vector which is not contained within the preceding cone,
eg. v1 = −v2 − v3 − · · · − vr. See Figure 28 for an illustration when r = 3.
Given the set {v1, . . . , vr}, define Σj via (6.32) to obtain the polyhedral decom-
position. By convention, each Σj is oriented according to the signs in (6.31); the
orientation data is omitted from (6.32). As for compatibility (5.47), by the preceding
choice of {v2, . . . , vr}, the polar hyperplanes H1, . . . , Hr do not intersect the distin-
guished cone Σ1 = h× R+[v2, · · · , vr]. Hence a compatible set of Jordan divisors is
provided by the trivial partition
D1 =
{
f1(z) = 0
}
∪ · · · ∪
{
fr(z) = 0
}
,
D2 = · · · = Dr = ∅ ,
(6.33)
under which all polar hyperplanes are assigned to D1, and the other Jordan divisors
are empty. Equivalently, in terms of the section s ≡ (s1, · · · , sr) from Section 5,
s1(z) = f1(z) · · · fr(z) , s2(z) = · · · = sr(z) = 1 . (6.34)
Thus if δe = 0 the integral of ω over h vanishes,
1
(2πi)r
∫
h
ω = 0 . (6.35)
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Im(∂Hρ)
Figure 28: Vectors in a compatible polyhedral decomposition of ∂Hρ when δe = 0. The
vectors v2, v3 (green) span a small cone which does not intersect any of the three polar
hyperplanes (dashed red) forming the walls of the polytope Pe. The remaining vector
v1 lies outside the cone spanned by {v2, v3}. Since no polar hyperplane intersects
Σ1 = h × iR+[v2, v3], all can be compatibly assigned to the Jordan divisor D1, with
the other Jordan divisors D2, D3 empty. The Jordan integral ΦC = 0 for C = ±h
therefore vanishes.
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This discussion generalizes the vanishing of Ξ1 and Ξ2 in Figure 23.
If δe = 1, meaning that the origin lies inside the convex polytope Pe, then by
definition there exist positive constants t1, . . . , tr > 0, t1 + · · ·+ tr = 1, so that
t1 e1 + · · · + tr er = 0 . (6.36)
Let v1, . . . , vr be vectors in Im(∂Hρ) which generate a system of rays dual to the faces
of Pe. That is, each ray R+[vj ] for each j = 1, . . . , r passes transversely through the
face of Pe formed by the corresponding hyperplane Im(Hj) and does not intersect
the other hyperplanes Im(Hℓ) for j 6= ℓ. See Figure 29 for an illustration of the dual
rays when r = 3. In terms of the pairs (aj, bj) which appear in (6.25), the duality
condition on vj amounts to the system of inequalities
〈aj, vj〉 < 0 , 〈aℓ, vj〉 > 0 , ℓ 6= j . (6.37)
This condition relies on the convention Im(bj) > 0 for all j. Compare also to the
similar condition (6.18) which appears in rank-two.
Though duality guarantees the existence of vectors {v1, . . . , vr} which obey the
bounds in (6.37), a concrete choice can be made in terms of the vertices of Pe with
the assignment
vj = −ej , j = 1, . . . , r . (6.38)
For by the definitions in (6.25) and (6.27),
Im(fℓ)(ej) = 0 =⇒ 〈aℓ, ej〉 = − Im(bj) < 0 , ℓ 6= j . (6.39)
Also, from the identity (6.36) and the preceding (6.39),
〈aj, ej〉 = −
∑
ℓ 6=j
tℓ
tj
〈aj, eℓ〉 =
∑
ℓ 6=j
tℓ
tj
Im(bℓ) > 0 . (6.40)
The sign flip in (6.38) ensures that vj = −ej obeys the inequalities in (6.37).
We use the vectors {v1, . . . , vr} to define cones Σj according to (6.32).
Claim: the given polyhedral decomposition of ∂Hρ is compatible with the naive,
one-to-one assignment of Jordan divisors
D1 = H1 = {f1(z) = 0} , . . . , Dr = Hr = {fr(z) = 0} . (6.41)
Equivalently, in terms of the holomorphic section s ≡ (s1, · · · , sr) of the rank-r trivial
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D1 = H1
D2 = H2
D3 = H3
v3
v2
v1
h
e1
e2
e3
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Im(∂Hρ)
Figure 29: Vectors in a compatible polyhedral decomposition of ∂Hρ when δe = 1.
The rays (green) generated by v1, v2, v3 are dual to the faces of the polytope Pe
delimited by the hyperplanes H1, H2, H3 (dashed lines). Each polar hyperplane
H1, H2, H3 is assigned in a one-to-one fashion to a Jordan divisor D1, D2, D3. The
cone Σ1 = h× R+[v2, v3] does not intersect the divisor D1, and similarly in a cyclic
fashion for the other cones, so the assignment of Jordan divisors is compatible with
the decomposition of ∂Hρ. For clarity in the figure, we have not shaded the cones
Σ1,Σ2,Σ3, unlike the examples in Section 5. The Jordan integral ΦC = Resp(ω) is
given by the local residue at p = H1 ∩H2 ∩H3 ∩Hρ (if non-empty).
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bundle over Hρ,
s1(z) = f1(z) , . . . , s
r(z) = fr(z) . (6.42)
The claim follows just by unraveling the definition of the generating set {v1, . . . , vr}.
Recall that compatibility means that the intersection Σj ∩Dj = ∅ is empty for each
j = 1, . . . , r. Because the imaginary directions in Σj are generated by rays in the
direction of the vectors vℓ for ℓ 6= j, we require R+[vℓ] ∩ Im(Dj) = ∅ for all ℓ 6= j.
Given the assignments in (6.41) and the definition of the affine linear function fj(z)
in (6.25), with Im(bj) > 0 by convention, the latter condition can be restated as the
inequality
R+[vℓ] ∩ Im(Dj) = ∅ ⇐⇒ 〈aj, vℓ〉 > 0 , ℓ 6= j . (6.43)
This inequality already appears in (6.37) as part of the definition for the set of rays
dual to Pe. 
The compatibility condition can also be verified by inspection for the example in
Figure 29. Note that for clarity, we have not shaded the cones Σ1,Σ2,Σ3 in Figure
29, as we did for the examples in Figure 23(c-d).
Because the polyhedral decomposition of ∂Hρ is compatible with the one-to-one
assignment of Jordan divisors in (6.41), the Jordan lemma now implies that the
integral of ω is given by the residue at the special point
p ∈ H1 ∩ · · · ∩Hr ∩Hρ , (6.44)
when such a point exists. By generiticity, the hyperplanes H1, . . . , Hr always intersect
at a unique point p in hC, so the only question is whether the point p lies in Hρ or
−Hρ. A simple criterion is provided by the convexity lemma proven in Appendix B.
Briefly, if δe = 1 as we assume, then p ∈ Hρ precisely when the covector −ρ ∈ h∗ lies
in the positive cone R+[a1, . . . , ar].
To summarize our results for the caseN = r, we refine the definition of the analytic
invariant δa,±ρ in (6.30) by setting
δa,−ρ =
 1 −ρ ∈ R+[a1, . . . , ar] ,0 otherwise . (6.45)
Then
1
(2πi)r
∫
h
ω = δa,−ρ · (−1)|ρ| Resp(ω) , p ∈ H1 ∩ · · · ∩Hr ,
= δa,−ρ · (−1)|ρ| g(p)det(a) .
(6.46)
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The nontrivial content of the residue theorem (6.46) is the prefactor δa,−ρ, which
states that the integral vanishes unless −ρ lies inside the positive cone R+[a1, . . . , ar].
For completeness, we evaluate the local residue at p explicity in the second line.
Here a is the r × r matrix whose rows are given by the covectors aj ∈ h∗, expressed in
some choice of basis. More invariantly, det(a) = a1∧ · · · ∧ar/dz1∧ · · · ∧dzr|h is a ratio
of volume-forms on h. Finally, the overall sign (−1)|ρ| depends upon the element
ρ ∈ h∗ which specifies the half-space Hρ along which g(z) decays. The boundary ∂Hρ
inherits a canonical orientation from Hρ ⊂ hC, and this orientation determines the
orientation of the real cycle C = ±h which enters the Jordan lemma. As indicated,
the orientation of C may or may not agree with the original orientation of h. The
discrepancy is measured by |ρ|, to be determined next.
Both to fix the sign and to provide an elementary example, suppose that g(z) in
(6.24) is given by the exponential
g(z) = exp(i 〈ρ, z〉) = exp(iρ1z1 + · · · + iρrzr) , (6.47)
where we choose dual (oriented) bases {ωˆ1, . . . , ωˆr} and {hˆ1, . . . , hˆr} for h∗ and h in
which to express ρ and z.57 We choose the sign in the exponent so that g(z) decays
at infinity on Hρ, where Im〈ρ, z〉 ≥ 0. The ansatz for g(z) and the volume-form
dz1∧ · · · ∧dzr|h are preserved by SL(h). So without loss, we assume that a1, . . . , ar in
(6.25) are proportional to the basis for h∗,
a1 = a1 ωˆ
1 , a2 = a2 ωˆ
2 , · · · , ar = ar ωˆr , (6.48)
for some non-vanishing coefficients a1, . . . , ar ∈ R.
With these assumptions, the Jordan integral factorizes,
1
(2πi)r
∫
h
ω =
1
(2πi)r
∫
h
drz
e iρ1z1
(a1z1 + b1)
× · · · × e
iρrzr
(arzr + br)
. (6.49)
Each factor can be evaluated by closing the contour in the upper or lower half-plane,
depending upon the signs of ρ1, . . . , ρr. Since we assume Im(bj) > 0 for all j, whether
or not the contour for zj surrounds the pole depends upon the sign of aj . Specifically,
57The notation agrees with that in Appendix A for the positive simple weights and coroots when
h ⊂ g is the Cartan subalgebra. The reader should take care not to confuse the weights ωˆj with the
meromorphic form ω.
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the Jordan integral vanishes unless the sign of each aj is opposite to the sign of ρj ,
sign(ρj) = − sign(aj) , j = 1, . . . , r . (6.50)
Given (6.48), the sign condition is the same as the geometric criterion that −ρ lies in
the positive cone R+[a1, . . . , ar].
Comparing the right side of (6.46) to (6.49), we also determine the orientation-
induced sign. For each component ρ1, . . . , ρr which is negative, the corresponding
contour integral acquires an extra sign when closed in the lower half-plane, so
|ρ| = #
{
sign(ρj) < 0, j = 1, . . . , r
}
,
= #
{
sign(aj) > 0, j = 1, . . . , r
}
.
(6.51)
In the second line, we apply the condition in (6.50). To describe the sign invariantly,
we observe that for the basis in (6.48),
(−1)|ρ| = (−1)r · sign(det(a)) = (−1)r · sign(det(dfp)) . (6.52)
The sign of det(a) is invariant under the dual action by SL(h), so the latter expression
for (−1)|ρ| is true independent of the choice of basis. Geometrically, sign(det(a)) = ±1
depending upon whether or not the orientation induced by df1∧ · · · ∧dfr|h at p agrees
with the fixed orientation of h, indicated on the right in (6.52).
The formula for the Jordan integral in (6.46) can then be rewritten more simply
as
1
(2πi)r
∫
h
ω = δa,−ρ · (−1)r g(p)|det(a)| , p ∈ H1 ∩ · · · ∩Hr . (6.53)
The appearance of the absolute-value of det(a) can also be understood as follows.
Clearly, the assignment of indices to the covectors {a1, . . . , ar} is arbitrary, as these
indices just label the functions which appear in the denominator (6.24) of ω. Any
formula for the Jordan integral must be invariant under permutations of {a1, . . . , ar}.
However, the sign of det(a) is alternating under permutations. Bose-symmetry thus
requires the absolute-value to make its appearance.
(b) Induction for N > r. For r < N <∞, we proceed by induction on N . Given
the meromorphic form ω in(6.24), we attempt to decompose the denominator as a
finite sum
1
f1(z) · · · fN (z) =
N∑
j=1
cj
f1(z) · · · f̂j(z) · · · fN(z)
, (6.54)
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for some constants c1, . . . , cN ∈ C. The notation indicates that f̂j(z) is omitted from
the product in the denominator on the right, effectively reducing the value of N by
one. The constants must obey the partial-fractions equation
c1 f1(z) + · · · + cN fN(z) = 1 , (6.55)
for all values of z ∈ hC.
Because each function fj(z) = 〈aj, z〉 + bj is affine linear, the partial-fractions
equation is possible to solve. Explicitly, in terms of the pairs (aj, bj), we require
N∑
j=1
cj aj = 0 , (6.56)
and
N∑
j=1
cj bj = 1 . (6.57)
Because N > r, the set {a1, . . . , aN} is an overcomplete basis for h∗ ≃ Rr, and an
(N − r)-dimensional family of solutions exists for the vanishing equation in (6.56).
By generiticity,
∑
j cj bj 6= 0 for a solution to (6.56), and by a complex scaling we
ensure the normalization condition in (6.57). The moduli space of solutions for the
partial-fractions problem is thus a copy of CPN−r−1.
Inducting downwards to the case N = r, we obtain a complete decomposition
1
f1(z) · · · fN(z) =
∑
#J=N−r
cJ
fJo(z)
, z ∈ hC ≃ Cr , (6.58)
where J = (j1 · · · jN−r) is a multi-index, Jo = {1, . . . , N} − J = (ℓ1 · · · ℓr) is the com-
plementary index set, and fJo(z) = fℓ1(z) · · · fℓr(z) is the product over functions la-
belled by Jo. By the previous discussion, the values of the constants cJ ∈ C are not
unique, but a particular choice can be made geometrically as follows.
For each value of the multi-index J , let pJ ∈ hC be the point of intersection for
the complementary hyperplanes,
pJ = Hℓ1 ∩ · · · ∩Hℓr , Jo = (ℓ1 · · · ℓr) . (6.59)
Equivalently, pJ is the point where
fℓ1(pJ) = · · · = fℓr(pJ) = 0 , Jo = (ℓ1 · · · ℓr) . (6.60)
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Trivially, for any pair of multi-indices (J,K) with #J = #K = N − r,
fK(pJ) = fk1(pJ) · · ·fkN−r(pJ) = 0 unless J = K . (6.61)
The constants cJ in (6.58) satisfy
∑
#K=N−r
cK fK(z) = 1 . (6.62)
When we evaluate the left-side of (6.62) at the point pJ and use (6.61), we obtain
cJfJ(pJ) = 1 =⇒ cJ = 1
fJ(pJ)
. (6.63)
Thus, with the definition of the intersection point pJ ∈ hC in (6.59), the partial-
fractions decomposition in (6.58) can be written canonically as
1
f1(z) · · · fN(z) =
∑
#J=N−r
1
fJ(pJ) · fJo(z) . (6.64)
By fiat, the right side of (6.64) has an identical structure of poles and residues as the
left.
Applied to the Jordan integral of ω in (6.24), we obtain
1
(2πi)r
∫
h
ω =
1
(2πi)r
∑
#J=N−r
∫
h
g(z) dz1∧ · · · ∧dzr
fJ(pJ) · fJo(z) ,
= (−1)r ∑
#J=N−r
δaJo ,−ρ ·
g(pJ)
fJ(pJ) |det(aJo)| .
(6.65)
In the second line, we use the previous residue formula in (6.53) for N = r, where aJo
is the r × r matrix spanned by rows aℓ1, . . . , aℓr , Jo = (ℓ1 · · · ℓr). On the other hand,
up to a sign, the ratio on the right in (6.65) is the local residue of ω at the point pJ ,
where ω has a simple pole. So more geometrically,
1
(2πi)r
∫
h
ω = (−1)r ∑
#J=N−r
δaJo ,−ρ · sign(det(dfpJ )) · RespJ (ω) . (6.66)
Following the notation in (6.52), sign(det(dfpJ )) = ±1 depending upon whether the
orientation at pJ induced by dfℓ1∧ · · · ∧dfℓr |h agrees with the fixed orientation on h.
By convention, we always order the indices Jo = (ℓ1 · · · ℓr) from least to greatest, and
we use the same ordering to define the sign of the local residue of ω at pJ . With this
148
convention, the dependence of sign on the order of multi-indices in Jo cancels.58
The crucial feature of either (6.65) or (6.66) is again the prefactor δaJo ,−ρ. This
prefactor states that a given pole pJ of ω contributes to the residue sum exactly
when −ρ lies in the positive cone R+[aℓ1, . . . , aℓr ] ⊂ h∗ spanned by the differentials
dfℓ1 ≡ aℓ1, · · · , dfℓr ≡ aℓr of the linear functions which vanish at pJ . If ω factorizes
with respect to a given set of linear coordinates on h, as in (6.49) but allowing more
linear factors in each denominator, then the criterion provided by δaJo ,−ρ is clearly
correct. However, for N > r not every multivariate denominator can be factorized by
a suitable choice of linear coordinates, so the residue formulas in (6.65) and (6.66)
carry non-trivial geometric content.
(c) Mittag-Leffler expansion. The integrand for ZuvS3 in (6.1) has poles along an
infinite – as opposed to finite – union of hyperplanes in hC ≃ Cr. This case can be
treated using the Mittag-Leffler expansion (see eg.Theorem 4 in Ch. 5 of [7]) in place
of the finite partial-fractions decomposition.
Briefly, let wn ∈ C be a sequence of points in the complex plane so that |wn| → ∞
(the sequence has no accumulation point), and let rn ∈ C be any other sequence of
complex numbers. The Mittag-Leffler theorem states that there exists a meromorphic
function F (w) with a simple pole at each wn having specified residue rn.59 Each such
function has a convergent expansion
F (w) =
∞∑
n=1
[
rn
w − wn + qn(w)
]
+ h(w) , (6.67)
where {qn(w)}n=1,...,∞ is a sequence of polynomials depending upon (wn, rn), necessary
for uniform convergence on compact sets, and h(w) is any entire function, the choice
of which obviously does not alter the poles and residues of F . For our application,
the double-sine function sb(w) for b2 /∈ Q is such a meromorphic function and so in
particular has a Mittag-Leffler expansion.
Let a1, . . . , aN ∈ h∗ be a finite set of weights, and introduce meromorphic functions
F1(w), . . . , FN(w) with expansions as in (6.67). By analogy to the meromorphic form
58The overall sign (−1)r in (6.66) is an unfortunate consequence of our convention that Im(bj) > 0
be positive as opposed to negative. As the latter convention is motivated by analytic features of the
double-sine function sb(z), whose definition is fixed, we have decided to accept the inelegant sign on
the right in (6.66).
59When F (w) has poles of higher-order, the Mittag-Leffler expansion extends in the natural way.
We make the assumption about simple poles only for notational convenience.
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with polynomial denominator in (6.24), we consider
ω =
[
F1
(
〈a1, z〉
)
· · ·FN
(
〈aN , z〉
)]
g(z) dz1∧ · · · ∧dzr , z ∈ hC , (6.68)
where g(z) is an entire function decaying rapidly at infinity onHρ as before. Explicitly,
the product of F1, . . . , FN has an expansion
F1
(
〈a1, z〉
)
· · ·FN
(
〈aN , z〉
)
=
∞∑
n1,...,nN=1
([
rn1
〈a1, z〉 − wn1
+ qn1
(
〈a1, z〉
)]
+ h1
(
〈a1, z〉
))
× · · · ×
([
rnN
〈aN , z〉 − wnN
+ qnN
(
〈aN , z〉
)]
+ hN
(
〈aN , z〉
))
.
(6.69)
Collecting terms, the product can be rewritten succinctly
F1
(
〈a1, z〉
)
· · ·FN
(
〈aN , z〉
)
=
∞∑
n1,...,nN=1
Hn1···nN (z)
(〈a1, z〉 − wn1) · · · (〈aN , z〉 − wnN )
, (6.70)
where each Hn1···nN (z) is an entire function, made from the polynomials {qn1 , . . . , qnN}
and the entire functions {h1, . . . , hN} which appear in (6.69).
The meromorphic form ω thus admits its own expansion
ω =
∞∑
n1,...,nN=1
Hn1···nN (z) g(z) dz1∧ · · · ∧dzr
(〈a1, z〉 − wn1) · · · (〈aN , z〉 − wnN )
. (6.71)
Each term in the series has the same structure considered previously for the inductive
Case (b). Provided the new numerator Hn1···nN (z) g(z) decays sufficiently rapidly for
all n1, . . . , nN , we can apply the residue formula in (6.66) term-by-term,
1
(2πi)r
∫
h
ω = (−1)r
∞∑
n1,...,nN=1
∑
#J=N−r
δaJo ,−ρ · sign(det(dfpJ;n)) · RespJ;n(ω) , (6.72)
where pJ ;n ≡ pJ ;n1,...,nN is any point at which r polar hyperplanes intersect,
〈aℓ1, pJ ;n〉 − wnℓ1 = · · · = 〈aℓr , pJ ;n〉 − wnℓr = 0 , Jo = (ℓ1 · · · ℓr) . (6.73)
To determine whether such a point contributes to the residue sum, we use the same
local criterion from Case (b). Multiplying each of aℓ1, . . . , aℓr by ±1 as necessary, we
arrange by convention that Im(wnℓ1 ), . . . , Im(wnℓr ) < 0 for the term in question in
the expansion (6.71). With that choice of signs, the residue contributes when −ρ lies
inside the positive cone R+[aℓ1, . . . , aℓr ].
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For residue computations involving sb(z), the sign of Im(wn) < 0 is negative for
all n, so a term-by-term “renormalization” of the signs of a1, . . . , aN is unnecessary
to apply the admissibility criterion −ρ ∈ R+[a1, . . . , aℓr ].
Example: Supersymmetric QCD. Let us illustrate the admissibility criterion for
the residues which contribute to the partition function ZuvS3 in the example of SU(N)
SQCD withNf = 1. We work in the basis of fundamental weights {ωˆ1, . . . , ωˆN−1} from
Appendix A, so that the Weyl vector is the sum ρ = ωˆ1 + · · ·+ ωˆN−1, and h ≃ RN−1
is oriented by ωˆ1∧ · · · ∧ωˆN−1.
The matter representation Λuv = N⊕N has 2N distinct weights
∆
N⊕N =
{
±ωˆ1, ±
(
ωˆ1 − ωˆ2
)
, · · · , ±
(
ωˆN−2 − ωˆN−1
)
, ±ωˆN−1
}
. (6.74)
To determine which residues contribute to the integral (6.1) for SU(N) SQCD with
one flavor, we seek to classify all (N − 1)-tuples (a1, . . . , aN−1) in ∆N⊕N such that
admissibility 1. (a1, . . . , aN−1) is a positively-oriented basis for h, and
2. −ρ lies in the positive cone R+[a1, . . . , aN−1].
The orientation condition is cosmetic and ensures that the sign of det(fpJ;n) in (6.72)
is positive for every residue.
For each (N − 1)-tuple (a1, . . . , aN−1) that obeys these conditions, one sums over
an infinite set of residues at the points σ• ∈ hC where
〈aj, σ•〉
2π
= −i uj b − i vj b−1 − µN,N , uj, vj ≥ 0 , j = 1, . . . , N − 1 . (6.75)
Here we allow distinct real masses µN and µN for quarks and anti-quarks. Whether µN
or µ
N
appears in the hyperplane equation (6.75) is determined by whether the weight
aj comes from the fundamental or anti-fundamental representation of SU(N). To
avoid even more cumbersome notation, this distinction is indicated only schematically
in (6.75).
For instance, to make contact with the previous analysis in Section 6.1, for SU(3)
∆
3⊕3 =
{
±ωˆ1, ±
(
ωˆ1 − ωˆ2
)
, ±ωˆ2
}
. (6.76)
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From this set of weights, precisely three admissible doubles △ ≡ (a1, a2) exist,
△1 =
(
−ωˆ1 + ωˆ2, −ωˆ2
)
,
△2 =
(
−ωˆ1, −ωˆ2
)
,
△3 =
(
−ωˆ1, ωˆ1 − ωˆ2
)
,
(6.77)
such that △ is a positive basis for h, and −ρ = −ωˆ1 − ωˆ2 lies in the cone R+[△]. The
identical list of doubles, derived using reasoning specific to two dimensions, appears
at the top in Table 3.
For SU(3) SQCD with Nf > 1 flavors, the weights in (6.76) are decorated with
flavor indices, but the same admissibility criterion holds. So one obtains the same list
of admissible doubles in (6.77), such that a1 and a2 are decorated with arbitrary flavor
indices. For each choice of ∆1, ∆2, or ∆3 and values of flavor indices, one performs
an infinite sum over residues at the points in (6.75).
More generally, for SU(N) SQCD with Nf = 1, the set ∆N⊕N contains N pairs of
weights. Modulo signs, any subset of (N − 1) weights from the set in (6.74) provides
a basis for h ≃ RN−1. There are N such subsets; fix one. Including the choice of
signs on each basis element, we divide h into 2N−1 chambers, precisely one of which
contains −ρ and hence is admissible. Thus we obtain N admissible (N − 1)-tuples
△ ≡ (a1, . . . , aN−1). With a little thought, they are given by
△1 = (−1)N−1 ·
(
−ωˆ1 + ωˆ2, −ωˆ2 + ωˆ3, −ωˆ3 + ωˆ4, · · · , −ωˆN−2 + ωˆN−1, −ωˆN−1
)
,
△2 = (−1)N−1 ·
(
−ωˆ1, −ωˆ2 + ωˆ3, −ωˆ3 + ωˆ4, · · · ,−ωˆN−2 + ωˆN−1,−ωˆN−1
)
,
△3 = (−1)N−1 ·
(
−ωˆ1, ωˆ1 − ωˆ2, −ωˆ3 + ωˆ4, · · · , −ωˆN−2 + ωˆN−1, −ωˆN−1
)
,
...
△a = (−1)N−1 ·
(
−ωˆ1, ωˆ1 − ωˆ2, · · · , ωˆa−2 − ωˆa−1, −ωˆa + ωˆa+1, · · · , −ωˆN−1
)
,
...
△N−1 = (−1)N−1 ·
(
−ωˆ1, ωˆ1 − ωˆ2, · · · , ωˆN−3 − ωˆN−2, −ωˆN−1
)
,
△N = (−1)N−1 ·
(
−ωˆ1, ωˆ1 − ωˆ2, · · · , ωˆN−3 − ωˆN−2, ωˆN−2 − ωˆN−1
)
.
(6.78)
The sign (−1)N−1 indicates whether the basis is positively- or negatively-oriented
with respect to h. Each tuple specifies a countable set of residues which must be
summed to calculate ZuvS3 .
Similarly, the admissible tuples for SU(N) SQCD with Nf > 1 are given by the
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same tuples of weights in (6.78), decorated by a choice of flavor for each weight.
As the SQCD example illustrates, the admissibility criterion is easy to apply in
practice. We use it to perform some explicit residue computations in Section 6.4.
6.3 Local Residues, Lattice Sums, and Holomorphic Blocks
We now apply the results in Sections 6.1 and 6.2 to evaluate the local residues which
contribute to holomorphic blocks for the partition function ZuvS3 . Like the rank-one
examples in Section 3, the main goals are to check and determine the general structure
of the block-decomposition
ZuvS3 =
∑
m,n∈I
Gmn B
m(q, x) B˜n(q˜, x˜) . (6.79)
Admissible Poles of the Gauge Theory Integrand. We start with a description
of the poles in hC ≃ Cr whose residues contribute to ZuvS3 .
Fix an admissible r-tuple △• = {β1, . . . , βr} of weights which appear in the total
matter representation Λuv. Later in Section 6.4, we classify admissible r-tuples for
some easy examples of Λuv. Because △• is a basis for h∗, the weights in △• generate
a finite-index sublattice of the weight lattice ΛW,
Λ△• := Z[β1, . . . , βr] ⊆ ΛW . (6.80)
As reviewed in Appendix A, the coroot lattice ΛR ≃ Λ∗W ⊂ h is canonically dual over
Z to the weight lattice ΛW. We introduce similarly the lattice dual to Λ△•,
Λ△• :=
{
t ∈ h
∣∣∣ 〈β, t〉 ∈ Z , ∀β ∈ Λ△•} ⊂ h . (6.81)
Trivially, the coroot lattice ΛR ⊆ Λ△• is a sublattice of finite-index in Λ△• , and the
quotient Λ△•/ΛR is a finite abelian group
Γ△• := Λ
△•/ΛR ≃ ΛW/Λ△• . (6.82)
The latter isomorphism follows by duality. See Figure 30 for an example of the lattices
Λ△• and Λ
△• for the group SU(3) and a suitable choice for the admissible set △•.
Let {τ1, . . . , τr} be integral generators of Λ△• which are dual to the weights in the
admissible set △•,
〈βm, τn〉 = δmn , m, n = 1, . . . , r . (6.83)
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β1
β2
τ1
τ2
Figure 30: Examples of the dual lattices Λ△• = Z[β1, β2] ⊂ h∗ and Λ△• = Z[τ1, τ2] ⊂ h
for the admissible double △• = {β1, β2}. The grey dots on the left and right indicate
the weight ΛW and coroot ΛR lattices of SU(3), respectively. Clearly Λ△• ⊆ ΛW and
ΛR ⊆ Λ△• .
For each generator, there exists a least positive integer dm > 0 so that
dm τm ∈ ΛR , dm ∈ Z , m = 1, . . . , r . (6.84)
In terms of the generators {τ1, . . . , τr}, any element t ∈ Λ△• can be expressed as a
sum
t = ζ1τ1 + · · · + ζrτr + h ,
(ζ1, . . . , ζr) ∈ Z/d1Z× · · · × Z/drZ , h ∈ Z
[
d1τ1, · · · , drτr
]
⊂ ΛR .
(6.85)
Note that Γ△• in (6.82) is usually a strict quotient of Z/d1Z× · · · × Z/drZ, due to
non-trivial relations between the generators {τ1, . . . , τr} modulo ΛR.
This formalism provides the correct structure to classify admissible poles of the
integrand in (6.1). Such a polar point σ• ∈ hC satisfies the linear equations
〈β [j1]1 , σ•〉
2π
= −i u1 b− i v1 b−1 − µj1 , u1, v1 ≥ 0 ,
...
〈β [jr]r , σ•〉
2π
= −i ur b− i vr b−1 − µjr , ur, vr ≥ 0 ,
(6.86)
for positive integers um, vm ∈ Z≥0, m = 1, . . . , r, and mass parameters µj1, . . . , µjr .
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Here j1, . . . , jr = 1, . . . , n are flavor indices for the total matter representation Λuv =
⊕nj=1[λj]. We also attach (not-necessarily distinct) flavor indices to the admissible
weights β [j1]1 , . . . , β
[jr]
r ∈ △• to indicate from which summand the weight originates.
In terms of the dual basis {τ1, . . . , τr} for Λ△• ⊂ h, the linear equations (6.86) are
solved by
σ• = −2πi
r∑
m=1
(
um b + vm b
−1 − i µjm
)
τm . (6.87)
Equivalently, since
∑
umτm and
∑
vmτm are elements of the lattice Λ△• refining ΛR,
these elements can be decomposed via (6.85) as
r∑
m=1
um τm =
r∑
m=1
ζm τm + M , M,N ∈ Z≥0
[
d1τ1, · · · , drτr
]
⊂ ΛR ,
r∑
m=1
vm τm =
r∑
m=1
ηm τm + N , ζ, η ∈ Z/d1Z× · · · × Z/drZ .
(6.88)
By analogy to the notation (3.13) in rank-one, we introduce the shorthand for the
characteristic elements on the right in (6.88),
r =
r∑
m=1
ζm τm , s =
r∑
m=1
ηm τm . (6.89)
In this notation,
σ• = −2πi
(
r b + s b−1 + M b + N b−1
)
− 2π
r∑
m=1
µjmτm . (6.90)
The sum over admissible poles for △• thereby reduces to a finite double-sum over
characteristics r, s ∈ (Z/d1Z)τ1 × · · · × (Z/drZ)τr and an infinite double-sum over
coroots M,N ∈ Z≥0[d1τ1, · · · , drτr].
The decomposition in (6.90) displays the integral structure in the solution σ•.
Automatically for any weight β ∈ ΛW, we have integral pairings 〈β,M〉, 〈β,N〉 ∈ Z,
while 〈β, r〉, 〈β, s〉 ∈ Q are only rational in general. But for the special weights β ∈ △•
in the admissible set, the pairings 〈β, r〉, 〈β, s〉 ∈ Z are integral by (6.83) and (6.88).
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General Formula for Local Residues. We now evaluate the local residue of the
gauge theory integrand at the point σ• ∈ hC in (6.90). By way of notation, introduce
Z△•u,v = Res
e− i k4π Tr(σ2) · ∏
α∈∆+
[
4 sinh
(
b〈α, σ〉
2
)
sinh
(〈α, σ〉
2b
)]
×
×
n∏
j=1
∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
)
σ=σ•
.
(6.91)
The residue is labelled by the admissible set △• of weights and the positive integers
u ≡ (u1, . . . , ur) and v ≡ (v1, . . . , vr). Though the ultraviolet partition function (6.1)
does not include a microscopic Chern-Simons term, such a term is generally induced
after heavy matter multiplets are integrated-out, according to Section 4.2. To account
for the latter effect, we include an explicit Gaussian when we evaluate the residue
Z△•u,v in (6.91).
Recall the definitions of the block variables
q = e2πib
2
,
xj = e
2πµjb ,
q˜ = e2πi/b
2
,
x˜j = e
2πµj/b , j = 1, . . . , n .
(6.92)
The entire factors on the first line of (6.91) can be immediately expressed in these
variables as follows.
Chern-Simons term. The Lie algebra norm of σ• in (6.90) is given by
(σ•, σ•)
4π2
= −b2 |r+M|2 − b−2 |s+N|2+
+ 2ib
(
r+M,
r∑
m=1
µjmτm
)
+ 2ib−1
(
s+N,
r∑
m=1
µjmτm
)
+
+
∣∣∣ r∑
m=1
µjmτm
∣∣∣2 − 2 (r+M, s+N) ,
(6.93)
where we use the shorthand | · |2 ≡ −Tr( · , · ). Hence in terms of the block variables
in (6.92),
exp
[
− i k
4π
Tr(σ2•)
]
= e−2πik (r,s) · e−2πik (M,N) · exp
[
iπk
∣∣∣ r∑
m=1
µjmτm
∣∣∣2]×
× e−2πik (s,M) q− k2 |r+M|2
r∏
m=1
x
−k(r+M, τm)
jm ×
× e−2πik (r,N) q˜− k2 |s+N|2
r∏
m=1
x˜
−k(s+N, τm)
jm .
(6.94)
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Note that the dependence on (q, x) and (q˜, x˜) factorizes in the last two lines of (6.94).
However for k 6= 0, the dependence on the coroots M and N generally does not, due
to the phase in the first line.
Vector determinant. For the one-loop contribution from the vector multiplet,
∏
α∈∆+
[
4 sinh
(
b〈α, σ•〉
2
)
sinh
(〈α, σ•〉
2b
)]
=
=
∏
α∈∆+
(−1)(α,N) · 2 sinh(π 〈α, i (r+M) b2 + r∑
m=1
µjmτm b + i s
〉)
×
× (−1)(α,M) · 2 sinh
(
π
〈
α, i (s+N) b−2 +
r∑
m=1
µjmτm b
−1 + i r
〉) .
(6.95)
To express the right side of (6.95) additively in terms of the block variables, we use
the Weyl denominator formula (see Lemma 24.3 in [44] for a proof),
∏
α∈∆+
[
2 sinh
(
α
2
)]
=
∑
w∈W
(−1)w ew(ρ) , (6.96)
where (−1)w is positive or negative as the action by the Weyl transformation w ∈W
preserves or reverses the orientation of h. Recall also that ρ = 1
2
∑
α∈∆+ α is the Weyl
vector. By (6.96),
∏
α∈∆+
[
4 sinh
(
b〈α, σ•〉
2
)
sinh
(〈α, σ•〉
2b
)]
=
= (−1)2(ρ,M)
∑
w∈W
(−1)w e 2πi〈w(ρ),s〉 q〈w(ρ),r+M〉
r∏
m=1
x
〈w(ρ),τm〉
jm
×
× (−1)2(ρ,N)
∑
w∈W
(−1)w e 2πi〈w(ρ),r〉 q˜〈w(ρ),s+N〉
r∏
m=1
x˜
〈w(ρ),τm〉
jm
 .
(6.97)
In this expression, all dependence on the variables (q, x) vs (q˜, x˜) and the coroots M
vs N factorizes.
Matter determinant. For the residue of the one-loop matter determinant, we factor
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the determinant into a regular term and a singular term at σ•,
Res
 n∏
j=1
∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
)
σ=σ•
=
 n∏
ℓ=1
∏
β∈∆ℓ,
β 6∈△•
sb
(〈β, σ•〉
2π
+ µℓ
)×Res

n∏
j′=1
∏
β∈∆j′ ,
β∈△•
sb
(〈β, σ〉
2π
+ µj′
)
σ=σ•
.
(6.98)
We further factorize the regular piece using the functions F±b and F˜
±
b introduced in
(2.76), (2.77), (2.81), and (2.82). By analogy to the rank-one variable zj,ℓ in (3.22),
let
z
△•
β,ℓ =
〈β, σ•〉
2π
+ µℓ ,
= µℓ − 〈β,
r∑
m=1
µjmτm〉 − i 〈β, r+M〉 b− i 〈β, s+N〉 b−1 ,
(6.99)
which is the argument of the double-sine sb(z) in the first product on the right of
(6.98). The single-variable q-q˜ decompositions in (2.73) and (2.80) then imply
n∏
ℓ=1
∏
β∈∆ℓ,
β 6∈△•
sb
(〈β, σ•〉
2π
+ µℓ
)
=
n∏
ℓ=1
∏
β∈∆ℓ,
β 6∈△•
ei sign(Re(z
△•
β,ℓ
))Ψ(z△•β,ℓ ) F
sign(Re(z△•β,ℓ ))
b
(
z
△•
β,ℓ ; q
)
F˜
sign(Re(z△•β,ℓ ))
b
(
z
△•
β,ℓ ; q˜
)
,
(6.100)
where Ψ is the phase in (2.75). This phase is independent of the squashing parameter
b. Explicitly,
eiΨ(z
△•
β,ℓ
) = (−1)〈β,r+M〉〈β,s+N〉 · i〈β,M+N+r+s〉 · e iπ4 [1−2(µℓ−〈β,
∑r
m=1
µjm τm〉)2] . (6.101)
Since 〈β,M〉, 〈β,N〉 ∈ Z are integers, F±b (z△•β,ℓ ; q) is independent of both the coroot
N and the variables (q˜, x˜). Dually F˜±b (z
△•
β,ℓ ; q˜) is independent of M and the variables
(q, x). The product in (6.100) therefore factorizes up to the quadratic dependence on
(M,N) in the phase (6.101).
For the residue on the right in (6.98), quasi-periodicity (2.48) of the double-sine
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function yields
Res

n∏
j′=1
∏
β∈∆j′ ,
β∈△•
sb
(〈β, σ〉
2π
+ µj′
)
σ=σ•
=
∏
β∈△•
 (−1)〈β,r+M〉〈β,s+N〉 · i〈β,M+N+r+s〉×
×
q〈β, r+M〉(〈β, r+M〉+1)/4(
q; q
)
〈β, r+M〉
 ·
 q˜〈β, s+N〉(〈β, s+N〉+1)/4(
q˜; q˜
)
〈β, s+N〉

×
× Res
 ∏
β∈△•
sb
(〈β, σ〉
2π
)
σ=0
.
(6.102)
Note that 〈β, r〉, 〈β, s〉 ∈ Z are integral here since β ∈ △• lies in the set of admissible
weights.
Finally, recall from (2.35) the normalization
Res
[
sb(z)
]
z=0
=
i
2π
. (6.103)
Hence
Res
 ∏
β∈△•
sb
(〈β, σ〉
2π
)
σ=0
=
ir
det(△•) , (6.104)
where det(△•) is the determinant of the matrix spanned by the admissible weights
β ∈ △•, expressed in the basis of fundamental weights {ωˆ1, . . . , ωˆr}. With our orien-
tation conventions, det(△•) > 0 is always a positive integer and is equal to the index
of the admissible lattice Λ△•, defined in (6.80), as a sublattice of the weight lattice
ΛW,
det(△•) = |ΛW : Λ△•| ∈ Z . (6.105)
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Thus the residue in (6.102) is given altogether by
Res

n∏
j′=1
∏
β∈∆j′ ,
β∈△•
sb
(〈β, σ〉
2π
+ µj′
)
σ=σ•
=
ir
|ΛW : Λ△•|
∏
β∈△•
 (−1)〈β,r+M〉〈β,s+N〉 · i〈β,M+N+r+s〉×
×
q〈β, r+M〉(〈β, r+M〉+1)/4(
q; q
)
〈β, r+M〉
 ·
 q˜〈β, s+N〉(〈β, s+N〉+1)/4(
q˜; q˜
)
〈β, s+N〉

 .
(6.106)
Again, the quadratic dependence of the phase on M and N in the second line of
(6.106) obstructs a complete factorization of the residue.
For reference, the complete matter residue (6.98) becomes
Res
 n∏
j=1
∏
β∈∆j
sb
(〈β, σ〉
2π
+ µj
)
σ=σ•
=
ir
|ΛW : Λ△•|
∏
β∈△•
 (−1)〈β,r+M〉〈β,s+N〉 · i〈β,M+N+r+s〉×
×
q〈β, r+M〉(〈β, r+M〉+1)/4(
q; q
)
〈β, r+M〉
 ·
 q˜〈β, s+N〉(〈β, s+N〉+1)/4(
q˜; q˜
)
〈β, s+N〉

×
×
n∏
ℓ=1
∏
β∈∆ℓ,
β 6∈△•
ei sign(Re(z
△•
β,ℓ
))Ψ(z△•β,ℓ ) F
sign(Re(z△•β,ℓ ))
b
(
z
△•
β,ℓ ; q
)
F˜
sign(Re(z△•β,ℓ ))
b
(
z
△•
β,ℓ ; q˜
)
.
(6.107)
The total matter residue includes a phase
n∏
j=1
∏
β∈∆j
(−1)〈β,M〉〈β,N〉 =
n∏
j=1
(−1)c2(λj )·(M,N) , (6.108)
induced from the explicit term on the second line in (6.107) as well as the phase
Ψ(z△•β,ℓ) in (6.101). Here (M,N) is the inner-product of coroots in the invariant Lie
algebra metric, and we use the identity (A.34) in Appendix A to sum over weights.
As will be clear, this phase encodes the parity anomaly from Section 2.3 in each
holomorphic block.
General Formula for Holomorphic Blocks. The local residue formulas in (6.94),
(6.97), and (6.107) can be combined to determine the general holomorphic block for
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supersymmetric Chern-Simons-matter theories on S3.
By analogy to the abelian expression in (3.15), we write the local residue in (6.91)
as
Z△•u,v =
ir
|ΛW : Λ△•|
exp
[
−2πi
(
k +
1
2
c2(Λ)
)
(M,N)
]
×
× exp
(
iΘ△•
r,s
)
·W△•
M,r,s(q, x) · W˜△•N,r,s(q˜, x˜) ,
(6.109)
where the admissible r-tuple△• and the positive integers u, v ∈ Zr≥0 determine coroots
M,N ∈ Z≥0[d1τ1, · · · , drτr] and characteristics r, s ∈ (Z/d1Z)τ1 × · · · × (Z/drZ)τr via
(6.88). For the phase factor in the second line of (6.109), we find
exp
(
iΘ△•
r,s
)
= exp
[
−2πi
(
k +
1
2
c2(Λ)
)
(r, s)
]
· exp
[
iπk
∣∣∣ r∑
m=1
µjmτm
∣∣∣2]×
× exp
 iπ4
n∑
ℓ=1
∑
β∈∆ℓ,
β 6∈△•
1− 2(µℓ − 〈β, r∑
m=1
µjmτm〉
)2 sign(µℓ − 〈β, r∑
m=1
µjmτm〉
) .
(6.110)
Compare to the abelian phase in (3.19). Similarly for the block summand,
W
△•
M,r,s(q, x) = e
−2πi(k+ 12 c2(Λ))(s,M)×
× i
∑
β∈△•
〈β, r+M〉+
∑n
ℓ=1
∑
β∈∆ℓ,
β 6∈△•
〈β, r+M〉·sign(Re(z△•β,ℓ ))
×
× q−k2 |r+M|2 ·
r∏
m=1
x
−k(r+M, τm)
jm ·
∏
β∈△•
q〈β,r+M〉(〈β,r+M〉+1)/4
(q; q)〈β,r+M〉
×
× (−1)2(ρ,M)
∑
w∈W
(−1)w e 2πi〈w(ρ),s〉 q〈w(ρ), r+M〉
r∏
m=1
x
〈w(ρ),τm〉
jm
×
×
n∏
ℓ=1
∏
β∈∆ℓ,
β 6∈△•
F
sign(Re(z△•β,ℓ ))
b
(
z
△•
β,ℓ ; q
)
.
(6.111)
Compare again to the abelian analogue W jM,r,s in (3.21).
60 The expression for W△•
M,r,s
has the same structure, but now includes a contribution from the vector multiplet
in the fourth line of (6.111) through the Weyl sum over w ∈W. Crucially for fac-
torization, W△•
M,r,s is independent of the coroot N as well as the variables (q˜, x˜). We
omit an entirely similar expression for the dual summand W˜△•
N,r,s, which is likewise
independent of M and (q, x).
60Because the Fayet-Iliopoulos parameter is absent in the non-abelian theory with simple gauge
group, the formal variable y does not appear in W△•
M,r,s.
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The sphere partition function is the residue sum61
ZS3 =
(−2πi)r e iη0
|W| · Vol(T )
∑
admissible△•
∑
u,v∈Zr
≥0
Z△•u,v . (6.112)
Here we include the overall normalization from (6.1) as well as a factor (−2πi)r from
the residue formula in (6.72). Substituting for Z△•u,v in (6.109), we obtain
ZS3 =
(2π)r e iη0
|W| · Vol(T )
∑
admissible△•,
r,s∈ (Z/d1Z)τ1×···×(Z/drZ)τr
exp
(
iΘ△•
r,s
)
|ΛW : Λ△•|
×
× ∑
M,N∈Z≥0[d1τ1,··· ,drτr ]
exp
[
−2πi
(
k +
1
2
c2(Λ)
)
· (M,N)
]
W
△•
M,r,s(q, x) W˜
△•
N,r,s(q˜, x˜) .
(6.113)
If for all positive coroots M,N ∈ ΛR+, the integrality condition below is obeyed,(
k +
1
2
c2(Λ)
)
· (M,N) ∈ Z , (6.114)
then the phase in the second line of (6.113) is unity, and the sum over M and N
factorizes. In that case we obtain the block decomposition
ZS3 =
(2π)r e iη0
|W| · Vol(T )
∑
admissible△•,
r,s∈ (Z/d1Z)τ1×···×(Z/drZ)τr
exp
(
iΘ△•
r,s
)
|ΛW : Λ△•|
B△•
r,s (q, x) B˜
△•
r,s (q˜, x˜) ,
(6.115)
where each block is given by a formal sum
B△•
r,s (q, x) =
∑
M∈Z≥0[d1τ1,··· ,drτr ]
W
△•
M,r,s(q, x) ,
B˜△•
r,s (q˜, x˜) =
∑
N∈Z≥0[d1τ1,··· ,drτr ]
W˜
△•
N,r,s(q˜, x˜) .
(6.116)
We conclude with some structural remarks about the non-abelian factorization
formula in (6.115).
First, with the Lie algebra conventions in Appendix A, the invariant metric ( · , · )
on the coroot lattice ΛR is integral, meaning (M,N) ∈ Z. The anomaly-cancellation
condition k − 1
2
c2(Λ) ∈ Z therefore implies the integrality condition in (6.114) and is
sufficient for holomorphic factorization (6.115) of ZS3 .
61We omit the superscript from ZuvS3 in (6.112), as our formulas now include the effect of the
Chern-Simons term in (6.94).
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However, the anomaly-cancellation condition is not necessary for holomorphic
factorization. If the coroot lattice ΛR happens to be even, so that (M,N) ∈ 2Z in
(6.114), then ZS3 factorizes as in (6.115) whether or not k ∈ 12Z is properly quantized.
We have already encountered an elementary instance of the discrepancy between
anomaly-cancellation and holomorphic factorization for gauge group SU(2) in Section
3.2. See the discussion following (3.55); trivially for SU(2), the coroot lattice is even.
For Lie groups of higher rank, examples with ΛR an even lattice are easy to find. In
rank-two, the coroot lattices for Spin(4) and Spin(5) ≃ Sp(4) are even, demonstrated
directly in Appendix A, so ZS3 factors regardless of anomaly-cancellation in those
examples. More generally, the coroot lattice of the symplectic group Sp(2N) is even
for all values of N (proof omitted), and holomorphic factorization holds for arbitrary
k ∈ 1
2
Z in Sp(2N) Chern-Simons-matter theories.
A short exercise shows that these examples, all based upon the symplectic group,
provide the exhaustive list of the compact, simple, and simply-connected Lie groups
(types ABCDEFG) such that ΛR is an even lattice. For other, non-symplectic Lie
groups, holomorphic factorization of ZS3 is true if and only if k ∈ 12Z obeys the
anomaly-cancellation condition.
Second, comparing the result in (6.115) to the Factorization Conjecture in (1.15),
we see that the holomorphic blocks are labelled by an index set I consisting of triples
I =
{
(△•, r, s)
∣∣∣△• admissible r-tuple, r, s ∈ (Z/d1Z)τ1×· · ·×(Z/drZ)τr} . (6.117)
Recall that△• is an r-tuple subset of weights in the matter representation Λ, such that
△• satisfies the admissibility conditions following (6.74), and {τ1, . . . , τr} is dual to
△•. Roughly speaking, the elements r, s in the finite group (Z/d1Z)τ1×· · ·×(Z/drZ)τr
play the role of theta-characteristics for the blocks. Of particular note, the index set I
is necessarily finite, consistent with the Factorization Conjecture, and depends only
upon the pair (G,Λ). In Section 6.4 we classify admissible doubles △• and hence
determine I for a variety of rank-two examples.
Finally, we observe that the bilinear form Gmn on blocks in (1.15) is diagonal when
expressed in the basis labelled by triples (△•, r, s),
Gmn = δmn ·
exp
(
iΘ△•
r,s
)
|ΛW : Λ△•|
,
m ≡ (△•, r, s) ,
n ≡ (△′•, r′, s′) .
(6.118)
For brevity, we omit the overall normalization constants in (6.115) from the definition
of Gmn. The formula for Gmn in (6.118) is a natural generalization of the previous
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abelian formula in (3.29).
6.4 Some Examples in Rank-Two
We finally present some explicit examples of the block decomposition for various
choices of the gauge groupG and the matter representation Λ. Our goal is to illustrate
how the previous structural results in Sections 6.1, 6.2, and 6.3, including the abstract
factorization formula for ZS3, appear in practice.
According to the factorization formula in (6.115), understanding the classification
of holomorphic blocks associated to a pair (G,Λ) amounts to solving a combinatoric
problem in discrete geometry.
Problem: Determine all admissible r-tuples ∆• which are subsets of the
set of weights in Λ, and compute the degrees (d1, . . . , dr) for the generators
{τ1, . . . , τr} dual to each △•.
The computation of degrees is straightforward, so the fundamental problem is the
classification of admissible r-tuples △• for (G,Λ).
Let us begin with a general remark about the classification problem.
Suppose that Λ =
⊕n
j=1[λj] is the direct sum of weight-multiplicity-free irreducible
representations [λj] of G, and let ∆Λ =
⊔n
j=1∆j be the set of (non-zero) weights in Λ.
We allow for the possibility that some summands in Λ are isomorphic, in which case
repeated weights in ∆Λ are distinguished by a flavor index. The set ∆Λ = ∆
+
Λ ∪∆−Λ
decomposes as a union of positive and negative weights. We assume that Λ is a real
representation of G (as true previously for Λuv), in which case ∆
−
Λ = −∆+Λ in h∗. All
these assumptions hold, for instance, for the SU(N) SQCD example discussed at the
end of Section 6.2.
In this situation, if {β1, . . . , βr} ⊆ ∆+Λ is any basis for h∗ composed of elements in
the positive component ∆+Λ , then each of the 2
r subsets {±β1, . . . ,±βr} ⊆ ∆Λ (with
signs assigned independently to each element) is also a basis for h∗. Of these r-tuple
subsets, precisely one is admissible, in the sense that −ρ lies in the positive cone
for the given choice of signs. This statement follows by the same observation made
previously for SU(N) SQCD. For all choices of signs, the cones over {±β1, . . . ,±βr}
divide h ≃ Rr into 2r chambers, and −ρ > 0 is positive on a unique chamber.
Thus, for every positively-oriented basis {β1, . . . , βr} ⊂ ∆+Λ contained within the
positive component of ∆Λ, there is a unique admissible r-tuple ∆•, for some choice
of signs on the generators β1, . . . , βr. The classification of admissible r-tuples for
(G,Λ) is then equivalent to the classification of bases for h∗ (up to permutation of
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generators) which are contained as subsets of ∆+Λ . We applied this correspondence to
classify admissible (N − 1)-tuples for SU(N) SQCD with Nf = 1 in (6.78).
The classification is particularly easy when the gauge group G has rank-two, for
which the specialized analysis in Section 6.2 can be applied algorithmically. In the
remainder, we present several easy examples of holomorphic factorization for ZS3 in
rank-two. We conclude with a discussion of SU(N) SQCD.
Blocks for SU(3) gauge theory with adjoint matter. We consider SU(3) gauge
theory coupled to Nadj copies of the adjoint representation,
Λ = 8Nadj , G = SU(3) . (6.119)
When Nadj = 1, the set ∆
+
Λ = ∆+ is just the set of three positive roots, any two of
which provide a basis. Hence there are three admissible doubles△1,2,3. These doubles
are already listed in Table 3.62 We reproduce them below in the basis of fundamental
weights,
△1 =
{
− 2ωˆ1 + ωˆ2, ωˆ1 − 2ωˆ2
}
,
[
Nadj = 1
]
△2 =
{
− ωˆ1 + 2ωˆ2, −ωˆ1 − ωˆ2
}
,
△3 =
{
− 2ωˆ1 + ωˆ2, −ωˆ1 − ωˆ2
}
.
(6.120)
For Nadj > 1, essentially the same classification holds, but each weight now carries a
flavor index to label the chiral multiplet from which it arises,
△1;j1j2 =
{ (
−2ωˆ1 + ωˆ2
)
j1 ,
(
ωˆ1 − 2ωˆ2
)
j2
}
, j1, j2 = 1, . . . , Nadj ,
△2;j1j2 =
{ (
−ωˆ1 + 2ωˆ2
)
j1 ,
(
−ωˆ1 − ωˆ2
)
j2
}
,
△3;j1j2 =
{ (
−2ωˆ1 + ωˆ2
)
j1 ,
(
−ωˆ1 − ωˆ2
)
j2
}
.
(6.121)
Altogether, there are 3N2adj admissible doubles for SU(3) gauge theory with adjoint
matter.
For each of the admissible doubles △• in (6.121), the index of the sublattice Λ△•
in ΛW is given by
|ΛW : Λ△•| = det(△•) = 3 . (6.122)
Hence with no calculation whatsoever,
Γ△• ≃ Z/3Z . (6.123)
62Since the Weyl vector ρ is itself a positive root, a degeneracy in the polar hyperplanes occurs
and is resolved according to Figure 26.
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In terms of coroots dual to the simple weights, the refinement Λ△1;j1j2 = Z[τ1, τ2]
associated to the admissible double △1;j1j2 in (6.121) (see also Figure 30) is generated
by
△1;j1j2 : τ1 = −
2
3
hˆ1 − 13 hˆ2 , τ2 = −
1
3
hˆ1 − 23 hˆ2 , (6.124)
with degrees
d1 = d2 = 3 . (6.125)
Following (6.90), the set of poles in h which contribute to this first block occur at
locations
△1;j1j2 : σ• = −2πi
(
r b+ s b−1 +M b+N b−1
)
− 2πµj1τ1 − 2πµj2 τ2 ,
M,N ∈
{
3mτ1 + 3n τ2
∣∣∣m,n ∈ Z≥0} ⊂ ΛR ,
r, s ∈ (Z/3Z)τ1 × (Z/3Z)τ2 .
(6.126)
For the other doubles in (6.121), a similar description applies with the generators
△2;j1j2 : τ1 = −
1
3
hˆ1 +
1
3
hˆ2 , τ2 = −23 hˆ1 −
1
3
hˆ2 , (6.127)
and
△3;j1j2 : τ1 = −
1
3
hˆ1 +
1
3
hˆ2 , τ2 = −13 hˆ1 −
2
3
hˆ2 . (6.128)
Concretely, the block decomposition for SU(3) gauge theory with adjoint matter
takes the form
ZS3 =
CSU(3)
3
3∑
a=1
Nadj∑
j1,j2=1
∑
r,s∈(Z/3Z)τ1×(Z/3Z)τ2
exp
(
iΘ
△a;j1j2
r,s
)
B
△a;j1j2
r,s (q, x) B˜
△a;j1j2
r,s (q˜, x˜) ,
(6.129)
where CSU(3) is the group prefactor in (6.115), which we leave implicit. Evidently,
the partition function is a sum over |I| = 35N2adj blocks.
Blocks for G2 gauge theory with fundamental matter. Our techniques work
equally well for exceptional gauge groups such as G2. We consider Nf ≥ 1 chiral
multiplets which each transform in a copy of the fundamental, seven-dimensional
representation,
Λ = 7Nf , G = G2 . (6.130)
The fundamental representation is real with six non-zero weights. For Nf = 1, the
positive component ∆+Λ contains three elements, any two of which span, so there are
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again three basic admissible doubles △1,2,3. See Table 3. Allowing for flavor indices,
△1;j1j2 =
{ (
−ωˆ1
)
j1,
(
ωˆ1 − ωˆ2
)
j2
}
, j1, j2 = 1, . . . , Nf ,
△2;j1j2 =
{ (
−2ωˆ1 + ωˆ2
)
j1,
(
ωˆ1 − ωˆ2
)
j2
}
,
△3;j1j2 =
{ (
−ωˆ1
)
j1,
(
2ωˆ1 − ωˆ2
)
j2
}
.
(6.131)
The reader is invited to check that−ρ = −ωˆ1−ωˆ2 lies in each positive cone R+[△1,2,3].
In total, G2 gauge theory with Nf fundamental flavors admits 3N2f admissible doubles.
For each admissible double △• in (6.131), the index of Λ△• in the weight lattice
ΛW is unity,
|ΛW : Λ△•| = det(△•) = 1 . (6.132)
The finite group Γ△• is therefore trivial in this example,
Γ△• ≃ {1} . (6.133)
The dual lattice Λ△• ≃ ΛR is identical to the coroot lattice and is explicitly generated
by
△1;j1j2 : τ1 = −hˆ1 − hˆ2 , τ2 = −hˆ2 ,
△2;j1j2 : τ1 = −hˆ1 − hˆ2 , τ2 = −hˆ1 − 2hˆ2 ,
△3;j1j2 : τ1 = −hˆ1 − 2hˆ1 , τ2 = −hˆ2 ,
(6.134)
with degrees d1 = d2 = 1 in all cases.
Since the group of characteristics for r, s is trivial, ZS3 decomposes via (6.115) as
a sum over |I| = 3N2f holomorphic blocks,
ZS3 = CG2
3∑
a=1
Nf∑
j1,j2=1
exp
(
iΘ△a;j1j2
)
B△a;j1j2 (q, x) B˜△a;j1j2 (q˜, x˜) . (6.135)
Blocks for Spin(4) gauge theory with vector matter. The Lie algebra for
Spin(4) is not simple, but we include this example nonetheless. We consider Nf chiral
multiplets which transform in the fundamental, vector representation of Spin(4),
Λ = 4Nf , G = Spin(4) . (6.136)
The fundamental representation has four non-zero weights, so ∆+Λ contains only two
elements. Modulo flavor indices, only one admissible double exists,
△j1j2 =
{ (
−ωˆ1 + ωˆ2
)
j1 ,
(
−ωˆ1 − ωˆ2
)
j2
}
, j1, j2 = 1, . . . , Nf . (6.137)
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This example, like the preceding example for SU(3), is degenerate in the sense that
the Weyl vector ρ lies as a weight in the fundamental representation. Equivalently,
−ρ lies on the boundary of the positive cone R+[△j1j2] generated by the elements in
△j1j2. We make the choice for Jordan divisors in Table 2 to break the degeneracy.
On the other hand,
|ΛW : Λ△j1j2 | = det(△j1j2) = 2 , (6.138)
so the group Γ△j1j2 is non-trivial,
Γ△j1j2 ≃ Z/2Z . (6.139)
In terms of simple coroots, the dual lattice Λ△j1j2 = Z[τ1, τ2] is generated by
τ1 = −12 hˆ1 +
1
2
hˆ2 , τ2 = −12 hˆ1 −
1
2
hˆ2 , (6.140)
with degrees
d1 = d2 = 2 . (6.141)
Following (6.90), the set of poles in h which contribute to the holomorphic blocks
occur at locations
△j1j2 : σ• = −2πi
(
r b+ s b−1 +M b+N b−1
)
− 2πµj1τ1 − 2πµj2 τ2 ,
M,N ∈
{
2mτ1 + 2n τ2
∣∣∣m,n ∈ Z≥0} ⊂ ΛR ,
r, s ∈ (Z/2Z)τ1 × (Z/2Z)τ2 .
(6.142)
By contrast with the preceding G2 example, the group of characteristics for r, s
is non-trivial while the set of admissible doubles is trivial. The partition function
decomposes as a sum over |I| = 42N2f blocks,
ZS3 =
CSpin(4)
2
Nf∑
j1,j2=1
∑
r,s∈(Z/2Z)τ1×(Z/2Z)τ2
exp
(
iΘ
△j1j2
r,s
)
B
△j1j2
r,s (q, x) B˜
△j1j2
r,s (q˜, x˜) .
(6.143)
Blocks for Spin(5) gauge theory with vector and spinor matter. By virtue of
the rank-two identification Spin(5) ≃ Sp(4), both vector and spinor representations
count as weight-multiplicity-free fundamental representations. We analyze the block
decomposition in either case.
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We first consider purely vector matter,
Λ = 5Nf , G = Spin(5) . (6.144)
The vector representation has four non-zero weights (the fifth weight vanishes),
∆Λ =
{
ωˆ1,−ωˆ1 + 2ωˆ2 , ωˆ1 − 2ωˆ2,−ωˆ1
}
.
[
Nf = 1
]
(6.145)
Modulo flavor indices, there is precisely one admissible double in this case,
△j1j2 =
{ (
−ωˆ1
)
j1 ,
(
ωˆ1 − 2ωˆ2
)
j2
}
, j1, j2 = 1, . . . , Nf . (6.146)
Like the example for Spin(4),
|ΛW : Λ△j1j2 | = det(△j1j2) = 2 , (6.147)
and
Γ△j1j2 ≃ Z/2Z . (6.148)
Generators for the dual lattice Λ△j1j2 = Z[τ1, τ2] are
τ1 = −hˆ1 − 12 hˆ2 , τ2 = −
1
2
hˆ2 , (6.149)
with degrees
d1 = d2 = 2 . (6.150)
Therefore the set of poles in h which contribute to the holomorphic blocks occur at
locations
△j1j2 : σ• = −2πi
(
r b+ s b−1 +M b+N b−1
)
− 2πµj1τ1 − 2πµj2 τ2 ,
M,N ∈
{
2mτ1 + 2n τ2
∣∣∣m,n ∈ Z≥0} ⊂ ΛR ,
r, s ∈ (Z/2Z)τ1 × (Z/2Z)τ2 ,
(6.151)
identical in form to those (6.142) of Spin(4).
Finally, the partition function decomposes as a sum over |I| = 42N2f blocks,
ZS3 =
CSpin(5)
2
Nf∑
j1,j2=1
∑
r,s∈(Z/2Z)τ1×(Z/2Z)τ2
exp
(
iΘ
△j1j2
r,s
)
B
△j1j2
r,s (q, x) B˜
△j1j2
r,s (q˜, x˜) .
(6.152)
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By contrast, consider Spin(5) gauge theory with spinor matter,
Λ = 4Nsp , G = Spin(5) . (6.153)
The spinor representation has weights
∆Λ =
{
ωˆ2, −ωˆ2, ωˆ1 − ωˆ2, −ωˆ1 + ωˆ2
}
.
[
Nsp = 1
]
(6.154)
Trivially, there is one admissible double modulo flavor indices,
△j1j2 =
{ (
−ωˆ1 + ωˆ2
)
j1 ,
(
−ωˆ2
)
j2
}
, j1, j2 = 1, . . . , Nsp . (6.155)
Unlike the case for vector matter,
|ΛW : Λ△j1j2 | = det(△j1j2) = 1 , (6.156)
so
Γ△j1j2 ≃ {1} . (6.157)
The lattice Λ△j1j2 = Z[τ1, τ2] is generated by
τ1 = −hˆ1 , τ2 = −hˆ1 − hˆ2 , (6.158)
each with degree d1 = d2 = 1. The group of characteristics for r, s is therefore trivial.
Hence the Spin(5) partition function with spinor matter decomposes as a sum over
only |I| = N2sp blocks,
ZS3 = CSpin(5)
Nsp∑
j1,j2=1
exp
(
iΘ△j1j2
)
B△j1j2 (q, x) B˜△j1j2 (q˜, x˜) . (6.159)
Blocks for SU(N) SQCD. We have already classified admissible tuples for SU(N)
SQCD in (6.78). We now use this classification to determine the structure of the
SQCD block decomposition.
Including flavor indices j1, · · · , jN−1 = 1, . . . , Nf , the admissible tuples are given
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up to orientation by
△1;j1···jN−1 =
(
[−ωˆ1 + ωˆ2]j1, [−ωˆ2 + ωˆ3]j2, [−ωˆ3 + ωˆ4]j3, · · · , [−ωˆN−2 + ωˆN−1]jN−2, [−ωˆN−1]jN−1
)
,
△2;j1···jN−1 =
(
[−ωˆ1]j1, [−ωˆ2 + ωˆ3]j2, [−ωˆ3 + ωˆ4]j3, · · · , [−ωˆN−2 + ωˆN−1]jN−2 , [−ωˆN−1]jN−1
)
,
△3;j1···jN−1 =
(
[−ωˆ1]j1, [ωˆ1 − ωˆ2]j2, [−ωˆ3 + ωˆ4]j3, · · · , [−ωˆN−2 + ωˆN−1]jN−2 , [−ωˆN−1]jN−1
)
,
...
△a;j1···jN−1 =
(
[−ωˆ1]j1, [ωˆ1 − ωˆ2]j2, · · · , [ωˆa−2 − ωˆa−1]ja−1, [−ωˆa + ωˆa+1]ja, · · · , [−ωˆN−1]jN−1
)
,
...
△N−1;j1···jN−1 =
(
[−ωˆ1]j1, [ωˆ1 − ωˆ2]j2, · · · , [ωˆN−3 − ωˆN−2]jN−2 , [−ωˆN−1]jN−1
)
,
△N ;j1···jN−1 =
(
[−ωˆ1]j1, [ωˆ1 − ωˆ2]j2, · · · , [ωˆN−3 − ωˆN−2]jN−2 , [ωˆN−2 − ωˆN−1]jN−1
)
.
(6.160)
In total, there are NNN−1f admissible tuples.
Each tuple has index
|ΛW : Λ△•| = det(△•) = 1 , (6.161)
so
Γ△• = {1} . (6.162)
For eg. the first tuple △1;j1···jN−1 , the dual lattice Λ△1;j1···jN−1 = Z[τ1, · · · , τN−1] has
generators
τ1 = −hˆ1 ,
τ2 = −hˆ1 − hˆ2 ,
τ3 = −hˆ1 − hˆ2 − hˆ3 ,
...
τN−2 = −hˆ1 − hˆ2 − hˆ3 − · · · − hˆN−2 ,
τN−1 = −hˆ1 − hˆ2 − hˆ3 − · · · − hˆN−2 − hˆN−1 ,
(6.163)
each with degrees
d1 = d2 = · · · = dN−1 = 1 . (6.164)
More generally, because Λ△• ≃ ΛR for each admissible tuple, τ1, . . . , τN−1 have unit
degree in every case. Consequently the group of characteristics is trivial for all
△a;j1···jN−1, a = 1, . . . , N .
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Thus the SQCD partition function decomposes as a sum over |I| = NNN−1f blocks,
ZS3 = CSU(N)
N∑
a=1
Nf∑
j1, ··· ,jN−1=1
exp
(
iΘ△a;j1···jN−1
)
B△a;j1···jN−1 (q, x) B˜△a;j1···jN−1 (q˜, x˜) .
(6.165)
A Lie Algebra Conventions
We record our conventions for Lie groups and Lie algebras. A basic reference is [44].
The Lie group G is compact, connected, simply-connected, and simple. We fix a
maximal torus T ⊂ G. By assumption T ≃ U(1)r, where r = rk(G) is the rank of G.
The associated Cartan subalgebra is h ⊂ g, and the Weyl group W acts on h by outer
automorphisms induced from conjugation in G.
The set of roots is denoted by ∆. Individual roots α ∈ h∗ are valued in the
dual of the Cartan subalgebra. The complexification gC = g⊗ C admits a rootspace
decomposition which diagonalizes the adjoint action of h,
gC = hC ⊕
⊕
α∈∆
gα . (A.1)
For any elements h ∈ h and x ∈ gα,
[h, x] = i 〈α, h〉 x . (A.2)
Here 〈 · , · 〉 indicates the canonical pairing between h∗ and h. The factor of ‘i’ in (A.2)
is consistent with the convention that elements of g be represented by anti-hermitian
matrices. The lattice ΛR ⊂ h∗ generated by ∆ is the root lattice of G.
Each rootspace gα is one-dimensional. We select generators eα ∈ gα so that the
triple below,
eα ∈ gα , e−α = eα ∈ g−α , hα = −i [eα, e−α] ∈ h , (A.3)
satisfies the canonical sl2(C) algebra
[hα, eα] = 2i eα , [hα, e−α] = −2i e−α , [eα, e−α] = i hα . (A.4)
Concretely, {eα, e−α, hα} correspond under algebra isomorphism to the respective
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2× 2 matrices
e =
0 1
0 0
 , f =
0 0
1 0
 , h =
i 0
0 −i
 . (A.5)
With this convention, the choice of eα ∈ gα is fixed up to a phase. The coroot hα ∈ h
is then uniquely determined by (A.4) and satisfies 〈α, hα〉 = 2.
The elements {hα} for α ∈ ∆ generate the coroot lattice ΛR ⊂ h. Because G is
simply-connected, ΛR is isomorphic to the lattice of homomorphisms from U(1) to T ,
ΛR ≃ Hom(U(1), T ) . (A.6)
We next choose a decomposition of the roots into positive and negative subsets,
∆ = ∆+∪∆− , ∆− = −∆+ . (A.7)
Each α ∈ ∆+ can be written uniquely as a positive integral combination of simple
roots αˆ1, . . . , αˆr ∈ ∆+, which provide a basis for h∗. The set of positive roots contains
a distinguished highest root ϑ ∈ ∆+, determined by the condition [eα, eϑ] = 0 for all
α ∈ ∆+.
The root decomposition (A.7) also determines a positive Weyl chamber C+ ⊂ h.
By definition, C+ consists of those h ∈ h for which 〈αˆj, h〉 ≥ 0 for all j = 1, . . . , r. The
Weyl group W acts transitively by permutations on the set of Weyl chambers, and
each chamber is a convex polyhedral cone with dimension r = rk(G).
The Lie algebra g is equipped with an invariant, negative-definite quadratic form
‘Tr’ which defines a metric
(x, y) := −Tr(xy) , x, y ∈ g . (A.8)
Because g is simple, any invariant metric is unique up to normalization. The form
‘Tr’ is normalized so that the highest root ϑ has length
√
2,
(ϑ, ϑ) = 2 . (A.9)
For a simple Lie algebra, roots have at most two possible lengths, either “long”
or “short”. The highest root ϑ is always long. Short roots have (α, α) = 2/n for
n = 1, 2, 3. The algebra g is simply-laced when all roots have the same length
(ie. n = 1). Through the isomorphism g ≃ g∗ induced by the metric, coroots and
173
roots are related by hα = 2α/(α, α), and (hα, hα) = 4/(α, α).
Under the exponential map, the weight lattice ΛW ⊂ h∗ is identified with the
character lattice
ΛW ≃ Hom(T, U(1)) . (A.10)
By comparison to (A.6), ΛW is canonically dual to ΛR over Z. Consequently, the
weight lattice is generated by fundamental weights ωˆ1, . . . , ωˆr ∈ h∗ dual to the coroots
hˆ1 ≡ hαˆ1 , . . . , hˆr ≡ hαˆr associated to the positive simple roots, ie.
〈ωˆj, hˆℓ〉 = δjℓ , j, ℓ = 1 , . . . , r . (A.11)
The root lattice ΛR ⊆ ΛW is a sublattice of finite index in the weight lattice,
[ΛW : ΛR] = |zG| , (A.12)
where the index is given by the order of the center zG of G.
Representations and Casimirs. Let V be an irreducible representation of G with
highest weight λ ∈ h∗. Since G is compact, V has finite dimension automatically.
Implicitly, V is equipped with a Lie algebra homomorphism ϕ : g→ End(V ). When
the action of h on V is diagonalized, the complexification VC = V ⊗ C splits into
weight spaces
VC =
⊕
β∈∆V
Vβ , (A.13)
where ∆V is the set of weights for V . Each weight space Vβ is one-dimensional
(allowing for repeated weights in ∆V ), so |∆V | = dim V . The Weyl groupW permutes
the weights in ∆V . For any elements h ∈ h and v ∈ Vβ,
ϕ(h) · v = i 〈β, h〉 v . (A.14)
The highest weight λ ∈ ∆V is the unique weight for which 〈λ, hα〉 ≥ 0 for all α ∈ ∆+.
A generator vλ ∈ Vλ is a highest-weight vector, which is annihilated by the action of
each raising-operator eα for α ∈ ∆+,
ϕ(eα) · vλ = 0 , α ∈ ∆+ . (A.15)
Casimir operators are central elements in the universal enveloping algebra U(g).
Let {ta} for a = 1, . . . , dim g be a basis of g, and let gab = (ta, tb) be the matrix of
inner-products with respect to this basis. Any simple Lie algebra admits the quadratic
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Casimir operator
O2 =
dim g∑
a,b=1
gab tatb , g
ab = (gab)
−1 . (A.16)
We define the quadratic Casimir of the representation V by the trace
c2(V ) = −
TrV
[
ϕ(O2)
]
dim g
. (A.17)
Because we divide by the dimension of g in the normalization of c2(V ), the Casimir
c2(V ) satisfies
− TrV
[
ϕ(ta)ϕ(tb)
]
= c2(V ) · gab . (A.18)
The negative sign in (A.18) agrees with the convention in (A.8) and ensures that
c2(V ) ≥ 0 is positive. Since V is specified by the highest weight λ, we frequently
write c2(λ) ≡ c2(V ) in the body of the paper. By the Schur Lemma, O2 acts on V as
a scalar multiple of the identity,
ϕ(O2) = −ψ(V ) · 1V , ψ(V ) ∈ R , (A.19)
whence63
c2(V ) = ψ(V ) · dim Vdim g . (A.20)
For a direct sum of representations,
c2(V ⊕W ) = c2(V ) + c2(W ) , (A.21)
and for the tensor product,
c2(V ⊗W ) = c2(V ) dimW + c2(W ) dimV . (A.22)
Also, if V ∗ is the representation dual to V ,
c2(V
∗) = c2(V ) . (A.23)
To evaluate c2(V ), a useful basis for g is given by the simple coroots hˆ1 , . . . , hˆr,
along with the raising/lowering pairs (eα, e−α) for α ∈ ∆+. The sl2(C) algebra in
63Some authors distinguish ψ(V ) as the Casimir and c2(V ) as the index of the representation V .
Because ψ(V ) plays no role for us, we just refer to c2(V ) as the Casimir.
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(A.4) and the invariance of the metric on g together imply
(e−α, eα) =
i
2
([hα, e−α], eα) =
i
2
(hα, [e−α, eα]) =
1
2
(hα, hα) = 2/(α, α) . (A.24)
We set Ajℓ = (hˆj , hˆℓ) for j, ℓ = 1, . . . , r. All other inner-products beyond (e−α, eα) and
(hˆj , hˆℓ) vanish. Thus
O2 =
r∑
j,ℓ=1
Ajℓ hˆjhˆℓ +
∑
α∈∆+
(α, α)
2
(e−α eα + eα e−α) . (A.25)
The constant ψ(V ) in (A.19) can be evaluated by acting with ϕ(O2) on the highest-
weight vector vλ,
ϕ(O2) · vλ = − (λ, λ+ 2ρ) · vλ ⇐⇒ ψ(V ) = (λ, λ+ 2ρ) , (A.26)
where ρ ∈ h∗ is the Weyl element,
ρ =
1
2
∑
α∈∆+
α . (A.27)
The formula in (A.26) follows from the expression for O2 in (A.25), along with the
defining conditions in (A.4), (A.14), and (A.15). Thus
c2(V ) = (λ, λ+ 2ρ) · dim Vdim g . (A.28)
Via theWeyl character formula, the dimension of V can also be expressed algebraically
in terms of the highest weight λ,
dim V =
∏
α∈∆+
(λ+ ρ, α)
(ρ, α)
. (A.29)
As a universal example, for the adjoint representation V = g, the highest weight
λ = ϑ is the highest root. So with our conventions,
c2(g) = (ϑ, ϑ+ 2ρ) = 2 hg . (A.30)
Here hg is the dual Coxeter number of g,
(ϑ, ρ) = hg − 1 . (A.31)
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The normalization for c2(V ) has two consequences. First, after the definitions are
unraveled, the relation in (A.18) means that the normalized metric on g is given by
(x, y) = − 1
c2(V )
TrV
[
ϕ(x)ϕ(y)
]
, x, y ∈ g . (A.32)
If c2(V ) = 1, the normalized metric is simply the trace in V . The fundamental and
anti-fundamental representations of SU(N) provide the basic examples,
c2(N) = c2(N) = 1 . (A.33)
Second, as appears in (2.104) in Section 2.3, we have the identity
∑
β∈∆V
〈β, x〉2 = c2(V ) · (x, x), x ∈ h . (A.34)
To prove this identity, endow V with a G-invariant metric and pick unit generators
vβ ∈ Vβ for each weight space,
(vβ, vβ) = 1 , β ∈ ∆V . (A.35)
The set {vβ} provides a normalized eigenbasis for x ∈ h acting on V , so via (A.14)
∑
β∈∆V
〈β, x〉2 = − ∑
β∈∆V
(
vβ , ϕ(x)
2 · vβ
)
= −TrV
[
ϕ(x)2
]
. (A.36)
The required identity (A.34) follows immediately from the relation in (A.32), with
x = y.
Conventions for SU(3). We make these conventions explicit for G = SU(3). In
this case, the positive simple coroots which span h ≃ R2 can be taken to be
hˆ1 =

i 0 0
0 −i 0
0 0 0
 , hˆ2 =

0 0 0
0 i 0
0 0 −i
 . (A.37)
For any diagonal matrix in h of the form i diag(x1, x2, x3) with x1 + x2 + x3 = 0, the
positive simple roots αˆ1 and αˆ2 are given by the respective differences x1 − x2 and
x2 − x3. Hence
〈αˆ1, hˆ1〉 = 2 ,
〈αˆ2, hˆ1〉 = −1 ,
〈αˆ1, hˆ2〉 = −1
〈αˆ2, hˆ2〉 = 2 .
(A.38)
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αˆ1αˆ2
αˆ1 + αˆ2
−αˆ1 −αˆ2
−αˆ1 − αˆ2
ωˆ1ωˆ2
Figure 31: The weight lattice of SU(3). The positive simple roots are αˆ1,2 and the
fundamental weights are ωˆ1,2.
The highest root ϑ evaluates the difference x1 − x3, so
ϑ = αˆ1 + αˆ2 , (A.39)
and the set of positive roots is given by
∆+ = {αˆ1, αˆ2, αˆ1 + αˆ2} . (A.40)
The fundamental weights ωˆ1 and ωˆ2 are determined as the duals (A.11) to the
positive simple coroots hˆ1 and hˆ2. Thus from (A.38),
ωˆ1 =
2
3
αˆ1 +
1
3
αˆ2 , ωˆ2 =
1
3
αˆ1 +
2
3
αˆ2 . (A.41)
Any highest weight λ is a positive integral combination of fundamental weights,
λ = mωˆ1 + n ωˆ2 , m, n ≥ 0 . (A.42)
We let Vm,n be the associated irreducible representation. In the intrinsic labelling by
the weight lattice, the fundamental, anti-fundamental, and adjoint representations of
SU(3) are respectively
V1,0 ≡ 3 , V0,1 ≡ 3 , V1,1 ≡ 8 . (A.43)
The properly normalized metric on the Lie algebra of SU(3) is given by the trace
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in the fundamental representation V1,0,
(x, y) = −TrV1,0 [x y] , x, y ∈ g . (A.44)
We denote the matrix of inner-products with respect to the coroot basis in (A.37) by
Ajℓ = (hˆj, hˆℓ) =
 2 −1
−1 2
 , j, ℓ = 1, 2 . (A.45)
Tautologically, the matrix of inner-products for the dual fundamental weights is the
inverse of A, (
A−1
)
jℓ = (ωˆj, ωˆℓ) =
1
3
2 1
1 2
 . (A.46)
From the relation between roots and weights in (A.41) and the presentation of the
inner-product in (A.46), one can directly check that all roots of SU(3) have length√
2, including the highest root ϑ. This statement confirms the claim in (A.44).
For completeness, we evaluate the Casimir invariant c2(Vm,n) as a function of the
positive integers m,n ∈ Z≥0 in (A.42). In terms of the fundamental weights, the Weyl
element is given by
ρ =
1
2
∑
α∈∆+
α = ωˆ1 + ωˆ2 . (A.47)
By a small calculation using the inner-product in (A.46),
ψ(Vm,n) = (λ, λ+ 2ρ) =
2
3
(
m2 +mn + n2
)
+ 2m + 2n . (A.48)
Similarly from the Weyl dimension formula,
dim Vm,n =
∏
α∈∆+
(λ+ ρ, α)
(ρ, α)
=
1
2
(m+ 1) (n+ 1) (m+ n+ 2) . (A.49)
Thus, dividing by dim g = 8,
c2(Vm,n) =
1
8
ψ(Vm,n) dimVm,n . (A.50)
As a small check, note that the formula for c2(Vm,n) is symmetric in the integers
(m,n). This symmetry follows abstractly from the isomorphism V ∗m,n ≃ Vn,m and the
identity c2(V ∗m,n) = c2(Vm,n).
64
64The SU(3) identity V ∗m,n ≃ Vn,m is induced from the Dynkin involution in type A and is not
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For instance with m = 2 and n = 1,
ψ(V2,1) =
32
3
dimV2,1 = 15
 =⇒ c2(V2,1) = 20 . (A.51)
These numerics illustrate that ψ(V ) ∈ Q is only rational whereas c2(V ) ∈ Z is integral,
as follows inductively from the tensor product relation in (A.22).
Conventions for G2. For a non-simply-laced example, we consider the exceptional
Lie group G2, also with rank two.
Let (x1, . . . , x7) be Euclidean coordinates on R7, and introduce the three-form
Φ = θ123 + θ145 + θ167 + θ246 − θ257 − θ347 − θ356 ∈ ∧3R7 . (A.52)
Here we use the shorthand θijk ≡ dxi∧dxj∧dxk. The Lie group G2 can be defined
most elegantly [25] as the subgroup of GL(7,R) which preserves Φ under the linear
action on R7. Because Φ is selected to lie in an open orbit of GL(7,R), the stabilizer
of Φ has dimension
dimG2 = dimGL(7,R)− dim∧3R7 = 14 . (A.53)
Thus, elements of G2 can be presented concretely as invertible 7× 7 matrices. A tiny
bit of further work shows that G2 actually sits as a subgroup of SO(7).
A maximal torus T ≃ U(1)2 can be exhibited as a pair of commuting rotations
in R7 which preserve the three-form Φ. These rotations will lie in distinct SO(2)
subgroups of the ambient SO(7), with generators
hˆ1 =

0 0 0 0
0 J2×2 0 0
0 0 −2J2×2 0
0 0 0 J2×2
 , J2×2 =
0 −1
1 0
 , (A.54)
and
hˆ2 =

0 0 0 0
0 02×2 0 0
0 0 J2×2 0
0 0 0 −J2×2
 . (A.55)
true for the group G2, as we consider next.
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αˆ1
αˆ2 ωˆ1
ωˆ2
Figure 32: The weight lattice of G2. The positive simple roots are αˆ1,2 and the
fundamental weights are ωˆ1,2.
For clarity, both generators are written in terms of a 1-2-2-2 block decomposition
of the 7× 7 matrix. Geometrically, hˆ2 generates a rotation which fixes x1,2,3 and
otherwise acts with equal magnitude and opposite direction in the x4,5- and x6,7-
planes. The generator hˆ1 is a linear combination of −2hˆ2 with a similar rotation in
the x2,3- and x6,7-planes. Clearly [hˆ1, hˆ2] = 0, and we leave the reader to check that
both generators preserve Φ in (A.52) and hence are elements of the Lie algebra for
G2.
With malice aforethought, we have selected hˆ1 and hˆ2 to be the coroots associated
to the positive simple roots αˆ1 and αˆ2 of G2. Thus αˆ1,2 pair with hˆ1,2 according to
the Cartan matrix
〈αˆ1, hˆ1〉 = 2 ,
〈αˆ2, hˆ1〉 = −3 ,
〈αˆ1, hˆ2〉 = −1 ,
〈αˆ2, hˆ2〉 = 2 .
(A.56)
With this labelling of roots, αˆ1 will be a short root, and αˆ2 will be a long root. The
other four positive roots of G2 are the sums
α3 = αˆ1 + αˆ2 ,
α5 = 3 αˆ1 + αˆ2 ,
α4 = 2 αˆ1 + αˆ2 ,
α6 = 3 αˆ1 + 2 αˆ2 ,
(A.57)
so
∆+ =
{
αˆ1, αˆ2, α3, α4, α5, α6
}
. (A.58)
As for SU(3), the fundamental weights ωˆ1,2 are determined in terms of the simple
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roots αˆ1,2 by the duality relation in (A.11). Comparing to (A.56),
ωˆ1 = 2 αˆ1 + αˆ2 , ωˆ2 = 3 αˆ1 + 2 αˆ2 . (A.59)
Unlike for SU(3), the fundamental weights are integral combinations of the simple
roots. The root and weight lattices for G2 therefore coincide, ΛR = ΛW, and the
center of G2 is trivial.
We again parametrize each highest weight λ as
λ = mωˆ1 + n ωˆ2 , m, n ≥ 0 , (A.60)
with associated irreducible representation Vm,n. As we will check later, V1,0 is the
representation of dimension seven implicit in the definition of G2 ⊂ GL(7,R). Also
from (A.57), ωˆ2 = α6 = ϑ is the highest root, so V0,1 ≃ g is the adjoint. In the notation
from particle physics,
V1,0 ≡ 7 , V0,1 ≡ 14 . (A.61)
Both V1,0 and V0,1 are real representations, hence self-dual.
As we shall check directly, the properly-normalized metric on the Lie algebra of
G2 is given by half the trace in the seven-dimensional representation V1,0,
(x, y) = −1
2
TrV1,0 [x y] , x, y ∈ g . (A.62)
For the simple coroots hˆ1 and hˆ2 in (A.54) and (A.55), the matrix A of inner-products
is straightforward to evaluate. We find
Ajℓ = (hˆj, hˆℓ) =
 6 −3
−3 2
 , j, ℓ = 1, 2 . (A.63)
The inner-product matrix for the fundamental weights is then the inverse
(
A−1
)
jℓ = (ωˆj, ωˆℓ) =
1
3
2 3
3 6
 . (A.64)
As required, ϑ = ωˆ2 has length
√
2, and ωˆ1 is a short root with length
√
2/3.
These data suffice to compute the Casimir c2(Vm,n) as a function of m,n. First,
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the Weyl vector for G2 is
ρ =
1
2
∑
α∈∆+
α = ωˆ1 + ωˆ2 . (A.65)
A quick calculation using the inner-product in (A.64) yields
ψ(Vm,n) = (λ, λ+ 2ρ) =
2
3
m2 + 2n2 + 2mn +
10
3
m + 6n . (A.66)
The application of the Weyl dimension formula is only marginally more involved,
dimVm,n =
∏
α∈∆+
(λ+ ρ, α)
(ρ, α)
=
1
120
(m+ 1) (n + 1) (m+ n + 2)×
× (m+ 2n+ 3) (m+ 3n+ 4) (2m+ 3n+ 5) .
(A.67)
The six linear factors on the right in (A.67) arise from the six positive roots ofG2. One
can also easily check that dimV1,0 = 7 and dim V0,1 = 14 according to the dimension
formula. These results for ψ(Vm,n) and dimVm,n have appeared previously in [73],
among other places.
Together, the expressions (A.66) and (A.67) can be used to evaluate the quadratic
Casimir for any irreducible representation of G2,
c2(Vm,n) =
1
14
ψ(Vm,n) dimVm,n . (A.68)
Note that c2(V1,0) = 2 for the defining seven-dimensional representation, consistent
with the normalization of the trace in (A.62). We record the dimension and quadratic
Casimir for all representations of G2 with m,n = 0, . . . , 5 in Tables 4 and 5. As
suggested by Table 5, c2(Vm,n) is even for all G2 representations.
Conventions for Spin(4). Since so(4) ≃ su(2)⊕su(2) is reducible, conventions for
this rank-two example follow from those for SU(2) in Section 3.2.
Conventions for Spin(5). The positive simple coroots which span h ≃ R2 can be
identified with the 5× 5 anti-symmetric matrices
ĥ1 =

J2×2 02×2 0
02×2 −J2×2 ...
0 . . . 0
 , ĥ2 =

02×2 02×2 0
02×2 2J2×2
...
0 . . . 0
 , (A.69)
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dimVm,n 0 1 2 3 4 5
0 1 7 27 77 182 378
1 14 64 189 448 924 1728
2 77 286 729 1547 2926 5103
3 273 896 2079 4096 7293 12096
4 748 2261 4914 9177 15625 24948
5 1729 4928 10206 18304 30107 46656
Table 4: Dimensions of irreducible G2 representations. The label m runs horizontally,
and n runs vertically. Note that G2 admits a pair of irreducible representations V3,0
and V0,2 with dimension 77.
αˆ1
αˆ2
ωˆ1
ωˆ2
Figure 33: The weight lattice of Spin(5). The positive simple roots are αˆ1,2 and the
fundamental weights are ωˆ1,2.
where J2×2 appears in (A.54). The pairing of the positive simple roots αˆ1,2 with these
generators is determined by the Cartan matrix of Spin(5) to be
〈αˆ1, ĥ1〉 = 2 , 〈αˆ1, ĥ2〉 = −2 ,
〈αˆ2, ĥ1〉 = −1 , 〈αˆ2, ĥ2〉 = 2 .
(A.70)
Hence the fundamental weights ω̂1,2 which are canonically dual to hˆ1,2 are given by
ω̂1 = αˆ1 + αˆ2 , ω̂2 =
1
2
αˆ1 + αˆ2 . (A.71)
See Figure 33 for a diagram of the weight and root lattices for Spin(5).
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c2(Vm,n) 0 1 2 3 4 5
0 0 2 18 88 312 900
1 8 64 288 960 2640 6336
2 110 572 1944 5304 12540 26730
3 702 2944 8514 20480 43758 85824
4 2992 10982 28548 62928 125000 230472
5 9880 33088 79704 164736 309672 544320
Table 5: Casimirs of irreducible G2 representations. The label m runs horizon-
tally, and n runs vertically. The two representations with dimension 77 have distinct
Casimirs, c2(V3,0) 6= c2(V0,2).
We parametrize each highest weight λ as
λ = mωˆ1 + n ωˆ2 , m, n ≥ 0 , (A.72)
with associated irreducible representation Vm,n. In this notation, V1,0 is the vector
representation, and V0,1 is the spinor representation,
V1,0 ≡ 5 , V0,1 ≡ 4 . (A.73)
Since Spin(5) ≃ Sp(4), both the vector and the spinor representations have valid
claims to be the ‘fundamental’ representation.
As we shall verify, the properly-normalized metric on the Lie algebra is half the
trace in the vector representation,
(x, y) = −1
2
TrV1,0 [x y] , x, y ∈ g . (A.74)
With respect to the dual bases of simple coroots and fundamental weights, the metric
is represented by the matrix of inner-products
Ajℓ = (hˆj , hˆℓ) =
 2 −2
−2 4
 , (A−1)jℓ = (ωˆj, ωˆℓ) = 1
4
4 2
2 2
 . (A.75)
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dim Vm,n 0 1 2 3 4 5
0 1 5 14 30 55 91
1 4 16 40 80 140 224
2 10 35 81 154 260 405
3 20 64 140 256 420 640
4 35 105 220 390 625 935
5 56 160 324 560 880 1296
Table 6: Dimensions of irreducible Spin(5) representations. The label m runs hori-
zontally, and n runs vertically.
For the irreducible representations Vm,n, the Weyl dimension formula states
dim Vm,n =
∏
α∈∆+
(λ+ ρ, α)
(ρ, α)
=
1
6
(m+ 1)(n+ 1)(2m+ n+ 3)(m+ n + 2) . (A.76)
Similarly, we can use the expression for the Killing form in (A.75) to evaluate
ψ(Vm,n) = (λ, λ+ 2ρ) = m
2 +mn+
1
2
n2 + 3m+ 2n . (A.77)
Using the expressions in (A.76) and (A.77), we calculate the quadratic Casimir for
any irreducible representation via
c2(Vm,n) =
1
10
ψ(Vm,n) dim Vm,n . (A.78)
Values of the Casimir for Spin(5) representations with low dimension are collected
in Table 7. Since c2(V1,0) = 2, the normalization in (A.74) follows from the general
formula in (A.32).
Finally, for use in Section 6.4, let us record the complete set of weights in the
fundamental and spin representations,
∆V1,0 =
{
ωˆ1, −ωˆ1 + 2ωˆ2, 0, ωˆ1 − 2ωˆ2, −ωˆ1
}
,
∆V0,1 =
{
ωˆ2, −ωˆ2, ωˆ1 − ωˆ2, −ωˆ1 + ωˆ2
}
.
(A.79)
Though the vanishing weight in ∆V1,0 is not relevant for the example in Section 6.4,
we include it to make the dimension-counting clear. Note also that −∆V0,1 = ∆V0,1 ,
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c2(Vm,n) 0 1 2 3 4 5
0 0 2 14 54 154 364
1 1 12 58 188 483 1064
2 6 42 162 462 1092 2268
3 21 112 371 960 2121 4192
4 56 252 748 1794 3750 7106
5 126 504 1377 3108 6204 11340
Table 7: Casimirs of irreducible Spin(5) representations. The label m runs horizon-
tally, and n runs vertically. The Casimir of the vector representation V1,0 is equal to
2, while the Casimir of the spin representation V0,1 is equal to 1.
consistent with pseudoreality of the spin representation for Spin(5).
B Convexity Lemma
In this appendix, we prove the equivalence between the two characterizations of the
invariant δe ≡ δa,±ρ in (6.29) and (6.30). The equivalence boils down to a statement
in convex geometry. For clarity, we adopt a slightly simpler notation here than used
in Section 6.2.
Let {H1, . . . , Hn} be an arrangement of hyperplanes in general position65 in a real
vector space V ≃ Rn. Each hyperplane is described as the vanishing locus for an
affine linear function
H1 : 〈a1, x〉 + b1 = 0 , x ∈ V
...
Hn : 〈an, x〉 + bn = 0 ,
(B.1)
where each a1, . . . , an ∈ V ∗ and b1, · · · , bn ∈ R are non-zero and generic. Multiplying
each function by ±1 as necessary, we assume without loss that b1, . . . , bn > 0 are
strictly-positive. If we wished, we could also normalize each b1, . . . , bn to unity by
scaling a1, . . . , an, but we will leave the values arbitrary in the following.
Introduce a non-zero covector ρ ∈ V ∗ used to define the half-space Hρ ⊂ V ,
Hρ =
{
x ∈ V
∣∣∣ 〈ρ, x〉 ≥ 0}, (B.2)
65Ie. all intersections have the expected dimension.
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with boundary ∂Hρ = Ker(ρ) ≃ Rn−1. Let h1, . . . , hn be the boundary intersections
h1 = H1 ∩ ∂Hρ , · · · , hn = Hn ∩ ∂Hρ , (B.3)
each of which is now a hyperplane in ∂Hρ.
Finally, let P be the polytope in ∂Hρ which is bounded by h1, . . . , hn. The
polytope P is the convex hull of vertices
e1 = ĥ1 ∩ h2 ∩ · · · ∩ hn ∈ ∂Hρ ,
e2 = h1 ∩ ĥ2 ∩ · · · ∩ hn ∈ ∂Hρ ,
...
en = h1 ∩ h2 ∩ · · · ∩ ĥn ∈ ∂Hρ ,
(B.4)
where the hat means that the indicated hyperplane is omitted from the list. By
assumption, e1, . . . , en are distinct points in general position in ∂Hρ.
Equivalence of (6.29) and (6.30) amounts to the geometric statement:
(⋆) The origin {0} lies inside P ⊂ ∂Hρ if and only if ρ or −ρ lies inside the
positive cone R+[a1, . . . , an] ⊂ V ∗ generated by the covectors a1, . . . , an.
Since only ∂Hρ and not Hρ plays a role on the left-hand side of (⋆), the equivalence
must be symmetric under sign reversal of ρ. By contrast, once we fix b1, . . . , bn > 0,
the sign of each a1, . . . , an ∈ V ∗ carries geometric meaning, as enters the right-hand
side of (⋆).
The proof of (⋆) follows by a short calculation in either direction.
(=⇒): Suppose that {0} ∈ ∂Hρ lies in the polytope P. As P is the convex hull of
{e1, . . . , en}, there exist positive parameters t1, . . . , tn > 0, t1 + · · ·+ tn = 1, so that
t1 e1 + · · · + tn en = 0 . (B.5)
Contracting with a1 yields
t1 〈a1, e1〉 + t2 〈a1, e2〉 + · · · + tn 〈a1, en〉 = 0 . (B.6)
The points other than e1, ie. e2, . . . , en, lie in the hyperplane h1 = H1 ∩ ∂Hρ and so
satisfy
〈a1, e2〉 = · · · = 〈a1, en〉 = −b1 . (B.7)
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More generally,
〈aj , eℓ〉 = −bj , j 6= ℓ , j, ℓ = 1, . . . , n . (B.8)
Substituting into (B.6), we solve for 〈a1, e1〉 as
〈a1, e1〉 = b1
t1
(t2 + · · · + tn) = b1
(1− t1
t1
)
. (B.9)
Contracting (B.5) with a2, . . . , an yields similarly
〈aj , ej〉 = bj
(
1− tj
tj
)
, j = 1, . . . , n . (B.10)
We wish to show that ±ρ ∈ R+[a1, . . . , an], which is equivalent to the algebraic
relation
w1 a1 + · · · + wn an = ±ρ , (B.11)
for some positive parameters w1, . . . , wn > 0 and choice of sign on the right. Since
{a1, . . . , an} is a basis for V ∗ and {e1, . . . , en} span the hyperplane Ker(ρ) ⊂ V , the
algebraic relation (B.11) is implied by the linear equations
〈w1 a1 + · · · + wn an, ej〉 = 0 , j = 1, . . . , n , (B.12)
for w1, . . . , wn > 0. Using (B.8) and (B.10), the linear system (B.12) can be written
explicitly in terms of the positive parameters (b, t) as
A · w = 0 , (B.13)
with n× n coefficient matrix
A =

b1
(
1−t1
t1
)
−b2 −b3 · · · −bn
−b1 b2
(
1−t2
t2
)
−b3 · · · −bn
...
...
...
...
...
−b1 −b2 −b3 · · · bn
(
1−tn
tn
)
 (B.14)
and
w =

w1
...
wn
 (B.15)
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Because e1, . . . , en are not linearly independent in V but instead lie on the hyper-
plane Ker(ρ) (and are otherwise generic), the matrix A has a kernel with dimension
one. The only question is whether this kernel is generated by a vector with posi-
tive entries w1, . . . , wn > 0, in which case we are done. But by inspection, a positive
solution to (B.13) is given by
wj = tj b1 · · · b̂j · · · bn > 0 , j = 1, . . . , n . (B.16)
Again, the hat indicates that bj is omitted from the product, and we use the relation
t1 + · · ·+ tn = 1 in verifying the solution. 
(⇐=): We run the preceding calculation in reverse. Suppose ±ρ ∈ R+[a1, . . . , an],
or
w1 a1 + · · · + wn an = ±ρ , w1, . . . , wn > 0 , (B.17)
for some choice of sign on the right. Since e1, . . . , en ∈ Ker(ρ) and the relation in
(B.8) still holds, contraction of (B.17) yields
〈aj, ej〉 = b1w1 + · · · + b̂jwj + · · · + bnwn
wj
, j = 1, . . . , n . (B.18)
where the jth term is omitted from the sum.
We wish to show that
t1 e1 + · · · + tn en = 0 , (B.19)
for some positive parameters t1, . . . , tn > 0 with t1 + · · ·+ tn = 1. As {a1, . . . , an} is
a basis for V ∗, it suffices to show that each covector annihilates the left-hand side, ie.
t1 〈aj, e1〉 + · · · + tn 〈aj , en〉 = 0 , j = 1, . . . , n . (B.20)
Via (B.8) and (B.18), we obtain the linear system
B · t = 0 , (B.21)
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where
B =

b2w2+ b3w3+ ···+ bnwn
w1
−b1 −b1 · · · −b1
−b2 b1w1+ b3w3+ ···+ bnwnw2 −b2 · · · −b2
...
...
...
...
...
−bn −bn −bn · · · b1w1+ b2w2+ ···+ bn−1wn−1wn

(B.22)
and
t =

t1
...
tn
 . (B.23)
Again, because the points e1, . . . , en lie in a hyperplane, the n× n matrix B has a
one-dimensional kernel. By inspection, the kernel is generated by the vector with
entries
tj =
bjwj
b1w1 + · · · + bnwn > 0 , j = 1, . . . n. (B.24)
The denominator ensures t1 + · · ·+ tn = 1. 
The explicit relations (B.16) and (B.24) between w and t also show that as any
wall of the polytope P approaches {0} ∈ ∂Hρ, a wall of the cone R+[a1, . . . , an]
approaches the covector ±ρ ∈ V ∗, for some choice of sign.
The ambiguity in sign on ρ can be removed with an extra geometric condition.
Let x• ∈ H1 ∩ · · · ∩Hn ∈ V be the unique point of intersection for the hyperplanes in
the arrangement. By our assumption of general position, x• exists and lies in either
the half-space Hρ or −Hρ. We refine the geometric equivalence (⋆) using x•:
(⋆⋆) The origin {0} lies in P ⊂ ∂Hρ and x• lies in Hρ ⊂ V if and only if
−ρ lies in the positive cone R+[a1, . . . , an] ⊂ V ∗.
Proof: The only issue here is to keep track of signs. By (B.1) the intersection point
x• ∈ V solves the inhomogeneous system
〈a1, x•〉 = −b1 , · · · , 〈an, x•〉 = −bn . (B.25)
Expand ρ in the basis {a1, . . . , an} for V ∗ as
ρ = w1 a1 + · · · + wn an , (B.26)
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for some coefficients w1, . . . , wn ∈ R. Then
〈ρ, x•〉 = w1〈a1, x•〉 + · · · + wn〈an, x•〉 ,
= − (w1 b1 + · · · + wn bn) .
(B.27)
Recall b1, . . . , bn > 0 by assumption. Hence if ±ρ ∈ R+[a1, . . . , an], then x• ∈ ∓Hρ.
The claim (⋆⋆) now follows from the preceding lemma (⋆). 
C Asymptotic Behavior of Torus Knot Observables
In this appendix, we specialize toN = 2 supersymmetric Chern-Simons-matter theory
with gauge group SU(2) and matter in the irreducible representation of dimension
L+ 1. Equivalently, the matter has spin-L/2. Following the notation from Section
3.2,
Λ = [L+ 1] , G = SU(2) . (C.1)
According to the formula for c2 in (3.36), anomaly-cancellation (1.10) requires the
level k to be half-integral when L ≡ 1mod 4 and integral otherwise.
TheN = 2 supersymmetric Chern-Simons theory possesses [65] a class of half-BPS
Wilson loop operators which wrap torus knots Kp,q ⊂ S3, appearing as the generic
fiber of the orbifold bundle in (1.3). In particular, the squashing parameter of the
metric on S3 takes the distinguished rational value
b2 =
p
q
∈ Q . (C.2)
Throughout, p, q ∈ Z are relatively-prime integers with p > q > 1. We also allow the
degenerate case p = q = 1, for which K1,1 ≡ © is the unknot. As another example,
K3,2 is the trefoil knot. See Chapter 7.1 in [16] for more about the geometry of torus
knots in S3.
Let Wn(Kp,q) be the supersymmetric Wilson loop operator which wraps a (p, q)-
torus knot and is decorated with the n-dimensional irreducible representation of
SU(2). When Wn(Kp,q) is inserted into the path integral, the localization formula
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(3.37) for the partition function ZS3 naturally generalizes to
ZS3
(
k, µ;Kp,q, n, L
)
=
1
2πi
1√
pq
exp
[
− iπ
2k
(
p
q
+
q
p
+ pq (n2 − 1)
)]
×
×
∫
R
dz chn
(
ζ
z
2
)
sinh
(
ζ
z
2p
)
sinh
(
ζ
z
2q
)
exp
[
− k
8π
(
z2
pq
)]
×
× ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
s
b=
√
p/q
(
ζ
β z
4π
√
pq
+ µ
)
.
(C.3)
Throughout, ζ ≡ eiπ/4 is an eighth-root of unity, and chn is the character for the
n-dimensional representation of SU(2),
chn(z) =
sinh(n z)
sinh(z)
= e(n−1)z + e(n−3)z + · · · + e−(n−3)z + e−(n−1)z . (C.4)
The Wilson loop operator Wn(Kp,q) is itself represented on the Coulomb branch by
the SU(2) character chn in the integrand of (C.3). The other factors in the integrand
follow from (3.37) after the substitution σ = ζ z/2
√
pq and a contour rotation to
the real axis. By analyticity, the value of the integral does not change under the
contour rotation. The (p, q)-dependence in the overall phase is taken from (7.73)
in [16], which describes the pure Chern-Simons gauge theory without matter. Note
that khere is identified with (k+2)there in [16], as N = 2 supersymmetry prevents the
renormalization of the Chern-Simons level.
By convention when L = 0 in (C.3), we factor off the contribution s
b=
√
p/q
(µ) from
the decoupled, free N = 2 chiral multiplet with mass µ,
ZS3
(
k;Kp,q, n
)∣∣∣∣
L=0
:=
1
2πi
1√
pq
exp
[
− iπ
2k
(
p
q
+
q
p
+ pq (n2 − 1)
)]
×
×
∫
R
dz chn
(
ζ
z
2
)
sinh
(
ζ
z
2p
)
sinh
(
ζ
z
2q
)
exp
[
− k
8π
(
z2
pq
)]
.
(C.5)
Famously, in the special case (C.5) of pure Chern-Simons gauge theory, the SU(2)
Wilson loop path integral reproduces the n-colored Jones polynomial in terms of the
ratio
Jn(Kp,q) =
ZS3
(
k;Kp,q, n
)
ZS3
(
k;K1,1, n
)
∣∣∣∣∣∣
L=0
, q = e−2πi/k , (C.6)
where q is the Laurent argument of Jn(Kp,q). Eg. for n = 2, the original, uncolored
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Jones polynomial is
J2(Kp,q) = q
1
2
(p−1)(q−1)
1− q2
[
1 + qp+q − qp+1 − qq+1
]
, (C.7)
which can be obtained directly from (C.5) by evaluating a sum of Gaussian integrals.
As a small check, note that the bracketed polynomial factor in (C.7) vanishes if
q = ±1 and gcd(p, q) = 1, so the factor is divisible by (1 − q2), and the right-hand
side of (C.7) is indeed a Laurent polynomial in q.
Both the partition function ZS3(k;Kp,q, n)|L=0 and the colored Jones polynomial
are known to have exotic, discontinuous asymptotic behavior in the limit k, n→∞
with fixed
γ =
n
k
∈ C . (C.8)
Implicitly, k has been complexified, as sensible in expressions such as (C.5) and (C.7).
By contrast, n ≥ 1 is a positive integer throughout. For (p, q)-torus knots, the asymp-
totic behavior of Jn(Kp,q) as a function of γ ∈ C was originally determined by Hikami
and Murakami [53, 54, 77] from the finite-dimensional, Coulomb-branch integral in
(C.5). Later, Witten [98] explained how the same result could be obtained more
generally from the infinite-dimensional Chern-Simons path integral.
In this appendix, we explore the asymptotic behavior of the supersymmetric parti-
tion function ZS3
(
k, µ;Kp,q, n, L
)
when L 6= 0, including the non-trivial contribution
from the charged chiral multiplet in the third line of (C.3). Perhaps unsurprisingly,
in the presence of matter the asymptotic behavior of ZS3 depends non-trivially upon
both γ and the mass µ. We find qualitatively similar analytic phenomena to those
discussed for pure Chern-Simons gauge theory in [53, 54, 77, 98], but the presence of
supersymmetric matter changes the detailed, quantitative behavior of ZS3 as n→∞.
This appendix has two parts. In Appendix C.1, we offer a streamlined derivation of
the essential results in [53, 54, 77] concerning the asymptotic behavior of the colored
Jones polynomial. In Appendix C.2, we generalize the asymptotic analysis to the
supersymmetric SU(2) Chern-Simons theory with spin-L/2 matter.
C.1 Recollections About the Colored Jones Polynomial
We first review the asymptotic analysis for the Wilson loop partition function in
pure Chern-Simons theory, without matter. This analysis was performed rigorously
in [53,54,77], including the expansion to all orders in 1/n. Our goals are more modest.
We sketch a simplified analysis, valid to leading-order as n→∞, which suffices to
exhibit the more interesting semiclassical features of the partition function.
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Rewrite the contour integral (C.5) as
ZS3
(
k;Kp,q, n
)∣∣∣∣
L=0
=
1
2πi
1√
pq
Φ · 1
2
∫
R
dz
[
F (z) e f+(z) − F (z) e f−(z)
]
, (C.9)
where
Φ = exp
[
− iπ
2k
(
p
q
+
q
p
+ pq (n2 − 1)
)]
,
F (z) =
sinh(ζz/2p) sinh(ζz/2q)
sinh(ζz/2)
, ζ ≡ eiπ/4 ,
f±(z) = − k8π
(
z2
pq
)
± 1
2
ζnz .
(C.10)
In passing from (C.5) to (C.9), we use the explicit description of the SU(2) character
in (C.4) as a ratio of hyperbolic sines. We then decompose sinh(nz) as a sum of
exponentials.
Under the sign reversal z 7→ −z, corresponding to the residual Weyl symmetry
on the Coulomb branch, F (z) 7→ −F (z) is odd, and the functions f±(z) 7→ f∓(z)
exchange. Via this symmetry,
ZS3
(
γ;Kp,q, n
)∣∣∣∣
L=0
=
1
2πi
1√
pq
Φ ·
∫
R
dz F (z) e f+(z) . (C.11)
Here we consider ZS3 as a function of the integer n and the complex scaling variable
γ = n/k ∈ C. Expressed in these variables,
Φ = exp
[
−iπ
2
pqγn
]
· exp
[
−iπ
2
(
p
q
+
q
p
− pq
)
γ
n
]
, (C.12)
and
f±(z) = − n8πpqγ z
2 ± 1
2
ζnz , (C.13)
while F (z) is independent of n and γ.
A reflection in the real part of γ induces complex conjugation on the partition
function (up to an overall phase),
ZS3(γ;Kp,q, n)
∣∣∣
L=0
= i ZS3(−γ;Kp,q, n)
∣∣∣
L=0
, (C.14)
as can be seen by changing variables in (C.11). For the remainder, we use this
relation to fix Re(γ) ≥ 0 without loss. When the real part of γ is strictly-positive,
the integrand of (C.11) decays like a Gaussian as z → ±∞, and the integral over
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Rζ · R
×
×
×
×
z∗
Figure 34: Sectors of convergence, stationary-phase point z∗ = 2πζpqγ, and polar
points (×) for the Wilson loop partition function in (C.11) with real, positive γ ∈ R+.
The shaded regions are those for which | exp[f+(x)] | → 0 as |z| → ∞. The function
F (z) in (C.10) has simple poles along the line ζ · R, located at the points {2πζ ·Z}−
{2πζp ·Z}−{2πζq ·Z} when p > q > 1 (a nontrivial torus knot). At the special value
γ = 1/pq, the critical point collides with the pole of F (z) nearest to the origin.
R converges absolutely. More generally, the sectors of convergence and hence the
defining contour rotate with the phase of γ. See Figure 34 for a sketch of the sectors
of convergence when γ ∈ R+ is real and positive.
Because f+(z) in (C.13) scales linearly with n, the method of steepest-descents
determines the asymptotic behavior of ZS3(γ;Kp,q, n)|L=0 in the limit n→∞. For a
nice review of the method of steepest-descents, with attention to various subtleties,
see §6.6 in [18]. Moreover, f+(z) is quadratic and so has a unique critical point in
the complex z-plane, at
z∗ = 2πζpqγ . (C.15)
Naively, one might wonder how the function on the left of (C.11) can display any
interesting asymptotic dependence on γ, given that a steepest-descent contour must
pass through a single critical point whose location varies linearly with γ. The answer
is provided by the seemingly-innocuous prefactor F (z) in (C.10).
For the unknot, with p = q = 1, the prefactor F (z) is entire and truly innocuous.
Otherwise, for nontrivial torus knots with relatively-prime p > q > 1, F (z) has an
infinite series of simple poles which are located along the tilted line ζ · R at the points
{
Poles of F (z)
}
= [2πζ · Z] − [2πζ · pZ] − [2πζ · qZ] , p > q > 1 . (C.16)
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The three terms on the right in (C.16) correspond to the zeroes of the three hyperbolic
sines in (C.10). As hopefully clear by context, ‘−’ indicates that the given subsets
of p-tuple and q-tuple points are to be removed from the set 2πζ · Z. Equivalently,
the poles of F (z) occur at points 2πζj for integer j not divisible by p or q, ie. p, q ∤ j.
For instance, if p = 3 and q = 2, the poles occur at points {±2πζ, ±2πζ · 5, ±2πζ ·
7 ,±2πζ · 11, . . .}. For all p > q > 1, the prefactor F (z) is regular at the origin and
has its closest nearby poles at ±2πζ .
To apply the method of steepest-descents, we deform the real integration contour
to pass through the critical point z∗, such that a small neighborhood of the contour
near z∗ is a path of steepest-descent. As visible in Figure 34, the contour may cross
finitely-many poles of F (z) during the deformation. If so, by the Cauchy theorem
these poles contribute residues which must be included, along with the naive Gaussian
contribution from z∗, in the leading approximation to ZS3(γ;Kp,q, n)|L=0 as n→∞.
Whether or not the integration contour passes through a pole of F (z) during
its deformation away from the real axis depends upon the value of γ ∈ C. This
dependence underlies the unusual asymptotic behaviour of ZS3(γ;Kp,q, n)|L=0 when
the torus knot Kp,q is nontrivial. Moreover, if supersymmetric matter is coupled to
the gauge theory, poles of the double-sine functions in the third line of (C.3) will also
play a role in the contour analysis.
A Family of Integration Contours. For the following, we take p > q > 1 unless
otherwise noted.
To evaluate ZS3(γ;Kp,q, n)|L=0 as n→∞, we must specify a smooth family of
contours Cγ , each of which passes through the critical point z∗ determined by γ in
(C.15) and along which the integral converges. A canonical choice would be to take
Cγ to be the straight-line steepest-descent path through z∗. This choice is made
in [53,54,77], but it requires some tedious geometry to analyze precisely. We instead
adopt a more heuristic, graphical approach to defining Cγ as a homotopy from the
initial real contour in Figure 34.
The contour will depend on the complex parameter γ ≡ |γ| e−iϕ through both the
norm and phase. Suppose first that the norm |γ| 6= 0 is fixed, and the phase ϕ is
continuously increased or decreased through the range −π/2 ≤ ϕ ≤ π/2.66 There are
two qualitatively distinct cases, depicted in Figure 35.
(a.) If 0 < ϕ ≤ π/2, meaning Im(γ) < 0, the sectors of convergence rotate clockwise
by angle ϕ, as in Figure 35a. In the process, the critical point z∗ also rotates
66Recall that Re(γ) ≥ 0 is positive throughout.
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Rζ · R
×
×
×
×
z∗
(a) Im(γ) < 0.
R
ζ · R
×
×
×
×
z∗
(b) Im(γ) > 0.
Figure 35: Change in sectors of convergence (shaded) and location of the critical
point z∗ with the phase of γ ∈ C, as γ rotates off the positive real axis. The locations
of the poles (×) of F (z) do not depend on γ.
clockwise off the ζ-line, away from the poles of F (z). The initial real contour is
deformed to a contour Cγ through z∗ without passing through any pole of F (z).
See Figure 36a for a picture of the typical Cγ in this case. The naive Gaussian
approximation about z∗ in the limit n→∞ is applicable.
(b.) If −π/2 ≤ ϕ ≤ 0, meaning Im(γ) ≥ 0, the sectors of convergence rotate coun-
terclockwise as in Figure 35b. In the process, the critical point z∗ also rotates
counterclockwise off the ζ-line of poles. The typical contour Cγ through z∗ is
shown in Figures 36b and 36c. Evidently, whether or not the initial real contour
crosses a pole of F (z) in the deformation to Cγ depends upon the norm |γ|.
We separate (b.) into three subcases depending on the norm |γ|.
(b1.) If Im(γ) ≥ 0 and |γ| < 1/pq, the critical point z∗ = 2πζpqγ lies closer to the
origin than the smallest poles of F (z) at the points ±2πζ . The real contour can
be deformed to a contour Cγ through z∗ without passing through any pole of
F (z). This situation is shown in Figure 36c. The naive Gaussian approximation
in the limit n→∞ is applicable.
(b2.) If Im(γ) ≥ 0, |γ| ≥ 1/pq, and the critical point z∗ is not coincident with a pole
of F (z), the deformation from the real contour to Cγ crosses finitely-many poles,
whose residues contribute in addition to the naive Gaussian integral about z∗.
See Figure 36b.
(b3.) If γ ∈ R, |γ| ≥ 1/pq, and z∗ is coincident with a pole of F (z), an analysis which
incorporates subleading effects in n≫ 1 is required. We illustrate with the most
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ζ ·R
Cγ ×
×
×
×
z∗
(a) Im(γ) < 0.
ζ ·R
Cγ ×
×
×
×
z∗
(b) Im(γ) > 0 and |γ| > 1/pq.
Cγ
× 2πζ
×
z∗
(c) Im(γ) > 0 and |γ| < 1/pq.
Figure 36: Typical integration contours Cγ for various values of γ ∈ C. For Im(γ) < 0
or |γ| < 1/pq, the initial real contour is deformed to Cγ without crossing a pole (×)
on the ζ-line. Otherwise, the difference Cγ − R is a closed contour encircling a finite
number of poles, whose residues contribute to the torus knot observable in (C.11).
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relevant example, when γ = 1/pq and z∗ is coincident with the minimal pole at
2πζ .
We perform the analysis for cases (a)-(b1), (b2), and (b3) in turn.
Case I: Im(γ) < 0 or |γ| < 1/pq. This case is elementary. The initial real contour
is deformed to pass through the critical point z∗ without passing through any pole of
F (z). The standard Gaussian approximation for the resulting integral along the new
contour Cγ applies.
Trivially for the critical point in (C.15),
f+(z∗) =
i
2
πpqγn , f ′′+(z∗) = −
n
4πpqγ
6= 0 , (C.17)
and
F (z∗) = i
sin(πqγ) sin(πpγ)
sin(πpqγ)
. (C.18)
The assumptions on γ ensure that the denominator of F (z∗) is non-zero. Hence in the
semiclassical regime k, n→∞ with γ = n/k fixed, the torus knot observable (C.11)
behaves as
ZS3
(
γ;Kp,q, n
)∣∣∣∣
L=0
=
n→∞
1
2πi
1√
pq
exp
[
− i
2
πpqγn
]
×
√
2π
−f ′′+(z∗)
F (z∗) e f+(z∗) ,
=
n→∞
√
2γ
n
· sin(πqγ) sin(πpγ)
sin(πpqγ)
+ O
(
n−3/2
)
.
(C.19)
Of particular note, the torus knot observable remains finite and vanishes like n−1/2
in the semiclassical limit.
For the unknot with p = q = 1, the Gaussian analysis works for all values of γ ∈ C,
since F (z) is entire. The formula in (C.19) specializes to
ZS3
(
γ;©, n
)∣∣∣∣
L=0
=
n→∞
√
2γ
n
sin(πγ) + O
(
n−3/2
)
, (C.20)
which agrees with the asymptotic behavior of the exact result
ZS3
(
k;©, n
)∣∣∣∣
L=0
=
√
2
k
sin
(
πn
k
)
. (C.21)
For the n-colored Jones polynomial (C.6) of the general (p, q)-torus knot, the ratio
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of the asymptotic formulas in (C.19) and (C.20) implies
Jn(Kp,q) =
k,n→∞
sin(πpγ) sin(πqγ)
sin(πγ) sin(πpqγ)
,
=
1
∆Kp,q(t)
, t = e 2πiγ ,
(C.22)
where ∆Kp,q(t) is the Alexander-Conway polynomial of the torus knot,
∆Kp,q(t) =
(
tpq/2 − t−pq/2
) (
t1/2 − t−1/2
)
(tp/2 − tp/2) (tq/2 − t−q/2) . (C.23)
The asymptotic relation between the n-colored Jones polynomial and the Alexander
polynomial is a special case of the Melvin-Morton-Rozansky conjecture, proven in
[11, 47] and true for all knots.
Case II: Im(γ) ≥ 0 and |γ| ≥ 1/pq, with γ generic. In this case the deformation
from the real contour to Cγ passes through poles of the prefactor F (z) in (C.11); see
Figure 36b. By Cauchy’s theorem, the Wilson loop partition function is equal to the
contour integral along Cγ plus a finite sum of residues. Schematically,
ZR = ZCγ + Zres . (C.24)
In the limit n→∞, the contour integral ZCγ is given by the finite expression in
(C.19), and the residue term Zres can be evaluated exactly for all n.
For concreteness, assume γ lies in an open neighborhood of 1 ∈ C, meaning z∗ lies
in an open neighborhood of 2πpqζ. As will be clear shortly, the assumption on the
particular value of γ becomes inessential in the limit n→∞. By (C.16), Zres is a
sum of residues at the points z = 2πζj for j = 1, . . . , pq such that p, q ∤ j. Explicitly
for the contour integral in (C.11),
Zres =
1√
pq
Φ ·
pq−1∑
j=1
p,q∤j
Res
[
F (z) e f+(z)
]
z=2πζj
, (C.25)
and by a brief calculation,
Res
[
F (z) e f+(z)
]
z=2πζj
=
i
π
sin
(
πj
p
)
sin
(
πj
q
)
exp
[
iπnj
(
1− j
2pqγ
)]
. (C.26)
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Substituting the expression (C.12) for Φ,
Zres =
i
π
√
pq
exp
[
−iπ
2
pqγn + O
(1
n
)]
×
×
pq−1∑
j=1
p,q∤j
sin
(
πj
p
)
sin
(
πj
q
)
exp
[
iπnj
(
1− j
2pqγ
)]
.
(C.27)
When γ ∈ R+ is real, Zres remains finite and oscillates with n.
Else if Im(γ) > 0 is positive, the exponential in the first line of (C.27) grows as
n→∞, whereas the exponential in the second line decays as n→∞. In this limit,
the dominant term in the sum over j is the term with j = 1, from the pole at 2πζ
which is nearest the origin, and all terms with j > 1 are exponentially suppressed
relative to the leading term. Hence
Zres =
n→∞
i
π
√
pq
sin
(
π
p
)
sin
(
π
q
)
exp
[
− i
2
πpqγn + iπn − iπn
2pqγ
+ O
(1
n
)]
. (C.28)
Because only the pole at 2πζ contributes as n→∞, the initial assumption on the
particular value of γ, which was used to set the upper limit on the range of summation
over j in (C.27), is irrelevant.
When Im(γ) > 0 and |γ| > 1/pq, the exponential in (C.28) diverges as n→∞.
As ZCγ remains finite in the limit, we obtain the same asymptotic behavior for the
full Wilson loop partition function
ZS3
(
γ;Kp,q, n
)∣∣∣
L=0
=
n→∞
i
π
√
pq
sin
(
π
p
)
sin
(
π
q
)
exp
[
− i
2
πpqγn + iπn − iπn
2pqγ
+ O
(1
n
)]
,
(C.29)
or for the free energy,
lim
n→∞
lnZS3
(
γ;Kp,q, n
)∣∣∣
L=0
n
= iπ
(
1− pqγ
2
− 1
2pqγ
)
. (C.30)
Finally, on the semicircle where Im(γ) > 0 and |γ| = 1/pq, the exponential in
(C.28) is bounded and oscillates with n, similar to the case with γ ∈ R+ real.
We summarize the asymptotic behavior of the semiclassical Wilson loop observable
as a function of γ ∈ C in Figure 37. The results in Cases I and II agree with the more
detailed analysis by Murakami in [77].
Note that the unknot partition function in (C.20) is finite as n→∞ for all values
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RiR γ
γ = 1/pq
Case I
Case II
lim
n→∞ZS3 =∞
ZS3 = O
(
n−1/2
)
Figure 37: Asymptotic behavior of the Wilson loop partition function ZS3(γ;Kp,q, n)
as n→∞, p > q > 1. For Im(γ) < 0 or |γ| < 1/pq, the partition function vanishes
like n−1/2. For Im(γ) > 0 and |γ| > 1/pq, the partition function diverges exponentially
with n at the rate in (C.30). For generic values of γ on the boundary between these
regions, the value of ZS3 oscillates with n. At the special points γ = ±1/pq, the
partition function has a finite, non-zero limit.
of γ ∈ C. Hence the exponential divergence (C.29) of the (p, q)-torus knot partition
function for Im(γ) > 0 and |γ| > 1/pq, together with the definition (C.6) of the colored
Jones polynomial, implies that Jn(Kp,q) also diverges exponentially as n→∞ for
these values of γ.
Case III: γ ∈ 1
pq
Z− 1
p
Z− 1
q
Z is non-generic. We finally consider the special case
in which the critical point z∗ coincides with a pole of the prefactor F (z) in (C.10).
We focus on the most relevant example in which z∗ coincides with the minimal pole
at 2πζ , corresponding to γ = 1/pq.
To carry out the semiclassical analysis in this more delicate situation, we rewrite
the contour integral in (C.11) for γ = 1/pq as
ZS3
(
γ;Kp,q, n
)∣∣∣∣
L=0
=
1
2πi
1√
pq
Φ ·
∫
R
dz exp[G(z)] , (C.31)
where now
G(z) = − n
8π
z2 +
1
2
ζnz + ln sinh
(
ζz
2p
)
+ ln sinh
(
ζz
2q
)
− ln sinh
(
ζz
2
)
. (C.32)
The additional terms in the definition of G(z) relative to f+(z) in (C.13) arise from
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the logarithm of the prefactor F (z). Also, for γ = 1/pq,
Φ = exp
[
−iπ
2
n + O
(1
n
)]
. (C.33)
Subleading corrections will shift the critical point of G(z) slightly away from
the naive critical point at 2πζ , where G(z) diverges. We compute this correction
perturbatively in the expansion parameter 1/n≪ 1. The exact expression for the
derivative is given by
G′(z) = − n
4π
z +
1
2
ζn +
ζ
2
[
1
p
coth
(
ζz
2p
)
+
1
q
coth
(
ζz
2q
)
− coth
(
ζz
2
)]
. (C.34)
We now solve G′(z∗) = 0 perturbatively with the ansatz
z∗ = 2πζ
(
1− δ
n
)
, ζ ≡ eiπ/4 , (C.35)
for a rescaled variable δ. In terms of the new variable, the critical point equation
G′(z∗) = 0 becomes
0 = δ +
1
p
coth
[
iπ
p
(
1− δ
n
)]
+
1
q
coth
[
iπ
q
(
1− δ
n
)]
− coth
[
iπ
(
1− δ
n
)]
. (C.36)
We expand each hyperbolic cotangent in Taylor series to obtain at leading-order(
1 +
A
n
)
δ + B − i n
π δ
+ O
(
n−2
)
= 0 . (C.37)
Here A and B are finite constants depending upon the coprime pair (p, q),
A =
iπ
p2
csch2
(
iπ
p
)
+
iπ
q2
csch2
(
iπ
q
)
+
iπ
3
,
B =
1
p
coth
(
iπ
p
)
+
1
q
coth
(
iπ
q
)
,
(C.38)
and the singular term proportional to n/δ in (C.37) arises from the pole in the last
term of (C.36). The perturbative equation for δ has solutions
δ± =
−B ±
√
B2 + 4
(
1 + A
n
) (
i n
π
)
2
(
1 + A
n
) = ±ζ√n
π
+ O(1) , (C.39)
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independent of A and B to leading-order.
The initial real contour in (C.31) can be deformed to pass through the critical point
described by δ+ without crossing the pole at 2πζ . After this contour deformation,
the Wilson loop partition function is evaluated semiclassically via the naive Gaussian
approximation around
z∗ = 2πζ
1− ζ
√
1
πn
 . (C.40)
By comparison to the Gaussian formula in (C.19), the small, O(n−1/2)-correction
to z∗ is only necessary to include when we evaluate the polar term in F (z∗); the
perturbative correction to z∗ can otherwise be ignored in (C.19) to leading-order.
Substituting the perturbative result for z∗ into the first line of (C.19), we obtain the
non-vanishing limit
lim
n→∞ZS3
(
γ =
1
pq
;Kp,q, n
)∣∣∣∣
L=0
= ζ−1
√
2
πpq
sin
(
π
p
)
sin
(
π
q
)
. (C.41)
At the critical value γ = 1/pq, the Wilson loop partition function neither vanishes
nor diverges as n→∞.
For the unknot, note that
ZS3
(
γ =
1
pq
;©, n
)∣∣∣∣
L=0
=
√
2
pqn
sin
(
π
pq
)
. (C.42)
When evaluated at the special value γ = 1/pq, the colored Jones polynomial of the
(p, q)-torus knot thus grows asymptotically with n as67
Jn
(
Kp,q
)
=
n→∞ ζ
−1 sin
(
π
p
)
sin
(
π
q
)
sin
(
π
pq
) √n
π
+ O(1) , γ = 1/pq . (C.43)
Unlike the exponential growth for values of γ in the shaded region of Figure 37,
Jn(Kp,q) has only a power-law divergence with n at the point γ = 1/pq.
C.2 Coupling to Supersymmetric Matter
A similar asymptotic analysis works for the Wilson loop partition function in (C.3)
when the SU(2) gauge theory is coupled to matter.
Again via the Weyl symmetry on the Coulomb-branch, the partition function with
67The asymptotic formula (C.43) for Jn(Kp,q) at γ = 1/pq agrees with Theorem 3.1 in [53] up to
the replacement of
√
pi with
√
2 in the denominator. This small discrepancy seems to be a typo.
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matter in the irreducible SU(2) representation of dimension [L+ 1] takes the form
ZS3
(
γ, µ;Kp,q, n, L
)
=
1
2πi
1√
pq
Φ ·
∫
R
dz H(z) e f+(z) , (C.44)
where Φ and f+(z) are the same functions in (C.10), and the new prefactor H(z) now
includes a one-loop contribution from the matter as well as the vector multiplet,
H(z) =
sinh(ζz/2p) sinh(ζz/2q)
sinh(ζz/2)
× ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
s
b=
√
p/q
(
ζ
β z
4π
√
pq
+ µ
)
. (C.45)
Again, ζ ≡ exp(iπ/4) is an eighth-root of unity. In the limit n→∞ with68 L ∈ Z and
γ, µ ∈ C fixed, a steepest-descent contour for the integrand in (C.44) passes through
the same critical point z∗ of f+(z) in (C.15).
However, as we have already observed, the semiclassical behavior of ZS3 as a
function of both γ, µ ∈ C depends very much on the analytic structure of the prefactor
H(z), which has poles at the locations in (C.16) as well as at points determined by
poles of the double-sine factors in (C.45),
{
Poles of H(z)
}
= [2πζ · Z] − [2πζ · pZ] − [2πζ · qZ] +
+
∑
β 6=0∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
[
4πζ
β
·
(
pZ≤0 + qZ≤0 + i µ
√
pq
)]
. (C.46)
The poles in H(z) appearing in the second line of (C.46) generally occur with non-
trivial multiplicity, due both to the sum over weights β as well as the dual sum over
negative integers multiplying p and q. Significantly, H(z) always has simple poles at
the special points ±4πiζµ√pq/L, which for small mass 0 < |µ| ≪ 1 are the poles of
H(z) lying nearest the origin. See Figure 38 for a schematic diagram of the poles of
H(z).
The situation is particularly simple when µ ∈ iR is pure imaginary, corresponding
physically to the theory with vanishing real mass. As evident from (C.46), all poles of
H(z) then lie along the line ζ · R, just like the prefactor F (z) in (C.10) which controls
the analytic behavior of the colored Jones polynomial. In this case, the qualitative
features of the discussion in Section C.1 remain unchanged when µ ∈ iR is imaginary,
though quantitative details do depend on the value of µ.
68The semiclassical limit of “spinning-matter” with n,L→∞ jointly might also be interesting to
explore, but we do not analyze that limit here.
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Rζ · R
×
×
×
×
z∗
Figure 38: Schematic distribution of poles of the prefactor H(z). Poles from the
vector multiplet are indicated by (×), and the poles from the matter multiplet are
indicated by (◦). The critical point of f+(z) lies at z∗. Compare to Figure 34.
In the remainder, we specialize our analysis to the case µ ∈ iR is imaginary. For
non-zero real masses and general µ ∈ C, the refined stationary-phase techniques used
in [53,54,77] should be equally applicable, but we do not consider the generalization
here.
Case I: Im(γ) < 0 or |γ| < min
{
1/pq, 2|µ|/L√pq
}
. When Im(γ) < 0 or |γ| is
smaller than both 1/pq and 2|µ|/L√pq, the naive stationary-phase analysis of (C.44)
works, with no contributions from poles of H(z). The single critical point of f+(z)
occurs at z∗ = 2πζpqγ as before, with
H(z∗) = i
sin(πqγ) sin(πpγ)
sin(πpqγ)
× ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
s
b=
√
p/q
(
i
2
βγ
√
pq + µ
)
. (C.47)
The conditions |γ| < 1/pq and |γ| < 2|µ|/L√pq ensure that H(z∗) is non-singular. As
in (C.19),
ZS3
(
γ, µ;Kp,q, n, L
)
=
n→∞√
2γ
n
· sin(πqγ) sin(πpγ)
sin(πpqγ)
× ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
s
b=
√
p/q
(
i
2
βγ
√
pq + µ
)
+ O
(
n−3/2
)
.
(C.48)
Just like the theory without matter, ZS3 vanishes asymptotically as n−1/2. Only the
coefficient of n−1/2 depends upon the mass µ, through one-loop corrections encoded
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by the double-sine functions.
Case II: Im(γ) ≥ 0 and |γ| > min
{
1/pq, 2|µ|/L√pq
}
, with γ generic. In this
case the deformation from the real contour in (C.44) to the stationary-phase contour
Cγ passes through at least one pole of H(z), so that again
ZR = ZCγ + Zres . (C.49)
The situation now depends upon whether poles from the vector multiplet or the
matter multiplet contribute to the residue sum Zres.
If 1/pq < |γ| < 2|µ|/L√pq, which is only possible when the mass µ is sufficiently
large, poles from the matter multiplet do not contribute to Zres. All contributions to
the residue sum arise from the vector multiplet. These contributions were considered
previously in Case II of Appendix C.1. The dominant contribution to Zres as n→∞
arises from the pole in H(z) at 2πζ . By the same computation which leads to (C.28),
Zres =
n→∞
i
π
√
pq
sin
(
π
p
)
sin
(
π
q
)
× ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
s
b=
√
p/q
(
i β
2
√
pq
+ µ
)
×
× exp
[
− i
2
πpqγn + iπn − iπn
2pqγ
+ O
(1
n
)]
.
(C.50)
Our assumptions on γ imply that the exponential diverges with n. Since ZCγ vanishes
as n→∞, the free energy behaves identically to the pure vector theory,
lim
n→∞
lnZS3
(
γ, µ;Kp,q, n, L
)
n
= iπ
(
1− pqγ
2
− 1
2pqγ
)
, 1/pq < |γ| < 2|µ|/L√pq .
(C.51)
By contrast, when 2|µ|/L√pq < |γ| < 1/pq, poles from the matter multiplet but
not the vector multiplet contribute to Zres. These poles occur at locations labelled
by a triple (a, b, β),
za,b =
4πζ
β
(−p a− q b + iµ√pq) , a, b ∈ Z≥0 ,
β ∈
{
L, L− 2, · · · , 2− L, −L
}
.
(C.52)
All dependence on n occurs through the prefactor Φ and the function f+(z) in (C.44).
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The residue at za,b for given β scales with n as
lnZres
n
=
n→∞
− iπ
[
2
β2pqγ
(p a+ q b− iµ√pq)2 + 2
β
(p a+ q b− iµ√pq) + pqγ
2
+ O
(1
n
)]
.
(C.53)
This result should be compared to the corresponding scaling in the second line of
(C.50). Inessential prefactors are captured by the O(1/n)-terms in (C.53).
Since by assumption µ ∈ iR is imaginary, the scaling of the norm |Zres| is much
simpler, with
ln |Zres|
n
=
n→∞
πpq
2
Im(γ)
[
1 − 4
β2p2q2|γ|2 (p a+ q b− iµ
√
pq)2 + O
( 1
n
)]
. (C.54)
For fixed γ ∈ C with Im(γ) > 0, the pole which makes the dominant contribution to
Zres is that for which the pair a, b ∈ Z≥0 minimizes the quantity
(
p a+ q b− iµ√pq
)2
and for which β2 = L2 is maximum. Evidently the dominant pole depends upon
µ ∈ iR and the knot Kp,q through the first condition, but when either Im(µ) > 0
or |µ| ≪ p, q is small, the dominant pole is always the distinguished pole of H(z)
lying nearest to the origin, with a = b = 0 and |β| = L in (C.52). As for signs, the
dominant pole lies in the upper half-plane. Whether β = ±L for the dominant pole
is determined by the sign of Im(µ). For Im(µ) > 0, β = −L, and vice versa.
In summary, if 2|µ|/L√pq < |γ| < 1/pq and µ ∈ iR with either Im(µ) > 0 or
|µ| ≪ p, q, the free energy diverges exponentially with n at the rate in (C.53),
lim
n→∞
lnZS3
(
γ, µ;Kp,q, n, L
)
n
= iπ
(
2|µ|√pq
L
− pqγ
2
− 2
L2
|µ|2
γ
)
. (C.55)
For other values of µ ∈ iR with Im(µ) < 0, the free energy still diverges exponentially
with n, but the rate of divergence has a complicated, non-analytic dependence on µ,
determined by minimizing
(
p a+ q b− iµ√pq
)2
over a, b ∈ Z≥0.
Finally, when Im(γ) ≥ 0 and |γ| is greater than 2|µ|/L√pq and 1/pq, poles from
both the vector and the matter multiplets contribute to Zres. Depending upon the
value of the mass µ ∈ iR, the leading asymptotic divergence in ZS3 is given by one
or the other of the prior results (C.51) and (C.55). For |µ| > L/2√pq, the vector
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contribution is dominant,
lim
n→∞
lnZS3
(
γ, µ;Kp,q, n, L
)
n
|µ|>L/2√pq
= iπ
(
1− pqγ
2
− 1
2pqγ
)
. (C.56)
While for |µ| < L/2√pq, the matter contribution is dominant,
lim
n→∞
lnZS3
(
γ, µ;Kp,q, n, L
)
n
|µ|<L/2√pq
= iπ
(
2|µ|√pq
L
− pqγ
2
− 2
L2
|µ|2
γ
)
. (C.57)
Understanding the scaling results in (C.51), (C.55), (C.56), and (C.57) more simply
and directly by a semiclassical analysis in the Chern-Simons-matter theory could be
very interesting.
Case III: γ is non-generic. We lastly consider the special case in which the critical
point z∗ = 2πζpqγ of f+(z) is coincident with one of the poles (C.46) in the prefactor
H(z) in (C.44). When γ ∈ 1
pq
Z− 1
p
Z− 1
q
Z corresponds to a pole arising from the
vector multiplet, the asymptotic analysis proceeeds exactly as in Appendix C.1, with
the result that ZS3 scales independently of n as n→∞.
Otherwise, we are left to consider the case that γ corresponds to a pole arising
from the matter multiplet, so that
γ =
2
β
(
−a
q
− b
p
+ i
µ√
pq
)
, a, b ∈ Z≥0 ,
β ∈
{
L, L− 2, · · · , 2− L, −L
}
.
(C.58)
For concreteness, we focus on the case β = −L and a = b = 0, or
γ = − 2iµ
L
√
pq
, (C.59)
which describes the pole nearest to the origin and lying in the upper half-plane when
Im(µ) > 0.
We rewrite the original contour integral (C.44) for the special value of γ in (C.59)
as
ZS3
(
γ = − 2iµ
L
√
pq
, µ;Kp,q, n, L
)
=
1
2πi
1√
pq
Φ ·
∫
R
dz e I(z) , (C.60)
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where
I(z) = − inL
16πµ
√
pq
z2 +
1
2
nζz + ln sinh
(
ζz
2p
)
+ ln sinh
(
ζz
2q
)
− ln sinh
(
ζz
2
)
+
+
∑
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
ln s
b=
√
p/q
(
ζ
β z
4π
√
pq
+ µ
)
,
(C.61)
and
Φ = exp
[
−πµ
√
pq
L
n + O
(1
n
)]
. (C.62)
Subleading corrections shift the critical point of I(z) away from the naive value
z∗,naive = 4πµ
√
pq/ζL, where the double-sine summand for β = −L in the second
line of (C.61) diverges. Following the procedure in Appendix C.1, we compute the
correction to the critical point of I(z) perturbatively in 1/n≪ 1.
To start, the derivative I ′(z) is given exactly by
I ′(z) = − inL
8πµ
√
pq
z +
1
2
nζ +
ζ
2
[
1
p
coth
(
ζz
2p
)
+
1
q
coth
(
ζz
2q
)
− coth
(
ζz
2
)]
+
+
ζ
4π
√
pq
∑
β∈∆ ,
∆={L,L−2, ··· ,2−L,−L}
β s′
b=
√
p/q
(
ζ β z
4π
√
pq
+ µ
)
s
b=
√
p/q
(
ζ β z
4π
√
pq
+ µ
) .
(C.63)
We are not aware of a convenient analytic expression for the derivative s′b of the
double-sine function, but such an expression will not be necessary to determine the
leading asymptotic behavior of ZS3 as n→∞. With the ansatz
z∗ =
4πµ
√
pq
ζ L
(
1 − δ
n
)
, ζ ≡ e iπ/4 , (C.64)
we next solve the critical point equation I ′(z∗) = 0 perturbatively for δ. In terms of
the new variable δ, the critical point equation (C.63) becomes
0 = δ +
1
p
coth
[
2πµ
L
√
q
p
(
1− δ
n
)]
+
1
q
coth
[
2πµ
L
√
p
q
(
1− δ
n
)]
− coth
[
2πµ
√
pq
L
(
1− δ
n
)]
+
+
1
2π
√
pq
L∑
j=0
(2j − L) ·
s′
b=
√
p/q
( (
2j
L
+
(
1− 2j
L
)
δ
n
)
µ
)
s
b=
√
p/q
( (
2j
L
+
(
1− 2j
L
)
δ
n
)
µ
) = 0 ,
(C.65)
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where we have changed the index of summation via the substitution β = 2j − L in
the final line. Compare to the previous, simpler critical point equation in (C.36).
Because sb(z) has a simple pole at z = 0, the summand in (C.65) for j = 0 is singular
at δ = 0. Otherwise, for generic values of µ, all other terms in (C.65) are regular at
δ = 0.
In the perturbative expansion for large n≫ 1, the critical point equation (C.65)
takes the schematic form(
1 +
A
n
)
δ + B +
L
2πµ
√
pq
· n
δ
+ O
(
n−2
)
= 0 . (C.66)
Like the analogous equation in (C.37), A and B are constants independent of δ and n,
but depending on the parameters (p, q, µ, L). These constants arise from the Taylor
expansions of the hyperbolic cotangents and double-sine functions in (C.65). To
leading-order in n, the values of A and B are inessential, so we do not evaluate the
constants here.
The singular term in (C.66), proportional to 1/δ, arises from the aforementioned
simple pole of sb(z) at z = 0. As a result of this term, the pertubative equation for δ
has the pair of solutions
δ± =
−B ±
√
B2 − 4
(
1 + A
n
) (
Ln
2πµ
√
pq
)
2
(
1 + A
n
) = ±i
√√√√ Ln
2πµ
√
pq
+ O(1) . (C.67)
For Im(µ) > 0 the critical point described by δ+ is distinguished, since the original
real contour in (C.60) can be deformed to pass through the δ+-critical point without
passing over the pole in H(z) at 4πµ
√
pq/ζL. After the contour deformation, ZS3
can then be evaluated by the naive stationary-phase approximation at the corrected
critical point
z∗ =
4πµ
√
pq
ζ L
− ζ
√
8πµ
√
pq
Ln
+ O
(1
n
)
. (C.68)
When we apply the stationary-phase formula in (C.48), the subleading O
(
1/
√
n
)
-
correction in (C.68) is only necessary to resolve the singularity in the prefactor H(z∗).
For non-singular terms, the correction can be neglected at leading-order. We thus
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find the non-vanishing limit
lim
n→∞ZS3
(
γ = − 2iµ
L
√
pq
, µ;Kp,q, n, L
)
=
ζ
L
√
2
π
·
sinh
(
2πµ
L
√
q
p
)
sinh
(
2πµ
L
√
p
q
)
sinh
(
2πµ
L
√
pq
) × ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L}
s
b=
√
p/q
(
µ
(
1 +
β
L
)) (C.69)
Observe that the term for β = −L is omitted in the product over weights, so the
argument of each double-sine is non-zero for µ 6= 0, and the limit is non-singular.
The formula (C.69) for limn→∞ZS3 in the theory with supersymmetric matter
superficially resembles the prior result (C.41) in the pure gauge theory, insofar as
both imply a finite, non-vanishing limit. However, these formulas have an important
qualitative difference.
The limit formula (C.41) for ZS3 in pure gauge theory applies only when the
torus knot Kp,q is non-trivial. For the unknot, ZS3 in pure gauge theory vanishes as
1/
√
n according to (C.42). By contrast, in the theory with supersymmetric matter,
the result for limn→∞ ZS3 in (C.69) applies to all torus knots, including the unknot
with p = q = 1. Concretely, the one-loop matter determinant creates a singularity in
the prefactor H(z) which is present for all torus knots, whereas the corresponding
prefactor F (z) for the pure gauge theory – recall (C.10) – is non-singular for the
unknot. The Jones polynomial Jn(Kp,q) then has a power-law divergence with n
at the special point γ = 1/pq, but the analogous ratio of supersymmetric partition
functions in the SU(2) gauge theory with spin-L/2 matter remains finite as n→∞,
lim
n→∞
ZS3
(
γ = − 2iµ
L
√
pq
, µ;Kp,q, n, L
)
ZS3
(
γ = −2iµ
L
, µ;K1,1, n, L
) =
sinh
(
2πµ
L
√
q
p
)
sinh
(
2πµ
L
√
p
q
)
sinh
(
2πµ
L
√
pq
)
sinh
(
2πµ
L
) × ∏
β∈∆ ,
∆={L,L−2, ··· ,2−L}
sb=√p/q
(
µ
(
1 + β
L
))
sb=1
(
µ
(
1 + β
L
))
 .
(C.70)
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