



















ISTANBUL TECHNICAL UNIVERSITY  INSTITUTE OF SCIENCE AND TECHNOLOGY 
M.Sc. Thesis  by 
Chem. Eng. Burcu KENARLI 
 
Department : Polymer Science and Technology 
Programme: Polymer Science and Technology 
JUNE 2008 
THEORETICAL STUDY ON THE MORHPOLOGY OF THE POLY(STYRENE), 
POLY(ε-CAPROLACTONE) AND POLY(2-METHYLOXAZOLINE) 























ISTANBUL TECHNICAL UNIVERSITY  INSTITUTE OF SCIENCE AND TECHNOLOGY 
 




Date of submission : 5 May 2008 
Date of defence examination: 11 June 2008 
Supervisor (Chairman): Prof. Dr. Mine YURTSEVER 
Members of the Examining Committee Prof. Dr. Nurseli UYANIK (I.T.U.) 




THEORETICAL STUDY ON THE MORHPOLOGY OF THE POLY(STYRENE), 




İSTANBUL TEKNİK ÜNİVERSİTESİ  FEN BİLİMLERİ ENSTİTÜSÜ 
POLİSTİREN, POLİ(2-METİL OKSAZOLİN), POLİ(ε-KAPROLAKTON) 
AŞILANMIŞ FENİLEN OLİGOMERLERİNİN MORFOLOJİLERİ 
ÜZERİNE TEORİK ÇALIŞMA 
YÜKSEK LİSANS TEZİ 




Tezin Enstitüye Verildiği Tarih :    5 Mayıs 2008 
 
Tezin Savunulduğu Tarih :  11 Haziran 2008 
Tez Danışmanı : Prof. Dr. Mine YURTSEVER 
Diğer Jüri Üyeleri Prof. Dr. Nurseli UYANIK (İ.T.Ü.) 
 Prof. Dr. A. Levent DEMİREL (K.Ü.) 
 
 iii   
ACKNOWLEDGEMENTS 
 
It is great pleasure to thank my supervisor who brought me to this point with great 
sacrifice, Prof. Dr. Mine YURTSEVER for introducing me this interesting and 
exciting area of research, and for her endless encouragement and guidance during 
this study. I greatly appreciate the influence she has had on my personal development 
as a researcher.  
I would like to thank to Prof. A. Levent DEMİREL sharing his knowledges and 
experiences with me generously and for his guidence. 
Special thanks go to Prof. Nurseli UYANIK in voluable support and help. 
I would like to express my thanks to Erol YILDIRIM for his understanding, help, 
endless encouragement and emotional support. 
I want to thank my friends Cihan ÖZEN and Burcu İŞCANI at İstanbul Technical 
University. They were always near me and motivated me to study harder on my 
thesis.  
I also want to thank the Tubitak for financial support. 
Finally, I would like to express my grateful thanks to my parents and my little sister 
sweet nieces and nephews.  
 
May, 2008                                                                                    Burcu KENARLI
 iv   
 
CONTENTS 
ACKNOWLEDGEMENTS                                                                                      iii 
ABBREVIATIONS  v 
LIST OF FIGURES vi 
LIST OF TABLES vii 
SUMMARY viii 
ÖZET x 
1. INTRODUCTION                                                                                                  1 
2. METHODS                                                                                                              5 
2.1. Quantum Mechanical Techniques                                                                     5 
    2.1.1. Ab -initio Quantum Mechanical Methods                                                  5 
        2.1.2. Semi-Empirical Quantum Mechanical Methods                                        6 
    2.2. Geometry Optimization                                                                                     7 
    2.3. Density Functional Theory Method                                                                   7 
    2.4. DFT Calculations with DMol3                                                                         10     
    2.5. Statistical Mechanical Techniques                                                                   11     
        2.5.1. Molecular Dynamics Simulation Technique                                             11   
    2.6. Calculation of the Interaction Parameter (χ)                                                    13        
        2.6.1. Force Fields                                                                                               16  
        2.6.2. Charge Methods                                                                                        17    
    2.7. Dissipative Particle Dynamics (DPD)                                                             17  
   
3. COMPUTATIONAL DETAILS                                                                         20 
    3.1. Modelling of PPP oligomers with PCL and POx side chains                          20 
    3.2. Modelling of PPP oligomers with PCL and PS side chains                            21 
    3.3. Modelling of PPP oligomers with PCL-b-PS and POx side chains                 21 
 
4. RESULTS AND DISCUSSION                                                                           23 
    4.1. Quantum Mechanical Results                                                                          23 
    4.2. MD results                                                                                                        25 
    4.3. Calculated Interaction Parameters and Mixing Energies                                 32 
    4.4. Calculated DPD Input Parameters                                                                   33 
    4.5. Morphological Studies                                                                                     35 
 
5.CONCLUSIONS                                                                                                    38 
 v   
REFERENCES                                                                                                          41 
APPENDIX                                                                                                                45  






































PPP                     : Polyparaphenylene 
PCL                    : Poly(ε-caprolactone) 
ROP : Ring Openning Polymerization 
POx                     :Poly(2-methyl-oxazoline) 
PS                        : Polystyrene 
Tg                         :Glass transition temperature 
Tm                              :Melting temperature 
UV : Ultraviolet 
HF                       : Hartree Fock 
STO                     :Slater type orbital 
GTO                    :Gaussian type orbital 
B3LYP : Becke Style Three Parameter Functional in Combination with the               
Lee-Yang Parr Correlation Functional 
DFT : Density Functional Theory 
E : Energy 
Z                          : Coordinaton Number 
G03 : Gaussian 03 
PCFF                  : Polymer Consistent Forcefield 
PES                     : Potential Energy Surface 
DFT                     : Density Functional Theory 
ESP                     : Electrostatic Potential 
CHelp                   : Charges Using With Eloctrastatic Potential Surface 
LYP                    : Lee-Yang Parr Correlation Functional 
LDA                    : Local Density Approximation 
DNP                    : Double Numerical Plus Approximation 
PW91                  : Perdew-Wang 91 
ESP                     : Electrostatic Potential 
GGA                   : General Gradient Approximation 
MD                     : Molecular Dynamic 
DPD                    : Dissipative Particle Dynamic 
LBM                   : Lattice Boltzmann Method 
MF                      : Mean Field 
COMPASS         : Condensed-phase Optimized Molecular Potentials for Atomistic 
                              Simulation Studies 
FA                         : Force Field Assigned 
AFM                   : Atomic Force Microscopy 
 vii   






Table 4.1.1 Monomers with quantum mechanically obtained atomic charges... 23 
Table 4.2.1 End to end distance of the side chains in the studied systems after minimization and after 1 ns simulation. ( in Ǻ) ……...................... 31 
Table 4.3.1 Emix and χ parameters……………………………………………... 32 
Table 4.4.1 Molar volumes, solubility parameters and the characteristic ratios 
of PPP, PCL, POx and PS………………………………………… 33 
Table 4.4.2 The bead numbers and their connectivity scheme. The bracket 
indicates the type of the substituent chain with the number of 
monomer units contained on the PPP backbone………………...... 34 
Table 4.5.1 χ parameters calculated with Polymer Consistent Force Field with charges calculated by Chelp method............................................... 36 
Table 4.5.2 DPD results with AFM images…………........................................ 37 
 viii   
 


























Figure 4.5.1  
 
Figure 5.1 
:  Synthesis of the PCL macromonomer by ROP……………………… 
:  Synthesis of the starting POx-based macromonomers……………… 
:  Synthesis of the new PS-based macromonomers…………………… 
:  Schematic representation of PPP with POx and PCL side chain…… 
:  Schematic representation of PPP with PS and PCL side chains……. 
:  Schematic representation of PPP with POx and PCL-b-PS side 
chains………………………………………………………………… 
:  The polymeric forms of the monomers……………………………… 
:  The snapshot pictures of POx-PPP-PCL system (a) after 
minimization b) after 1 ns simulation at T=298 K………………….... 
: The snapshot pictures of two chains of POx-PPP-PCL system. (a) 
after minimization b) after 600 ps equilibration at T=298 K where 
Etotal = -1231.610 kcal/mol................................................................... 
: The snapshot pictures of two chains of POx-PPP-PCL system. (a) after
minimization b) after 600 ps equilibration at T=298 K where  
  Etotal= -1366.172  kcal/mol……………………………………… 
: The snapshot pictures of PS-PPP-PCL system a) after minimization 
b)after 1 ns equilibration at T=298 K……………………………………
: The snapshot pictures of two chains of PS-PPP-PCL system. (a) after 
minimization b) after 600 ps equilibration at T=298 K…………………
: The snapshot pictures of POx –PPP-(PCL-b-PS) system. After 
minimization…………………………………………………………….
: The snapshot pictures of POx –PPP-(PCL-b-PS) system. After 1 ns 
equilibration at T=298 K………………………………………………
: The morphology of POx-PPP-PCL sytem projected in 2D a) in larger 
scale b) in smaller scale ( Compass FF / FA charges)………………….
: 2D AFM images versus DPD images generated by PCFF/Chelp………
 
  3 
  4 


























 ix   
THEORETICAL STUDY ON THE MORHPOLOGY OF THE 
POLY(STYRENE), POLY(ε-CAPROLACTONE) AND POLY(2-




Poly(para-phenylene)s (PPP) are important members of conducting polymers. The 
side chain chemistry and the effect of side chain length on the planarity of PPP 
backbones has been extensively investigated by various groups and it was reported 
that substitution of well-defined polymeric side chains increases the planarity. The 
formation of nanophases were also attributed to the self organizational behavior of 
side chains. Demirel, et.al., have showed that the microphase separation occurs when  
the chemically incompatible side chains exist. The favorable interactions of the side 
chains with the backbone and their orientations in thin films allow the control of 
morphology. Another factor that affets the morphology is that the properties of the 
side chains like hydrophilicity, crystallinity, solubility and electronic structure. Not 
only physical and chemical properties but also the processibility of PPPs can be 
improved by introducing the side chains. 
 
In this work, poly(2-methyl-oxazoline) (POx), poly(ε-caprolactone) (PCL), 
poly(styrene) (PS) side chain substituted paraphenylene oligomers are modelled and 
the morphological properties of the resulting systems have been studied in different 
scales by Density Functional Theory (DFT) , Molecular Dynamics (MD) and 
Mesoscale Dynamics –Dissipative Particle Dynamics ( DPD) simulation methods. 
The length of the backbone as well as the side chains are taken as same as the 
experimental lenghts. Prior to the simulation studies, geometry optimization of the 
monomers were carried out quantum mechanically by DFT method implemented in 
Gaussian 2003 software package. The atomic charges were also calculated by DFT at 
B3LYP/6-31g(d,p) level. The mixing energies and the χ interaction parameters 
between the side chains and between the side chains and the backbone were 
calculated with an extended Flory-Huggins theory method implemented in Materials 
Studio 4.01 software. These parameters were then used as the input parameters for 
the Dissipative Particle Dynamics (DPD) simulations. DPD is a coarse grained 
simulation technique which enabled us to study the large polymeric systems at 
mesoscale in a reasonable time period. 
 
The results can be summarized as follows: In POx-PPP-PCL system, nano/micro 
phase separation is not as clear as in PS-PPP-PCL system due to the compatibility of 
the hydrophilic POx and PCL chains. In PS-PPP-PCL system, as the χ parameter 
implies, the miscibility of PS and PCL chains are less than that of POx and PCL. 
Therefore, the phase separation becomes more clear in the DPD and AFM images. 
The incorporation of PS block in POx-PPP-PCL system improves the phase 
separation. PS chains tend to escape from POx chains and approach to the backbone. 
This tendency prevents the folding of the PCL chains to form crystalline 
microphases. The microphase separation occurs due to the unfavorable interaction 
between PS and POx terminal chains. Hydrophilic character of the POx chains favors 
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the clustering on one side of the backbone. The relatively higher affinity of the 
hydrophobic PCL chains towards the PS chains favors the organization of them in 
the close vicinity of the PS domain on the opposite side of the backbone. The 
separation of POx rich nanophase in the form of small islands with irregular shapes 
from the PCL-b-PS domain is clearly seen in DPD images as well as in the AFM 
images.The phase separation observed in the systems of PPPs with polymeric side 
chains which are longer than the PPP backbone itself, is mainly determined by the 
incompatibility of the side chains. The degree of compability or incompability is 
calculated in terms of mixing energies and the Flory-Huggins χ parameter. The 
coarse-grained methodology employed here is sufficient to reflect the true 
interactions between the polymer chains.  
 
Finally we conclude that our DPD simulations successfuly produced the similar 
patterns in nanometer scale observed in AFM images in micrometer scale.
 xi   
POLİSTİREN, POLİ(2-METİL OKSAZOLİN), POLİ(ε-KAPROLAKTON) 
AŞILANMIŞ FENİLEN OLİGOMERLERİNİN MORFOLOJİLERİ 




Poliparafenilenler iletken polimerler sınıfının önemli üyelerinden biridir. Yan 
zincirlerin kimyasının ve uzunluğunun PPP ana zincirinin düzlemselliği üzerine 
etkisi daha önce birçok grup tarafından çalışılmış ve yan zincirlerin ana zincire 
bağlanması ile düzlemselliğin arttığı ve yan zincirlerin kendi kendine organize 
olması sonucunda nano ölçekte faz ayrımlarının oluştuğu gösterilmiştir. Demirel ve 
et.al., hidrofobik ve hidrofilik yan zincirler kullanarak faz ayrılması elde edildiğini 
göstermiştir. Yan zincirler ile ana zincir arasındaki etkileşimler, zincirlerin 
oryantasyonunu ve morfolojisini kontrol etmede etkindir. PPPlerin özellikleri yan 
zincirlerin eklenmesi ile büyük ölçüde değişir. Yan zincir aşılanması ile 
düzlemselliğin artmasının yanı sıra, bu yan zincirlerin hidrofiliklik, kristallik, 
çözünürlük ve  elektronik özelliklerine bağlı olarak farklı morfolojiler elde edilebilir 
ve bu şekilde PPP’lerin işlenebilirlikleri arttırılabilir. 
 
Bu çalışmada, farklı uzunluklarda poli(2-metiloksazolin) (POx), poli(ε-kaprolakton) 
(PCL), polistiren (PS) aşılanmış fenilen halkaları modellenerek ve morfolojik 
özellikleri yoğunluk fonksiyonel teorisi, moleküler dinamik ve mezo boyut dinamik 
simülasyonları ile çalışılmıştır. Oligomerler H-NMR sonuçlarına göre 
modellenmiştir. Atomik yükler yoğunluk fonksiyonel teorisi ile B3LYP/6-31(d,p) 
basis seti ile hesaplanmıştır. Monomerlerin geometri optimizasyonları kuantum 
mekaniksel olarak Gaussian 2003 programı kullanılarak yapılmıştır. Yan zincirler 
birbirleri ile ve yan zincirlerin ana zincir ile karışma enerjileri ve etkileşim 
parametreleri Materials Studio 4.1 programı içerisinde bulunan genişletilmiş Flory-
Huggins teorisi algoritması kullanılarak hesaplanmıştır. Daha sonra bu parametreler 
bir çeşit mezo boyutta simülasyon metodu olan Dissipative Particle Dynamics (DPD) 
simülasyonları için girdi parametrelerine dönüştürüldü. 
 
POx-PPP-PCL sistemine PS bloğunun eklenmesi sonucu faz ayrılması meydana 
gelir. PS zincirleri POx zincirlerinden uzaklaşma, PPP ana zincirine yaklaşma 
eğilimindedirler. Bu eğilim PCL zincirlerinin katlanmasını engeller böylece kristal 
mikrofaz yapı oluşur. Mikrofaz ayrılması PS ve POx ana zincirleri arasındaki 
uyumsuz etkileşimden dolayı meydana gelmektedir. Hidrofilik karaktere sahip POx, 
ana zincirin bir tarafında kümelenir. Bu da POx zincirlerinin adacıklar şeklinde 
kümelenmesine sebep olmuştur. Bu sonuç AFM resimleri tarafından 
desteklenmektedir. Deneysel olarak elde edilen yan zincirler arasındaki faz ayrılması 
teorik olarak da gösterilmiştir. 
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1. INTRODUCTION  
Poly(p-phenylene) has attracted considerable attention since it can act as an excellent 
organic conductor upon doping and possesses a unique combination of physical 
properties, such as low density, high mechanical strength, excellent thermal stability 
and remarkable chemical resistance.[1-2] Beside these properties, PPP also shows 
electroluminescence and electrical conductivity in the oxidized state.[3]  
PPP provides the simplest form of 1-dimensionally enchained benzene rings. The 
lowest energy conformations for smallest oligomeric examples, biphenyl and 
terphenyl were calculated with torsion angles of 45° and 50°, respectively. The 
molecular axis may be considered as a rigid rod bisecting the rings along the inter 
ring σ bonds. The rigidity, planarity, and resulting properties of these and higher 
homologues, however, are a function of the state of matter in which they are 
observed as well as the molecular weight. While intramolecular steric repulsion 
forces a torsion angle in isolated molecules, single crystals of oligophenylenes yield 
structures in which this angle is at or near zero. Intermolecular packing interactions 
overcome the intramolecular steric interaction forcing the rings into coplanarity, and 
this difference no doubt has drastic effects on the optical and electronic properties.[4] 
In 1886, it was reported that tridecaphenyl was obtained by the Wurtz-Fitting 
reaction of p-dibromobenzene. In 1936, hexadecaphenyl was prepared by heating m-
dibromobenzene with methanolic KOH, H2O and PD-CaCO3 at 150°C and 12 atm. 
Subsequent to this, many scientists studied the preparation of PPP by coupling of 
reactions of dihalobenzenes, by Wurtz-Fitting, Suzuki [5], Grignard or Ullman 
coupling reactions [6-7], by zero-valent nickel coupling reactions, by aromatization 
of precursor polymers, by direct oxidative coupling of benzene, by chemical 
oxidation of benzene, by electrochemical oxidation of benzene, and by other 
miscellaneous ways.  
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In this theoretical study, the PPPs under consideration were synthesized by the 
Suzuki coupling, Ni-catalyzed polycondensation and Yamamoto polycondensation 
reactions by Yagci, et.al.[8] PPPs synthesized with these methods are reported to be 
incompetent for the presence of side reactions which introduces regiochemical 
irregulaties and limiting molecular weight. Electrochemical polymerization 
technique can also be used for synthesis of PPPs but the film deposited on the 
electrode is amorphous and insoluble so their molecular weights are limited and 
regiochemical defects again appear to be present.[8] 
Yagci, et.al., synthesized PPPs for various chemical structures, side groups and 
architectures. They used 2,5 dibromo-1,4-(dihydroxymethyl)benzene for ROP of ε-
caprolactone and obtained well-defined PCL-based macromonomer.[9] 
Molecular organizations of polymer chains or rigid polymer backbones with polymer 
side chains were the subject of many studies due to interesting behaviors they 
showed and their industrial and technological importance. Among these studies, self-
assembly of amphiphilic PPPs with different side chains reported by Fütterer, et.al., 
is worth mentioning. They found that, although the degree of planarity of these 
molecules will depend strongly on the substituents and on the polarity of the 
medium, they can attain configurations in which the hydrophobic (alkyl) chains of all 
monomer segments are extending above a plane paralel to the principal axis of the 
molecule and the hydrophilic (oxyethylene) moieties are extending below that plane. 
This polarity differences cause to different self-assembly behavior of polymer 
chains.[10] Although the introduction of side chains onto the aromatic rings like 
polypyrroles, poly(paraphenylene)s improves their processability and also their 
solubility in some solvents, the chemical functionalization can also have a negative 
effect on the conductivity of the resulting polymers.[11] In general, blending and 
functionalization affect the electrical conductivity of the conducting polymers. It is 
challenging for the experimentalists as well as the computational chemists to answer 
the question of how to design polymer systems to ensure the best combination of 
electronic and processability properties for specific applications.[12] Recently, the 
controlled modifications at the molecular level is of technological importance to 
enlarge the application areas of these polymeric syetems.  
 Polyphenylenes have found very large application areas as coating material in the 
packaging industry. For example, they are used to protect integrated circuts from 
 3
breakage, humidity and corrosion. To improve some properties of PPPs, their 
different copolymers were also synthesized. As an example, the synthesis of PPP-
PCL copolymers by combination of ring opening polymerization (ROP) and cross-
coupling reactions can be stated.[13] 
Since the aim of this study is to investigate the effect of different oligomers of PCL, 
POx, PS as side chains, on the structural and morphological properties of the rigid 
backbone of phenylene oligomers, it will be appropriate to give some information 
about the their polymers. 
Poly(ε-caprolactone), (PCL) is a nonpolar, aliphatic polyester, mostly synthesized by 
ring-opening polymerization of epsilon-caprolactone and having a melting 
temperature (Tm)  of 63°C and a glass transition temperature (Tg )of -70°C. They can 
form useful polymer blends with other polymers to be used in a variety of 
applications.[14] It is highly crystallizable. The crystallized form of it, as in other 
semicrystalline polymers, consists of alternating amorphous and folded chain 
crystalline lamellae. In very thin films of crystalline polymers, the geometrical 
confinement effect of the solid substrate causes these lamellae to orient parallel to the 
substrate.[15] One drawback of using PCL is that they can not be used at elevated 
temperatures above 60ºC which is the melting temperature of PCL. The PCL-based 
materials are not suitable for hot beverages and for applications requiring exposure to 
the sunlight.[16] 
 
Figure 1.1. Synthesis of the PCL macromonomer by ROP [13] 
Poly(2-methyl oxazaline), (POx) is an amorphous, hydrophilic polymer due to the N-
C=O group. It is stiff due to the N-C-C backbone bonds and soluble in water. Its 
glass transition temperature is about 80 ºC.  
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Figure 1.2. Synthesis of the starting POx-based macromonomers [9] 
 
Polystyrene, (PS) is a amorphous solid below ~100 °C. It is a very good electrical 
insulator, has excellent optical clarity due to the lack of crystallinity. It possesses 
good resistance to aqueous acids and bases.  It is easy to fabricate into products since 
only Tg must be exceeded for the polymer to flow. However, it has some limitations. 
It can be easily attacked by hydrocarbon solvents, has poor resistance to UV, oxygen 
and ozone attacks ( poor “wheatherability”) due to the labile benzylic hydrogens it 
contains. It is somewhat brittle, and has poor impact strength due to the stiffness of 
the chain. The upper temperature limit for using polystyrene is low because of the 
lack of crystallinity and low Tg. In spite of these problems, styrene polymers are used 
extensively in plastic industry. Weathering problems of styrene products are 
significantly decreased by compounding with appropriate stabilizers (UV absorbers 
and/or antioxidants). Solvent resistance can be improved to some extent by 
compounding with glass fibers and other reinforcing agents. Copolymerization and 
polymer blends are used extensively to increase the utility of styrene products.[17] 
 
Figure 1.3. Synthesis of the new PS-based macromonomers [18]
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2. METHOD 
2.1. Quantum Mechanical Techniques 
2.1.1. Ab -initio Quantum Mechanical Methods 
Ab initio calculations (ab initio comes from the Latin and meaning that “from first 
principles”) are based on the accurate solution of the Schrödinger equation which is a 
one of the fundamental equations of modern physics and describes how the electrons 
in a molecule behave. 
HΨ=EΨ                                                                                                             (2.1.1.1) 
Where H is called Hamiltonian or total energy operator which contains kinetic 
energies of all particles and the potential interactions between them. From its 
solution, the wavefunction, Ψ and the energies, E can be calculated at different level 
of accuracy depending on the ab-initio methods and the basis set employed. The 
wavefunction is a mathematical function that can be used to calculate the electron 
distribution and all the observable properties about the molecule. From the electron 
distribution, one can tell how polar the molecule is, which part of it is likely to be 
attacked by nucleophiles or electrophiles and so on. 
Hartree Fock calculation (HF)is the most common type of ab initio methods, in 
which the primary approximation is called the central field approximation. In this 
calculation, Coulombic electron-electron repulsion is not used. However, its net 
effect is included in the calculation. This is a variational calculation, meaning that the 
approximate energies calculated are all equal to or greater than the exact energy. The 
energies calculated are usually in units called Hartrees. Because of the central field 
approximation, the energies from HF calculations are always greater than the exact 
energy and tend to a limiting value called the Hartree Fock limit. 
The second approximation in HF calculations is that the wavefunction must be 
described by some functional form, which is only known exactly for a few one 
electron systems. The functions used most often are linear combinations of Slater 
type orbitals or Gaussian type orbitals, abbreviated as, respectively, STO and GTO. 
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The wavefunction is formed from linear combinations of atomic orbitals, or more 
often from linear combinations of basis functions. Because of this approximation, 
most HF calculations give a computed energy greater than the Hartree Fock limit. 
The exact set of basis functions used is often specified by an abbreviation, such as 
STO-3G or 6-311++g**. Most of these computations begin with a HF calculation, 
followed by further corrections for the explicit electron-electron repulsion, referred 
to as correlations. Some of these methods are the Möller-Plesset perturbation theory 
(MPn, where n is the order of correction), the Generalized Valence Bond (GVB) 
method, Multi-Configurations Self Consistent Field (MCSCF), Configuration 
Interaction (CI) and Coupled Cluster theory (CC). As a group, these methods are 
referred to as correlated calculations. 
Density Functional Theory (DFT) is an alternative method for ab initio calculations, 
in which the total energy is expressed in terms of the total electron density, rather 
than the wavefunction.[19] 
2.1.2. Semi-Empirical Quantum Mechanical Methods 
Semiempirical Methods depends on the Hartree-Fock (HF) theory using empirical 
(derived from experimental data) corrections in order to improve the speed and the 
performance of solving the equations. These methods are usually referred to through 
acronyms encoding some of the underlying theoretical assumptions. The most 
frequently used methods (MNDO, AM1, PM3) are all based on the Neglect of 
Differential Diatomic Overlap (NDDO) integral approximation, while older methods 
use simpler integral schemes such as CNDO and INDO. All three approaches belong 
to the class of Zero Differential Overlap (ZDO) methods, in which all two-electron 
integrals involving two-center charge distributions are neglected. A number of 
parameterized corrections are made in order to correct for the approximate quantum 
mechanical model. How the parameterization is performed characterizes the 
particular semiempirical method. For MNDO, AM1, and PM3 the parameterization 
is performed such that the calculated energies are expressed as heats of formations 
instead of total energies. Semi empirical methods are less accurate but can be 
preferred when the system is large. The methods so called AM1, MINDO/3 and PM3 
implented in programs like MOPAC, AMPAC, HyperChem and Gaussian use 
parameters derived from experimental data to simplify the computation. They solve 
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approximate Schrödinger Equation that depends on appropriate parameters available 
for the type of the chemical system under investigation. Different semi-emprical 
methods are largely characterized by their differing parameter sets. [20] 
2.2. Geometry Optimization 
Geometry optimization is defined as locating stationary points on a given potential 
energy surface (PES) and demonstrating that the point in question exists and 
calculating its geometry and energy. The stationary point of interest might be a 
minimum, a transition state or occasionally a higher-order saddle point. Locating a 
minimum is often called an energy minimization or simply a minimization. Locating 
a transition state is often referred to specifically as a transition state optimization. 
Geometry optimizations are done by starting with an input structure that is believed 
to resemble (the closer the better) the desired stationary point and submitting this 
plausible structure - which is called molecular modelling - to a computer algorithm 
that systematically changes the geometry until it finds a stationary point. The 
curvature of the PES at the stationary point, i.e. the second derivatives of energy with 
respect to the geometric parameters may then be determined to characterize the 
structure as a minimum or as some kind of saddle point.[21] 
2.3. Density Functional Theory Method 
In 1964, Pierre Hohenberg and Walter Kohn proved that for molecules with a 
nondegenerate ground state, the ground-state molecular energy, wave function, and 
all other molecular electronic properties are uniquely determined by the ground-state 
electron probability density p0(x,y,z) which is a function of only three variables,  
electron coordinates x,y, and z.[22] The zero subscript indicates the ground state. 
One says that the ground-state electronic energy E0 is a functional of p0 and writes E0 
= E0[p0], where the square brackets denote a functional relation. Density-functional 
theory (DFT) attempts to calculate E0 and other ground-state molecular properties 
from the ground-state electron density p0. 
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The proof of the Hohenberg-Kohn theorem is as follows. The ground-state   
electronic wave function of an n-electron molecule is an eigenfunction of the purely  




















Zr )(ν                                                                                                     (2.3.2.) 
The quantity υ(r,), the potential energy of interaction between electrons and the  
nuclei, depends on the coordinates xi yi zi of electron i and on the nuclear 
coordinates. Since the electronic Schrodinger equation is solved for fixed locations 
of the nuclei, the nuclear coordinates are not variables for the electronic Schrodinger 
equation. Thus, υ(ri) in the electronic Schrodinger equation is a function of only xi, 
yi, zi. In DFT, υ{ri) is called the external potential acting on electron i, since it is 
produced by charges external to the system of electrons.[23] 
A main problem in comparing different point charge models is that there is no clear 
criterion for the quality of the charges. This is probably the reason why so many 
charge models have been suggested. Furthermore, different applications put different 
demands on the charges. For example, in molecular dynamics, the molecules move, 
so the charges must be able to describe the electrostatics properly in all accessible 
points in the phase space, and they should also be invariant to changes in the internal 
coordinates of the molecule. On the other hand, in some calculations of redox 
potentials or free energies, the molecule and the surroundings are fixed, and it is then 
clear where other molecules actually are encountered. Thus, it may suffice to 
describe the electrostatics well in these points.[24] 
Quantum mechanical methods are used to get accurate atomic charges. For the 
calculation of the atomic charges as well as the geometry optimizations by DFT 
method were done by using the Gaussian 2003 (G03) software package.[25]  
Electrostatic potential (ESP) charges were obtained with CHelp method. Chelp 
method produces charges fit to the electrostatic potential at points selected according 
to the CHelp scheme.[25] B3LYP functional and 6-31G** basis  functions were 
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used. B3LYP (Becke 3-parameter LeeYang Parr) functional [26] is a hybrid 












xc EaEaEaEaEaaE +−+++−−= )1()1( 88003             (2.3.3.) 
Here LSDAxE  is the kind of accurate “pure DFT” LSDA non-gradient-corrected 
exchange functional, HFxE  is the KS-orbital-based HF Exchange energy functional, 
88B
xE  is the Becke 88 exchange functional,
VWN
cE  is the Vosko, Wilk, Nusair function, 
which forms part of the accurate functional for the homogeneous electron gas of the 
LDA and the LSDA and LYPcE  is the LYP correlation functional; Ex and Ec of the last 
three terms are gradient corrected. The parameters a0, ax and ac are those that give the 
best fit of the calculated energy to molecular atomization energies. This is thus a 
gradient-corrected, hybrid functional. Of those functionals that have been around 
long enough to be well-tested, the B3LYP functional is the most useful one. [21] 
A basis set is a set of mathematical functions (basis functions), linear combinations 
of which yield molecular orbitals. The functions are usually, but not invariably, 
centered on atomic nuclei. Approximating molecular orbitals as linear combinations 
of basis functions is usually called the LCAO or linear combination of atomic 
orbitals approach, although the functions are not necessarily conventional atomic 
orbitals: they can be any set of mathematical functions that are convenient to 
manipulate and which in linear combination give useful representations of MOs.[21] 
There are two ways in thinking about the basis functions, such as minimum basis sets 
and extended basis sets.  
The first and simplest way, is to think of basis functions as the atomic orbitals 
studying in the qualitative molecular orbital part of these modules. This certainly 
applies to the minimum basis sets that are still very popular, although they are known 
to have significant defects. This idea can still be used in part for split valence and 
double-zeta basis sets, which can be thought of as orbitals that have been scaled to a 
different size.  
The second way is just think of basis functions as a set of mathematical functions 
which are designed to give the maximum flexibility (subject to the costs of doing the 
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calculation!) to the molecular orbitals. This leads to what are often called extended 
basis sets. Since the coefficients of the basis functions in the final molecular orbitals 
are selected by the variation function to minimise the energy, if we make a bad guess 
for a some basis functions, they will simply appear with small or zero coefficients. 
However we must include basis functions that really do count for something and we 
must exclude poor basis functions since they increase the cost for no real gain.[ 27] 
6-31G** is a split valence basis set with polarization functions. The valence shell of 
each atom is split into an inner part composed of three Gaussians and an outer part 
composed of one Gaussian (“31”), while the core orbitals are each represented by 
one basis function, each composed of six Gaussians (“6”). The polarization functions 
(*) are present on “heavy atoms” – those beyond helium. The 6-31G** basis set adds 
to the 6-31G* set a set of three p-type Gaussian polarization functions on each 
hydrogen and helium atom. The orbital exponents of the polarization functions in 
these two basis sets were determined as the average of the optimum values found in 
calculations on small molecules. The 6-31G** basis may be preferable to the 6-31G* 
where the hydrogens are engaged in some special activity like hydrogen bonding or 
bridging. In high-level calculations on hydrogen bonding or on boron hydrides, for 
example, polarization functions are placed on hydrogen. [21] 
2.4. DFT Calculations with DMol3  
The DMol3 module is an another DFT package implemented in Material Studio (MS) 
4.01 software which allows to the modelling the electronic structure and energetics 
of organic and inorganic molecules, molecular crystals, covalent solids, metallic 
solids, and infinite surfaces. DMol3 can perform different tasks but here it was used 
for some of the geometry optimizations by DFT methodology since its computational 
cost is much lower compared to that of the Gaussian03. The convergence level for 
the optimization was chosen to be “ultra fine”, meaning that the allowed energy 
deviations between successive steps of iteration is 10-5 Hartree. The general gradient 
approximation (GGA) correction was applied with the correlation functional of 
Perdew-Wang 91(PW91). Electrostatic potential (ESP) charges which are the 
atomic-centered charges that best reproduce the DFT Coulomb potential, were 
calculated with double numerical plus polarization (DNP) basis [28] which includes 
a polarization p-function on all hydrogen atoms.[29] 
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2.5. Statistical Mechanical Techniques 
2.5.1. Molecular Dynamics Simulation Technique 
On larger scales, there are series of well developed techniques called simulation 
techniques such as the Molecular Dynamics (MD) and Monte Carlo methods on an 
atomistic level. On the mesoscopic scale, the techniques such as Dissipative Particle 
Dynamics (DPD), lattice Boltzmann methods (LBMs), and dynamic Mean Field 
(MF) can be counted. Using atomistic simulation tools, one can analyze the 
molecular structure and dynamic behavior of molecules. Because they are limited in 
the time and length scales, they cannot effectively prevent a configuration becoming 
trapped at a local minimum energy. Therefore, it is difficult to observe the processes 
like phase transformations of polymer systems. For structural predictions on these 
systems, mesoscopic simulations such as DPD, LBM, and MF are effective methods 
to study the mixing processes between two or more polymers. The gap (time-scale 
mismatch) between atomistic and mesoscopic simulation methods on different scales 
should be compensated to obtain a reliable picture about the system.[30] 
Molecular Dynamic (MD) simulations were carried out by using the Discover 
module implemented in MS 4.01 package. Before the simulation starts, the modelled 
system is minimized by using smart minimizer algorithm developed by Fletcher-
Reeves.[31] In general, minimization is an iterative procedure in which the 
coordinates of the atoms and possibly the cell parameters, are adjusted so that the 
total energy of the structure is reduced to a minimum on the potential energy surface. 
Smart minimizer allows the choice of the best method among Steepest Descent [32], 
Conjugate Gradient [31] and Newton methods [33] . In our calculations all of these 
three methods were used together with the convergence level of 0.1 kcal/mol.Å. 
Maximum iteration number was set to 5000. COMPASS (Condensed-phase 
Optimized Molecular Potentials for Atomistic Simulation Studies) force field [34] 
was applied for the bonded and non-bonded potantial interaction within the system 
under consideration. COMPASS is the first “ab-initio forcefield” that enables 
accurate and simultaneous prediction of gas-phase properties (structural, 
conformational, vibrational, etc.) as well as the condensed-phase properties like 
equation of state, cohesive energies, etc., for a broad range of molecules and 
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polymers. It is also the first high quality forcefield to consolidate parameters of 
organic and inorganic materials.[29] 
MD simulation technique works according to the Newton's famous equation of 
motion. In the Newtonian interpretation of dynamics, the translational motion of а 
spherical molecule i is caused bу а force Fi; exerted bу some external agent. Тhe 
motion and the applied force are explicitly related through Newton's second law, 
ii maF =                                                                                                               (2.5.1.) 
Here m is the mass of the molecule which is independent of position vector (r), 




rda ii =                                                                                                              (2.5.2.) 
For N spherical particles (atoms or molecules), Newton's second law (2.5.2.) 
represents 3N-dimensional, second-order, ordinary differential equations of motion.  
If nо external force acts оn molecule i, then the second law reduces to 
constai =                                                                                                             (2.5.3.) 
Тhat is, а molecule initially at rest will remain at rest and а molecule moving with а 
specified velocity will continue to mоvе with that velocity until а force acts оn it. 
This is Newton's first law. Тhе second law саn also bе used to obtain Newton's third 
law. Consider аn isolated system that contains two spherical molecules. Ву 
definition, аn isolated system has nо external forces. Hеnсе, the total force is zero. 
0=totalF                                                                                                               (2.5.4.) 
Тherefore, аnу force exerted bу molecule 1 оn molecule 2 must bе balanced bу а 
force exerted bу 2 оn 1.  
021 =+= FFFtotal                                                                                             (2.5.5.) 
Hence, 
21 FF −=                                                                                                               (2.5.6.) 
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Тhis is Newton's third law. The kinetic energy is defined as the work required to 
move а spherical molecule from rest to velocity v which are calculated from the time 
derivatives of the positions.[35] The kinetic energy, Ek is given as: 
2
2
1 mvEk =                                                                                                           (2.5.7.) 
After the minimization procedure, standard MD simulation was applied at 298 K in 
canonical ensemble where number of molecules (N) the total volume of the 
simulation box (V) and the temperature (T) are kept constant throughout the 
simulations. Nose termostat [36] was used to keep the temperature constant. The 
allowed energy deviation between the successive steps was set to 5000 kcal/mol. The 
typical simulation time was 1000 ps, in other words, 106 MD steps with the time step 
of 1 fempto seconds. When the system is brought to equilibrium at the desired 
temperature, then it is relaxed for several hundreds pico seconds for the data 
collection. The typical equilibration and data collection times for the studied systems 
were 600 ps and 100 ps, respectively. 
2.6. Calculation of the Interaction Parameter (χ) 
The miscibility behavior of binary mixtures are simply represented by χ (chi) 
parameter which is a thermodynamical parameter and can be calculated by several 
methods. Binary mixtures include solvent-solvent, polymer-solvent, and polymer-
polymer mixtures. In this work, the thermodynamics of mixing were predicted 
directly from the chemical structures of the studied systems by using the Blends 
module implemented in the MS 4.01. The calculations requires only molecular 
structures of polymers and the forcefield under which they interact, as input.  
The Blends module combines a modified Flory-Huggins (FH) model [37] and 
molecular simulation techniques to calculate the compatibility of binary mixtures. It 
was originally developed for small molecular systems and then expanded to model 
polymer systems by assuming the polymer consisted of a series of connected 
segments, each of which occupied one lattice site whose coordination number is 
given by the parameter Z. Assuming that the segments are randomly distributed and 
that all latice sites are occupied, the free energy (ΔG ) of mixing per mole of lattice 









G ΦΦ+ΦΦ+ΦΦ=Δ χlnln                                                                 (2.6.1.) 
where Φi is the volume fraction of component i, ni is the degree of polymerization of 
component i, χ is the FH interaction parameter, T is the absolute temperature, and R 
is the gas constant. 
The first two terms in the equation (2.6.1.) represent the combinatorial entropy. This 
contribution is always negative, hence favoring a mixed state over the pure 
components. The last term is the free energy due to interaction. If the interaction 
parameter, χ, is positive, this term disfavors a mixed state. The balance between the 
two contributions gives rise to various phase diagrams.  
The interaction parameter, χ, is also defined as: 
RT
Emix=χ                                                                                                              (2.6.2.) 
Here Emix is the mixing energy which is defined as the difference in free energy due 




ssbbsbbsmix EEEEZE −−+=                                                                        (2.6.3.) 
where Eij is the binding energy between a unit of component i and a unit of 
component j. For molecules, the binding energies have to be regarded as averages 
over an ensemble of molecular configurations. In the extended Flory-Huggins model, 
these degrees of freedom are incorporated. Coordination number Z is either 
calculated or taken as a fixed number. The binding energy, Eij,  is a measure of the 
energy of interaction between two components. Together with the coordination 
numbers, it enables generation of the mixing energy, the χ parameter and of phase 
diagrams. 
Blends distinguishes the components by using the role property: one component has 
a base role, the other has a screen role. A given base-screen combination can give 
four potentially different pairs, each of which will have an associated binding energy 
value defined as: 
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• Base-base pair (Ebb)  
• Screen-screen pair (Ess)  
• Base-screen pair (Ebs)  
• Screen-base pair (Esb)  
The last two pairs are equivalent. Blends only calculates the energy of a base-screen 
pair and then uses this value for the energy of a screen-base pair. 
The coordination number, Zij, is the number of molecules of component j that can be 
packed around a single molecule of component i within the excluded-volume 
constraints. One molecule of component i and Zij molecules of component j together 
is called a cluster of one seed molecule and Zij  pack molecules. 
A given base-screen combination can give four potentially different clusters, each of 
which will have an associated coordination number given as: 
• Base-base cluster (Zbb)  
• Screen-screen cluster (Zss)  
• Base-screen cluster (Zbs)  
• Screen-base cluster (Zsb)  
The last two clusters generally have different coordination numbers. For example, if 
the base molecule is large and the screen molecule is small, it is likely that Zbs will be 
larger than Zsb. 
The binding energy between a molecule of component i and a molecule of 
component j is calculated using the excluded-volume constraint method. Once the 
binding energies between all components have been evaluated and the coordination 





1                                  (2.6.4.) 
The interaction parameter, χ is calculated from the equation (2.6.2.) and it is the 
central quantity in FH theory. Its temperature dependence gives rise to various phase 
diagrams. It is also routinely used in mesoscale models as a measure of the 
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interaction between mesoscale particles, which form a coarse-grained representation 
of the molecular structures used in Blends. 
In general, a small or negative value of χ indicates that at this particular temperature 
the two molecules have a favorable interaction. It is likely that at this temperature a 
mixture of the two components will show just one phase. If χ is large and positive, 
the molecules both prefer to be surrounded by similar components rather than each 
other. Its contribution to the free energy dominates over the combinatorial entropy 
and a mixture of the two components will separate into two phases. This is called as 
phase separation. 
2.6.1. Force Fields 
Several forcefields can be employed in the calculation of the interaction parameter. 
These forcefields are explained briefly as follows: 
• PCFF(Polymer Consistent Force Field): PCFF is an ab initio force field. Most 
parameters were derived based on ab initio data using a least-squares-fit 
technique developed by Hagler and co-workers. Many of the nonbond 
parameters of PCFF, which include atomic partial charges and Lennard-Jones 
9-6 (LJ-9-6) parameters, were taken from the CFF91 force field. Similar to 
many other force fields in this category, the nonbond parameters were 
derived by fitting to molecular crystal data, based on energy minimization 
calculations.Although these parameters perform reasonably well in various 
respects, it has been shown, based on numerous applications of CFF91 and 
PCFF force fields, that these parameters are not suitable for molecular 
dynamics simulations at finite temperatures. Specifically, systematic errors in 
the pressure-volume-temperature (P-VT) relation have been observed for 
liquids and polymers using MD simulations. Often, the calculated densities 
are too low in comparison with the experimental data. [34] 
• COMPASS (Condensed-phase Optimized Molecular Potentials for Atomistic 
Simulation Studies) It enables accurate and simultaneous prediction of 
structural, conformational, vibrational, and thermophysical properties for a 
broad range of molecules in isolation and in condensed phases including 
common organic molecules, inorganic small molecules and polymers. 
COMPASS is also an ab initio method like PCFF. 
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2.6.2. Charge Methods 
The accurate calculations of atomic charges are important in mixing energy 
calculations. There are many charge methods. The ones used in this study are 
explained below: 
• Qeq Charges: The basis of the Qeq method is the equilibration of atomic 
electrostatic potentials with respect to a local charge distribution. The neutral 
charges parameter set from the original work on the Qeq method. 
Recommended for systems containing neutral oxidation state metals (e.g., 
alloys). 
• Forcefield Assigned Charges: Assigned automatically from forcefield type is 
assigned and parametrized with non zero forcefield charges. 
• ESP (Electrostatic Potential method) Charges 
• Charges calculated by DFT method at B3LYP/DNP level 
2.7. Dissipative Particle Dynamics (DPD) 
The DPD method, first introduced by Hoogerbrugge and Koelman [38-39] is a 
mesoscale simulation technique that involves some of the detailed description of 
molecular dynamics (MD) and allows the simulation of dynamics of much larger and 
more complex systems. Espaniol and Warren [40-41] have identified the link 
between the DPD algorithm and an underlying stochastic differential equation for 
particle motion, thereby establishing DPD as a valid method for the simulation of the 
dynamics of mesoscopic particles. Groot et al. [42-44] have related the DPD method 
with the solutions of the Flory-Huggins theory, thus, allowing one to study large 
molecular weight systems of industrial importance.[45] 
DPD method is suitable for the simulation of both Newtonian and non-Newtonian 
fluids, including polymer melts and blends, on microscopic length and time scales. 
Like MD, DPD is a particle-based method. However, its basic unit is not a single 
atom or molecule but a molecular assemblies called ‘beads’. The beads are defined 
by their masses Mi, position vector ri and momentum pi. The interaction force 
between two beads i and j can be described by a sum of conservative CijF , dissipative 
D
ijF and random forces 
R
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where jiij rrr −= , ijijij rre /ˆ= , 0Π is a constant related to the fluid compressibility, 
γ  is a friction coefficient, σ  a noise amplitude and ijξ  a random noise term with 
zero mean (i.e., 0=ijξ ) and unit variance. DC ωω , , and Rω  are the weight 
functions for each interaction force. While the interaction potentials in MD are high-
order polynomials of the distance rij between two particles, in DPD the potentials are 
softened so as to approximate the effective potential at microscopic length scales. 
The form of the conservative force in particular is chosen to decrease linearly with 
increasing rij. Beyond a certain cut-off separation rc, the weight functions and thus 
the forces are all zero. 
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Because the forces are pairwise and the momentum is conserved, the macroscopic 
behavior directly incorporates Navier–Stokes hydrodynamics. However, energy is 
not conserved because of the presence of the dissipative and random force terms 
which are similar to those of Brownian Dynamics (BD), but incorporate the effects 
of Brownian motion on larger length scales. DPD has several advantages over MD. 
For example, the hydrodynamic behavior is observed with far fewer particles than 
required in a MD simulation because of its larger particle size. Besides, its force 
forms allow larger time steps to be taken than those in MD.[46] 
To convert Flory-Huggins interaction parameters to the DPD input parameters, 
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306,0
+= χija                                                                                                   (2.7.6.) 
equation is used. aij is the repulsion parameter for the DPD calculations. 
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In order to perform a DPD simulation, the chemical species involved as beads are 
defined. Large flexible molecules such as polymers and macromolecules are 
represented by more than one bead. In such circumstances, the amount of material 
represented by the constituent beads must be considered. The beads must be small 
enough to capture the significant structural features of the large molecule but not so 
small that it has a prohibitive effect on the simulation time. A DPD chain should 





n =                                                                                                      (2.7.7.) 
Mp is the molar mass of the polymer, Mm is the molar mass of a repeat unit and Cn is 
the characteristic ratio of the polymer which is calculated from Synthia module. 
Another way to determine DPD input parameters is using Synthia results. Synthia 
uses emperical and semiemperical methods to make rapid calculations. The key 
advantage of Synthia is that it uses connectivity indices, as opposed to group 
contributions, in its correlations; this means that no database of group contributions 
is required, and properties may be predicted for any polymer composed of any 
combination of the following nine elements: carbon, hydrogen, nitrogen, oxygen, 
silicon, sulfur, fluorine, chlorine, bromine. 
Molar volume (cm3/mol) at 298 K and solubility parameter(van Krevelen (J/cm3)1/2)  




2δδχ −=                                                                                               (2.7.8.)
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3. COMPUTATIONAL DETAILS 
Since the aim of this work is to explain the differences in the experimentally 
observed morphologies of the with different side chains, it is important to model the 
polymers in a realistic way. For this reason, the length of the poly(para-phenylene) 
chains (denoted by n) and the side chains (denoted by x and y) in the computations 
were taken as close as the experimental compositions calculated from H-NMR. [9] 
The torsional angle between phenylene units was taken as 45° unless otherwise 
stated since this value was reported to be the torsional angle observed in the 
energetically most stable poly(para-phenylene) conformation. [47] 
From now on, throughout the text, the oligomers of ε-caprolactone, paraphenylene, 
styrene and 2-methyl-oxazoline monomers will be named as PCL, PPP, PS and POx, 
respectively. The chain lengths of these oligomers will be defined below. 
3.1. Modelling of PPP oligomers with PCL and POx side chains 
The H-NMR results showed that the POx and PCL chain percentages are 76 and 24, 
respectively. From these percentages, the corresponding number of PPP with POx 
chains (shown by x in the Figure 3.1) was found to be 6 and the number of PPP with 
PCL side chains (shown by y in the Figure 3.1) was found to be 2. The number of the 
monomeric units in PCL and POx chains were kept constant throughout the 
calculations as 24 and 17, respectively.  
 
Figure  3.1: Schematic representation of PPP with POx and PCL side chain 
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3.2. Modelling of PPP oligomers with PCl and PS side chains 
The numbers of PPP chains with PS and PCL side chains were calculated also same 
way. The percentages of PCL chains and PS chains found from 1H-NMR  were %58 
and % 48, respectively. Hence, the number of PPP chains with PS side chains was 
taken 4 and the number of PPP chains with PCL side chains was taken 5. The 
number of the styrene monomer in the PS chain was 19 and the number of the ε-
captolactone in PCL chain was 24 indicating that each PCL chains extending on the 
both sides of phenylene, contain 12 monomers. (Figure. 3.2) 
 
Figure  3.2: Schematic representation of PPP with PS and PCL side chains 
3.3. Modelling of PPP oligomers with PCl-b-PS and POx side chain 
The numbers of PPP chains with POx and PCL-b-PS side chains were calculated as 
same as above. The percentages of POx chains and PCL-b-PS chains found from 1H-
NMR were % 40 and % 60, respectively. The number of PPP chains with POx side 
chains was taken 2 and the number of PPP chains with PCL-b-PS side chains was 
taken 3. Degree or polymerization in POx, PCL and PS chains were 21, 26 and 20, 
respectively. PCL-b-PS block copolymer were modelled by simply connecting the 
PCL and PS chains. (Figure. 3.3) 
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Figure  3.3: Schematic representation of PPP with POx and PCL-b-PS side chains
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4. RESULTS AND DISCUSSION 
4.1. Quantum Mechanical Results 
The DFT B3LYP/6-31g** optimized geometries and the calculated ESP charges on 
the atoms are shown in the Table 4.1.1. 
Table 4.1.1:  Monomers with quantum mechanically obtained atomic charges 
Name of the monomer 



















The structures of the small oligomers ( pentamers) of the monomers above are shown 
in the Figure 4.1.1. In PCL, the hexyl groups are connected through the oxygen 
bridges. The linearity of the chain is partially interrupted at the oxygen atoms. In PS, 
each repeat unit has a big pendant group which is a phenyl group. In plain (or atactic) 
polystyrene, there's no regular order to which side of the chain those pendant groups 
are on whereas in syndiotactic polystyrene, every other pendant group is sticking out 
at one side, and the other ones are towards the other side. The syndiotactic molecule 
is straight and regular compared to the normal polystyrene which has bunchy and 
disorganized appearance. The syndiotactic polystyrene is crystalline, in other words, 
it has a ordered and organized structure which makes it stronger and more resistant to 
external effects like heat and chemicals. In POx, the acetamide groups are separated 
by –CH2CH2- bridges. Due to the sp3 hybridized nitrogen and carbon atoms, the 
molecule is neither linear nor planar. In PPP, the phenylene units are attached to 
each other from their para position. The preparation of fully coplanar PPP chain with 
zero torsional angle between the phenylene units is almost impossible. In our gas 
phase calculations ( zero Kelvin), DFT optimized structure of phenylene oligomers 




Figure 4.1.1: The polymeric forms of the monomers 
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4.2. MD results 
The PPPs with different polymeric side chains are subjected to equilibration by MD 
simulations for  ~ 1ns followed by the initial minimization. The dynamical behavior 
of the chains and the possible formations like self-assembling, clustering, coiling, or 
π stacking are followed at room temperature ( T=298 K)  in vacuum. The equilbrium 
structures of the polymers obtained by MD simulations are then evaluated together 
with the results from the DPD simulations to shed light on the morphological 
differences as a results of the polymeric (oligomeric) side chains. The snapshot 









                                    (a)                                                                   (b) 
Figure 4.2.1. The snapshot pictures of POx-PPP-PCL system (a) after minimization 
b) after 1 ns simulation at T=298 K. 
The PCL and POx chains self organize and as can be seen from the Figure 4.2.1., 
they do not mix and rather form different phases. In case of presence of more than 
one PPP chain, the formation of POx and PCL rich domains become more 
pronounced due to the preferred interactions between the chains of the same kind. 
(Figure 4.2.2.) Since the PPP chains are not long enough and shorter than the side 
chains, they are embedded in the strucure and can not be seen in some of the 
snapshot pictures. The PPP backbones prefer to orientate themselves parallel to each 




























Figure 4.2.2. The snapshot pictures of two chains of POx-PPP-PCL system. (a) after 
minimization b) after 600 ps equilibration at T=298 K where Etotal = -1231.610 
kcal/mol 
In the two chains systems, the clear-cut differences of two phases and the paralel PPP 
chains in the interfacial region can be seen. The organization of the soft chains i.e., 
the chains with many free rotation possibilities about single bonds, are highly 
dependent on the steric hinderances and the interchain repulsions. Depending on 
initial placement of the chains, the structures obtained within 1 ns period of 
simulation time may not be the lowest energy states. System may be trapped in one 
of the local minima for a while and it may require very long time to overcome the 
barrier to lower the total energy of the system. In the Figure 4.2.3., higher energy 
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states than the energy of the system given in the Figure 4.2.2., before and after 
equilibration are shown. The activation energy of the barrier is also dependent on the 






Figure 4.2.3. The snapshot pictures of two chains of POx-PPP-PCL system. (a) after 
minimization b) after 600 ps equilibration at T=298 K where Etotal= -1366.172  
kcal/mol 
The snapshot pictures of PS-PPP-PCL system are shown in the Figure 4.2.4. The 
parallel alignment of the PCL chains and the circular bending of the PS chains are 
noteworthy. In PS chains, the carbon atoms to which the phenylene rings attached are 
twisted slightly due to the tetrahedral carbon bridge in between them. Since the side 
chains differ in polarity and crystallinity, the organizational behavior of them are 
primarily related to their degree of miscibilities in the bulk and can be estimated by 
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the χ interaction parameter. For this reason, the equilibrium structures obtained for 



















Figure 4.2.4. The snapshot pictures of PS-PPP-PCL system a) after minimization    
b) after 1 ns equilibration at T=298 K. 
 
In the two chain simulations (Figure 4.2.5), undisturbed parallel PCL chains at both 
side of the PPP backbone can be seen. The PPP chains organize in the form π-stack 
which are approximately 4.5 Å apart from each other. This separation varies 
depending on the self-assembly of the side chains. It is generally true for cyclic, 
conjugated polymers like polypyrrole (PPy) or PPP that the chains tend to become 
parallel to each another to form a π-stack which is energetically very favorable 





















                              (b) 
Figure 4.2.5. The snapshot pictures of two chains of PS-PPP-PCL system. (a) after 
minimization b) after 600 ps equilibration at T=298 K. 
 
The snapshot pictures of POx-PPP-(PCL-b-PS) system are shown in the Figure 4.2.6. 
and Figure 4.2.7. Due to the PS terminal block, the free motion of PCL chains are 
hindered. This is reflected in the end-to-end distances given in the Table 4.2.1. In the 
absence of PS terminal block, the end-to-end distance of PCL chain decreases by 52 
% indicating that the chains readily fold to reduce the length. In the presence of the 
PS block, the decrease in the end-to-end distance is only 31 %. The circular bending 
of the PS chains stil occurs and there is no drastic change in the end-to-end distances 
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of free PS chain and the PS chain in the block. The length of the PCL-b-PS chain is 
twice as long as the side chain lengths in the previous sytems. They are positioned 
perpendicular to the short PPP backbone before and after equilibration. 
 
 
Figure 4.2.6. The snapshot pictures of POx–PPP-(PCL-b-PS) system. After 
minimization. 
The incompatibility of the side chains increases due to the existence of the PS block 
and POx chains are expelled from the PCL region and their motion becomes more 
free allowing folding. The end-to-end distance decreases significantly. The phase 
separation is clearly improved by introducing an immiscible block. As can be seen 
from the Table 4.5.1, the most incompatible polymers are PS and POx. 
 
 
Figure 4.2.7. The snapshot pictures of POx –PPP-(PCL-b-PS) system. After 1 ns 
equilibration at T=298 K. 
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Table 4.2.1: End to end distance of the side chains in the studied systems after 
minimization and after 1 ns simulation. ( in Ǻ) 
System 
end to end 
distance after 
minimization 
end to end 
distance after 
equilibration 
% change in 
the end to 
end distance 
PCL 99,773 47,655 52 POx-PPP-PCL 
I POx 56,512 51,373 9 
PCL 96,357 79,523 17 PS-PPP-PCL 
II PS 40,820 31,729 22 
PCL 111,739 76,952 31 
PS 20,116 16,545 18 
POx-PPP-(PCL-b-PS) 
III 
POx 63,433 47,924 24 
Among the polymers, the PCL is the most linear one due to the hexyl groups in the 
repating unit and its chain length shortens significantly during the equilibration. If it 
is extended by another chain block which is an incompatible block like PS here, the 
change in the end-to-end distance becomes less. The change in the end-to-end 
distance is dependent not only the miscibilities of the chains but also the structure of 
the polymers. The long alkyl groups improves the flexibility of the chains whereas 
phenyl groups improves the rigidity. The affiliation of POx group with PCL in the 
first system was interrupted by the PS block in the third system and the self 
organization of POx is favored. 
4.3. Calculated Interaction Parameters and Mixing Energies 
From the structures obtained by single chain and double chains MD simulations, we 
have seen that the shape,  size and the motives of the nanophases are highly related to 
the miscibility and the self organization ability of the side chains. The study of the 
morphologies of these systems at larger scale will be more beneficial with the 
informations derived from the MD simulations. In order to talk about the 
miscibilities or compatibilities of the side chains quantitatively, interaction 
parameters (χ) and the mixing energies (Emix ) have to be calculated. In table 4.3.1, 
these values calculated by two different force fields and four different charge 
methods are given. It is quite understandable that different methods would yield 
different results but highly irrelevant results are not expected. From the table, one 
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can deduce that the values significantly change if different charges are employed and 
relatively closer results are obtained if the same atomic charges and different force 
fields are used. The best force field and the charge method is sought by analyzing the 
patterns observed in DPD images and AFM images. 
Table 4.3.1:  Emix and χ parameters 
Monomers Charge Method COMPASS PCFF 
Base-Screen Charge Emix χ Emix χ 
Qeq -0,74 -1,25 -0,88 -1,48 
FA 2,26 3,82 0,62 1,05 
Chelp 1,11 1,87 0,85 1,44 
Ox-CL 
ESP 2,72 4,60 2,72 4,60 
Qeq 2,19 3,69 2,66 4,49 
FA 2,67 4,50 4,14 7,00 
Chelp 4,09 6,90 5,10 8,61 
Ox-PP 
ESP 4,34 7,33 6,39 10,79 
Qeq 0,84 1,42 1,34 2,26 
FA 0,47 0,80 0,78 1,32 
Chelp 0,18 0,31 0,65 1,10 
CL-PP 
ESP -0,22 -0,38 0,24 0,41 
Qeq 2,21 3,73 2,66 4,49 
FA 3,09 5,22 4,41 7,45 
Chelp 4,74 8,01 5,58 9,42 
Ox-S 
ESP 4,21 7,10 6,24 10,53 
Qeq 0,07 0,12 0,06 0,10 
FA 0,08 0,13 0,06 0,11 
Chelp 0,02 0,04 0,02 0,03 
PP-S 
ESP 0,06 0,10 0,06 0,10 
Qeq 0.92 1,55 1,34 2,26 
FA 0,71 1,21 1,04 1,75 
Chelp 0,83 1,40 1,17 1,97 
CL-S 
ESP -0,27 -0,46 0,11 0,19 
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4.4. Calculated DPD Input Parameters 
The several properties of polymers calculated by semi-empirical methods explained 
in the method section above are given in the Table 4.4.1. The values are not very 
accurate but they can be used to compare with each other.  
Table 4.4.1: Molar volumes, solubility parameters and the characteristic ratios of 
PPP, PCL, POx and PS  





Ratio at 298 K 
PPP 66,53 20,48 3,67 
PCL 103,61 17,78 
 
5,78 
POx 74,32 23,21 5,96 
PS 96,98 19,52 9,90 
For the DPD simulations, the polymer chain architecture  ( number of beads, type of 
beads and their connectivities) are constructed depending on the bead number of 
each type which were calculated by dividing the number of repeating units in a side 
chain by their chracteristic ratios. From the calculations, the bead number of PPP is 
found to be 0.3. Since the bead number of 0.3 is not logical, it was taken as 1 and the 











Table 4.4.2: The bead numbers and their connectivity scheme. The bracket indicates 
the type of the substituent chain with the number of monomer units contained on the 
PPP backbone. 
Sytem Bead Number Architecture 
POx-PPP-PCL 3- 4- 1 
ppp 1 [pcl 4] ppp 1 [pcl 
4] ppp 1 [pox 3] ppp 1 
[pox 3] ppp 1 [pox 3] 
ppp 1 [pox 3] ppp 1 [pox 
3] ppp 1 [pox 3] 
PS-PPP-PCL 
 
2- 1- 4 
ppp 1[pcl 4] ppp 1[pcl 4] 
ppp 1[pcl 4] ppp 1[pcl 4] 
ppp 1[pcl 4] ppp 1[ps 2] 
ppp 1[ps 2] ppp 1[ps 2] 




ppp 1[pox 4] ppp 1[pox 
4] ppp 1[pcl 8 ps 4] ppp 
1[pcl 8 ps 4] ppp 1[pcl 8 
ps 4] 
 
It should be noted that in the DPD simulations, the interaction between the beads are 
taken into the consideration according to bead type and interaction energy. The 
connecting site and side of attached chains are not important. In cases where these 
factors play an important role on the final morphology of the system of interest, DPD 
simulations are expected to give poor results.
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4.5. Morphological Studies   
Below, the 2D morphological pictures obtained by DPD simulations and belonging 
to POx-PPP-PCL, PS-PPP-PCL, POx-PPP-(PCL-b-PS) systems are given in 40 nm x 
40 nm dimensions. In these pictures, the color coding applied is that the green color 
represents the ε-caprolactone beads, the blue color represents the 2-methyl-oxazoline 
beads, the white color represents the styrene beads and the red color represents the 
paraphenylene beads. The pictures generated by either Compass or PCFF with FA or 
CHelp charges are compared with each other and also with the 2D phase images of 
AFM given in μm dimensions. The nanophases observed are analyzed in terms their 
sizes, shapes and the order in the distribution of the nanophases. The formation of the 
microphases seen from the AFM images are partly governed by the substrate which 
is SiO2 matrix, and the polymer backbone interactions and partly by the side chain 
interactions. Since our theoretical modelling does not include the solvent effects ( if 
there are any in the preparation stage of thin films) and the effect of substrate-
backbone interactions on the morphology, it may seem incorrect to compare the 
AFM images with DPD images. This comparison is justified by assuming that i) the 
top view of the films with thickness of 40 nm does not give clear information about 
the interactions at the bottom, i.e., on the surface of the substrate, ii) the patterns seen 
in the 2D top-view of the AFM images more dominantly formed by the dynamics of 
the side chains. 
 
                                     (a)                                                      (b) 
Figure 4.5.1: The morphology of POx-PPP-PCL sytem projected in 2D a) in larger 
scale b) in smaller scale ( Compass FF / FA charges) 
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The two-dimensional DPD images with normal bead numbers and 3 times increased 
bead numbers are shown in the Figure 4.5.1., and the latter gives closer insight into 
the structure. In the pictures, the length of the backbone chain is too small to be seen 
clearly as it is hidden under the side chains. The beads linked together interact 
through the potential energy defined as force field. Naturally, different force field 
and charge calculation methods generate different morphological pictures. To test the 
success of different methods in reproducing the experimental morphology, the same 
sytstems are subjected to either Compass FF or PCFF. The charges either are 
calculated as default by the force field or read externally as input. 
The green domains around the red ones indicate that PCL side chains are organized 
around the PPP backbone. Blue domains are not completely separated with green 
domains due to the hydrophilic nature of POx and PCL side chains.  
Nano/microphase separation occurs to some extent as seen in DPD/AFM images. 
 
Table 4.5.1: χ parameters calculated with Polymer Consistent Force Field with 











The following 2D AFM images cut in 1 μm x 1 μm dimensions belonging to the 
POx-PPP-PCL system, in 5 μm x 5 μm dimensions for the PS-PPP-PCL and POx-






Monomer S Ox PP CL 
S - 9,42 0,03 1,97 
Ox 9,42 - 8,61 1,44 
PP 0,03 8,61 - 1,10 
CL 1,97 1,44 1,10 - 
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Table 4.5.2. DPD results with AFM images 


































1) This work deals with the understanding of the microphase separation 
observed in 2D AFM images of PPP thin films. The extent of the separation 
and the driving forces are studied at different size scales by quantum 
mechanical calculations of the electronic structure, and the dynamics by MD 
and as well as DPD simulations. 
2) The DFT method is basically used to optimize equilibrium structures and then 
to compute the electrostatic potential surface of the monomers. MD 
simulations are carried out in order to predict single chain and double chain 
dynamical behaviors of the substituted PPPs in vacuum and in the absence of 
the substrate. 
3) The room temperature equilibrium nanostructures obtained by the MD 
simulations are used to predict the miscibility of the polymer chains and to 
calculate interaction parameters and the mixing energies.  
4) The MD results are extended to mesoscale to understand the bulk properties 
of the polymer mixtures in the form of thin films without a substrate. 
5) DPD methodology is employed for studying the morphology of polymer 
systems which can not be studied by quantum mechanical or statistical 
mechanical techniques. However, it is a coarse-grained method which 
excludes the inner structure of the beads and the intramolecular vibrations. 
The interaction of beads is taken into account by the interaction parameter χ. 
The success of the method highly depends on the accurate calculation of this 
parameter. 
6) For the systems where size, shape, polarizability and intramolecular 
vibrations have great impact on the microstructure, the DPD methodology is 
expected to give poor results. 
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7) Accurate atomic charges are required for the correct evaluation of the 
interaction parameters and the mixing energies.  
8) Polymer Consistent Force Field (PCFF) is especially developed for studying 
polymeric systems. However, COMPASS force field produces similar results 




                 
 
 
                          
 
Figure 5.1: 2D AFM images (top row)[9] ( provided by Prof. Demirel) versus DPD 
images generated by PCFF/Chelp (bottom row) (this work). 
 
 
9) The nanophase images produced by both force fields give good results with 
the Chelp charges computed quantum mechanically by applying DFT 
methodology at B3LYP/6-31g** level. 
10) In our system, the microstructure is governed mainly by the dynamics of the 
side chains which are longer than the rigid PPP backbone.  
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11)  In POx-PPP-PCL system, nano/micro phase separation is not as clear as in 
PS-PPP-PCL system due to the compatibility of the hydrophilic POx and 
PCL chains.  
12) In PS-PPP-PCL system, as the χ parameter implies, the miscibility of PS and 
PCL chains are less than that of POx and PCL. Therefore, the phase 
separation becomes more clear in the DPD and AFM images. 
13) The incorporation of PS block in POx-PPP-PCL system improves the phase 
separation. PS chains tend to escape from POx chains and approach to the 
backbone. This tendency prevents the folding of the PCL chains to form 
crystalline microphases. The microphase separation occurs due to the 
unfavorable interaction between PS and POx terminal chains. Hydrophilic 
character of the POx chains favors the clustering on one side of the backbone. 
The relatively higher affinity of the hydrophobic PCL chains towards the PS 
chains favors the organization of them in the close vicinity of the PS domain 
on the opposite side of the backbone. The separation of POx rich nanophase 
in the form of small islands with irregular shapes from the PCL-b-PS domain 
is clearly seen in DPD images as well as in the AFM images. 
14) The phase separation observed in the systems of PPPs with polymeric side 
chains which are longer than the PPP backbone itself, is mainly determined 
by the incompatibility of the side chains. The degree of compability or 
incompability is calculated in terms of mixing energies and the Flory-
Huggins χ parameter. The coarse-grained methodology employed here is 
sufficient to reflect the true interactions between the polymer chains.  
15) The DPD simulations successfuly produce the similar patterns in nanometer 
scale observed in AFM images in micrometer scale.
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Two dimensional DPD images generated by different force fields and charge 
calculation methods written in the figure captions. 
 
                                                
A1)  POx-PPP-PCL,  COMPASS/Qeq            A2) POx-PPP-PCL,  PCFF/Qeq 
                             





                         
A5)POx-PPP-PCL , Compass/Chelp                   A6) POx-PPP-PCL, PCFF/Chelp 
 
                    
A7)POx-PPP-PCL , Compass/ESP                     A8) POx-PPP-PCL,PCFF/ESP 
 
                  
A9)PS-PPP-PCL, Compass/Qeq                       A10) PS-PPP-PCL, PCFF/Qeq 
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A11)PS-PPP-PCL,Compass/FA                      A12) PS-PPP-PCL, PCFF/FA 
 
                  
A13)PS-PPP-PCL,Compass/Chelp                 A14)PS-PPP-PCL, PCFF/Chelp 
 
                       
A15)PS-PPP-PCL,Compass/ESP                        A16) PS-PPP-PCL,PCFF/ESP 
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A17)POx-PPP-(PCL-b-PS), Compass/Qeq           A18) POx-PPP-(PCL-b-PS), PCFF/Qeq 
 
                         
A19)POx-PPP-(PCL-b-PS), Compass/FA                A20) POx-PPP-(PCL-b-PS), PCFF/FA 
 
                    
A21)POx-PPP-(PCL-b-PS),Compass/Chelp           A22)POx-PPP-(PCL-b-PS),PCFF/CHelp 
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