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Abstract
The state-of-the-art approaches for image classification are based on neural networks. Math-
ematically, the task of classifying images is equivalent to finding the function that maps an image
to the label it is associated with. To rigorously establish the success of neural network methods,
we should first prove that the function has an efficient neural network representation, and then
design provably efficient training algorithms to find such a representation. Here, we achieve the
first goal based on a set of assumptions about the patterns in the images. The validity of these
assumptions is very intuitive in many image classification problems, including but not limited
to, recognizing handwritten digits.
1 Introduction
Despite the fact that neural network methods are highly successful in machine learning, a theoretical
understanding of the practical success remains to be elucidated. We make rigorous progress towards
this goal for image classification. The setting is as follows.
Suppose each image has n×n pixels, and is black and white. This is without loss of generality,
as we would obtain the same result for colorful images, provided that the number of colors is O(1).
There are altogether 2n
2
images, each of which is represented by an element in {0, 1}⊗n
2
. For each
label, we define a function f : {0, 1}⊗n
2
→ {0, 1} such that f(x) = 1 if and only if the label matches
the image x. (The function f should carry the label as a subscript, which is omitted for simplicity.)
In practice, f is sparse because most images are featureless and do not have a label. However, there
can be an exponential (in n) number of images having labels.
In supervised learning, we are given a training set T ⊂ {0, 1}⊗n
2
and the value f(x) for each x in
T . The task is to find f . The standard approach is to first presume that f is well approximated by
a neural network with polyn parameters, and then tune the parameters to minimize the difference
between f and the function represented by the neural network. To rigorously establish the success
of the method, we should first prove that f has an efficient neural network representation, and then
design provably polyn-time training algorithms to find a sufficiently good approximation to f [15].
In this paper, we achieve the first goal (“efficient representation”) based on a set of assumptions
about the patterns in the images. The validity of these assumptions is very intuitive in many image
classification problems. As an example, it will be justified in the context of recognizing handwritten
digits. It should be clear that assumptions are necessary to exclude the possibility that f−1(1) is
a random subset of {0, 1}⊗n
2
, in which case an efficient representation of f is impossible.
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The second goal (“efficient training”) is more important and challenging. Besides algorithmic
advances, one has to define how the training set T is obtained, and then prove that a neural network
trained on T can generalize well. We leave it to future work.
2 Assumptions
In this section, we introduce two assumptions about the patterns in the images, and justify them in
the context of recognizing handwritten digits. Intuitively, it should be clear that both assumptions
are valid in many other image classification problems.
We briefly describe some characteristic features of handwritten digits. An image that represents
a digit is a black curve on a white background. We assume that the linewidth is O(1) pixels on the
whole curve, but different part of the curve may have different linewidth. Of course, a reasonable
amount of distortion is allowed. Unlike the MNIST database [13], we do not assume that the digits
are size-normalized or centered. For example, you may write a small “8” at the top right corner.
For each image x ∈ {0, 1}⊗n
2
, let x = x1x2 · · · xn, where the overline denotes string concatena-
tion, and xi ∈ {0, 1}
⊗n is the configuration of x in the ith row. The first assumption states that the
total number of row configurations for all images having labels is upper bounded by a polynomial
in n.
Assumption 1.
|{xi : f(x) = 1}| = polyn, ∀i. (1)
Justification of Assumption 1. Consider, for example, the images representing the digit “0.” There
are three cases:
Case 1. In a row above or below the digit, the pixels are all white.
Case 2. In a row tangent to the curve, there is one contiguous region of black pixels.
Case 3. If a row divides “0” into two parts, then there are two connected components, each of
which contains O(1) black pixels.
Taking into account all these cases, the number of row configurations for all images representing
“0” is O(n2). Assumption 1 for other digits can be justified in the same way.
For i = 1, 2, . . . , n and y ∈ {0, 1}⊗n, let Fi,y be a matrix of dimension 2
(i−1)n × 2(n−i)n. Identi-
fying a bit string with a binary number, the matrix elements of Fi,y are defined as
Fi,y(1 + x1x2 · · · xi−1, 1 + xi+1xi+2 · · · xn) = f(x1x2 · · · xi−1yxi+1 · · · xn). (2)
We add ones on the left-hand side in order to keep the row and column indices of a matrix positive.
Indeed, Fi,y is obtained by reshaping f(x) after fixing y to be the configuration of x in the ith row.
The second assumption states that the rank (i.e., the number of nonzero singular values) of Fi,y is
small.
Assumption 2.
rankFi,y = O(1). (3)
This assumption can be relaxed to rankFi,y = polyn without affecting any result in this paper.
Justification of Assumption 2. Consider again the images representing “0.” If the row configuration
y does not belong to any of the three cases listed above, then Fi,y is a zero matrix and has rank 0.
If y is in Case 1, the digit is either above or below the ith row. Let g1 be a row vector of length
(i−1)n. The entries are given by g1(1+x1x2 · · · xi−1) = 1, if the string x1x2 · · · xi−1, interpreted as
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an image with (i− 1)×n pixels, represents “0,” and g1(1+ x1x2 · · · xi−1) = 0 otherwise. Similarly,
define g2 as a row vector of length (n− i)n such that g2 indicates whether an image with (n− i)×n
pixels represents “0.” We claim
Fi,y = g
T
1 (1 0 0 · · · 0︸ ︷︷ ︸
2(n−i)n−1 zeros
) + (1 0 0 · · · 0︸ ︷︷ ︸
2(i−1)n−1 zeros
)T g2. (4)
Indeed, the first term on the right-hand side indicates that the digit “0” is above the ith row, where
the row vector (1 0 0 · · · 0) fixes all pixels below the ith row as white. Similarly, the second term
indicates that the digit is below the ith row. Thus, rankFi,y = 2.
If y is in Case 2, a similar argument implies rankFi,y = 2.
If y is in Case 3, the ith row divides the digit into two parts. Let h1 be a row vector of length
2(i−1)n. The entries are given by h1(1+x1x2 · · · xi−1) = 1, if the string x1x2 · · · xi−1, interpreted as
an image with (i− 1)×n pixels, represents the upper part of “0,” i.e., an arc-like curve connecting
the two connected components of black pixels in y from above. Otherwise, h1(1+x1x2 · · · xi−1) = 0.
Similarly, define h2 as a row vector of length 2
(n−i)n such that h2 indicates whether an image with
(n− i)× n pixels represents the lower part of “0.” We claim
Fi,y = h
T
1 h2. (5)
Indeed, any two (sub)images representing the upper and lower parts of “0” can be pieced together
to give a full “0,” provided that they match at the boundary as specified by y. Thus, rankFi,y = 1.
Taking into account all the cases, rankFi,y ≤ 2 if f is the indicator function of “0.” Assumption
2 for other digits can be justified in the same way. As an additional example, rankFi,y = 2 if f is
the indicator function of “8” and if there are two connected components of black pixels in y.
For i = 1, 2, . . . , n−1, let Fi be a matrix of dimension 2
in×2(n−i)n obtained by reshaping f(x).
In particular, the matrix elements of Fi are given by
Fi(1 + x1x2 · · · xi, 1 + xi+1xi+2 · · · xn) = f(x1x2 · · · xi−1xixi+1 · · · xn). (6)
Lemma 1. Assumptions 1, 2 imply
rankFi = polyn. (7)
Proof. The (1+x1x2 · · · xi)th row of Fi is identical to the (1+x1x2 · · · xi−1)th row of Fi,xi . Hence,
rankFi ≤
∑
y∈{0,1}⊗n
rankFi,y =
∑
y∈{xi:f(x)=1}
rankFi,y. (8)
The last summation has only a polynomial number of terms (Assumption 1), each of which is O(1)
(Assumption 2).
3 Low-rankness
In this section, we discuss the implications of Assumptions 1, 2 at a conceptual rather than technical
level. To put it in a broader context, we first slightly generalize Lemma 1.
Let A be a rectangular region of the image, and |A| be the number of pixels in A. Let A¯ be the
complement of A so that |A¯| = n2− |A|. Let |∂A| be the perimeter (length of the boundary ∂A) of
A. Let xA ∈ {0, 1}
⊗|A| be the configuration of an image x in A. We reshape the indicator function
f(x) into a matrix FA of dimension 2
|A|× 2|A¯| such that the row (column) index corresponds to xA
(xA¯). In particular, the matrix elements of FA are given by
FA(1 + xA, 1 + xA¯) = f(x). (9)
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Corollary 1. Slight generalizations of Assumptions 1, 2 imply
rankFA = poly |∂A|. (10)
Proof. This corollary reduces to Lemma 1 in the special case where A consists of the first i rows of
the image. It can be proved in the same way as Lemma 1 by slightly generalizing Assumptions 1, 2.
For instance, Assumption 1 should be modified to “the number of configurations on the boundary
is poly |∂A|.” It should be clear that the validity of such generalizations of Assumptions 1, 2 is still
very intuitive in many image classification problems.
If f(x) were a function such that f−1(1) is a random subset of {0, 1}⊗n
2
, then for |A| ≤ n2/2,
rankFA = e
Θ(|A|) (11)
with overwhelming probability. Thus, Eq. (10) is a mathematical characterization of the fact that
the indicator function f(x) is highly structured.
The low-rank condition (10) provides an analytical understanding of “local feature,” an intuitive
concept explaining the working principle of neural networks. A local feature is a particular pattern
shared by many different (sub)images on a patch, and local features can be pieced together to form
objects. The matrix FA can be decomposed as
FA =
poly |∂A|∑
i=1
gTA,igA¯,i, (12)
where each gA,i(gA¯,i) is a (provably sparse) row vector of length 2
|A|(2|A¯|). One might interpret gA,i
as the indicator function of the ith local feature in A. (Here we neglect the technical subtlety that
gA,i may not be a 0-1 vector.) The product g
T
A,igA¯,i specifies a rule for combining a local feature in
A with one in A¯. The number of such combinations is determined by the number of configurations
on the boundary ∂A, for the reason that the configurations in A and A¯ must match on ∂A.
4 Neural network representation
In this section, we prove that the low-rank condition established in the preceding section implies an
efficient representation of the indicator function f(x) using a particular type of (deep) convolutional
arithmetic circuits (ConvAC) [3]. ConvAC is a variant of the more common convolutional neural
networks (ConvNet) with rectified linear units (ReLU). The former uses a different set of activation
and pooling functions, but is otherwise similar to the latter. Ref. [4] provides a detailed discussion
of the relationship between ConvAC and ConvNet. A nontechnical introduction to ConvAC is [2].
We now describe the neural network in detail. Assume without loss of generality that log2 n is
an integer. Consider a complete binary tree with 2 log2 n+ 1 layers, where the ith layer (from leaf
to root) has n2/2i−1 nodes. Each node is indexed by three integers (i, j, k). The first is the layer
index, and the other two specify the spatial location (to be defined more precisely later) of the
node. Let [· · · ] denote the floor function. In the ith layer, the indices j and k run from 1 to n/2[i/2]
and n/2[(i−1)/2], respectively. The two children of the node (i, j, k) are (i− 1, 2j− 1, k), (i− 1, 2j, k)
for even i and (i− 1, j, 2k − 1), (i − 1, j, 2k) for odd i ≥ 3.
Each node (i, j, k) carries a function. The function outputs a row vector, whose length, denoted
by li, is called the number of channels in the ith layer. We fix l2 log2 n+1 = 1 so that the output of
the root node is a number. For a leaf node (1, j, k), the output is the (basis) vector (1 0) or (0 1) if
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the pixel in the jth row and kth column is black or white, respectively. The function carried by a
non-leaf node (i, j, k) is a composition of convolution, trivial activation, and product pooling. (In
comparison, ConvNet uses ReLU activation and max/average pooling.) Taking the outputs u, v of
the two children as input, the mth entry in the output of the function is given by
input
−−−→ u, v
2→1 pooling
−−−−−−−−→ u⊙ v
1×1 convolution
−−−−−−−−−−→ Vi,j,k,m(u⊙ v)
T trivial activation−−−−−−−−−−→ Vi,j,k,m(u⊙ v)
T . (13)
Here, ⊙ denotes element-wise multiplication, and Vi,j,k,m, whose entries are the tuning parameters
of the network, is a row vector of length li−1.
The network has a clear causal structure. Identifying a leaf node (1, j, k) with the pixel at the
position (j, k), the support Si,j,k of a node (i, j, k) is defined as the region of all pixels that are
descendants of the node. This definition implies that (i) the output of a node depends only on the
pixels in its support; (ii) the supports of the nodes in the same layer are pairwise disjoint; (iii) the
support of a node can be obtained by merging the supports of its two children; (iv) the support of
every node in an odd layer is a square and that in an even layer is a rectangle with aspect ratio 2.
These properties suggest interpreting the working principle of the network as follows. Let p(i, j, k)
and s(i, j, k) be the parent and sibling of the node (i, j, k), respectively. The local features of the
region Si,j,k are extracted by the subtree rooted at (i, j, k), and are encoded in the output of (i, j, k).
This is because the output of any other node in the ith layer does not depend on the pixels in Si,j,k
at all. The function carried by p(i, j, k) combines the local features of the regions Si,j,k and Ss(i,j,k)
in a particular way to obtain the local features of Sp(i,j,k) = S(i,j,k) ∪ Ss(i,j,k) at a larger scale.
Theorem 1. Corollary 1 implies an exact representation of f(x) using ConvAC as described above,
where the number of channels in the ith layer is upper bounded by
li = 2
O(i). (14)
This theorem (indirectly) supports the conventional wisdom that the number of channels should
grow with the layer index in ConvNet.
Proof of Theorem 1. We first slightly generalize the architecture by allowing different channels to
mix in pooling. In particular, we modify Eq. (13) to
input
−−−→ u, v
2→1 pooling
−−−−−−−−→ uT v
1×1 convolution
−−−−−−−−−−→ tr(Mi,j,k,mu
T v)
trivial activation
−−−−−−−−−−→ vMi,j,k,mu
T , (15)
where Mi,j,k,m is a matrix of dimension li−1× li−1. It should be clear that Eq. (13) corresponds to
the special case that Mi,j,k,m = diag Vi,j,k,m is diagonal. Such a generalized ConvAC is also known
as hierarchical Tucker format [9, 19] in applied mathematics and tree tensor network [22] in physics.
Thus, we may import existing results in the literature to upper bound the number of channels.
Lemma 2 ([22, 8]). The function f(x) allows an exact representation in hierarchical Tucker format,
provided that
li ≥ rankFSi,j,k , ∀j, k. (16)
Corollary 1 implies
rankFSi,j,k = poly |∂Si,j,k| = 2
O(i). (17)
We complete the proof of Theorem 1 by showing that the matrixMi,j,k,m in Eq. (15) can be brought
into diagonal form at the price of squaring the number of channels in every layer. In the simplest
case of two channels, suppose
u = (u1 u2), v = (v1 v2), Mi,j,k,m =
(
a b
c d
)
. (18)
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We copy each entry in u and v once in an appropriate order so that the outputs of the two children
become (u1 u2 u1 u2) and (v1 v1 v2 v2), respectively. Then,
vMi,j,k,mu
T = (v1 v1 v2 v2) diag(a, b, c, d)(u1 u2 u1 u2)
T . (19)
It should be clear that the general case of more than two channels can be handled similarly.
The architecture considered in this section has the property that the supports of the nodes in the
same layer are pairwise disjoint. This property is desirable for interpreting the functionality of each
node, and a network with the non-overlapping property (and a polynomial number of channels) is
sufficiently powerful to represent the function f(x). However, we believe that it may be practically
beneficial (in the sense of reducing the number of channels) to have overlapping supports for nodes
in the same layer, as in “standard” ConvNet.
Another approach that may improve the practical performance of hierarchical Tucker format is
to use the multiscale entanglement renormalization ansatz [25].
5 Tensor train format
In this section, we prove that Assumptions 1, 2 imply an efficient representation of the indicator
function f(x) in the tensor train format [18], which is also known as matrix product representation
[20] in physics.
We fix an ordering of the pixels by indexing the pixel in the ith row and jth column with the
integer k := (i−1)n+j. We associate each pixel with two matrices Mk,0,Mk,1 of dimension lk−1×lk.
The tensor train format encodes a function, which maps an image y = y1y2 · · · yn2 ∈ {0, 1}
⊗n2 (note
that yk ∈ {0, 1} represents the kth pixel) to
M1,y1M2,y2 · · ·Mn2,yn2 , (20)
where we fix l0 = ln2 = 1 so that the output is a number.
Lemma 3 ([24, 18]). The function f(x) allows an exact representation in the tensor train format,
provided that
lk ≥ rankFBk , (21)
where Bk is the region of pixels with indices from 1 to k.
Theorem 2. Assumptions 1, 2 imply an exact representation of f(x) using the tensor train format,
where the matrix dimension is upper bounded by
max
k
lk = polyn. (22)
Proof. It suffices to prove rankFBk = polyn. However, we cannot directly use Corollary 1, because
Bk may not be rectangular. Suppose the pixel labeled by k is in the ith row and jth column such that
k = (i−1)n+j. To simplify the notation, let Y1 = y(i−1)n+1y(i−1)n+2 · · · yk and Y2 = yk+1yk+2 · · · yin.
It is straightforward to see that the matrix FBk can be partitioned into blocks indexed by Y1, Y2:
FBk = (FBk ,Y1,Y2)Y1∈{0,1}⊗j ,Y2∈{0,1}⊗(n−j) , (23)
where the submatrix FBk ,Y1,Y2 is of dimension 2
(i−1)n × 2(n−i)n with matrix elements given by
FBk ,Y1,Y2(1 + y1y2 · · · y(i−1)n, 1 + yin+1yin+2 · · · yn2) = f(y1y2 · · · y(i−1)nY1Y2yin+1 · · · yn2). (24)
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Hence,
rankFBk ≤
∑
Y1∈{0,1}⊗j ,Y2∈{0,1}⊗(n−j)
rankFBk,Y1,Y2 =
∑
Y1∈{0,1}⊗j ,Y2∈{0,1}⊗(n−j)
Y1Y2 valid row configuration
rankFBk ,Y1,Y2 . (25)
The last summation has only a polynomial number of terms (Assumption 1), each of which is O(1)
(Assumption 2).
6 Discussions
The key insight of our approach is the low-rankness (Corollary 1) of FA, which is a matrix obtained
by reshaping the function f(x) such that the row (column) index corresponds to the configuration
of the region A (A¯). This way of thinking is standard practice in quantum physics, and was adopted
in a series of recent papers [5, 1, 14, 27] to characterize the expressive power of neural networks.
In particular, Ref. [27] proved the so-called “area law”
rankFA = e
O(|∂A|) (26)
based on assumptions that are conceptually similar to but technically different from those in Sec. 2.
Ref. [5] showed that any function represented by a restricted Boltzmann machine with short-range
interactions obeys the area law. It should be noted that the converse is not true. Let S be the set of
all functions obeying the area law. A simple counting argument implies that for any architecture,
a random element in S does not have an efficient representation with overwhelming probability [7].
In contrast, we have proved that Corollary 1, an exponential improvement on the area law, implies
an efficient neural network representation.
Finally, we comment on the practical performance of the architectures considered in this paper.
Ref. [23] designed a training algorithm for the tensor train format by adapting existing optimization
techniques [26, 21, 11]. For the MNIST database of handwritten digits, test error rates of 2%, 0.97%
can be achieved with matrix dimensions maxk lk = 20, 120, respectively. Preliminary results for the
CIFAR-10 dataset were reported in a very recent paper [12]. Ref. [10] proposed a generative model
based on the tensor train format. Ref. [17] used the tensor train format to compress fully-connected
layers in a deep neural network.
Ref. [16] designed a training algorithm for hierarchical Tucker format by importing optimization
techniques from the physics literature [6]. For MNIST, a test error rate of 4% can be achieved with
lk = 3 channels in every layer. Preliminary results for CIFAR-10 were reported in the same paper.
It should be noted that the architecture used in [16] is almost identical to the one described in Sec.
4, except that each non-leaf node in the tree has 4 children.
In these experiments on MNIST, the number of channels in hierarchical Tucker format and the
matrix dimension in the tensor train format appear to be smaller than those in Theorems 1 and 2.
This is because the digits in MNIST have been size-normalized and centered. Such preprocessing
greatly reduces the number of row configurations so that the estimate in Assumption 1 is far from
tight. We expect that the scaling relation in Lemma 1 would be observed in an experiment where
the digits were randomly sized and position-shifted. We leave it to future work.
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