We consider the minimum number of zeroes in a 2m 2n (0; 1)-matrix M that contains no m n submatrix of ones. We show that this number, denoted by f(m; n), is at least 2n + m + 1 for m n. We determine exactly when this bound is sharp and determine the extremal matrices in these cases. For any m, the bound is sharp for n = m and for all but nitely many n > m. A general upper bound due to Gentry, f(m; n) 2m + 2n ? gcd(m; n) + 1, is also derived. Our problem is a special case of the well-known Zarankiewicz problem.
We consider rectangular matrices M with entries that are 0 or 1. The intersection of a rows and b columns of a matrix is called an a b submatrix. J. Wunsch 10] asked: What is the least number of zeroes in a square (0; 1)-matrix M of even order, say 2n 2n, such that M contains no n n submatrix of ones? We solve his problem here and go on to propose an extension of it to general rectangular matrices. We say that a 2m 2n matrix M has property Z if every m n submatrix has at least one zero, i.e., M has no half-half all ones submatrix. An equivalent formulation of Property Z, that is typically more useful in our study, is to require that for every m rows of M at least n + 1 columns contain a zero somewhere in those rows. We denote by f(m; n) the minimum number of zeroes in such a matrix M with Property Z. For simplicity, we often assume that m n, since we may switch to the transpose when m > n. One can ask equivalently for the maximum number of ones in such a matrix M, which is 4mn ? f(m; n).
The graph-theoretic formulation is obtained by viewing M as the incidence matrix for a bipartite graph. Then 4mn ? f(m; n) is the maximum number of edges of a bipartite graph (A; B) with part sizes jAj = 2m and jBj = 2n, such that there is no complete bipartite subgraph K m;n with m vertices in A and n vertices in B.
We recognize this as a particular case of the famous problem of Zarankiewicz 11] from 1951, which is far from settled. The general problem asks for the maximum number of edges, denoted by Z a;b (k; l), of a bipartite graph (K; L) with jKj = k; jLj = l that contains no subgraph K a;b with a vertices in K and b vertices in L. Our number f is then given by f(m; n) = 4mn ? Z m;n (2m; 2n):
Most results in the literature on the Zarankiewicz problem assume the dimensions a; b of the forbidden submatrix are xed and consider large dimensions k; l. However, in our problem, a and b are growing along with k and l. We shall see that Z m;n (2m; 2n) is so close to 4mn that it is helpful to work instead with our new f(m; n) notation, which grows only linearly with m and n.
We now brie y mention some of the results on the Zarankiewicz problem. Culik 3] has shown that if a, b, and k are xed, then Z a;b (k; l) = (a ? 1) We obtain much better bounds than these for our half-half case.
Since we found it advantageous to work with (0; 1)-matrices, rather than their associated bipartite graphs, we present our results in matrix terminology. However, the graph-theoretic applications are at least as important, and most of the related literature is in graph-theoretic language. A survey of work on the Zarankiewicz problem appears in Bollob as 2, Sec. VI.2]. Some of the more recent work includes the papers 1, 5, 8] .
In Section 2 of this paper, we present constructions of some matrices with Property Z and few zeroes. In particular, we present constructions, which turn out to be optimal, for the cases (1) m divides n (including m = n), and (2) m < n where n = km + r, 1 < r < m, such that k + r m. So the constructions apply, given m, for all but nitely many n.
A recursive construction then gives this result that yields Gentry's general upper bound formula: Here, gcd(m; n) is the greatest common divisor of m and n. Corollary 2 was discovered by Craig Gentry 6] . We rst circulated our work, presenting the problem, our main result (Theorem 3 below, giving a sharp lower bound on f), and the constructions for cases (1) and (2). Gentry, then a student in a summer research program, learned of this problem from his supervisor, Anant Godbole. He sent us this result (without proof), and we devised our proof via the recursive construction described by the stronger Theorem 1.
We now state our main result, a lower bound for f(m; n) which is sharp in exactly the two cases given by the constructions of Section 2. It includes the solution to Wunsch's original problems.
Theorem 3. Assume m n. Let f(m; n) denote the least number of zeroes for a 2m 2n (0; 1)-matrix having Property Z. Then f(m; n) 2n + m + 1; where the equality holds precisely when (1) n is a multiple of m, or (2) k + r m; where n = km + r; and 0 < r < m:
Notice that if we x m and let n increase, then condition (2) of Theorem 3 is true. So f(m; n) = 2n + m + 1 for xed m and all su ciently large n, speci cally, for n > (m ? 1) 2 .
To prove the theorem, we associate to any 2m 2n (0; 1)-matrix a certain graph on 2m vertices (which may have multiple edges, but need not be bipartite), which we call the associated graph. We prove in Section 3 a proposition about the existence of equipartitions of the vertex set of graphs such that there is at most one edge between the parts. So, even though we adopt the matrix interpretation of our problem, most of our arguments end up being graph-theoretic, concerning equipartitions.
We thus require some basic graph theory notation: If G = (V; E) is a graph (or multigraph), then (G) = jV j and "(G) = jEj. The disjoint union of two graphs G; H is denoted G+H, and the disjoint union of k copies of G is denoted kG. For a bipartite graph (A; B), we denote the number of its edges by "(A; B). The proof of of Theorem 3 follows in Section 4. In Section 5, we describe in Theorem 8 all extremal matrices for Theorem 1. They are unique up to permutations in Case (1), but not necessarily unique in Case (2) . The statement of Theorem 8 depends on the discussion that precedes it, so we do not present it until then.
The determination of f(m; n) remains open for general m; n. In Section 6, we conclude with some examples and suggested directions for future consideration of this problem.
Section 2. Upper Bounds: Constructing Matrices With Property Z We describe constructions of 2m 2n matrices, where m n, with Property Z and few zeroes. We rst suppose that m divides n, which is Case (1) in Theorem 3.
Say we have n = km. For the rst m ? 1 rows, let each row have k zeroes so that no column has more than one zero. From the columns without zeroes, assign k + 1 zeroes to each of the remaining m + 1 rows so that each of these m + 1 rows has exactly one zero in common with the next of the m + 1 rows, ordered cyclically, and no column has more than two zeroes. There is a nice interpretation of the construction if we view the complement of the matrix above (replace zeroes by ones and vice-versa) as the edge-vertex incidence matrix of a hypergraph on 2n vertices. The hypergraph has m?1 disjoint edges of size (number of vertices) k, and it has m + 1 edges of size k + 1 on the remaining vertices such that the edges, denote them e 1 ; : : : ; e m+1 , each have size k + 1 and are disjoint from all others except that there exist vertices v 1 ; : : : ; v m+1 with v i belonging to both e i and e i+1 , taking the subscripts mod m + 1. In Wunsch's original case, m = n, we just have the edge-vertex incidence matrix for the graph C m+1 + (m ?1)K 1 , where we treat each isolated K 1 as a loop.
The construction for (1) is quickly veri ed to be optimal, as follows. Assume a 2m 2n matrix M has Property Z. Since row permutations of a matrix preserve Property Z, we may assume that the number of zeroes r i in row i is nonincreasing. By Property Z, the bottom m rows of M have at least n + 1 = km + 1 > km zeroes, so that r m+1 k + 1. It follows that r i k + 1 for 1 i m, and altogether M has at least m(k + 1) + (n + 1) = 2n + m + 1 zeroes, which is achieved by the construction. Now we move on to Case (2) of Theorem 3, in which n = km+r, where 0 < r < m and k +r?m 0. For the rst m?r?1 rows, give each row k zeroes, and for the next m + r rows, give each row (k + 1) zeroes, so that no column has more than one zero. We check Property Z by verifying that any m rows have zeroes in at least n + 1 = km + r + 1 columns (do two cases depending on whether or not the bottom row is used). Again, we have 2n + m + 1 zeroes altogether.
In this case, the incidence matrix interpretation gives a hypergraph on 2n vertices in which there are m ? r ? 1 edges of size k and r ? 1 edges of size k + 1, all disjoint.
On the remaining vertices, there is an edge e of size k +r +1, which has m+1 pendant edges of size k + 1. The pendant edges meet e in one distinct vertex each but are otherwise isolated. We now give the recursive construction and resulting bound. This very simple recursion yields the construction for Case (1) above, m divides n, from the construction for the case m = n. We derive Gentry's general upper bound as a corollary. Proof. We build a 2m 2n matrix by taking k copies of the matrix J ?I of order 2m, which is all ones except zeroes on the main diagonal. In the remaining 2m 2r space we insert a matrix achieving f(m; r). For any m rows of this matrix, there are km zeroes in columns from the copies of J ? I, and there are zeroes in at least r + 1 columns of the last space, by Property Z, so we have zeroes in at least km+r+1 = n+1 columns, and Property Z holds. This matrix has k(2m) + f(m; r) = 2km + f(r; m) zeroes. Corollary 2. 6] For general m; n, we have f(m; n) 2m + 2n ? gcd(m; n) + 1: Proof. We prove this by induction on max(m; n). The bound is symmetric in m and n, so we may assume m n. For m = n, it holds by the construction for Case (1). For m < n, we apply Theorem 1 and obtain f(m; n) 2km + f(r; m) 2km + 2r + 2m ?gcd(r; m) + 1 = 2m + 2n ?gcd(m; n) + 1; by induction, using gcd(m; n) = gcd(r; m) (just like the Euclidean algorithm to compute gcd(m; n)).
Note that whenever we improve the bound on f(r; m), Theorem 1 allows us to improve on the bound on f(m; n) in Corollary 2, which is useful for improving bounds on particular values of f(m; n).
Section 3. Associated Graphs and Equipartitions of Graphs With Few Edges
Before proving Theorem 3, we introduce some de nitions and a proposition that will be useful in the proof. Given a k l (0; 1)-matrix M, we de ne the associated graph G(M) to be the undirected loopless multigraph with vertex set f1; : : : ; kg and edges as follows: For column j of M, 1 j l, say the zeroes are located in rows i 1 < i 2 < < i s . Then put the s ? 1 edges fi 1 ; i 2 g; : : : ; fi s?1 ; i s g into G(M). For example, the matrix below gives a graph on V = f1; 2; 3; 4g with edges f1; 2g; f1; 3g; f3; 4g; f3; 4g. For a multigraph G = (V; E) with (G) even, we de ne an equipartition A; B] of G to be the bipartite subgraph of G obtained by partitioning V into two equally-sized subsets, A and B, and taking all edges between A and B. Equipartitions will prove to be valuable in studying our matrices. Proof. For any set of m rows, indexed by set A, there are at least n + 1 columns containing a zero, and the same is true for the set B of remaining m rows. By the pigeonhole principle, M has at least two columns that have zeroes in rows indexed by A and by B both. In each such column, there will be some A row and some B row, each with a zero, such that no row in between has a zero. Hence for any equipartition A; B] of the associated graph G(M), "(A; B) 2.
By contrast, we shall now prove a proposition giving su cient conditions for a graph to have an equipartition with at most one edge. This will be the main tool for proving Theorem 3. Proof of (II). Suppose the loopless multigraph G has (G) = 2m and "(G) = m + 1.
We may assume m 2, or else (iii) applies. If the largest component C of G has m+2 vertices, then C must be a tree T. If T is not K 1;m+1 , the diameter of T is at least 3, so there exists an edge e whose deletion gives two components T 
Section 4. Lower Bound: Main Result
We can now prove our sharp lower bound, which we again include for the convenience of the reader. To prove the lower bound in the theorem, assume for contradiction that there is 2m 2n matrix M with Property Z and at most 2n+m zeroes. In fact, we may assume M has exactly 2n + m zeroes, or else we could just replace some ones by zeroes and still have Property Z.
If every column of M has a zero, it follows that "(G(M)) m. Then by Proposition 5, G(M) has an equipartition A; B] with "(A; B) 1. But this contradicts Proposition 4.
Therefore, M has some column j without zeroes. Now M has 2n+m 2n zeroes, so there is some column i with zeroes at distinct rows k and row l. We then modify M by switching the zero at entry (k; i) with the one at entry (k; j). The new matrix has the same number of zeroes as before and still has Property Z. Also, its associated graph has fewer edges than before. Repeating this process, we eventually get a matrix with Property Z and just 2n + m zeroes such that every column has a zero, which we saw was impossible.
So if M has Property Z, it must have at least 2n + m + 1 zeroes. This proves the lower bound in the theorem. The constructions in Section 2 achieve the lower bound in Case (1) m divides n, and in Case (2) k + r m; r > 0.
To complete the proof, it must be shown that f(m; n) = 2n + m + 1 only in these two cases. Suppose matrix M has Property Z and just 2n + m + 1 zeroes. Arguing as before, we may perform switches until every column of M has a zero. Assuming this, we deduce that "(G(M)) = m + 1. Since by Proposition 4, we have "(A; B) 2 for any equipartition A; B] of G(M), we learn from Proposition 5 that G(M) is given by (iv) or (v). The two lemmas below treat these respective cases. which by Property Z forces r > 0, and we are in Case (2) .
This completes the proof of our main result.
Section 5. On the Extremal Matrices for Theorem 3.
When the bound 2n + m + 1 of Theorem 3 is sharp, in Cases (1) and (2), the matrices constructed in Section 2 are sometimes, but not always, the only ones achieving the bound up to row and column permutations. For example, when m = 4 and n = 14, here is a di erent extremal matrix from the one we presented earlier. Note that it has a column without zeroes. We determine the extremal matrices here and summarize the discussion in Theorem 8, which we postpone to the end of the section since it depends on the discussion.
We rst discuss Case (1), say n = km, and show that the construction we gave in fact is the unique extremal matrix. We then go into Case (2), say n = km + r; 0 < r < m; k + r ? m 0, and show that our construction gives the unique extremal matrix with no column of ones, and all other extremal matrices are easily derived from it. If we obtained M by shifting zeroes, the last shift would have moved a zero into a column that had been all ones. But looking at this in reverse, it can be checked that for the construction for Case (1), shifting any zero from a column with a single zero to another column destroys Property Z. So there can be no such predecessor: The construction for Case (1) gives the unique extremal matrix.
columns. It follows that z 1 k, and so z 1 = = z m?r?1 = k; z m?r = = z m?2 = k + 1: Thus, the matrix M is that of the construction for Case (2) .
It remains to consider extremal matrices for Case (2) with a column of ones. Any such matrix can be converted to the construction for this case, call it M 0 , by successively shifting zeroes into columns of ones. Let us consider the last matrix, call it M 1 , before reaching M 0 . So M 1 is extremal, has a single column of ones, and is formed by shifting a zero, which is in a column by itself, over in its row into a column that has a zero. How is this possible?
In M 0 , the set A containing v and some m ? 1 end-vertices has zeroes in just n + 1 columns, so we cannot do the shift in an A row to a column where A has a zero, without violating Property Z. Similarly, we can consider the complementary set B of two end-vertices and all m ? 2 isolated vertices and the set A 00 with v, m ? 2 end-vertices, and some isolated vertex with k zeroes in its row.
The only possibility is that we shift a zero from an isolated vertex with k+1 zeroes in its row into a column containing just one zero in the row for v (or vice-versa) . That is, we combine the zeroes in two such columns. This matrix M 1 has Property Z: For a set C of m vertices, there are zeroes in at least n + 1 rows as before, if v = 2 C, while if v 2 C, we hit k + r + 1 columns with v and at least k new columns with every other element of S, for a total of at least k + r + 1 + (m ? 1)k = n + 1 columns.
We can repeat the argument above, and show that from M 1 the only thing we can do is to combine a zero from another row of an isolated vertex with k + 1 zeroes together with another column of v with just one zero. This gives a matrix M 2 . We can continue this process of combination, so that after s shifts, we get a matrix M s with s columns of ones such that Each M s is the unique extremal matrix with s columns of ones. We can do this until we either run out of isolated vertices with k + 1 zeroes or out of columns for v with a single zero, which means M s is at most min(r ? 1; k + r ? m).
The second example we gave in Section 2 is M 1 for m = 4, n = 14. We now summarize our description of all extremal matrices for Theorem 3: 
