In this paper, we study existence and uniqueness to multidimensional Reflected Backward Stochastic Differential Equation in an open convex domain, allowing for oblique directions of reflection. In a Markovian framework, combining a priori estimates for penalised equations and compactness arguments, we obtain existence results under quite weak assumptions on the driver of the BSDEs and the direction of reflection, which is allowed to depend on both Y and Z. In a non Markovian framework, we obtain existence and uniqueness result for direction of reflection depending on time and Y . We make use in this case of stability estimates that require some smoothness condition on the domain and the direction of reflection. In a last Section, we illustrate the application of our theoretical results by introducing randomised switching problems.
Introduction
In this paper, we study a class of BSDE whose solution is constrained to stay in an open convex domain, hereafter denoted D. The "reflection" at the boundary of the domain is made along an oblique direction. Such equations are known as Obliquely Reflected BSDEs and they allow to represent the solution of some stochastic control problems. Precisely, let pΩ, F, Pq be a complete probability space and pW t q tPr0,T s a k-dimensional Brownian motion, defined on this space, whose natural filtration is denoted pF t q tPr0,T s . P is the σ-algebra generated by the progressively measurable processes on r0, T sˆΩ. In this paper, we are interested in the study of existence and uniqueness of a P-measurable solution pY, Z, Φq to the following equation
where BD is the boundary of D, ϕ its (convex) indicator function, Bϕ the subdifferential of ϕ and pf, Hq : Ωˆr0, T sˆR dˆRdˆk Ñ pR d , R dˆd q is a P b BpR dˆRdˆk q-measurable function. The terminal value ξ is given as a parameter and belongs to L 2 pF T q, where for p ą 0 and a σ-algebra B, L p pBq is the space of B-measurable random variable R satisfying Er|R| p s ă`8. Of course, we shall require some extra conditions. Classically, we will look for solution with the following integrability property: pY, Z, Φq P S 2Ĥ 2ˆH 2 , where, for p P r1, 8s, H p is the set of progressively measurable process V such that E " p ş T 0 |V t | 2 dtq p 2 ı ă`8 , and S p is the set of continuous and adapted processes U satisfying E " sup tPr0,T s |U t | p ı . The main constraints are given in (1.1)piiq on the couple pY, Φq. As already mentioned, the first one is that Y takes its value inD, where D is a non-empty open convex subset of R d . The fact that Φ t P BϕpY t q imposes that Φ is directed along the outward normal of the convex domain, the important point being that in piq this direction is perturbed by the operator H and we are thus generally dealing with an oblique direction of reflection. When (1.1)(i) is viewed backward in time, the process Φ or, more precisely Ψ :" Hp¨qΦ, is the process allowing Y to stay in D. The condition ş T 0 |Φ t |1 tYtRBDu dt " 0 is then interpreted as a minimality condition, in the sense that Ψ will be active only when Y touches the boundary of the domain. This is of course one of the main ingredients to get an uniqueness result for this kind of equation.
These equations appear in the study of stochastic control problem, as illustrated in Section 5. Moreover, they allow for a probabilistic interpretation of a large class of quasivariational PDEs. Let us now mention some known results about these equations. In the one dimensional case, they have been first studied in [4] for the -so called-simply reflected case and in [2] for the doubly reflected case. The literature on this specific form of equation has then grown very importantly due to their range of application, in particular in mathematical finance. The multidimensional case is only well understood in the case of normal reflection i.e. when the matrix-valued random function H is equal to the identity, see [6] . The case of oblique direction of reflection has been only partially studied. Up until recently, only very specific cases have been considered for the couple pH, Dq. In [19] , the author studies the case of the reflection in an orthant with some restriction on the direction of oblique reflection and the driver f . Another case that has received a lot of attention is the setting of RBSDEs associated to switching problem, see e.g. [10, 9, 1] and the references therein: the multidimensional domain has a specific form and the direction is along the axis, see also Section 4.1 for more details. In this case, structural conditions on f are required to retrieve existence and uniqueness results also. This restriction are based on the technique of proof used to obtain the results and which is mainly based on a monotonic limit theorem à la Peng [18] , in a multidimensional setting. It seems that the first attempt to treat the question of BSDEs with oblique reflection in full generality can be found in [5] . Unfortunately, their setting is still quite restrictive concerning H and f . To the best of our knowledge, there is no, up to now, satisfying global approach for the question of well-posedness of Obliquely Reflected BSDEs, especially when compared to the case of forward SDEs, where existence and uniqueness results are obtained for quite general oblique reflection and domain, see e.g. the seminal paper [12] .
Our goal in this paper is thus to provide existence and uniqueness results for the RBSDEs (1.1) for generic H and convex domain D without imposing any structural dependence condition on the driver f of the equation. In this direction, we are able to obtain very general existence result in a Markovian setting, assuming some very weak domination property of the forward process, see Section 4.1, and we also discuss the non-uniqueness issue. In the general case of P-measurable random coefficients f and terminal condition ξ, we need to impose some smoothness assumptions on the domain and H, which depends then only on time and y. In this case, we obtain both existence and uniqueness for the solution of (1.1). The main tool to obtain the existence result is to consider a sequence of penalised equation: for n P N, t P r0, T s,
Hps, Y n s , Z n s q∇ϕ M n pY n s qds , (1.2) where, for y P R d , and some M ą 0, (1.
3)
The key point is to obtain the convergence in a strong sense of pY n q n to some process Y along with some a priori estimates on pZ n , Φ n q. This will then allow to obtain the existence of some limiting process pZ, Φq as well. Of course, one has then to prove that the limit pY, Z, Φq satisfies indeed the obliquely reflected BSDEs (1.1). In the setting of oblique direction of reflection, the question of uniqueness has generally to be investigated separately.
The first possible argument to obtain the convergence of pY n q is to prove some monotonicity on the sequence to apply Peng's monotonic limit theorem [18] . In a multidimensional setting, this monotonicity is obtained under very restrictive structural condition on the coefficient. Nevertheless, it has been successfully used for the study of RBSDE associated to switching problem. Another possible argument is to invoke some fine compactness arguments and this is the approach followed in [5] . But, again some strong structural conditions are required to obtain convergence results in a weak setting. In this paper, we follow a similar approach in the Markovian setting, see Section 4. At the heart of our proof, we use the paper [8] , which was concerned with multidimensional (non-reflected) BSDEs with continuous only driver f . With this approach, in the Markovian setting, we are able to obtain existence result for H that can depend on Z and even be discontinuous. To the best of our knowledge, this is the first time such general setting is considered successfully. It has been brought to our attention that independantly from us, [3] has followed a similar approach to treat BSDEs associated to the classical switching problem in a more restrictive setting. The last approach to obtain convergence of the sequence pY n q is to show classically that it is a Cauchy sequence. This approach has been used in the case of muldimensional RBSDE when there is no perturbation H of the direction of reflection, namely H is the identity matrix of R d , in the seminal paper [6] . To obtain this result and a key stability estimate, [6] uses dramatically the convexity property of the domain linked with the normal reflection by applying Itô's formula to the Euclidean norm of the difference of two solutions. In our setting of general perturbation H, we cannot follow their proof. In order to retrieve the stability estimate, we modify the Euclidean norm to take into account the oblique reflection inspired by [12] . Unfortunately, this produces new terms that have to be controlled. The most difficult one is certainly the term linked to the quadratic variation of the martingale term in (1.1)(i) or (1.2). Let us emphasize that this term cannot be dealt with as one would do in the forward SDE case. Nevertheless, we are able to control this term with the use of BMO tools. To the best of our knowledge, this approach is completely new in the setting of Reflected BSDEs. We are then able to obtain in the non-Markovian setting existence results when pD, Hq satisfies some C 2 smoothness condition, with H depending only on time and y. Let us note also that in this case the uniqueness result is obtained as an easy consequence of the stability estimate.
The rest of the paper is organised as follows. In the next Section, we present precisely our framework and the assumptions made on the coefficients along with some discussions on these assumptions. We also prove the key a priori and stability estimates, that will be used later on. In Section 3, we present our first novel result on existence and uniqueness of Obliquely Reflected BSDEs in a regular setting for pD, Hq. In Section 4, restricting to a Markovian framework, we extend our previous existence result assuming no regularity on pD, Hq and allowing a dependence in Z for the operator H. Finally, in Section 5, we illustrate our results by applying them to a new class of randomised switching problems. and Bϕ its subdifferential operator:
Bϕpyq "
In particular, Bϕpyq is the closed cone of outward normal to D at y when y P BD and Bϕpyq " t0u when y P D. Finally, we denote by P the projection ontoD and by npyq the set of unit outward normal at y P BD. For a matrix M , we denote M : its transpose. We denote B 2 , the set of processes V P H 2 , such that
Let us remark that V P B 2 means that the martingale ş . 0 V s dW s is a BMO martingale and }V } B 2 is the BMO-2 norm of ş . 0 V s dW s . We refer to [11] for further details about BMO martingales.
Finally, the set of continuous function from r0, T s to R n is denoted Cpr0, T s, R n q. For x P Cpr0, T s, R n q, we denote by }x} 8 :" sup tPr0,T s |x t |, the sup-norm on this space.
Setting and preliminary estimates
In this section, we first introduce and discuss the main assumptions that will be used to obtain our existence and uniqueness results. In a second part, we give important a priori estimates and prove a key stability result, which is one of the novelty in our approach in solving Obliquely Reflected BSDEs.
Framework
The first minimal set of assumption that we consider here is the following.
BpR dˆRdˆk q-measurable function and there exists a non negative progressively measurable process α P H 2 pRq and a constant L such that |f pt, y, zq| ď α t`L p|y|`|z|q, @pt, y, zq P r0, T sˆR dˆRdˆk .
BpR dˆRdˆk q-measurable function and there exist constants b ą 0, L ą 0 such that, for any pt, y, zq P r0, T sˆR dˆRdˆk Hpt, Ppyq, zqυ¨υ ě η, υ P npPpyqq ,
The above assumptions are too weak to obtain existence and uniqueness result in a general random framework. They will be used in Section 4 in a Markovian framework with their Markovian counterpart (AM). Nevertheless, it is possible to derive very useful a priori estimates in the general setting of (A). Remark 2.1. In applications, Hpt,¨, zq is usually specified only on the boundary BD. The extension to R d zD is done easily by setting Hpt, y, zq :" Hpt, Ppyq, zq. Moreover, if Hpt,¨, zq is a continuous and bounded function on BD it is possible to extend it to a continuous and bounded function onD. Indeed,D is homeomorph to a set S which is a half plane of R d or R rˆBd´r , with 0 ď r ď d. Moreover, the boundary of D is sent to the boundary of S. Then we remark that the extension of Hpt, ., zq is straightforward when D " S.
In the non-Markovian setting, our results require more smoothness and control on the parameters of the BSDE. We will then work under the following assumption.
Assumption (SB)
i) ξ is an F T -measurableD-valued random variable and the martingale Y ξ t :" E t rξs " ξ´ş T t Z ξ s dW s , t ď T , is BMO (see [11] for further details on BMO martingales).
ii) f : Ωˆr0, T sˆR dˆRdˆk Ñ R d is a P b BpR dˆRdˆk q-measurable function, there exists a constant L such that, for all pt, y, y 1 , z, z 1 q P r0, T sˆR dˆRdˆRdˆkˆRdˆk , |f pt, y, zq´f pt, y 1 , z 1 q| ď L`|y´y 1 |`|z´z 1 |˘, (2.4) |f pt, y, zq| ď Lp1`|z|q.
Moreover, the process
iii) The open convex domain D is bounded and given by a C 2 b pR d , Rq function φ namely D " tφ ă 0u and BD " tφ " 0u. This function satisfies moreover
and for some η ą 0,
Both H and the mapping pt, yq Þ Ñ pH´1q : pt, yq are C 2 functions satisfying
for some positive Λ.
We first comment the assumption made on the parameter of the BSDE.
Remark 2.2. i) Let us observe that under the BMO condition, there exists µ ξ ą 0,
For later use, we define
ii) Condition (SB)(ii) is a mix of the property of ξ, f and the domain D. In many applications, it will be straightforward to check. For example, it is trivially satisfied in the following cases:
(a) sup yPD f ps, y, zq ď C;
iii) If (SB) holds, then (A) holds as well. Indeed, one can set α :" L`|Y ξ |`|Z ξ |`|θ ξ |˘.
We now discuss the various assumptions made on H and the domain D.
Remark 2.3. i) The function φ can be constructed as in e.g. [6] Section 2.4 if the convex domain D is C 2 . From pSBqpivq, it follows that Bφpxq (resp. npxq) is the outward normal (resp. unit outward normal) of D at a point x P BD. Moreover, since D is convex, φ is convex on R d zD and thus, B 2 xx φ is a semi-definite matrix on this domain. Let us also observe that the application P :
ii) The matrix H defines on BD a unit vector field ν in the following waỹ νpt, yq :" Hpt, yqnpyq and νpt, yq :"ν pt, yq |νpt, yq| , for y P BD , which represents the oblique direction of reflection. Then, (2.7) rewrites as xνpt, yq, npyqy ě η , for y P BD .
(2.10)
In applications, it is generally the case that only the smooth vector field ν is given on BD. Following [12] , it is possible to construct H satisfying pSBqpivq on BD and then to extend it onD under pSBqpiiiq using classical extension results, see e.g. [7] .
We now introduce a class of terminal conditions that are admissible for the purpose of work, in the sense that we can obtain an existence and uniqueness result for this class.
where Z ξ is given by the martingale representation theorem applied to Y ξ t :
We study the class T β in Section 2.4. Especially, we exhibit some specific elements of this class that are quite useful for applications.
Remark 2.4. In the following, we will use in the proofs the notation C to denote a generic constant that may change from line to line and that depends in an implicit way on T , L, η. We shall denote it C θ , if it depends on an extra parameter θ. In the statement of the results, the dependence upon any extra parameters of the constant involved will also be made clear.
A priori estimates
In this section, we prove some a priori control on the solution pY, Z, Φq P S 2ˆH 2ˆH 2 to the following generalised BSDE
Importantly, we assume that pY, Z, Φq satisfies the following structural condition:
Equation (2.12) encompasses both the obliquely reflected BSDE (1.1) and its penalised approximation given in equation (1.2). The key point for these two equations will then be to prove that their solutions satisfy condition (2.13).
Our first estimate is quite classical. Lemma 2.1. Assume (A). Let pY, Z, Φq P S 2ˆH 2ˆH 2 be a solution to (2.12) with condition (2.13) holding true. Then, for some c :" cpK, Lq,
Proof. We apply Itô's formula to |Y | 2 to obtain
(2.14)
We observe, thanks to the square integrability of Y and Z that ş¨0 Y s Z s dW s is a true martingale. This yields,
We thus compute, using (2.13) and Assumption (A)(ii), the boundedness of H and Young's inequality, for some P p0, 1q,
For small enough and using Gronwall Lemma, we deduce
The following Proposition refines the previous estimates in the smooth setting of Assumption (SB). It will also allow to use the stability result proved in the next section. Interestingly, it shows that most of the property of the martingale Y ξ are transferred to the non linear process given in equation (2.12). Proposition 2.1. Assume that (SB) holds. Let pY, Z, Φq P S 2ˆH 2ˆH 2 be a solution to (2.12) with condition (2.13) in force. Then, the followings holds
and, for all b ą 0 and some c 1 :" c 1 pb, L, K, σ ξ q
ii) Moreover, if ξ P T β , for some β ą 0. Then, there exists Θ Z P H 2 such that, for all increasing process γ satisfying Er|γ T | p s ă 8 for some p ą 1 (depending on γ), we have for all t P r0, T s
and for some λ P pβ, λ ξ q and c :" cpL, K, σ ξ , λq,
Proof. An important step to obtain our estimates below is to compare the BSDE pY, Zq with the martingale Y ξ . To this end, we introduce for this proof ∆Y :" Y´Y ξ and ∆Z " Z´Z ξ . 1.a We apply Itô's formula to |∆Y | 2 to obtain
We observe, thanks to the square integrability of ∆Y and ∆Z that ş¨0 ∆Y s ∆Z s dW s is a true martingale. This yields, for all r ď t,
We thus compute, using (2.13), the Lipschitz continuity of f , the boundedness of H and Young's inequality, for all r ď t and some P p0, 1q
Similarly, we obtain
Combining the last two estimates with (2.17), setting small enough and using Gronwall Lemma, we get
from which we straightforwardly deduce
2.a We denote R :" |Φ|`|∆Z|`|θ ξ |. For all b ą 0, we use Young inequality to get
Going back to (2.23) and applying the John-Nirenberg formula, see Theorem 2.2 in [11] , we obtain
2.b Applying Itô's formula to γ¨|∆Y¨| 2 , on rt, T s, we compute,
Let us observe that the local martingale ş¨0 γ t ∆Y t ∆Z t dW t is a true martingale. Indeed, we compute, using Burkholder-Davis-Gundy inequality,
where we used (2.19) for the last inequality. Using Hölder inequality, denoting q the conjugate exponent of p, we get
From the energy inequality, we have that
We thus deduce
Since γ is non decreasing, we then compute, using (2.25), (2.13) and the Lipschitz continuity of f ,
We observe that
as applying Itô's formula to γ|Y ξ | 2 , we obtain
From the definition of Θ Z , we have that, for t ď T ,
where we used (2.26). Then it follows from Young's inequality,
Finally, we compute using Hölder's inequality,
and using the fact that ξ P T β and (2.27), we obtain
l Let us remark the following result, that will be useful in the next section.
Corollary 2.1. Assume that (SB) holds. Let pY, Z, Φq P S 2ˆH 2ˆH 2 be a solution to (2.12) with condition (2.13) in force and assume moreover that ξ P L 8 then Y is bounded, namely for some c :
Proof. We observe that |Y ξ t | ď }ξ} L 8 and then conclude using (2.19) . l
A stability result
In this section, we prove a key estimate for the difference of two solutions of the generalised BSDE (2.12) satisfying (2.13). For i P t1, 2u, we denote p i Y, i Z, i Φq the solutions associated to parameters p i ξ, i f q and we furthermore assume that
Remark 2.5. The above assumption allows us to cover both cases of equation (1.1) and equation (1.2).
We now define δY
We have the following key result for our work. Proposition 2.2. Assume that (SB) holds. There exist two increasing functions Bp¨q and Ap¨q from p0, 8q to p0, 8q, such that for all 1 ξ belonging to T BpΛq , setting
ii) for some c 1 :" c 1 pL, K, Λ, η, σ 1 ξ , σ 2 ξ q, and for all t ď T ,
Proof. In this proof, we denote A " pa ij q " pH´1q : and the following simplified notation will be used
For the reader's convenience, we shall also denote σ :"
in the proof below. 1. We first show the integrability property of Γ. We first recall that from Proposition 2.1, for all b ą 0, we have
Setting p :" ppΛq ą 1 such that p 2 BpΛq ď λ ξ , recall Definition 2.1, we obtain using Hölder inequality,
where we used (2.31) and Proposition 2.1 (ii) .
2.a To obtain the stability result, we first expand the product pΓ t δY : t Apt, Y t qδY t q 0ďtďT . Applying Itô's formula, we then compute, for i, j ď d,
For the first term in the right hand side of (2.42), we compute
We now observe that,
where we used (2.29) and the convexity property of D. Similarly, we computé
For the last term in the right-hand side of (2.43), we get, using the Lipschitz property of A that 
The terms E f in (2.38) can be lower bounded, using Young's inequality, by
recalling (2.19) . We also have that
(2.50) 2.d Combining the above results we get, for BpΛq and ApΛq large enough,
where M is a local martingale term given by
Moreover, we have, recalling (2.6),
3. We now show that M is a martingale. Applying Burkholder-Davis-Gundy inequality and observing that δY is bounded, we compute, using (2.8),
where we used Cauchy-Schwarz inequality, the energy inequality, with the fact that sup t |δY t | is bounded in any L r and 1 Z P B 2 . From step 1. we deduce then that the supremum of the local martingale term is integrable, which conclude the proof for this term. The other terms in (2.40) are treated similarly. l Remark 2.6. The dependence upon Λ is a key fact that will restrain us to extend straightforwardly to rougher coefficients our main existence and uniqueness results in the non-Markovian case, recall assumption (SB).
Some interesting facts about the class T β
We first make the following observation.
β , for some η ą 0 small enough. We now set λ :"´1`η 2 1`η 3¯2 β and we compute, using Young's inequality,
This leads, using Hölder inequality, to
where we used the fact that V P H 8 . Since
1`η ă 1, we can apply the John-Nirenberg inequality, see Theorem 2.2 in [11] , to obtain
which concludes the proof. l
The next result shows that a class of path-dependent function of some smooth processes are naturally contained in T β and actually for all β ą 0. This class is quite important for applications. Proposition 2.4. Let pX s q sPr0,T s be a continuous and adapted process such that for all t, s ď T , the Malliavin derivatives of X s denoted D t X s is well defined and satisfies }sup t E t rD t X s s} L 8 ă 8. Let g : C 0 pr0, T s, R n q Ñ R d be a uniformly continuous function, then denoting ξ " g`pX s q sPr0,T s˘, we have that Z ξ P Ę
Proof. 1.a We first start by considering a sequence pg N q of N -Lipschitz regularisation of g " pg 1 , . . . , g d q given by
Let us observe that g N is finite for N large enough due to the linear growth of g. Then we have, for all x P C 0 pr0, T s, R n q and 1 ď i ď n,
where ω g i is a concave modulus of continuity for the uniformly continuous component g i of g. Thus we get
Since ω g i phq " op1q when h Ñ 0`then cpN q " op1q when N Ñ`8.
recall (2.53). From this, we deduce that for all ą 0, there exists N , s.t. for all N ě N ,
. We now show that Z N introduced above, belongs to H 8 . This fact combined with (2.54) proves the statement of the proposition. Following Lemma 4.1 in [13] there exists a family Π " tπu of partitions of r0, T s and a family of discrete functionals tg N,π u such that
• for each π P Π, with π : 0 " t 0 ă ... ă t m " T , we have that g N,π P C 8 b pR dpm`1q q, and satisfies
where g N,π pxq :" g N,π pxpt 0 q, ..., xpt m qq.
• for any x P C 0 pr0, T s, R n q it holds that lim |π|Ñ0 |g N,π pxq´g N pxq| " 0.
(2.56)
We naturally consider pY N,π , Z N,π q given by Y N,π t :" E t rg N,π pXqs " g N,π pXq´ż T t Z N,π s dW s .
2.a By the Clark-Ocone formula, we have that
Now, using (2.55) and the assumption on DX, we obtain
2.b Combining (2.56) and the dominated convergence theorem, we get
Up to a subsequence, we have Z N,π Ñ Z N dP b dt-a.e. and, moreover, |Z N,π | ď C N , recall (2.57). We thus obtain for (a version of) the limit process
which conclude the proof of this step.
3. Finally, we remark that Z ξ P B 2 since Z ξ´Z N P B 2 and Z N P H 8 Ă B 2 . We conclude the proof by using (2.54). l
where σ and b are Lipschitz continuous functions such that σ is bounded, then ξ :" gppX s q tPr0,T s q belongs to T β , for all β ą 0, when g is a uniformly continuous function.
When σ and b are smooth enough, it is well known, see e.g. [15] , that X is Malliavin differentiable and, for all 1 ď i ď k, pD i t X s q sPrt,T s is solution of the linear SDE given by
Then, we easily get that |E t rD t X s s| ď e K b T M with K b the Lipschitz constant of b and M a bound of σ. Then we can apply Proposition 2.4 to get the first part of the result. When coefficients are not smooth enough, a standard approximation gives us the result, pointing out the fact that }sup t E t rD t X s s} L 8 can be uniformly bounded with respect to the approximation. For the second part of the corollary, we just have to remark that
Moreover, applying Itô's formula to |Yξ t | 2 gives us that
Thus, we just have to apply Proposition 2.3 to conclude. l 3 Existence and uniqueness in a regular setting
In this section, we obtain an existence and uniqueness result in a non Markovian setting, working under assumption (SB) and considering terminal condition in the class T β , for some β ą 0. This β, as shown in the previous section, depends dramatically on the smoothness of the coefficients. Our proof is done in two main steps. In the first step, we restrict to the case of a bounded terminal condition. We study the wellposedness of the penalised equations, and prove their convergence to an obliquely reflected BSDEs. In a second step, we extend our result to all terminal condition in the class T β .
Bounded terminal condition
We first obtain some results on the penalised BSDE that will be used later in this section and also in Section 4 in the Markovian case. We thus essentially work here under the assumption (A).
We start with the following lemma that verifies the well-posedness of equation (1.2) under some classical conditions. Lemma 3.1. We assume that (A) is in force and that f and H are Lipschitz continuous with respect to py, zq. Then there exists a unique solution to (1.2) in S 2ˆH 2 .
Proof. Since D is convex, ϕ M n is convex and nM -Lipschitz continuous. Indeed, denoting D M :" ty P R d |dpy, Dq ď M u, we have that ϕ M n phq "
(3.2)
Finally H and ∇ϕ M n are two Lipschitz bounded functions which proves that the penalised BSDE (1.2) has a Lipschitz driver: the classical result of [16] then applies to get the existence and uniqueness result. l Lemma 3.2. Assume that (A) holds and that there exists a solution to (1.2) in S 2Ĥ 2ˆH 2 . Then, pY n , Z n , Φ n q satisfies Condition (2.13) with K :" Kpηq and for some c :" cpη, Lq we have
Moreover, if (SB) holds, then, there exists c 1 :" c 1 pη, L, σ ξ q such that
4)
Proof. Since ϕ M n is a C 1 convex function, we have the following inequality (see Lemma 2.38 in [17] ): for s P rt, T s,
and we recall that ϕ M n pξq " 0. We observe, using (2.2) that ∇ϕ M n pY n u q¨Hpu, Y n u , Z n u q∇ϕ M n pY n u q ě η|∇ϕ M n pY n u q| 2 (3.6) and combining Cauchy-Schwarz inequality with Young's inequality
From this, we deduce We now prove our first existence result for the obliquely reflected BSDE Proof. To obtain the existence result, we consider a sequence of penalised BSDEs given by equation (1.2) for which we have existence and uniqueness from Lemma 3.1.
In the definition of ϕ M n , recall (1.3), we set M " 2c where c is given in Corollary 2.1. In particular, we observe that for this choice of M , for 0 ď t ď T , Φ n t :" ∇ϕ M n pY n t q " n pY n t´P pY n tand 1 n ϕ n pY n t q "
recall (3.1) and (3.2). We will use this fact later on. 1.a. We now prove that pY n , Z n q is a Cauchy sequence in S 2ˆH 2 . Indeed, let m ě 0 and n ě 0, thanks to Lemma 3. Let us notice that, from the same proposition, there exist p ą 1 and a constant C such that
where, importantly, p and C do not depend on pn, mq. Applying Itô's formula to |Y nÝ m | 2 on r0, T s, we compute, using usual arguments, Using Burkholder-Davis-Gundy inequality and Young's inequality, we obtain
Applying Cauchy-Schwarz inequality, and using Lemma 3.2, we get
Combining the previous inequality with (3.10), we have }Y n´Y m } 2 S 2`}Z n´Zm } 2 H 2 ď C`A n,m`a A n,m˘( 3.13)
1.b We now study the A n,m term. We first observe, recalling Lemma 3.2 and (3.9),
Applying Hölder inequality, denoting q the conjugate exponent of p introduced in (3.11), we deduce from the previous inequality
Then, combining the energy inequality with (3.4), we conclude
Similarly we obtain,
Combining the previous inequalities with (3.13), we compute that
hich proves that pY n , Z n q n is a Cauchy sequence in S 2ˆH 2 and we denote pY, Zq its limit. 2. We now prove that pY, Zq is solution to an obliquely reflected BSDE, namely we pass to the limit in (1.2). Let us first observe that, passing to the limit in (3.4) yields that Y PD as expected.
2.a We now study the reflecting term. Since, by Lemma 3.2,
we have, up to a subsequence, the following weak L 2 pr0, T sˆΩq-convergence:
∇ϕ n pY n q á Φ, when n Ñ`8.
Let pV t q tPr0,T s be a continuous adapted process valued inD. From the convexity property of D and the fact that ∇ϕ n pY n q " npY n´P pY n s qq, recall (3.9), we have ż T 0 pY n t´V t q : ∇ϕ n pY n t qdt ď 0 .
By strong convergence of pY n q ně0 to Y , weak convergence of p∇ϕ n pY nně0 and the uniform L 2 -bound on ∇ϕ n pY n q, recall Lemma 3.2, we obtain
for all A P F T . This leads to ş T 0 pY t´Vt q : Φ t dt ď 0 . Using Lemma 2.1 in [6] ω-wise, we obtain that Φ P BϕpY q and ż T 0 1 tYtRBDu |Φ t |dt " 0 , which fully characterise Φ.
2.b Now we want to show that pY, Z, Φq is solution of (3.8). By strong convergence of pY n , Z n q to pY, Zq and the Lipschitz-continuity of f , we have f p¨, Y n , Z n q for all t ď T . Moreover, Φ n á Φ in L 2 pr0, T sˆΩq, when n Ñ`8. Using Mazur's Lemma, we know that there exists a convex combination of the above converging strongly in L 2 pr0, T sˆΩq, namely
where λ p r ě 0 for all p P N and p ď r ď N p , and ř Np r"p λ p r " 1. Let us observe that by strong convergence, the following combination p p Y, p Zq :" Np ÿ r"p λ p r pY r , Z r q still converges to pY, Zq in S 2ˆH 2 and, by strong convergence,
Moreover, we remark that
Using the Lipschitz property of H and the uniform L 2 -bound on ∇ϕ n pY n q, the first term in the right hand side of the previous equation tends to zero in H 2 . Then we get Np ÿ r"p λ p r Hp., Y r qΦ r H 2 ÝÑ Hp., Y qΦ.
Finally, we just have to pass to the limit into Before proving our main result, we consider the following lemma which is a key result for the study of Obliquely Reflected BSDEs, as it proves, among other things, the structural condition (2.13). It is the counterpart of Lemma 3.2 introduced for the penalised BSDE. BSDE (1.1) . Then, the structural condition (2.13) holds true for pY, Z, Φq with K :" Kpη, Lq. Moreover, there exists c 1 :" c 1 pη, L, σ ξ q such that
Proof. Applying Itô's formula to U t :" ϕpY t q, recall assumption (SB), we compute that dU t " a t dt`b t dW t with
Using Itô-Tanaka formula, we obtain
where L 0 is the local time at 0 of the semi-martingale U . Taking the difference of the two previous equation, we obtain 0 " a t 1 tUt"0u dt`b t 1 tUt"0u dW t`d L 0 t which leads to a t 1 tUt"0u dt ď 0. We then deduce 
and we set ξ N :" Y ξ τ N . Importantly, we observe that ξ N satisfies (SB)(i) and it belongs also to the class T BpΛq , indeed
For later use, let us also remark that 
we have that by the dominated convergence theorem, recall Remark 2.2(i), ξ N Ñ ξ in L q , for any q ě 1.
2.b Applying Proposition 3.1, we introduce a sequence of Obliquely RBSDEs, pY N , Z N , Φ N q with terminal condition ξ N . We now show that pY N , Z N q is a Cauchy sequence in S 2ˆH 2 . First, we apply the stability estimate given in Proposition 2.2: for N, P ě 1, we have
with Γ N,P such that for some p ą 1 and C ą 0,
where importantly p and C do not depend on pN, P q, recall (3.17). Using Hölder inequality, we then obtain
Following classical arguments, see Step 2.a in the proof of Proposition 3.1, we compute also
Applying Cauchy-Schwarz inequality, and combining Lemma 3.3 and (3.17), we get
Eventually, we obtain
From the conclusion of Step 1. we deduce the Cauchy property of the sequence pY N , Z N q and we denote pY, Zq its limit. The proof is then concluded following the same arguments as in step 2 of Proposition 3.1, once observed that by Lemma 3.3,
where again C does not depend on N from (3.17) . l
A general existence result in the Markovian framework
In this section, we introduce a Markovian framework: for all pt, xq P r0, T sˆR q , pX t,x s q sPr0,T s is the solution of the SDE dX s " bps, X s qds`σps, X s qdW s , s P rt, T s, (4.1)
X s " x, s P r0, ts.
We consider the following Markovian reflected BSDE
(4.
2) The main goal here is to prove an existence result for the above reflected BSDEs when H is only continuous, compare with assumption (SB). We also discuss the case of discontinuous H and the difficulty arising for uniqueness in this setting.
Continuous oblique direction of reflection
We now introduce the main setting for this part. The set of assumption below echoes assumption (A) introduced in Section 2.1 but in a Markovian setting.
Assumption (AM)
i) b : r0, T sˆR q Ñ R q and σ : r0, T sˆR q Ñ R qˆk are measurable functions satisfying linear growth condition and uniform Lipschitz condition with respect to x.
ii) g : R q Ñ R d is a measurable function and there exists p P R`such that for any and |Hpt, x, Ppyq, zq| ď L. v) Let X " tµpt, x; s, dyq, x P R q and 0 ď t ď s ď T u be the family of laws of X t,x on R q , i.e., the measures such that @A P BpR, µpt, x; s, Aq " PpX t,x s P Aq. For any t P r0, T q, for any µp0, a; t, dyq-almost every x P R q , and any δ Ps0, T´ts, there exists an application φ t,x : rt, T sˆR d Ñ R`such that:
(a) @k ě 1, φ t,x P L 2 prt`δ, T sˆr´k, ks q ; µp0, a; s, dyqdsq, (b) µpt, x; s, dyqds " φ t,x ps, yqµp0, a; s, dyqds on rt`δ, T sˆR q . vi) For pt, xq P r0, T sˆR d , Hpt, x, ., .q is continuous on R dˆD . Remark 4.1. i) We observe that Hpt, X,¨q and f pt, X,¨q satisfy assumption (A) and
we will thus use in the sequel the a priori estimates obtained in Section 2.2.
ii) Remark 2.1 apply for H which is continuous in this context.
iii) The L 2 -domination condition (AM)(v) was already introduced in [8] . We refer to [8, 3] for examples of assumptions on coefficients of the SDE (4.1) under which (AM)(v) is true.
Theorem 4.1. Assume (AM). Then, there exists a solution pY, Zq P S 2ˆH 2 to (4.2). Moreover we have the following Markovian representation: there exist u : r0, T sˆR q Ñ R d and v : r0, T sˆR q Ñ R dˆk some measurable functions such that
and, for all pt, xq P r0, T sˆR q , |upt, xq| ď Lp1`|x| p q.
By choosing properly the function H we can obtain the following corollary. 
4) where I :" t1, . . . , du and the switching costs pc ij q i,jPI satisfy the following structure condition # c ii " 0, for 1 ď i ď d;
tc ij`cjl´cil u ą 0, for 1 ď i, j ď d with i ‰ j, j ‰ l.
(4.5)
We assume that assumption (AM) is in force. Then there exists a solution pY, Z, Φq P S 2ˆH 2ˆH 2 to (4.4) . Moreover we have the following Markovian representation: there exist u : r0, T sˆR q Ñ R d and v : r0, T sˆR q Ñ R dˆk some measurable functions such that Y t " upt, X 0,x t q and Z t " vpt, X 0,x t q, and, for all pt, xq P r0, T sˆR q , |upt, xq| ď Cp1`|x| p q.
Remark 4.2. The main novelty here is the dependence of the generator on the whole z (as in the concomitant article [3] ) which extend the result of [10, 9, 1] and the possibility to consider negative switching costs. We refer to [14] and references inside for a recent work dealing with switching problems with signed switching costs. Our result only cover the case of constant switching costs due to a priori estimates obtained previously in the framework of a deterministic domain D. Nevertheless our approach could be adapted to treat random domains and then tackle the problem of switched BSDEs with random signed switching costs.
Before giving the proof of Theorem 4.1 and Corollary 4.1, we start by considering an approximation of (4.2). Let θ be an element of C 8 pR d`dˆk , Rq with compact support and satisfying ż R d`dˆk θpy, zqdydz " 1. By classical convolution arguments functions pf n q nPN and pH n q nPN satisfy following properties.
Lemma 4.1. i) f n : r0, T sˆR qˆRdˆRdˆk Ñ R d and H n : r0, T sˆR qˆRdˆRdˆk Ñ R dˆd are measurables and uniformly Lipschitz with respect to py, zq.
ii) |f n pt, x, y, zq| ď Cp1`|x| p`| y|`|z|q and |H n pt, x, y, zq| ď C for all pt, x, y, zq P r0, T sˆR qˆRdˆRdˆk .
iii) For any pt, xq P r0, T sˆR q and K a compact subset of R dˆRdˆk sup py,zqPK |f n pt, x, y, zq´f pt, x, y, zq|`sup py,zqPK |H n pt, x, y, zq´Hpt, x, y, zq|
For n P N, we consider the following BSDE where ϕ n is defined in (1.3). Note that, in this section, for the reader's convenience, we write simply ϕ n instead of ϕ M n .
Lemma 4.2. There exists a unique solution to (4.6) in S 2ˆH 2 . Moreover, we have a Markovian representation for this solution: for all n P N, there exist u n : r0, T sˆR q Ñ R d and v n : r0, T sˆR q Ñ R dˆk some measurable functions such that Y n t " u n pt, X 0,a T q and Z n t " v n pt, X 0,a T q. Moreover, for all pt, xq P r0, T sˆR q , pu n ps, X t,x s q, v n ps, X t,x ssPrt,T s is the unique solution in S 2ˆH 2 of the equation Proof. This the same proof as for Lemma 3.1: since H n and ∇ϕ n are two Lipschitz bounded functions (with respect to y and z), this proves that the penalised BSDE (4.6) has a Lipschitz driver: classical theory then applies to get the existence, uniqueness and representation result. l By applying Lemma 2.1 and Lemma 3.2, we obtain the following estimates for pY n,t,x , Z n,t,x q. In particular, Proposition 4.1 yields that, for all n P N and pt, xq P r0, T sˆR q , |u n pt, xq| ď Cp1`|x| p q.
We now turn to the proof of the main result for this section.
Proof of Theorem 4.1
The proof follows mainly from arguments in [8] . Some extra work is required to identify the reflecting process properly. 1. Define, F n pt, xq " f n pt, x, u n pt, xq, v n pt, xqq, G n pt, xq " H n pt, x, u n pt, xq, v n pt, xqq∇ϕ n pu n pt, xqq , and F n :" F n´Gn .
by using Proposition 4.1. Thus we get F n á F in L 2 pr0, T sˆR q ; µp0, a; s, dxqdsq.
2. We now show that pu n pt, xqq nPN is a Cauchy sequence in R d for all t P r0, T s and for µp0, a; t, dxq-almost every x P R q . When t " T the sequence is constant and the result is obvious. When t ă T , x P R q and δ P p0, T´ts, we compute |u n pt, xq´u m pt, xq| "ˇˇˇˇE
For the first two terms, we easily get
|F n ps, X t,x s q´F m ps, X t,x s q| 2 ds
where C is a constant that does not depend on n nor m. For the third term, we have
pF n ps, yq´F m ps, yqq 1 t|y|ďku µpt, x; s, dyqdsˇˇˇ"ˇˇˇˇż
pF n ps, yq´F m ps, yqq 1 t|y|ďku φ t,x ps, yqµp0, a; s, dyqdsˇˇˇf or µp0, a; s, dxq-almost every x P R q , where we used the L 2 -domination assumption. By weak convergence, A 3 Ñ 0 when n, m Ñ 8. Thus, for all t P r0, T s and for µp0, a; t, dxqalmost every x P R q is a Cauchy sequence. So, there exists a Borelian application u : r0, T sˆR q Ñ R d such that for all t P r0, T s, for µp0, a; t, dxq-almost every x P R q , upt, xq " lim n8 u n pt, xq. We straightforwardly get, for all t P r0, T s Y n t " u n pt, X 0,a t q Ñ upt, X 0,a t q :" Y t , a.s. and , observing that |Y n t | ď Cp1`|X 0,a t | p q, we obtain via the dominated convergence Theorem, Y n t Ñ Y t in L 2 pr0, T sˆΩ, dt b dPq. 3. We can also prove that the process Y lives in the convex setD. Indeed, we have, recalling where we used Proposition 4.1, the fact that ϕ 1 is a M -Lipschitz function and the convergence of pY n q nPN . Then, for all s P r0, T s, dpY s , Dq " 0 a.s. and so Y s PD a.s. 4. We now show that Z n " pv n pt, X 0,a t q tPr0,T s is a Cauchy sequence in L 2 pr0, T sΩ , dt b dPq. For n, m ě 1, we compute, applying Itô's formula,
, which goes to 0 as n, m Ñ 8. We denote by Z the limit. Until the end we chose the progressively measurable version of pY, Zq. 5.a In the last step we have to prove that pY, Zq is a solution to BSDE (4.2). We start by studying the convergence of the generator. Firstly, we compute Since f and f n have a linear growth that does not depend on n, and pY n , Z n q are uniformly bounded in L 2 pr0, T sˆΩ, dt b dP q, we get
Moreover, we also get
and thus, the dominated convergence theorem gives us that B 3 converges to 0 as n Ñ 8. Now, let us treat the first term B 1 . We have |f n ps, X 0,a s , Y n s , Z n s q´f ps, X 0,a s , Y n s , Z n s q|1 |Y n s |`|Z n s |ďk ď Cp1`2k`|X 0,a s |q, and |f n ps, X 0,a s , Y n s , Z n s q´f ps, X 0,a s , Y n s , Z n s q|1 |Y n s |`|Z n s |ďk ď sup py,zq, |y|`|z|ďk |f n ps, X 0,a s , y, zq´f ps, X 0,a s , y, zq|.
Thanks to Lemma 4.1(iii) we can assert that the second term of the last inequality converges to 0 and then, by applying the dominated convergence theorem, B 1 converges also to 0. It follows that pf n pt, X 0,a t , Y n t , Z n ttPr0,T s converges to pf pt, X 0,a t , Y t , Z ttPr0,T s in L 1 pr0, T sˆΩ, dt b dP q.
5.b
Finally we study the reflecting term. Since which fully characterize Φ. We now follow step 2.b in the proof of Proposition 3.1. Using Mazur's Lemma, we know that there exists a convex combination of pΦ n q nPN :" p∇ϕ n pY nnPN converging strongly in L 2 pr0, T sˆΩq, namely
where λ p r ě 0 for all p P N and p ď r ď N p , and ř Np r"p λ p r " 1. Let us observe that by strong convergence, the following combination Moreover, we remark that, for all t ď T , We study each term in the right hand side of the above equality separately. For the first one, we compute using Cauchy-Schwartz inequality and the uniform bound on }Φ n } H 2
For all k ą 0, we then get Combining Tchebychev inequality with the uniform square integrability of Y n and Z n , we easily obtain that 
which concludes the proof of the theorem. Let us remark that the previous equation allows us to consider a continuous version of the process Y . l
We conclude this section by giving the Proof of Corollary 4.1 which is an interesting application of Theorem 4.1 to the well studied case of BSDEs for switching problems. Following our approach, the main question reduces now to find an appropriate continuous H to describe the direction of reflection such that Hp¨qΦ " Ψ, compare (4.2) and (4.4).
Proof of Corollary 4.1
We define a continuous function H on BD, recall Remark 2.1. We have D " ty P R d : y l ą max jPI py j´clj q, l P Iu, (4.17)
Thus,D is a non-compact convex polyhedron. We can remark that
is, by abuse of notation, a compact convex polyhedron of R d´1 and so it is a convex polytope. Indeed, we havē D 0 Ă tpy 1 , ..., y d´1 q|y i P r´c ld , c dl s, @i P t1, ..., d´1uu.
We just have to define H on BD 0 and then extend H to BD in this way: for all pt, x, y, zq P r0, T sˆR kˆDˆRdˆk , we define
Hpt, x, y, zq :" Hpt, x, py 1´yd , ..., y d´1´yd , 0q, zq.
SinceD 0 is a convex polytope, then, by Krein-Milman theorem, it is the convex hull of its extremal points. We will define H on all extremal points and then the value of H on all facets C lj " ty P BD 0 : y l " y j´clj u, l, j P I, l ‰ j, will be defined by linear interpolations. Let us consider an extremal point pȳ 1 , ...,ȳ d´1 q: we know that there exist pl i , j i q iPt1,...,d´1u P t1, ..., du 2ˆpd´1q such that
• for all i P t1, ..., d´1u,ȳ l i "ȳ j i´c l i j i whereȳ d " 0.
Then, we set Hpt, x, pȳ 1 , ...,ȳ d´1 , 0q, zq as the orthogonal projection onto spanpte l 1 , ..., e l d´1 uq. Now we have to check that Hpt, x, py 1 , ..., y d´1 , 0q, zq send the vector e l´ej to the vector e l when py 1 , ..., y d´1 q P C lj . To do such a thing, it is sufficient to show the result only for extremal points. In order to do it, let us assume that pȳ 1 , ...,ȳ d´1 q P C lj is an extremal point and let us reuse previous notations: we just have to show that e j R te l 1 , ..., e l d´1 u. Let us prove it by contradiction: we assume that there exists i P t1, ..., d´1u such that
Moreover, we have pȳ 1 , ...,ȳ d´1 q P C lj sō
By combining (4.18), (4.19) and the structure condition (4.5), we obtain y l "ȳ j´clj "ȳ j i´p c lj`cjj i q ăȳ j i´c lj i , which is in contradiction with the definition of D given by (4.17) . l
The case of discontinuous H
In this section, we consider the case of discontinuous direction of reflection on the boundary BD. We obtain an existence result for an obliquely reflected BSDE but the characterisation of the reflecting part is somehow more involved, specially at the discontinuity point of H, where many directions of reflection are allowed at the limit. This too weak characterisation, by nature itself of the problem, leads to non-uniqueness result as illustrated in the next paragraph. The limiting equation we are studying here is then where posptv i uq is the closure of the positive linear span of the family tv i u, and Bpx, εq is the closed Euclidean ball of center x and radius ε.
Applications to randomised switching problems
Let us consider a generalisation of the classical switching problem. An agent can decide when she wants to switch a system from one state to another but, contrarily to the classical switching problem framework, the state where the system will end up to is random. Precisely, we consider that it is determined by a Markov chain with an exogenous randomness. The agent has an a priori knowledge on the probability transition of the Markov chain and switching costs. Moreover, we assume that she can have a control on this probability transition and these switching costs. Her goal is to maximise some expected reward. In practice, the strategy of an agent will be a sequence of stopping times and controls on the probability transition of the Markov chain and switching costs. Then, at each switching date the state of the system is chosen randomly and exogeneously, using the controlled probability transition.
Let us now describe more precisely the mathematical framework. Let K be a compact subset of a metric space U . We denote pp u q uPK a family of probability transitions on the state space t1, . . . , du such that
ii " 0, for all u P K, i P t1, . . . , du,
• u Þ Ñ p u from K to R dˆd is continuous.
We also denote pc u q uPK a family of switching costs such that
• c u ii " 0, for all u P K, i P t1, . . . , du,
• u Þ Ñ c u from K to R dˆd is continuous,
• there exists ε ą 0 such that inf uPK c u ij ě ε, for all i, j P t1, . . . , du with i ‰ j,
• there exists pc u ij q uPK i,jPt1,...,du such that, for all 0 ď i, j ď d and u P K, For any sequence pu n q nPN of K, we denote pζ un n q ně0 a non homogeneous Markov chain such that
• ζ u 0 0 is deterministic, • the transition probability at time n P N is given by p u n`1 :
We denote by pG n q nPN the associated filtration and assume that G 8 is independent of F 8 . For later use, we also introduce the filtrations for n ě 0, pH n s q sPr0,T s " pG n _ F s q sPr0,T s . Observe that H 0 " F. We denote by T n the set of respective stopping times.
A switching strategy a is a non-decreasing sequence of stopping times pθ n q nPN combined with a sequence of random variables pα n q nPN valued in K such that θ 0 P F 0 , α 0 is H 0 0 -measurable and, for all n P N˚,
• α n is H n´1 θn -measurable. We denote by A the set of such strategies. For a " pθ j , α j q jPN P A , we introduce N a t the (random) number of switches before t as N a t " #tk P N˚: θ k ď tu, and N a :" N a T the total number of switches. To any switching strategy a " pθ j , α j q jPN P A , we associate the current state process pa t q tPr0,T s and the cumulative cost process pA a t q tPr0,T s defined respectively by
for 0 ď t ď T . We also introduce a truncated version of these two processes: for all k P N˚and 0 ď t ď T ,
For pt, iq P r0, T sˆt1, . . . , du, the set A t,i of admissible strategies starting from i at time t is defined by A t,i " ta " pθ j , α j q jPN P A |θ 0 " t, ζ α 0 0 " i, ErA a T s ă 8u.
Remark 5.1. If a P A t,i then 0 ď A a T ă`8 a.s. and N a ď ε´1A a T ă`8 a.s. Let us define the reward function by
where X is solution to (4.1) and g : R q Ñ R d and f : R q Ñ R d are measurable functions and there exists p P R`such that for any x P R q , |gpxq|`|f pxq| ď Cp1`|x| p q.
As in the previous section, we also assume that the family of laws associated to X satisfies a L 2 -domination namely (AM)(v).
For all i P t1, . . . , du, t P r0, T s, we set
Our goal here is to study pV t q tPr0,T s and, in particular, to show that it is linked to an obliquely reflected BSDE. Then we will be able to determine an optimal strategy and as a byproduct the uniqueness for the corresponding obliquely reflected BSDEs.
To this end, let us consider the following convex domain D :" ty P R d | y i ě sup uPK d ÿ j"1 p u ij py j´cu ij qu and the following obliquely reflected BSDE Since we have assumed that (5.1) is fulfilled, then D 7 is not empty (see the proof of Corollary 4.1) and so D is not empty. If we want to show that the BSDE (5.2) has at least a solution we cannot apply Corollary 4.1 since the domain is not the classical one: we have to prove it by using Theorem 4.1 and, in order to do it, we just have to construct a function H that satisfies Assumption (AM) and that will give Hp¨qΦ " Ψ, compare (4.2) and (5.2). The construction of such a function in this general framework is not straightforward and fall out of the scope of this article. Nevertheless some particular cases will be treated at the end of this subsection. Thus, to establish the link between the BSDE (5.2) and the randomised switching problem we will assume in the remaining of this part that there exists a function H that satisfies (AM), which implies that the BSDE (5.2) has at least a solution pY, Z, Ψq P S 2ˆH 2ˆK 2 . We recall that a priori this solution is not unique in the Markovian framework.
The following proposition is important as it shows that Y is linked to a dynamic programming principle, in the context of our randomised switching problem.
(ii) Define the strategy a˚" pθj , αj q jPN recursively by θ0 " t, ζ α0 " i and, for j ě 1, Then, we have a˚P A t,i and Y t " ErJpa˚, tq | F t s , a.s.
(iii) The following "Snell envelope" representation holds:
Y t " esssup aPA t,i ErJpa˚, tq | F t s , a.s.
Proof. We observe first that assertion (iii) is a direct consequence of (i) and (ii). 1. We first prove (ii). From the definition of θ1 and Proposition 5.1, we have 3. Contrarily to the classical switching problem, the optimal switching strategy can switch several times at the same time. Let us e.g. consider the simple example where there is no control on the Markov chain (K " t0u), c ij " 1 for all i ‰ j P I and p "¨0 1 0 0 0 1 1 0 0‚
. Then we easily show that there exist some points y P R 3 such that y 1 " y 2´1 and y 2 " y 3´1 .
Remark 5.3. The classical optimal switching problem is a particular case of the randomized switching problem defined in this subsection. Indeed, it is sufficient to set K " t1, . . . , du, and, for all P K,
7)
and then we get Let us also remark that, if we restrict the size of K then all transitions are not allowed, which is equivalent to take an infinite value for associated switching costs.
To exemplify the kind of domains we can obtain, when we consider these randomized optimal switching problems, we set d " 3 and we study three possible randomisations. For each of them, we draw BD 0 in Figure 1 , where D 0 :" D X ty 3 " 0u and D is the associated domain, and we construct H if needs be. Let us remark that, starting from D 0 , it is easy to recover D by translating D 0 along the line with direction vector p1, 1, 1q.
1. The first example is the classical optimal switching problem obtained by defining K and p as in Remark 5.3 and by assuming that c ij " 1 for all i ‰ j. The construction of H is done in the proof of Corollary 4.1.
2. We can consider the case where the Markov chain and costs are not controled (K " t0u). For example, we can see what happens when p "¨0 1{2 1{2 1{2 0 1{2 1{2 1{2 0‚ and c "¨0 . For the construction of H, we just have to define it on the three vertices of the triangle, then extend it on all the triangle by linear interpolation and finally extend it on all R 3 by a translation along the line with direction vector p1, 1, 1q. It is easy to check that we can take H that send¨1 3. By defining a more complex K it is possible to round some angles. For example, we can take K " r0, 1s, .
Let us remark that, if we restrict K to t0, 1u then we get back to the first example.
In particular it implies that the domain D 0 obtained is included into the domain of the classical switching problem given by the first example. Let us also remark that if we consider the same framework with c u ij " 1 for all i ‰ j and u P K, then we get back once again to the first example. For the construction of H, we can use the same approach than for the second example: we just start by defining correctly H on the three corners and then extend it on the whole rounded triangle, but contrarily to the second example, we cannot use directly a linear interpolation since we have to take into account the curvature of edges. Nevertheless, it is not difficult to tackle this last problem by considering a parametrisation of edges. 
