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GLOBAL WEAK SOLUTION AND LARGE-TIME BEHAVIOR FOR
THE COMPRESSIBLE FLOW OF LIQUID CRYSTALS
DEHUA WANG AND CHENG YU
Abstract. The three-dimensional equations for the compressible flow of liquid crystals
are considered. An initial-boundary value problem is studied in a bounded domain
with large data. The existence and large-time behavior of a global weak solution are
established through a three-level approximation, energy estimates, and weak convergence
for the adiabatic exponent γ > 3
2
.
1. Introduction
In this paper, we consider the following hydrodynamic system of partial differential
equations for the three-dimensional flow of nematic liquid crystals ([4, 11, 17]):
ρt + div(ρu) = 0, (1.1a)
(ρu)t + div(ρu⊗ u) +∇P (ρ) = µ∆u− λdiv
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
, (1.1b)
dt + u · ∇d = θ(∆d− f(d)), (1.1c)
where ρ ≥ 0 denotes the density, u ∈ R3 the velocity, d ∈ R3 the direction field for the
averaged macroscopic molecular orientations, and P = aργ is the pressure with constants
a > 0 and γ ≥ 1. The positive constants µ, λ, θ denote the viscosity, the competition
between kinetic energy and potential energy, and the microscopic elastic relation time for
the molecular orientation field, respectively. The symbol ⊗ denotes the Kronecker tensor
product, I3 is the 3 × 3 identity matrix, and ∇d ⊙ ∇d denotes the 3 × 3 matrix whose
ij-th entry is < ∂xid, ∂xjd >. Indeed,
∇d⊙∇d = (∇d)⊤∇d,
where (∇d)⊤ denotes the transpose of the 3 × 3 matrix ∇d. The vector-valued smooth
function f(d) denotes the penalty function and has the following form:
f(d) = ∇dF (d),
where the scalar function F (d) is the bulk part of the elastic energy. A typical example is
to choose F (d) as the the Ginzburg-Landau penalization thus yielding the penalty function
f(d) as:
F (d) =
1
4σ20
(|d|2 − 1)2, f(d) = 1
2σ20
(|d|2 − 1)d,
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where σ0 > 0 is a constant. We refer the readers to [2, 4, 5, 11, 16, 17] for more physical
background and discussion of liquid crystals and mathematical models.
There have been many mathematical studies on the incompressible flows of liquid crys-
tals. In Lin-Liu [17, 18, 19, 20], the global existence of weak solutions with large initial
data was proved under the condition that the orientational configuration d(x, t) belongs to
H2, and the global existence of classical solutions was also obtained if the coefficient µ is
large enough in the three-dimensional spaces. The similar results were obtained also in [26]
for a different but similar model. The global strong solution was established in Hu-Wang
[14]. When the weak solutions are discussed, the partial regularity of the weak solution
similar to the classical theorem of Caffarelli-Kohn-Nirenberg [1] was obtained in [20] (and
also [12]). The existence of weak solutions to the density-dependent incompressible flow
of liquid crystals was proved in [15]. The compressible flow (1.1) of liquid crystals is much
more complicated and difficult to study mathematically due to the compressibility. In the
one-dimensional case the global existence of smooth and weak solutions to the compressible
flow of liquid crystals was obtained in [3]. Our aim of this paper is to establish the global
existence of weak solutions (ρ,u,d) to the three-dimensional compressible flow (1.1) of
liquid crystals in a bounded smooth domain Ω ⊆ R3, with the following initial-boundary
conditions:
(ρ, ρu,d)|t=0 = (ρ0(x),m0(x),d0(x)), x ∈ Ω, (1.2)
and
u|∂Ω = 0, d|∂Ω = d0(x), x ∈ ∂Ω, (1.3)
where
ρ0 ∈ Lγ(Ω), ρ0 ≥ 0; d0 ∈ L∞(Ω) ∩H1(Ω);
m0 ∈ L1(Ω), m0 = 0 if ρ0 = 0; |m0|
2
ρ0
∈ L1(Ω).
When the direction field d does not appear, (1.1) reduces to the compressible Navier-
Stokes equations. For the compressible Navier-Stokes equations, Lions in [22] introduced
the concept of renormalized solutions to overcome the difficulties of large oscillations and
proved the global existence of finite energy weak solutions for γ > 9/5, and then Feireisl, et
al, in [6, 7, 8] extended the existence results to γ > 3/2. Hu-Wang in [13] adopted Feireisl’s
techniques to obtain global existence and large-time behavior of weak solutions with large
initial data for the magnetohydrodynamics. In this paper we shall study the initial-
boundary value problem (1.1)-(1.3) for liquid crystals and establish the global existence
and large-time behavior of weak solutions for large initial data in certain functional spaces
with γ > 3/2. To achieve our goal, we will use a three-level approximation scheme similar
to that in [6, 7], which consists of Faedo-Galerkin approximation, artificial viscosity, and
artificial pressure. Then, motivated by the work of [7], we will show that the uniform
bound of the density ργ+α in L1 for some α > 0 ensures the vanishing of artificial pressure
and the strong compactness of the density. To overcome the difficulty of possible large
oscillation of the density, we adopt the idea of Lions and Feireisl in [6, 7, 19] based on
the weak continuity of the effective viscous flux for the Navier-Stokes equations. For our
equations (1.1) of liquid crystals, the effective viscous flux is P −µdivu. For this purpose,
we also need to develop some estimates to deal with the direction field and its coupling
and interaction with the fluid variables. To deal with the equation (1.1c) for a given u, we
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will follow the same idea of Hu-Wang [13] to establish the solvability of the direction field.
It is crucial to obtain sufficiently strong estimates on the direction field d to recover the
original system (1.1). We will derive an energy inequality from (1.1) directly, but it can
not provide us with sufficient regularity for the direction field d. Thanks to the Gagliardo-
Nirenberg inequality and the maximum principle, we deduce that ∇d ∈ L4((0, T )×Ω) for
any T > 0 which can be used to control the strongly nonlinear terms containing ∇d in
(1.1). Then we finally establish the existence of global weak solution to (1.1)-(1.3). We
just noticed that a similar existence result was obtained independently in [25]. Motivated
by [8] and [13], we will also establish the large-time behavior of the global weak solutions.
We organize the rest of the paper as follows. In Section 2, we deduce a prior estimates
from (1.1), give the definition of finite energy weak solutions, and also state our main
results. In Section 3, we discuss the solvability of the direction vector d in terms of
u. In Section 4, we establish the global existence of solutions to the Faedo-Galerkin
approximation to (1.1). In Section 5 and Section 6, we use the uniform estimates to recover
the original system by vanishing the artificial viscosity and artificial pressure respectively.
In Section 7, we prove the large-time behavior of the global weak solutions.
2. Energy Estimates and Main Results
In this section, we derive some basic energy estimates for the initial-boundary problem
(1.1)-(1.3), introduce the notion of finite energy weak solutions in the spirit of Feireisl
[6, 7], and state the main results.
Without loss of generality, we take θ = a = 1. First we formally derive the energy
equality and some a priori estimates, which will play a very important role in our paper.
Multiplying (1.1b) by u, integrating over Ω, and using the boundary condition (1.3), we
obtain
∂t
∫
Ω
(
1
2
ρ|u|2 + ρ
γ
γ − 1
)
dx+ µ
∫
Ω
|∇u|2dx
= −λ
∫
Ω
div
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
udx.
Using the equality
div(∇d⊙∇d) = ∇(1
2
|∇d|2) + (∇d)⊤ ·∆d,
we have ∫
Ω
div
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
udx
=
∫
Ω
(∇d)⊤ ·∆d · udx−
∫
Ω
∇dF (d)udx.
Hence, we obtain
∂t
∫
Ω
(
1
2
ρ|u|2 + ρ
γ
γ − 1
)
dx+
∫
Ω
|∇u|2dx
= −λ
∫
Ω
(∇d)⊤ ·∆d · udx+ λ
∫
Ω
∇dF (d)udx.
(2.1)
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Multiplying by λ(∆d− f(d)) the both sides of (1.1c) and integrating over Ω, we get
− ∂t
∫
Ω
λ
|∇d|2
2
dx− ∂t
∫
Ω
λF (d)dx −
∫
Ω
λ∇dF (d)udx + λ
∫
Ω
(∇d)⊤ ·∆d · udx
= λ
∫
Ω
|∆d− f(d)|2dx.
Then, from (2.1), we have the following energy equality to the system (1.1),
∂t
∫
Ω
(
1
2
ρ|u|2 + ρ
γ
γ − 1 +
λ
2
|∇d|2 + λF (d)
)
dx
+
∫
Ω
(
µ|∇u|2dx+ λ|∆d− f(d)|2) dx
= 0.
(2.2)
Set
E(t) =
∫
Ω
(
1
2
ρ|u|2 + ρ
γ
γ − 1 +
λ
2
|∇d|2 + λF (d)
)
(t, x)dx,
and assume that E(0) <∞. From (2.2), we have the following a priori estimates:
ρ|u|2 ∈ L∞([0, T ];L1(Ω));
ρ ∈ L∞([0, T ];Lγ(Ω));
∇d ∈ L∞([0, T ];L2(Ω));
F (d) ∈ L∞([0, T ];L1(Ω));
∇u ∈ L2([0, T ];L2(Ω));
and also
∆d− f(d) ∈ L2([0, T ];L2(Ω)). (2.3)
Although the above estimates will play very important roles in proving of our main exis-
tence theorem, they cannot provide sufficient regularity for the direction field d to control
the strongly nonlinear terms containing ∇d. To overcome this difficulty, we need the
following lemma (see [9]):
Lemma 2.1. If there exists a constant C0 > 0 such that d ·f(d) ≥ 0 for all |d| ≥ C0 > 0,
then d ∈ L∞((0, T ) ×Ω), ∇d ∈ L4((0, T ) × Ω).
Proof. On one hand, if |d| < C0, we have
d ∈ L∞((0, T ) × Ω).
On the other hand, if |d| ≥ C0, taking the scalar product of equation (1.1c) with d yields
∂t|d|2 −∆|d|2 + u · ∇|d|2 + 2d · f(d) + 2|∇d|2 = 0,
which implies
∂t|d|2 −∆|d|2 + u · ∇|d|2 ≤ 0.
Using the maximum principle for |d|2 to obtain
d ∈ L∞((0, T ) × Ω). (2.4)
Using (2.3), (2.4), smoothness of f , and together with elliptic estimate, we get
d ∈ L2(0, T ;H2(Ω)).
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Using the Gagliardo-Nirenberg inequality, for some constant C > 0,
‖∇d‖L4(Ω) ≤ C‖∆d‖
1
2
L2(Ω)
‖d‖
1
2
L∞(Ω) + C‖d‖L∞(Ω),
which means
∇d ∈ L4((0, T ) × Ω).
The proof is complete. 
Through our paper, we will use C to denote a generic positive constant, D to denote
C∞0 , and D′ to denote the sense of distributions. To introduce the finite energy weak
solution (ρ,u,d), we also need to take a differentiable function b, and multiply (1.1a) by
b
′
(ρ) to get the renormalized form:
b(ρ)t + div(b(ρ)u) + (b
′
(ρ)ρ− b(ρ))divu = 0. (2.5)
We define the finite energy weak solution (ρ,u,d) to the initial-boundary value problem
(1.1)-(1.3) in the following sense: for any T > 0,
• ρ ≥ 0, ρ ∈ L∞([0, T ];Lγ(Ω)), u ∈ L2([0, T ];W 1,20 (Ω)),
d ∈ L∞((0, T ) × Ω) ∩ L∞([0, T ];H1(Ω)) ∩ L2([0, T ];H2(Ω)),
with (ρ, ρu,d)(0, x) = (ρ0(x),m0(x),d0(x)) for x ∈ Ω;
• The equations (1.1) hold in D′((0, T ) × Ω), and (1.1a) holds in D′((0, T ) × R3)
provided ρ,u are prolonged to be zero on R3 \ Ω;
• (2.5) holds in D′((0, T ) × Ω), for any b ∈ C1(R+) such that
b
′
(z) = 0 for all z ∈ R+ large enough, say z ≥M, (2.6)
where the constant M may vary for different function b;
• The energy inequality
E(t) +
∫ t
0
∫
Ω
(
µ|∇u|2dx+ λ|∆d− f(d)|2) dxds ≤ E(0)
holds for almost every t ∈ [0, T ].
Remark 2.1. It’s possible to deduce that (2.5) will hold for any b ∈ C1(0,∞) ∩ C[0,∞)
satisfying the following conditions
|b′(z)| ≤ c(zα + z γ2 ) for all z > 0 and a certain α ∈ (0, γ
2
) (2.7)
provided (ρ,u,d) is a finite energy weak solution in the sense of the above definition (see
details in [7]).
Now, our main result on the existence of finite energy weak solutions reads as follows:
Theorem 2.1. Assume that Ω ⊂ R3 is a bounded domain of the class C2+ν, ν > 0, and
γ > 32 . If there exists a C0 > 0, such that d · f(d) ≥ 0 for all |d| ≥ C0 > 0. Then for any
given T > 0, the initial-boundary conditions (1.1)-(1.3) has a finite weak energy solution
(ρ,u,d) on (0, T ) ×Ω.
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Remark 2.2. The typical example
F (d) =
1
4σ20
(|d|2 − 1)2, f(d) = 1
2σ20
(|d|2 − 1)d,
satisfies the assumption of Theorem 2.1 with C0 = 1. Thus the theorem holds for the
typical case.
Motivated by [8] and [13], we establish the following result on the large-time behavior
of the weak solutions to the problem (1.1)-(1.3):
Theorem 2.2. Assume that (ρ,u,d) is the finite energy weak solution to (1.1)-(1.3) given
in Theorem 2.1, then there exists a stationary state of the density ρs which is a positive
constant, a stationary state of velocity us = 0, and a stationary state of direction field ds
such that, as t→∞,
ρ(t, x)→ ρs strongly in Lγ(Ω), (2.8)
u(t, x)→ us = 0 strongly in L2(Ω), (2.9)
d(t, x)→ ds strongly in H1(Ω), (2.10)
where ds solves the equation
∆ds = f(ds) (2.11)
with the boundary condition
ds|∂Ω = d0; (2.12)
and ρs satisfies the following relation:
∇ργs = −λdiv
(
∇ds ⊙∇ds − (1
2
|∇ds|2 + F (ds))I3
)
. (2.13)
Remark 2.3. The existence and uniqueness of (2.11) and (2.12) can be guaranteed from
the elliptic theory, and ds ∈ C2(Ω) ∩ C1(Ω) by the standard elliptic estimates (see [10]).
Remark 2.4. Denote H = ργs − λF (ds), then equation (2.13) can be rewritten as
∇H = −λ∇ds ·∆ds. (2.14)
By (2.11) and f(ds) = ∇dsF (ds), we can deduce that
∇(H + λF (ds)) = 0,
that is,
∇ργs = 0.
By the way, in general, we cannot solve the equation (2.14) without the condition f(ds) =
∇dsF (ds).
Remark 2.5. Our asymptotic equations (2.11)-(2.13) for the compressible flow of liquid
crystals as t→∞ are similar to those for the incompressible flow of liquid crystals obtained
by Lin-Liu (see [19]). In particular, the asymptotic equations (2.11), (2.12), and (2.14)
share the same form with those in [19].
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The proof of Theorem 2.1 is based on the following approximation scheme:
ρt + div(ρu) = ε∆ρ, (2.15a)
(ρu)t + div(ρu⊗ u) +∇P (ρ) + δ∇ρβ + ε∇u · ∇ρ
= µ∆u− λdiv
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
, (2.15b)
dt + u · ∇d = ∆d− f(d), (2.15c)
with appropriate initial-boundary conditions. Following the approach of Feireisl [6, 7], we
shall obtain the solution of (1.1) when ε→ 0 and δ → 0 in (2.15). We can solve equation
(2.15a) provided u is given. Indeed, we can obtain the existence by using classical theory
of parabolic equation and overcome the difficulty of vacuum. Next we can also solve
equation (2.15c) when u is fixed. By a direct application of the Schauder fixed point
theorem, we can establish the local existence of u, and then extend this local solution to
the whole time interval. Note that the addition of the extra term ε∇u · ∇ρ is necessary
for keeping the energy conservation. The last step is to let ε → 0 and δ → 0 to recover
the original system. We remark that the strongly nonlinear terms containing ∇d can
be controlled by the sufficiently strong estimate about ∇d obtained from the Gagliardo-
Nirenberg inequality. In order to control the possible oscillations of the density ρ, we
adopt the methods in Lions [22] and Feireisl [6, 7] which is based on the celebrated weak
continuity of the effective viscous flux P − µdivu. We refer the readers to Lions [22],
Feireisl [6, 7], and Hu-Wang [13] for discussions on the effective viscous flux.
3. The Solvability of the Direction Vector
To solve the approximation system (2.15) by the Faedo-Galerkin method, we need to
show that the following system can be uniquely solved in terms of u:
dt + u · ∇d = ∆d− f(d), (3.1a)
d|t=0 = d0, d|∂Ω = d0, (3.1b)
which can be achieved by the two lemmas below.
Lemma 3.1. If u ∈ C([0, T ];C20 (Ω¯,R3)), then there exists at most one function
d ∈ L2(0, T ;H20 (Ω)) ∩ L∞([0, T ];H1(Ω))
which solves (3.1) in the weak sense on Ω× (0, T ), and satisfies the initial and boundary
conditions in the sense of traces.
Proof. Let d1,d2 be two solutions of (3.1) with the same data, then we have
(d1 − d2)t + u · ∇(d1 − d2) = ∆(d1 − d2)− (f(d1)− f(d2)). (3.2)
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Multiplying (3.2) by ∆(d1−d2), integrating it over Ω, and using integration by parts and
the Cauchy-Schwarz inequality, we obtain
∂t
∫
Ω
|∇(d1 − d2)|2dx+ 2
∫
Ω
|∆(d1 − d2)|2dx
= 2
∫
Ω
(∇(d1 − d2))⊤ · (∆(d1 − d2)) · udx+ 2
∫
Ω
(f(d1)− f(d2))(∆(d1 − d2))dx
≤ C
∫
Ω
|∇(d1 − d2)|2dx+
∫
Ω
|∆(d1 − d2)|2dx,
(3.3)
where we used the fact that f is smooth. Then
∂t
∫
Ω
|∇(d1 − d2)|2dx+
∫
Ω
|∆(d1 − d2)|2dx ≤ C
∫
Ω
|∇(d1 − d2)|2dx, (3.4)
and Lemma 3.1 follows from Gro¨nwall’s inequality, the above inequality, together with
Lemma 2.1. 
Lemma 3.2. Let Ω ⊂ R3 be a bounded domain of class C2+ν , ν > 0. Assume that
u ∈ C([0, T ];C20 (Ω¯,R3)) is a given velocity field. Then the solution operator
u 7−→ d[u]
assigns to u ∈ C([0, T ];C20 (Ω¯;R3)) the unique solution d of (3.1). Moreover, the operator
u 7−→ d[u] maps bounded sets in C([0, T ];C20 (Ω¯;R3)) into bounded subsets of
Y := L2([0, T ];H20 (Ω)) ∩ L∞([0, T ];H1(Ω)),
and the mapping
u ∈ C([0, T ];C20 (Ω¯;R3)) 7−→ d ∈ Y
is continuous on any bounded subsets of C([0, T ];C20 (Ω¯;R
3)).
Proof. The uniqueness of the solution to (3.1) is a consequence of Lemma 3.2, and the
existence of a solution can be guaranteed by the standard parabolic equation theory.
By (3.4), we can conclude that the solution operator u 7−→ d(u) maps bounded sets in
C([0, T ];C20 (Ω¯;R
3)) into bounded subsets of the set Y . Our next step is to show that
the solution operator is continuous from any bounded subset of C([0, T ];C20 (Ω¯)) to Y .
Let {un}∞n=1 be a bounded sequence in C([0, T ];C20 (Ω¯)), that is to say, un ∈ B(0, R) ⊂
C([0, T ];C20 (Ω¯)) for some R > 0, and
un → u in C([0, T ];C20 (Ω¯)) as n→∞.
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Here, we denote d[u] = d, and d[un] = dn, so we have
∂t
∫
Ω
1
2
|∇(dn − d)|2dx+
∫
Ω
|∆(dn − d)|2dx
=
∫
Ω
(u · ∇d− un · ∇dn)(∇(dn − d))dx+
∫
Ω
(f(d)− f(dn)) · (∆(dn − d))dx
≤
∫
Ω
(|u− un| · |∇d|+ |un||∇(d− dn)|)|∆(dn − d)|dx+ C
∫
Ω
|∇(dn − d)|2dx
≤ ‖un − u‖L∞‖∇d‖2L2 + C‖∇(d− dn)‖2L2 +
1
2
∫
Ω
|∆(dn − d)|2dx
≤ C‖un − u‖L∞ + 1
2
‖∇(d− dn)‖2L2 ,
(3.5)
where we used facts that dn is bounded in Y and f is smooth. This implies that
1
2
∂t
∫
Ω
|∇(dn − d)|2dx+ 1
2
∫
Ω
|∆(dn − d)|2dx
≤ C‖un − u‖L∞ + C‖∇(dn − d)‖2L2 .
(3.6)
Integrating (3.6) over time t ∈ (0, T ), and then taking the upper limit over n on the both
sides, we get, noting that un → u in C([0, T ];C20 (Ω¯);R3),
1
2
lim
n
sup
∫
Ω
|∇(dn − d)|2dx+ 1
2
lim
n
sup
∫ T
0
∫
Ω
|∆(dn − d)|2dxdt
≤ C lim
n
sup
∫ T
0
‖∇(dn − d)‖2L2dt
≤ C
∫ T
0
lim
n
sup ‖∇(dn − d)‖2L2dt,
(3.7)
thus, using Gro¨nwall’s inequality to (3.7) and noting that dn, d share the same initial
data, we have
lim
n
sup
∫
Ω
|∇(dn − d)|2dx = 0,
which means, from (3.7) again,
lim
n
sup
∫ T
0
∫
Ω
|∆(dn − d)|2dxdt = 0.
Thus, we obtain
dn → d in Y.
This completes the proof of the continuity of the solution operator. 
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4. The Faedo-Galerkin Approximation Scheme
In this section, we establish the existence of solution to the following approximation
scheme:
ρt + div(ρu) = ε∆ρ, (4.1a)
(ρu)t + div(ρu⊗ u) +∇P (ρ) + δ∇ρβ + ε∇u · ∇ρ
= µ∆u− λdiv
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
, (4.1b)
dt + u · ∇d = ∆d− f(d), (4.1c)
with boundary conditions
∇ρ · ν|∂Ω = 0, (4.2a)
d|∂Ω = d0, (4.2b)
u|∂Ω = 0, (4.2c)
together with modified initial data
ρ|t=0 = ρ0,δ(x), (4.3a)
ρu|t=0 = m0,δ(x), (4.3b)
d|t=0 = d0(x). (4.3c)
Here the initial data ρ0,δ(x) ∈ C3(Ω) satisfies the following conditions:
0 < δ ≤ ρ0,δ(x) ≤ δ−
1
2β , (4.4)
and
ρ0,δ(x)→ ρ in Lγ(Ω), |{ρ0,δ < ρ0}| → 0 as δ → 0. (4.5)
Moreover,
m0,δ(x) =
{
m0 if ρ0,δ(x) ≥ ρ0(x),
0 if ρ0,δ(x) < ρ0(x).
(4.6)
The density ρ = ρ[u] is determined uniquely as the solution of the following Neumann
initial-boundary value problem (see Lemmas 2.1 and 2.2 of [7]):
ρt + div(ρu) = ε∆ρ, (4.7a)
∇ρ · ν|∂Ω = 0, (4.7b)
ρ|t=0 = ρ0,δ(x), (4.7c)
To solve (4.1b) by a modified Faedo-Galerkin method, we need to introduce the finite-
dimensional space endowed with the L2 Hilbert space structure:
Xn = span(ηi)
n
i=1, n ∈ {1, 2, 3, · · · },
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where the linearly independent functions ηi ∈ D(Ω)3, i = 1, 2, . . . , form a dense subset in
C20 (Ω,R
3). The approximate solution un should be given by the following form:∫
Ω
ρun(τ) · ηdx−
∫
Ω
m0,δ · ηdx
=
∫ τ
0
∫
Ω
(
(µ∆un − div(ρun ⊗ un))−∇(ργ + δρβ)− ε∇ρ · ∇un
)
· ηdxdt
−
∫ τ
0
∫
Ω
λdiv(∇d⊙∇d− (1
2
|∇d|2 + F (d))I3) · ηdxdt
(4.8)
for any t ∈ [0, T ] and any η ∈ Xn, where ε, δ, β are fixed. Due to Lemmas 2.1 and 2.2 of
[7] and our Lemmas 3.1 and 3.2, the problem (3.1), (4.7) and (4.8) can be solved at least
on a short time interval (0, Tn) with Tn ≤ T by a standard fixed point theorem on the
Banach space C([0, T ],Xn). We refer the readers to [7] for more details. Thus we obtain
a local solution (ρn,un,dn) in time.
To obtain uniform bounds on un, we derive an energy inequality similar to (2.2) as
follows. Taking η = un(t, x) with fixed t in (4.1) and repeating the procedure for a priori
estimates in Section 2, we deduce a “Kinetic energy equality”:
∂t
∫
Ω
(
1
2
ρn|un|2 + 1
γ − 1ρ
γ
n +
δ
β − 1ρ
β
n +
λ
2
|∇dn|2 + λF (dn)
)
dx+ µ
∫
Ω
|∇un|2dx
+ λ
∫
Ω
|∆dn − f(dn)|2dx+ ε
∫
Ω
(γργ−2n + δβρ
β−2
n )|∇ρn|2dx = 0.
(4.9)
The uniform estimates obtained from (4.9) furnish the possibility of repeating the above
fixed point argument to extend the local solution un to the whole time interval [0, T ].
Then, by the solvability of equation (4.7) and (3.1), we obtain the functions (ρn,dn) on
the whole time interval [0, T ].
The next step in the proof of Theorem 2.1 is to pass the limit as n→∞ in the sequence
of approximate solutions {ρn,un,dn} obtained above. We observe that the terms related
to un and ρn can be treated similarly to [7]. It remains to show the convergence of the
terms related to dn.
By (4.9), smoothness of f , and elliptic estimates, we conclude
∇un ∈ L2([0, T ];L2(Ω)), (4.10)
∆dn − f(dn) is bounded in L2([0, T ];L2(Ω)), (4.11)
and
dn ∈ L∞([0, T ];H10 (Ω)) ∩ L2([0, T ];H20 (Ω)).
This yields that
∆dn − f(dn)→ ∆d− f(d) weakly in L2([0, T ];L2(Ω)),
and
dn → d weakly in L∞([0, T ];H10 (Ω)) ∩ L2([0, T ];H20 (Ω)). (4.12)
Using corollary 2.1 in [6] and (4.1c), we can improve (4.12) as follows:
dn → d in C([0, T ];L2weak(Ω)).
Next we need to rely on the following Aubin-Lions compactness lemma (see [23]):
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Lemma 4.1. Let X0,X and X1 be three Banach spaces with X0 ⊆ X ⊆ X1. Suppose that
X0 is compactly embedded in X and that X is continuously embedded in X1; Suppose also
that X0 and X1 are reflexive spaces. For 1 < p, q <∞, let
W = {u ∈ Lp([0, T ];X0)|du
dt
∈ Lq([0, T ];X1)}.
Then the embedding of W into Lp([0, T ];X) is also compact.
We are now applying the Aubin-Lions lemma to obtain the convergence of dn and ∇dn.
From Lemma 2.1, we have
dn ∈ L∞((0, T ) × Ω),
and
∇dn ∈ L4((0, T )× Ω). (4.13)
Using (4.1c), we have
‖∂tdn‖L2(Ω) ≤ C‖un · ∇dn‖L2(Ω) + C‖∆dn − f(dn)‖L2(Ω)
≤ C‖un‖2L4(Ω) + C‖∇dn‖2L4(Ω) + C‖∆dn − f(dn)‖L2(Ω),
≤ C‖∇un‖2L2(Ω) + C‖∇dn‖2L4(Ω) + C‖∆dn − f(dn)‖L2(Ω),
where we used embedding inequality, the values of C are variant. Thus, (4.10), (4.11) and
(4.13) yield
‖∂tdn‖L2([0,T ];L2(Ω)) ≤ C.
Notice that H2 ⊂ H1 ⊂ L2 and the injection H2 →֒ H1 is compact, applying Lemma 4.1
we deduce that the sequence {dn}∞n=1 is precompact in L2([0, T ];H1(Ω)).
Summing up the previous results, by taking a subsequence if necessary, we can assume
that:
dn → d in C([0, T ];L2weak(Ω)),
dn → d weakly in L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H1(Ω)),
dn → d strongly in L2(0, T ;H1(Ω)),
∇dn → ∇d weakly in L4((0, T ) × Ω),
∆dn − f(dn)→ ∆d− f(d) weakly in L2(0, T ;L2(Ω)),
F (dn)→ F (d) strongly in L2(0, T ;H1(Ω)).
Now, we consider the convergence of the terms related to dn and ∇dn. Let ϕ be a test
function, then∫
Ω
(∇dn ⊙∇dn −∇d⊙∇d) · ∇ϕdxdt
≤
∫
Ω
(∇dn ⊙∇dn −∇dn ⊙∇d)∇ϕdxdt+
∫
Ω
(∇dn ⊙∇d−∇d⊙∇d)∇ϕdxdt
≤ C‖∇dn‖L2(Ω)‖∇dn −∇d‖L2(Ω) + C‖∇d‖L2(Ω)‖∇dn −∇d‖L2(Ω)
(4.14)
By the strong convergence of ∇dn in L2(Ω) and (4.14), we conclude that
∇dn ⊙∇dn → ∇d⊙∇d in D′(Ω× (0, T )).
Similarly,
1
2
|∇dn|2I3 → 1
2
|∇d|2I3 in D′(Ω × (0, T )),
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and
un∇dn → u∇d in D′(Ω× (0, T )),
where we used
un → u weakly in L2([0, T ];H10 (Ω)).
Therefore, (3.1) and (4.8) hold at least in the sense of distribution. Moreover, by the
uniform estimates on u,d and (1.1c), we know that the map
t→
∫
Ω
dn(x, t)ϕ(x)dx for any ϕ ∈ D(Ω),
is equi-continuous on [0, T ]. By the Ascoli-Arzela Theorem, we know that
t→
∫
Ω
d(x, t)ϕ(x)dx
is continuous for any ϕ ∈ D(Ω). Thus, d satisfies the initial condition in (3.1).
Now we have the existence of a global solution to (4.1) as follows:
Proposition 4.1. Assume that Ω ⊂ R3 is a bounded domain of the class C2+ν, ν > 0;
and there exists a constant C0 > 0, such that d · f(d) ≥ 0 for all |d| ≥ C0 > 0. Let
ε > 0, δ > 0, and β > max{4, γ} be fixed. Then for any given T > 0, there is a solution
(ρ,u,d) to the initial-boundary value problem of (4.1) in the following sense:
(1) The density ρ is a nonnegative function such that
ρ ∈ Lγ([0, T ];W 2,r(Ω)), ∂tρ ∈ Lr((0, T ) × Ω),
for some r > 1, the velocity u ∈ L2([0, T ];H10 (Ω)), and (4.1a) holds almost everywhere
on (0, T ) × Ω, and the initial and boundary data on ρ are satisfied in the sense of traces.
Moreover, the total mass is conserved, i.e.∫
Ω
ρ(x, t)dx =
∫
Ω
ρδ,0dx,
for all t ∈ [0, T ]; and the following inequalities hold
δ
∫ T
0
∫
Ω
ρβ+1dxdt ≤ C(ε),
ε
∫ T
0
∫
Ω
|∇ρ|2dxdt ≤ C with C independent of ε.
(2) All quantities appearing in equation (4.1b) are locally integrable, and the equation
is satisfied in D′(Ω× (0, T )). Moreover,
ρu ∈ C([0, T ];L
2γ
γ+1
weak(Ω)),
and ρu satisfies the initial data.
(3) All terms in (4.1c) are locally integrable on Ω× (0, T ). The direction d satisfies the
equation (3.1a) and the initial data (3.1b) in the sense of distribution.
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(4) The energy inequality
∂t
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ +
δ
β − 1ρ
β +
λ
2
|∇d|2 + λF (d)
)
dx
+ µ
∫
Ω
|∇u|2dx+ λ
∫
Ω
|∆d− f(d)|2dx
≤ 0
holds almost everywhere for t ∈ [0, T ].
To complete our proof of the main theorem, we will take vanishing artificial viscosity
and vanishing artificial pressure in the following sections.
5. Vanishing Viscosity Limit
In this section, we will pass the limit as ε → 0 in the family of approximate solutions
(ρε,uε,dε) obtained in Section 4. The estimates in Proposition 4.1 are independent of n,
and those estimates are still valid for (ρε,uε,dε). But, we need to remark that ρε will lose
some regularity when ε→ 0 because the term ε∆ρε goes away. The space L∞(0, T ;L1(Ω))
is a non-reflexive space, and the artificial pressure is bounded only in space L∞(0, T ;L1(Ω))
from the estimates of Proposition 4.1. It is crucial to establish the strong compactness of
the density ρε for passing the limits. To this end, we need to obtain better estimates on
the artificial pressure.
5.1. Uniform estimates of the density. We first introduce an operator
B :
{
f ∈ Lp(Ω) :
∫
Ω
fdx = 0
}
7−→ [W 1,p0 (Ω)]3
which is a bounded linear operator satisfying
‖B[f ]‖
W
1,p
0
(Ω) ≤ c(p)‖f‖Lp(Ω) for any 1 < p <∞, (5.1)
where the function W = B[f ] ∈ R3 solves the following equation:
divW = f in Ω, W |∂Ω = 0.
Moreover, if the function f can be written in the form f = divg for some g ∈ Lr, and
g · ν|∂Ω = 0, then
‖B[f ]‖Lr(Ω) ≤ c(r)‖g‖Lr(Ω)
for any 1 < r < ∞. We refer the readers to [6, 7] for more background and discussion of
the operator B. Define the function:
ϕ(t, x) = ψ(t)B[ρε − ρ̂], ψ ∈ D(0, T ), 0 ≤ ψ ≤ 1,
where
ρ̂ =
1
|Ω|
∫
Ω
ρ(t)dx.
Since ρε is a solution to (4.1a), by Proposition 5.1 and β > 4, we have
ρε − ρ̂ ∈ C([0, T ], L4(Ω)).
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Therefore, from (5.1), we have ϕ(t, x) ∈ C([0, T ],W 1,4(Ω)). In particular, ϕ(t, x) ∈ C([0, T ]×
Ω) by the Sobolev embedding theorem. Consequently, ϕ can be used as a test function
for (4.1b). After a little bit lengthy but straightforward computation, we obtain:∫ T
0
∫
Ω
ψ(ργ+1ε + δρ
δ+1
ε )dxdt
= ρ̂
∫ T
0
∫
Ω
ψ(ργε + δρ
β
ε )dxdt+
∫ T
0
∫
Ω
ψρεuεB[ρε − ρ̂]dxdt
+ µ
∫ T
0
∫
Ω
ψ∇uε∇B[ρε − ρ̂]dxdt
−
∫ T
0
∫
Ω
ψρεuε ⊗ uε∇B[ρε − ρ̂]dxdt
− ε
∫ T
0
∫
Ω
ψρεuεB[∆ρε]dxdt
−
∫ T
0
∫
Ω
ψρεuεB[div(ρεuε)]dxdt
+ ε
∫ T
0
∫
Ω
∇uε∇ρεB[ρε − ρ̂]dxdt
− λ
∫ T
0
∫
Ω
(
∇dε ⊗∇dε − ( |∇dε|
2
2
+ F (d))I3
)
ψ∇B[ρε − ρ̂]dxdt
=
7∑
j=1
Ij .
(5.2)
To achieve our lemma below, we need to estimate that the terms I1− I7 are bounded. We
can treat the terms related to ρε,uε similar to [7]. It remains to estimate the term I7.
Indeed,
|I7| =
∣∣∣∣λ∫ T
0
∫
Ω
(
∇dε ⊗∇dε − ( |∇dε|
2
2
+ F (d))I3
)
ψ∇B[ρε − ρ̂]dxdt
∣∣∣∣
≤ Cλ
∫ T
0
‖∇dε‖2L4(Ω)‖B[ρε − ρ̂]‖W 1,2(Ω)dt+ C
∫ T
0
‖B[ρε − ρ̂]‖W 1,2(Ω)dt
≤ C,
(5.3)
where we used
‖B[ρε − ρ̂]‖W 1,2(Ω) ≤ C0‖ρε − ρ̂‖L2(Ω),
∇dε ∈ L4([0, T ] × Ω),
and β ≥ 4. Consequently, we have proved the following result:
Lemma 5.1. Let (ρε,uε,dε) be the solutions of the problem (4.1) constructed in Propo-
sition 4.1, then
‖ρε‖Lγ+1((0,T )×Ω) + ‖ρε‖Lβ+1((0,T )×Ω) ≤ C,
where C is independent of ε.
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5.2. The vanishing viscosity limit passage. From the previous energy estimates, we
have
ε∆ρε → 0 in L2(0, T ;W−1,2(Ω))
and
ε∇uε∇ρε → 0 in L1(0, T ;L1(Ω))
as ε→ 0.
Due to the above estimates so far, we may now assume that
ρε → ρ in C([0, T ], Lγweak(Ω)), (5.4a)
uε → u weakly in L2(0, T ;W 1,20 (Ω)), (5.4b)
ρεuε → ρu in C([0, T ], L
2γ
γ+1
weak(Ω)). (5.4c)
Then we can pass the limits of the terms related to ρε,uε similarly to [7]. It remains
to show the convergence of dε. Following the same arguments of Section 4, by taking a
subsequence if necessary, we can assume that:
dε → d in C([0, T ];L2weak(Ω)) (5.5a)
dε → d weakly in L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H1(Ω)), (5.5b)
dε → d strongly in L2(0, T ;H1(Ω)), (5.5c)
∇dε → ∇d weakly in L4((0, T ) × Ω), (5.5d)
∆dε − f(dε)→ ∆d− f(d) weakly in L2(0, T ;L2(Ω)), (5.5e)
F (dε)→ F (d) strongly in L2(0, T ;H1(Ω)). (5.5f)
Consequently, letting ε→ 0 and making use of (5.4) and (5.5), we conclude that the limit
of (ρε,uε,dε) satisfies the following system:
ρt + div(ρu) = 0, (5.6a)
(ρu)t + div(ρu⊗ u) +∇P¯ = µ∆u− λdiv(∇d⊙∇d− (1
2
|∇d|2 + F (d))I3), (5.6b)
dt + u · ∇d = ∆d− f(d) (5.6c)
where P¯ = aργε + δρ
β
ε , here K(x) stands for a weak limit of {Kε}.
5.3. The strong convergence of the density. We observe that ρε,uε is a strong solu-
tion of parabolic equation (4.1a), then the renormalized form can be written as
∂tb(ρε) + div(b(ρε)uε) + (b
′
(ρε)ρε − b(ρε))divuε
= εdiv(χΩ∇b(ρε))− εχΩb′′(ρε)|∇ρε|2
(5.7)
in D
′
((0, T ) × R3), with b ∈ C2[0,∞), b(0) = 0, and b′ , b′′ bounded functions and
b convex, where χΩ is the characteristics function of Ω. By the virtue of (5.7) and the
convexity of b, we have∫ T
0
∫
Ω
ψ(b
′
(ρε)ρε − b(ρε)))divuεdxdt ≤
∫
Ω
b(ρ0,δ)dx+
∫ T
0
∫
Ω
∂tψb(ρε)dxdt
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for any ψ ∈ C∞[0, T ], 0 ≤ ψ ≤ 1, ψ(0) = 1, ψ(T ) = 0. Taking b(z) = z log z gives us
the following estimate:∫ T
0
∫
Ω
ψρεdivuεdxdt ≤
∫
Ω
ρ0,δ log(ρ0,δ)dx+
∫ T
0
∫
Ω
∂tψρε log ρεdxdt,
and letting ε→ 0 yields∫ T
0
∫
Ω
ψρdivudxdt ≤
∫
Ω
ρ0,δ log ρ0,δdx+
∫ T
0
∫
Ω
∂tψρ log ρdxdt,
that is, ∫ T
0
∫
Ω
ρdivudxdt ≤
∫
Ω
ρ0,δ log ρ0,δdx−
∫
Ω
ρ log ρ(t)dx. (5.8)
Meanwhile, (ρ,u) satisfies
∂tb(ρ) + div(b(ρ)u) + (b
′
(ρ)ρ− b(ρ))divu = 0. (5.9)
Using (5.9) and b(z) = z log z, we deduce the following inequality:∫ T
0
∫
Ω
ρdivudxdt ≤
∫
Ω
ρ0,δ log ρ0,δdx−
∫
Ω
ρ log ρ(t)dx. (5.10)
From (5.10) and (5.8), we deduce that∫
Ω
ρ log ρ− ρ log(ρ)(τ)dx ≤
∫ T
0
∫
Ω
ρdivu− ρdivudxdt (5.11)
for a.e. τ ∈ [0, T ].
To obtain the strong convergence of density ρε, the crucial point is to get the weak
continuity of the viscous pressure, namely:
Lemma 5.2. Let (ρε,uε) be the sequence of approximate solutions constructed in Propo-
sition 4.1, then
lim
ε→0+
∫ T
0
∫
Ω
ψη(aργε + δρ
β
ε − µdivuε)ρεdxdt
=
∫ T
0
∫
Ω
ψη(P¯ − µdivu)ρdxdt for any ψ ∈ D(0, T ), η ∈ D(Ω),
where P¯ = aργ + δρβ .
Proof. We need to introduce a new operator
Ai = ∆
−1(∂xiv), i = 1, 2, 3,
where ∆−1 stands for the inverse of the Laplace operator on R3. To be more specific, Ai
can be expressed by their Fourier symbol
Ai(·) = F−1(−iξi|ξ|2 F(·)), i = 1, 2, 3,
with the following properties (see [7]):
‖Aiv‖W 1,s(Ω) ≤ c(s,Ω)‖v‖Ls(R3), 1 < s <∞,
‖Aiv‖Lq(Ω) ≤ c(q, s,Ω)‖v‖Ls(R3), q <∞, provided
1
q
≥ 1
s
− 1
3
,
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and
‖Aiv‖L∞(Ω) ≤ c(s,Ω)‖v‖Ls(R3) if s > 3.
Next, we use the quantities
ϕ(t, x) = ψ(t)η(x)Ai[ρε], ψ ∈ D(0, T ), η ∈ D(Ω), i = 1, 2, 3,
as a test function for (4.1b) to obtain
∫ T
0
∫
Ω
ϕη((ργε + δρ
β
ε )− µdivuε)ρεdxdt
= µ
∫ T
0
∫
Ω
ψ∇uε∇ηA[ρε]dxdt−
∫ T
0
∫
Ω
ψ(ργε + δρ
β
ε )∇ηA[ρε]dxdt
−
∫ T
0
∫
Ω
ψρεuε ⊗ uε∇ηA[ρε]dxdt−
∫ T
0
∫
Ω
ψtηρεuεA[ρε]dxdt
− ε
∫ T
0
∫
Ω
ψηρεuεA[div(χΩ∇ρε)]dxdt
+ ε
∫ T
0
∫
Ω
ψη∇ρε∇uεA[ρε]dxdt+ µ
∫ T
0
∫
Ω
ψuε∇ηρεdxdt
− µ
∫ T
0
∫
Ω
ψuε∇η∇A[ρε]dxdt+
∫ T
0
∫
Ω
ψuε(ρεR[ρεuε]− ρεuεR[ρε])dxdt
− λ
∫ T
0
∫
Ω
(
∇dε ⊙∇dε − (1
2
|∇dε|2 + F (dε))I3
)
ψ∇ηA[ρε]dxdt
− λ
∫ T
0
∫
Ω
(
∇dε ⊙∇dε − (1
2
|∇dε|2 + F (dε))I3
)
ψη∇A[ρε]dxdt
(5.12)
where χΩ is the characteristics function of Ω, A[x] = ∇∆−1[x].
Meanwhile, we can use
ϕ(t, x) = ψ(t)η(x)(∇∆−1)[ρ], ψ ∈ D(0, T ), η ∈ D(Ω),
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as a test function for (5.6b) to obtain∫ T
0
∫
Ω
ϕη(P¯ − µdivu)ρdxdt
= µ
∫ T
0
∫
Ω
ψ∇u∇ηA[ρ]dxdt −
∫ T
0
∫
Ω
ψP∇ηA[ρ]dxdt
−
∫ T
0
∫
Ω
ψρu⊗ u∇ηA[ρ]dxdt−
∫ T
0
∫
Ω
ψtηρuA[ρ]dxdt
+ µ
∫ T
0
∫
Ω
ψu∇ηρdxdt− µ
∫ T
0
∫
Ω
ψu∇η∇A[ρ]dxdt
+
∫ T
0
∫
Ω
ψu(ρR[ρu] − ρuR[ρ])dxdt
− λ
∫ T
0
∫
Ω
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
ψ∇ηA[ρ]dxdt
− λ
∫ T
0
∫
Ω
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
ψη∇A[ρ]dxdt.
(5.13)
For the related terms of ρε,uε, following the same line in [7] we can show that these terms
in (5.12) converge to their counterparts in (5.13). It remains to handle the terms related
to dε in (5.12). By virtue of the classical Mikhlin multiplier theorem (see [7]), we have
∇A[ρε]→ ∇A[ρ] in C([0, T ];Lβweak(Ω)) as ε→ 0, (5.14)
and
A[ρε]→ A[ρ] in C((0, T ) × Ω)) as ε→ 0. (5.15)
Since ∫
Ω
|∇dε ⊙∇dεA[ρε]−∇d⊙∇dA[ρ]| dx
≤
∫
Ω
|∇dε|2 |A[ρε]−A[ρ]| dx+
∫
Ω
|∇dε| |∇dε −∇d| |A[ρ]|dx
+
∫
Ω
|∇d| |∇dε −∇d| |A[ρ]|dx,
(5.16)
using Ho¨lder’s inequality to (5.16), by (5.14), (5.15), and (5.5c) we have∫ T
0
∫
Ω
(∇dε ⊙∇dε)ψ∇ηA[ρε]dxdt→
∫ T
0
∫
Ω
(∇d⊙∇d)ψ∇ηA[ρ]dxdt as ε→ 0.
Similarly,∫ T
0
∫
Ω
(
1
2
|∇dε|2I3)ψ∇ηA[ρε]dxdt→
∫ T
0
∫
Ω
(
1
2
|∇d|2I3)ψ∇ηA[ρ]dxdt as ε→ 0.
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Using the strong convergence of F (dε), we conclude that,
λ
∫ T
0
∫
Ω
(
∇dε ⊙∇dε − (1
2
|∇dε|2 + F (dε))I3)
)
ψ∇ηA[ρε]dxdt
→ λ
∫ T
0
∫
Ω
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3)
)
ψ∇ηA[ρ]dxdt as ε→ 0.
And similarly,
λ
∫ T
0
∫
Ω
(
∇dε ⊙∇dε − (1
2
|∇dε|2 + F (dε))I3)
)
ψη∇A[ρε]dxdt
→ λ
∫ T
0
∫
Ω
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3)
)
ψη∇A[ρ]dxdt as ε→ 0.
So we deduce that
lim
ε→0+
∫ T
0
∫
Ω
ψη(ργε + δρ
β
ε − µdivuε)ρεdxdt
=
∫ T
0
∫
Ω
ψη(P¯ − µdivu)ρdxdt for any ψ ∈ D(0, T ), η ∈ D(Ω),
where P¯ = ργ + δρβ . The proof of Lemma 5.2 is complete. 
From Lemma 5.2, we have∫ T
0
∫
Ω
ρdivu− ρdivudxdt ≤ 1
µ
∫ T
0
∫
Ω
(P¯ ρ− aργ+1 + δρβ+1)dxdt. (5.17)
By(5.11) and (5.17), we deduce that∫
Ω
ρ log(ρ)− ρ log(ρ)(τ)dx ≤ 1
µ
∫ T
0
∫
Ω
(P¯ ρ− aργ+1 + δρβ+1)dxdt,
and
P¯ ρ− ργ+1 + δρβ+1 ≤ 0
due to the convexity of ργ + δρβ . So∫
Ω
ρ log(ρ)− ρ log(ρ)(t)dx ≤ 0.
On the other hand,
ρ log(ρ)− ρ log(ρ) ≥ 0.
Consequently ρ log(ρ) = ρ log(ρ) that means
ρε → ρ in L1((0, T ) × Ω).
Thus, we can pass to the limit as ε→ 0 to obtain the following result:
Proposition 5.1. Assume Ω ⊂ R3 is a bounded domain of class C2+ϑ, ϑ > 0. If there
exists a constant C0 > 0, such that d · f(d) ≥ 0 for all |d| ≥ C0 > 0. let δ > 0, and
β > max
{
4,
6γ
2γ − 3
}
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be fixed. Then, for any given T > 0, there exists a finite energy weak solution (ρ,u,d) of
the problem:
ρt + div(ρu) = 0, (5.18a)
(ρu)t + div(ρu⊗ u) +∇(ργ + δρβ)
= µ∆u− λdiv
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
, (5.18b)
dt + u · ∇d = ∆d− f(d) (5.18c)
with the boundary condition u|∂Ω = 0, d|∂Ω = d0 and initial condition (1.2). Moreover,
ρ ∈ Lβ+1((0, T )×Ω) and the equation (5.18a) holds in the sense of renormalized solutions
on D′((0, T )×R3) provided ρ,u were prolonged to be zero on R3\Ω. Furthermore, (ρ,u,d)
satisfies the following uniform estimates:
sup
t∈[0,T ]
‖ρ(t)‖γ
Lγ (Ω) ≤ CEδ[ρ0,m0,d0], (5.19)
δ sup
t∈[0,T ]
‖ρ(t)‖β
Lβ(Ω)
≤ CEδ[ρ0,m0,d0], (5.20)
sup
t∈[0,T ]
‖
√
ρ(t)u(t)‖2L2(Ω) ≤ CEδ[ρ0,m0,d0], (5.21)
‖u(t)‖L2([0,T ];H1
0
(Ω)) ≤ CEδ[ρ0,m0,d0], (5.22)
sup
t∈[0,T ]
‖∇d‖2L2(Ω) ≤ CEδ[ρ0,m0,d0], (5.23)
‖d‖L2([0,T ];H2
0
(Ω)) ≤ CEδ[ρ0,m0,d0], (5.24)
where C is independent of δ > 0 and
Eδ[ρ0,m0,d0] =
∫
Ω
(
1
2
|m0,δ|2
ρ0,δ
+
1
γ − 1ρ
γ
0,δ +
δ
β − 1ρ
β
0,δ +
λ
2
|∇d0|2 + λF (d0)
)
dx.
Remark 5.1. Recalling the modified initial data (4.3)-(4.6), we conclude that the modified
energy Eδ[ρ0,m0,d0] is bounded, and consequently the estimates in Proposition 5.1 hold
independently of δ.
6. Passing to the Limit in the Artificial Pressure Term
The objective of this section is to recover the original system by vanishing the artificial
pressure term. Again in this part the crucial issue is to recover the strong convergence for
ρδ in L
1 space.
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6.1. Better estimate of density. Let us begin with a renormalized continuity equation
b(ρδ)t + div(b(ρδ)uδ) + (b
′(ρδ)ρδ − b(ρδ))divuδ = 0 in D′((0, T ) × R3)
for any uniformly bounded function b ∈ C1[0,∞). We can regularize the above equation
as
∂tSm[b(ρ)] + div(Sm[b(ρ)]u) + Sm[(b
′(ρ)ρ− b(ρ))divu] = qm on (0, T ) × R3, (6.1)
where Sm(v) denotes a spatial convolution with a family of regularizing kernels, and
qm → 0 in L2(0, T ;L2(R3)) as m→∞,
provided b is uniformly bounded (see details in [7]).
We use the operator B to construct multipliers of the form
ϕ(t, x) = ψ(t)B[Sm[b(ρδ)]− 1|Ω|
∫
Ω
Sm[b(ρδ)]dx], ψ ∈ D(0, T ), 0 ≤ ψ ≤ 1,
where the operator B was defined in Section 5. Taking b(ρδ) = ρ
σ
δ , using (6.1) and (5.19),
with σ small enough, we see that
Sm[ρ
σ
δ ]−
1
|Ω|
∫
Ω
Sm[ρ
σ
δ ]dx
is in the space C([0, T ];Lp(Ω)) for any finite p > 1. By (5.1) and the embedding theorem,
we have ϕ(t, x) ∈ C([0, T ] × Ω). Consequently, ϕ(t, x) can be used as a test function for
(5.18b), then one arrives at the following formula:∫ T
0
∫
Ω
ψ(ργδ + δρ
β
δ )Sm[ρ
σ
δ ]dxdt
=
∫ T
0
ψ(t)
(∫
Ω
(ργδ + δρ
β
δ )dx)(
1
|Ω|
∫
Ω
Sm[ρ
σ
δ ]dx
)
dt
−
∫ T
0
∫
Ω
ψtρδuδB[Sm[ρ
σ
δ ]−
1
|Ω|
∫
Ω
Sm[ρ
σ
δ ]dx]dxdt
+
∫ T
0
∫
Ω
ψ(µψ∇uδ − ρδuδ ⊗ uδ)∇B[Sm[ρσδ ]−
1
|Ω|
∫
Ω
Sm[ρ
σ
δ ]dx]dxdt
+
∫ T
0
∫
Ω
ψρδuδB[Sm(ρ
σ
δ − σρσδ )divu−
1
|Ω|
∫
Ω
Sm[(ρ
σ
δ − σρσδ )divuδ]dx]dxdt
−
∫ T
0
∫
Ω
ψρδuδB[divSm[(ρ
σ
δuδ)]]dxdt +
∫ T
0
∫
Ω
ψρδuδB[qm − 1|Ω|
∫
Ω
qmdx]dxdt
+ λ
∫ T
0
∫
Ω
ψ
(
∇dδ ⊙∇dδ − (1
2
|∇dδ|2 + F (dδ))I3
)
∇B[Sm[ρσδ ]−
1
|Ω|
∫
Ω
Sm[ρ
σ
δ ]dx]dxdt
=
6∑
i=1
Ii +
∫ T
0
∫
Ω
ψρδuδB[qm − 1|Ω|
∫
Ω
qmdx]dxdt.
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Noting that qm → 0 in L2(0, T ;L2(R3)) as m→ ∞, we can pass to the limit for m →∞
in the above equality to get the following:∫ T
0
∫
Ω
ψ(ργ+σδ + δρ
β+σ
δ )dxdt ≤
6∑
i=1
|Ii|.
Now, we can estimate the integrals I1 − I6 as follows.
(1) We see that
I1 =
∫ T
0
ψ(t)
(∫
Ω
(aργδ + δρ
β
δ )dx)(
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx
)
dt
is bounded uniformly in δ provided σ ≤ γ by (5.19) and (5.20).
(2) As for the second term, by (5.19), (5.21), (5.22) and together with the embedding
W 1,p(Ω) →֒ L∞(Ω) for p > 3, we have
|I2| =
∣∣∣∣∫ T
0
∫
Ω
ψtρδuδB[Sm(ρ
σ
δ )−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx]dxdt
∣∣∣∣
≤ c
∫ T
0
|ψt|dt ≤ C
provided σ ≤ γ3 .
(3) Similarly, for the third term, we have
|I3| =
∣∣∣∣∫ T
0
∫
Ω
ψ(µψ∇uδ − ρδuδ ⊗ uδ)∇B[Sm(ρσδ )−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx]dxdt
∣∣∣∣
≤ C
if we choose σ ≤ γ2 ;
(4) For I4, by Ho¨lder inequality, we have
|I4| =
∣∣∣∣∫ T
0
∫
Ω
ψρδuδB[Sm(ρ
σ
δ − σρσδ )divu−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ − σρσδ )divuδdx]dxdt
∣∣∣∣
≤ C
∫ T
0
‖ρδ‖Lγ(Ω)‖uδ‖L6(Ω)‖ρθδdivuδ‖Lq(Ω)dt,
where
p =
6γ
5γ − 6 , q =
6γ
7γ − 6 .
If we choose σ ≤ 2γ3 −1, and use (5.19), (5.20) and (5.22), we conclude that I4 is uniformly
bounded.
(5) Using the embedding inequality, we have
|I5| =
∣∣∣∣∫ T
0
∫
Ω
ψρδuδB[divSm(ρ
σ
δuδ)]dxdt
∣∣∣∣
≤
∫ T
0
‖ρδ‖Lγ‖uδ‖L6‖ρσδuδ‖Lpdt
≤ C
∫ T
0
‖ρδ‖Lγ‖uδ‖2L6‖ρσδ ‖Lrdt,
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where r = 3γ2γ−3 . If we choose σ ≤ 2γ3 − 1, and use (5.19), (5.20) and (5.22), then I5 is
bounded.
(6) Finally, we estimate term I6, let σ ≤ γ2 , then
|I6|
=
∣∣∣∣λ∫ T
0
∫
Ω
ψ
(
∇dδ ⊙∇dδ − (1
2
|∇dδ|2 + F (dδ))I3
)
∇B[Sm(ρσδ )−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx]dxdt
∣∣∣∣
≤ C
∫ T
0
‖∇dδ‖2L4(Ω)‖∇B[Sm(ρσδ )−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx]‖L2(Ω)dt
+ C
∫ T
0
‖∇B[Sm(ρσδ )−
1
|Ω|
∫
Ω
Sm(ρ
σ
δ )dx]‖L2(Ω)dt
≤ C,
where we used the smoothness of F , (5.1), (5.19), (5.20) and
∇dδ ∈ L4((0, T ) × Ω).
All those above estimates together yield the following lemma:
Lemma 6.1. Let γ > 32 . There exists σ > 0 depending only on γ, such that
ργ+σδ + δρ
β+σ
δ is bounded in L
1((0, T ) × Ω).
6.2. The limit passage. By virtue of the estimates in Proposition 5.1 and Remark 5.1,
we can assume that, up to a subsequence if necessary,
ρδ → ρ in C([0, T ], Lγweak(Ω)), (6.2)
uδ → u weakly in L2([0, T ];H10 (Ω)), (6.3)
dδ → d weakly in L2([0, T ];H20 (Ω)) ∩ L∞([0, T ];H10 (Ω)). (6.4)
dδ → d strongly in L2(0, T ;H1(Ω)), (6.5)
∇dδ → ∇d weakly in L4((0, T ) × Ω), (6.6)
∆dδ − f(dδ)→ ∆d− f(d) weakly in L2(0, T ;L2(Ω)), (6.7)
F (dδ)→ F (d) strongly in L2(0, T ;H1(Ω)). (6.8)
Letting δ → 0, we have,
ργδ → ργ weakly in L1((0, T ) × (Ω)), (6.9)
subject to a subsequence.
From (6.5) and (6.8), we have, as δ → 0,
∇dδ ⊙∇dδ − (1
2
|∇dδ|2 + F (dδ))I3
→ ∇d⊙∇d− (1
2
|∇d|2 + F (d))I3 in D′(Ω× (0, T )),
(6.10)
and
uδ · ∇dδ → u · ∇d in D′(Ω× (0, T )), (6.11)
as δ → 0.
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On the other hand, by virtue of (5.18b), (5.19)-(5.22), we obtain
ρδuδ → ρu in C([0, T ];L
2γ
γ+1
weak(Ω)). (6.12)
Similarly, we have, as δ → 0,
dδ → d in C([0, T ];L2weak(Ω)).
By Lemma 6.1, we get
δρβδ → 0 in L1((0, T ) × Ω) as δ → 0.
Thus, the limit of (ρ, ρu,d) satisfies the initial and boundary conditions of (1.2) and (1.3).
Since γ > 32 , (6.3) and (6.12) combined with the compactness of H
1(Ω) →֒ L2(Ω) imply,
as δ → 0,
ρδuδ ⊗ uδ → ρu⊗ u in D′((0, T ) × Ω).
Consequently, letting δ → 0 in (5.18) and making use of (6.2)-(6.12), the limit of (ρδ,uδ,dδ)
satisfies the following system:
ρt + div(ρu) = 0, (6.13a)
(ρu)t + div(ρu⊗ u) +∇ργ = µ∆u− λdiv
(
∇d⊙∇d− (1
2
|∇d|2 + F (d))I3
)
(6.13b)
dt + u · ∇d = ∆d− f(d) (6.13c)
in D′(Ω× (0, T )).
6.3. The strong convergence of density. In order to complete the proof of Theorem
2.1, we still need to show the strong convergence of ρδ in L
1(Ω), or, equivalently ρ¯γ = ργ .
Since ρδ,uδ is a renormalized solution of the equation (6.13a) in D′((0, T ) × R3), we
have
Tk(ρδ)t + div(Tk(ρδuδ)) + (Tk(ρδ)ρδ − Tk(ρδ))div(uδ) = 0 in D′((0, T ) ×R3),
where Tk(z) = kT (
z
k
) for z ∈ R, k = 1, 2, 3 · · · and T ∈ C∞(R) is chosen so that
T (z) = z for z ≤ 1, T (z) = 2 for z ≥ 3, T convex.
Passing to the limit for δ → 0 we deduce that
∂tTk(ρ) + div((Tk(ρ))u) + (T
′
k(ρ)ρ− Tk(ρ))divu = 0 in D
′
((0, T ) × R3)),
where
T
′
k(ρδ)ρδ − Tk(ρδ)divuδ → (T ′k(ρ)ρ− Tk(ρ))divu weakly in L2((0, T ) × Ω),
and
Tk(ρδ)→ Tk(ρ) in C([0, T ];Lpweak(Ω)) for all 1 ≤ p <∞.
Using the function
ϕ(t, x) = ψ(t)η(x)Ai[Tk(ρδ)], ψ ∈ D[0, T ], η ∈ D(Ω),
as a test function for (5.18b), by a similar calculation to the previous sections, we can
deduce the following result:
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Lemma 6.2. Let (ρδ,uδ) be the sequence of approximate solutions constructed in Propo-
sition 5.1, then
lim
δ→0
∫ T
0
∫
Ω
ψη(ργδ − µdivuδ)Tk(ρδ)dxdt =
∫ T
0
∫
Ω
ψη(ργ − µdivu)Tk(ρ)dxdt
for any ψ ∈ D(0, T ), η ∈ D(Ω).
In order to get the strong convergence of ρδ, we need to define the oscillation defect
measure as follows:
OSCγ+1[ρδ → ρ]((0, T ) × Ω) = sup
k≥1
lim
δ→0
sup
∫ T
0
∫
Ω
|Tk(ρδ)− Tk(ρ))|γ+1dxdt.
Here we state a lemma about the oscillation defect measure:
Lemma 6.3. There exists a constant C independent of k such that
OSCγ+1[ρδ → ρ]((0, T ) × Ω) ≤ C
for any k ≥ 1.
Proof. Following the line of argument presented in [7], and by Lemma 6.2, we obtain
OSCγ+1[ρδ → ρ]((0, T ) × Ω) ≤ lim
δ→0
∫ T
0
∫
Ω
divuδTk(ρδ)− divuTk(ρ)dxdt.
On the other hand,
lim
δ→0
∫ T
0
∫
Ω
divuδTk(ρδ)− divuTk(ρ)dxdt
= lim
δ→0
∫ T
0
∫
Ω
(Tk(ρδ)− Tk(ρ) + Tk(ρ)− Tk(ρ))divuδdxdt
≤ 2 sup
δ
‖∇uδ‖L2((0,T )×Ω) lim
δ→0
sup ‖Tk(ρδ)− Tk(ρ)‖L2((0,T )×Ω).
So we can conclude the Lemma. 
We are now ready to show the strong convergence of the density. To this end, we
introduce a sequence of functions Lk ∈ C1(R) :
Lk(z) =
{
zlnz, 0 ≤ z < k
zln(k) + z
∫ z
k
Tk(s)
s2
ds, z ≥ k.
Noting that Lk can be written as
Lk(z) = βkz + bkz,
where bk satisfy (2.7), we deduce that
∂tLk(ρδ) + div(Lk(ρδ)uδ) + Tk(ρδ)divuδ = 0, (6.14)
and
∂tLk(ρ) + div(Lk(ρ)u) + Tk(ρ)divu = 0 (6.15)
in D′((0, T ) × Ω). Letting δ → 0, we can assume that
Lk(ρδ)→ Lk(ρ) in C([0, T ];Lγweak(Ω)).
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Taking the difference of (6.14) and (6.15), and integrating with respect to time t, we obtain∫
Ω
(Lk(ρδ)− Lk(ρ))φdx
=
∫ T
0
∫
Ω
(
(Lk(ρδ)uδ − Lk(ρ)u) · ∇φ+ (Tk(ρ)divu− Tk(ρδ)divuδ)φ
)
dxdt,
for any φ ∈ D(Ω). Following the line of argument in [7], we get∫
Ω
(
Lk(ρ)− Lk(ρ)
)
(t)dx
=
∫ T
0
∫
Ω
Tk(ρ)divudxdt− lim
δ→0+
∫ T
0
∫
Ω
Tk(ρδ)divuδdxdt.
(6.16)
We observe that the term Lk(ρ) − Lk(ρ) is bounded by its definition. Using Lemma 6.3
and the monotonicity of the pressure, we can estimate the right-hand side of (6.16):∫ T
0
∫
Ω
Tk(ρ)divudxdt− lim
δ→0+
∫ T
0
∫
Ω
Tk(ρδ)divuδdxdt
≤
∫ T
0
∫
Ω
(Tk(ρ)− Tk(ρ))divudxdt.
(6.17)
By virtue of Lemma 6.3, the right-hand side of (6.17) tends to zero as k → ∞. So we
conclude that
ρ log(ρ)(t) = ρ log(ρ)(t)
as k →∞. Thus we obtain the strong convergence of ρδ in L1((0, T ) × Ω).
Therefore we complete the proof of Theorem 2.1.
7. Large-Time Behavior of Weak Solutions
The aim of this section is to study the large-time behavior of the finite energy weak
solutions obtained in Theorem 2.1.
First of all, from Theorem 2.1, we have
ess supt>0E(t) +
∫ T
0
∫
Ω
(
µ|∇u|2 + λ|∆d− f(d)|2) dxdt ≤ E(0), (7.1)
where
E(t) =
∫
Ω
(
1
2
ρ|u|2 + ρ
γ
γ − 1 + λ
1
2
|∇d|2 + λF (d)
)
dx.
Following the argument in [8], we take a sequence
ρm(t, x) := ρ(t+m,x);
um(t, x) := u(t+m,x);
dm(t, x) := d(t+m,x),
for all integer m, and t ∈ (0, 1), x ∈ Ω.
From (7.1), we have
ρm ∈ L∞([0, 1];Lγ (Ω)), dm ∈ L∞([0, 1];H1(Ω)),
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√
ρmum ∈ L∞([0, 1];L2(Ω)), ρmum ∈ L∞([0, 1];L
2γ
γ+1 (Ω)),
which are independent of m. Moreover, we have
lim
m→∞
∫ 1
0
(‖∇um‖L2(Ω) + ‖∆dm − f(dm)‖L2(Ω)) dt = 0. (7.2)
So we can assume that, up to a subsequence if necessary, as m→∞,
ρm(t, x)→ ρs weakly in Lγ((0, 1) ×Ω);
um(t, x)→ us weakly in L2([0, 1];H10 (Ω));
∆dm − f(dm)→ ∆ds − f(ds) weakly in L2([0, 1];L2(Ω)).
Furthermore, ∫
Ω
ρsdx ≤ lim
m→∞
inf
∫
Ω
ρmdx ≤ C(E0).
Using (7.2) and the Poincare´ inequality, we have
lim
m→∞
∫ 1
0
‖um‖2L2(Ω)dt = 0.
By the embedding of H1 →֒ L2, we have
us = 0 almost everythere in (0, 1) × Ω.
From (7.2) again, we have
∆ds − f(ds) = 0 almost everythere in (0, 1) × Ω, (7.3)
under the boundary condition
ds|∂Ω = d0. (7.4)
By the elliptic theory, there exist a unique solution ds ∈ C2(Ω)∩C(Ω) to (7.3) and (7.4).
On one hand, from (7.1) and (7.2), we have
lim
m→∞
∫ 1
0
(
‖ρm|um|2‖
L
3γ
γ+3 (Ω)
+ ‖ρm|um|‖2
L
6γ
γ+6 (Ω)
)
dt = 0. (7.5)
Since ρ,u are the solutions to (1.1a) in the sense of renormalized solutions, one has, in
particular,
ρt + div(ρu) = 0 in D′((0, T ) × Ω). (7.6)
Taking a test function ϕ(t, x) = ψ(t)φ(x) in (7.6), where ψ(t) ∈ D(0, 1), φ ∈ D(Ω), we
have ∫ 1
0
(∫
Ω
ρmφdx
)
ψ′(t)dt+
∫ 1
0
∫
Ω
ρmum∇φψdxdt = 0.
Letting m→∞ and using (7.5), we have∫ 1
0
(∫
Ω
ρsφdx
)
ψ′(t)dt = 0,
which means that ρs is independent of time t.
Similar to Lemma 6.1, we have
ργ+αm is bounded in L
1((0, 1) × Ω) independently of m > 0,
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for some α > 0. So we conclude that
ργm → ργ weakly in L1((0, 1) × Ω). (7.7)
Therefore, passing to the limit in (1.1b) and using (7.2), (7.5), we obtain
∇ργ = −λdiv
(
∇ds ⊙∇ds − (1
2
|∇ds|2 + F (ds))I3
)
in D′(Ω). (7.8)
where ds is the solution to (7.3) with its boundary condition (7.4).
On the other hand, we can use Lp−version of celebrated div-curl lemma to show that
the convergence in (7.7) is strong. We refer the readers to [8] and [13] for details. Due to
the strong convergence in (7.7), we have
ρm → ρs strongly in Lγ((0, 1) × Ω).
This, combined with (7.7) and (7.8), gives
∇ργs = −λdiv
(
∇ds ⊙∇ds − (1
2
|∇ds|2 + F (ds))I3
)
in the sense of distributions. Denoting
H = ργs − λF (ds),
and using (7.3) to rewrite the above equation as follows:
∇H = −λ∇dsf(ds).
Notice that
f(ds) = ∇dsF (ds),
we have
∇(H + λF (ds)) = 0,
that is,
∇ργs = 0.
Finally, by the energy inequality, the energy converges to a finite constant as t→∞:
E∞ := lim
t→∞
E(t),
by (7.5), we have
lim
m→∞
∫ m+1
m
∫
Ω
ρ|u|2dxdt = 0.
Thus,
E∞ = lim
m→∞
∫ m+1
m
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ + λ
1
2
|∇d|2 + λF (d)
)
dxdt
=
∫
Ω
(
1
γ − 1ρ
γ
s + λ
1
2
|∇ds|2 + λF (ds)
)
dx.
We observe that
lim
m→∞
∫ m+1
m
∫
Ω
F (d)dxdt =
∫
Ω
F (ds)dx
and
lim
m→∞
∫ m+1
m
∫
Ω
1
2
|∇d|2dxdt =
∫
Ω
1
2
|∇ds|2dx
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because of (7.3). Moreover, using (1.1a) one can easily see that
ρ(t, x)→ ρs weakly in Lγ(Ω) as t→∞.
Thus, we have
E∞ :=
∫
Ω
(
1
γ − 1ρ
γ
s + λ
1
2
|∇ds|2 + λF (ds)
)
dx
≤ lim
m→∞
inf
∫
Ω
(
1
γ − 1ρ
γ + λ
1
2
|∇d|2 + λF (d)
)
dx
≤ lim
t→∞
sup
∫
Ω
(
1
γ − 1ρ
γ
s + λ
1
2
|∇ds|2 + λF (ds)
)
dx
≤ lim
t→∞
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ
s + λ
1
2
|∇ds|2 + λF (ds)
)
dx
= lim
t→∞
E(t) = E∞,
which means
lim
t→∞
∫
Ω
1
γ − 1ρ
γdx =
∫
Ω
1
γ − 1ρ
γ
sdx,
(2.8) follows since the space Lγ is uniformly convex.
The proof of Theorem 2.2 is complete.
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