Abstract. We prove anti-concentration results for polynomials of independent Rademacher random variables, with arbitrary degree. Our results extend the classical Littlewood-Offord result for linear polynomials, and improve several earlier estimates. As an application, we address a challenge in complexity theory posed by Razborov and Viola.
Introduction
Let ξ be a Rademacher random variable (taking value ±1 with probability 1/2) and A = {a 1 , . . . , a n } be a multi-set in R (here n → ∞). Consider the random sum S := a 1 ξ 1 + · · · + a n ξ n where ξ i are iid copies of ξ.
In 1943, Littlewood and Offord, in connection with their studies of random polynomials [8] , raised the problem of estimating P(S ∈ I) for arbitrary coefficients a i . They proved the following remarkable theorem Theorem 1.1. There is a constant B such that the following holds for all n. If all coefficients a i have absolute value at least 1, then for any open interval I of length 1, P(S ∈ I) ≤ Bn −1/2 log n.
Shortly after Littlewood-Offord result, Erdős [7] removed the log n term to obtain the optimal bound, using a lovely combinatorial proof. Littlewood-Offord type results are commonly referred to as anti-concentration (or small ball) inequalities. Anti-concentration results have been developed by many researchers through decades, and have recently found important applications in the theories of random matrices and random polynomials; see, for instance, [10] for a survey.
The goal of this paper is to extend Theorem 1.1 to higher degree polynomials. Consider p(ξ 1 , . . . , ξ n ) := S⊂{1,...,n};|S|≤d a S j∈S ξ j .
The first result in this direction, due to Costello et. al. [4] , is the following 
The exponent 1 2 (d 2 +d)/2 tends very fast to zero with d, and it is desirable to improve this bound. For the case d = 2, Costello [3] obtained the optimal bound n −1/2+o (1) . In a more recent paper [11] , Razborov and Viola proved the following Theorem 1.3. There is a constant B such that the following holds for all d, n. If there are pairwise disjoint subsets S 1 , . . . , S r each of size d such that a Si have absolute value at least 1, for all i, then for any open interval I of length 1,
This theorem improves the bound in Theorem 1.2 to m The goal of this notes is to further improve the exponent. We prove Theorem 1.4. There is an absolute constant B such that the following holds for all d, n. If there are r ≥ 2 pairwise disjoint subsets S 1 , . . . , S r each of size d such that a Si have absolute value at least 1, for all 1 ≤ i ≤ r, then for any open interval I of length 1,
log r.
In discrete settings, the following corollary can be useful. Corollary 1.5. There is an absolute constant B such that the following holds for all d, n. If there are r ≥ 2 pairwise disjoint subsets S 1 , . . . , S r each of size d such that a Si = 0 for all i, then for any value x
log r. Remark 1.6. An important feature here is that we can have d tends to infinity with n. For the case when d is fixed, it has been conjectured [10] 
Anti-concentration results for higher degree polynomials appear useful in a number of applications. Theorem 1.2 has been developed to establish Weiss' conjecture that random symmetric matrices have full rank with high probability. Raborov and Viola's result mentioned above was developed to attack a problem in complexity theory. Using Corollary 1.5 (to be more precisely, a variant of it) we will be able to improve their result substantially.
In the next section, we present the application concerning Razborov-Viola problem. The rest of the paper is devoted to the proof of Theorem 1.4.
An application in complexity theory
In [11] , Razborov and Viola were interested in proving correlation bounds. Specifically, for two functions f, g : {0, 1} n → R, define their "correlation" to be the quantity
where x is uniformly distributed over {0, 1} n . They highlighted the following challenge
Challenge. Exhibit an explicit boolean function f : {0, 1} n → {0, 1} such that for any real polynomial p of degree log 2 n, one has
This challenge is motivated by studies in complexity theory and has connections to many other problems, such as the famous rigidity problem; see [11] for more discussion.
The Parity function seems to be a natural candidate in problems like this. Razborov and Viola, using Theorem 1.3, proved Theorem 2.1.
[11] For all sufficiently large n, Cor n (parity, p) ≤ 0 for any real polynomial p of degree at most 1 2 log 2 log 2 n.
With Theorem 1.4, we obtain the following improvement, which gets us within the Challenge by a log log n factor.
Theorem 2.2. For all sufficiently large n, Cor n (parity, p) ≤ 0 for any real polynomial p of degree at most log n 15 log log n .
Proof. Let d be the degree of p. Following the arguments in the proof of [11, Theorem 1.1], we can assume that p contains at least √ n pairwise disjoint subsets S i each of size d and non-zero coefficients. It suffices to show that the probability that p outputs a boolean value is at most 1/2. By replacing p by q(x 1 , . . . , x n ) := p((x 1 + 1)/2, . . . , (x n + 1)/2), one can convert the problem into polynomial of the same degree defined on {±1} n , in other words, on Rademacher variables. Then by Corollary 1.5, this probability is bounded by
. This is less than 1/2 for every d ≤ log n 15 log log n when n is sufficiently large.
Regular polynomials
In this section, we define regular polynomials and discuss an anti-concentration result for them. The influence of the i-th variable on p is defined to be
Assume the random variables are ordered such that Inf 1 ≥ Inf 2 ≥ · · · ≥ Inf n . Let τ > 0, the τ -critical index of p is the least i such that Inf i+1 ≤ τ n j=i+1 Inf j . If it does not hold for any i, we say that the p has τ -critical index ∞. If p has τ -critical index 0, we say that p is τ -regular. The following is a corollary of strong results from [9] and [2] . 
Proof. Letξ 1 , . . . ,ξ n be independent standard Gaussian variables. Notice that
Our settings satisfy the Hypothesis H4 of [9, Theorem 3.19] with r = 4. Using that theorem, one obtains
Now, for Gaussian case, it was proved in [2, Theorem 8] that for every α > 0,
Combining (3) and (4), we get the desired bound.
A regularization lemma
Proposition 3.1 would yield our desired bound in Theorem 1.4 if τ is small (say at most r −1 ). However, there is no guarantee for this assumption. In order to go from regular case to general case, we will use the following regularization lemma, whose proof is a slight modification of [6, Theorem 1.1]. The main idea is to condition on the random variables with large influence. With high probability, the resulting polynomial is either regular or dominated by its constant part.
For a set S ⊂ [n], we consider a random assignment ρ ∈ {±1}
|S| which assigns values ±1 to variables (ξ i ) i∈S . We say that "ρ fixes S". For each such ρ, the polynomial p becomes a polynomial of (ξ i ) i / ∈S which is denoted by p ρ . We write p ρ = p * (ρ) + q ρ (ξ i ) i / ∈S where p * is the constant part of p ρ consisting of monomials of (ξ i ) i∈S only. For C > 0 and 0 < β < 1, we say that p ρ is (C, β)-tight if
and
Note that it is always true that E (ξi) i / ∈S q ρ = 0. We shall see later that (5) actually implies (6).
Proposition 4.1. There exist absolute constants C and C such that the following holds true. Let p(ξ 1 , . . . , ξ n ) be a a degree-d random polynomial, let 0 < τ, β < 1 3 be deterministic numbers. Let α = C(d log log 1/β + d log d) and τ = (C d log d log
There exists a decision tree of depth at most M α τ with p at the root, variables ξ i 's at each internal node, and a degree-d polynomial p ρ at each leaf ρ, with the following property: with probability at least 1
M , a random path from the root p reaches a leaf ρ such that p ρ is either τ -regular or (C, β)-tight.
Proof. First, we consider the case when the τ -critical index of p is large. For a positive integer K, denote by [K] the set {1, . . . , K}. Roughly speaking, the (C, β)-tightness asserts that the resulting polynomial p ρ has large constant term, compared to the random part, and therefore, it concentrates around the constant part.
Proof. Since the proof is completely the same as the proof of [6, Lemma 3.5], we only provide a sketch here. Without loss of generality, assume that Var(p) = 1. We first show that
where by P ρ we mean the probability with respect to
. Then, we use the following Theorem n → R with E(p) = 0, we have
Next, we show that
Indeed, let Q(ρ) = Var(q ρ ). By triangle inequality and Bonami-Beckner inequality, one can show that
where the last inequality is just (8) . From this, we use the following Theorem
Using this Theorem for the polynomial Q and
From (7) and (9), with probability at least 1 2C d over all possible ρ, (5) happens. For each such ρ, using Theorem 4.4 for q, we obtain
which gives (6) and completes the proof of Lemma 4.2.
Next, we consider the case when p has small critical index. We'll use the following Lemma [6, Lemma 3.9] which asserts that by assigning values to the random variables with large influences, with significant probability, one gets a regular polynomial.
Lemma 4.5. Let C be the constant in Lemma 4.2. There exists an absolute constant C such that the following holds. Let 0 < τ < Now, we are ready for the proof of Proposition 4.1. The strategy is to apply Lemma 4.6 repeatedly M times. At first, if p is not τ -regular, we apply Lemma 4.6 to p and obtain an initial tree of depth at most α τ . We know that at least 1 2C d fractions of the restricted p ρ are "good", i.e., either τ -regular or (C, β)-tight. We keep them as leaves of our final tree and leave them untouched during the next stages. At the second stage, for each of the remaining "bad" polynomials p ρ , we order the unrestricted variables in decreasing order of their influences in p ρ , and then apply lemma 4.6 to it. Note that probability of reaching a bad leaf in this second tree is at most ( 
2 . Continuing in this manner M times, we get the desired tree and complete the proof of Theorem 4.1.
Proof of Theorem 1.4
Without loss of generality, we can assume that I is centered at 0 and r is larger than some constant. We can also assume that d ≤ 2 log r log log r because otherwise dr −1/(4d+1) ≥ 1 and the desired bound becomes trivial.
Let τ ∈ (0, 1 3 ) be any deterministic number. Let β = 1 r . We will use Proposition 4.1 to reduce to regular case. Let α, τ as in that Proposition, i.e., α = C(d log log
. Following our decision tree, we have P(p ∈ I) ≤ P(reaching a bad leaf) + ρ is a good leaf P(reaching ρ and p ρ ∈ I)
ρ is a good leaf P(reaching ρ and p ρ ∈ I)
ρ is a good leaf P(reaching ρ and p ρ ∈ I).
Now, for each good leaf ρ, p ρ is either (C, β)-tight or τ -regular. Let S be the set of indices i of the internal nodes ξ i that lead to ρ. In other words, ρ fixes S. Since the depth of the decision tree is at most M Assume p ρ is (C, β)-tight, then by (5), one has |p * (ρ)| = Ω( √ r) ≥ 2. This together with (6) give P(reaching ρ and p ρ ∈ I) = P ξi,i∈S (reaching ρ)P ξi,i / ∈S (p ρ ∈ I)
≤ P ξi,i∈S (reaching ρ)P ξi,i / ∈S (|q ρ | ≥ |p
≤ βP ξi,i∈S (reaching ρ) = 1 r P ξi,i∈S (reaching ρ).
Next, assume that p ρ is τ -regular. By Proposition 3.1, P(reaching ρ and p ρ ∈ I) = P ξi,i∈S (reaching ρ)P ξi,i / ∈S (p ρ ∈ I)
≤ P ξi,i∈S (reaching ρ) Cd r 1/2d + Cdτ (12)
Since the events that the root p reaches different leaves on the tree are disjoint, from (10), (11) , and (12), we get that for any 0 < τ < 
