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Abstract 
In this paper, several results pertaining to the partitioning of 
the waveform relaxation algorithm for dynamic simulation are 
presented. The WR algorithm is extended to a structure- 
preserving power system model in which the loads are re- 
tained. This results in a system of differential/algebraic equa- 
tions (DAEs). Power systems are shown to exhibit several 
dynamic characteristics which make them suitable for simula- 
tion by the WFL method. One of the main contributions of this 
paper is a heuristic method for determining a fault-dependent 
partitioning of the power system for parallel implementation. 
1 Introduction 
In this paper, the authors extend the results of their earlier 
paper on waveform relasation [6], which is a parallel algorithm 
for transient stability analysis. The waveform relaxation (WR) 
algorithm has not proven to be as effective as anticipated for 
VLSI circuit simulation for which it was originally developed, 
but this is due to various characteristics of VLSI circuits, such 
as floating capacitors, which are not encountered in power sys- 
tem problems. In fact, power systems exhibit several physical 
characteristics which may be exploited in the numerical simu- 
lation by waveform relaxation 151. The “classical model” of an 
interconnected power system is often used in frequency studies. 
This model is represented by a system of ordinary differential 
equations (ODES), and was the object of the previous paper by 
the authors. Often however, it is necessary to know the volt- 
age profile of the entire system during and following a fault 
on the system. Severe contingencies may result in low-voltage 
problems at  load terminals near the fault. To study the volt- 
age characteristics of the system, the load terminals must be 
kept intact, adding a set of algebraic constraints to the original 
ODE system. In the next section, the authors present the wave- 
form relaxation algorithm for systems of differential/algebraic 
equations (WRDAE). In section 3, the method of adnptrve par-  
titioning is introduced and then generalized and combined with 
the testured model approach [ I l l  for static partitioning, to yield 
a near-optimal method for determining a fault-dependent dy- 
namic partitioning for parallel implementation. 
2 The WR Algorithm 
In the usual power system simulation, either a “power flow” 
is executed or a “transient stability” analysis is performed. A 
power flow generally requires the solution of a nonlinear set of 
equations of the form 
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0 = g(z, Y) (1) 
for 2 ,  where y are the independent voltages, the generated 
power, and the load power. The  solution of equation (1) in- 
volves the repeated solution of large sets of linear equations of 
the form 
Az = b (2) 
where A is usually sparse, symmetric, and has between 3 to 
10 nonzero entries in a row which does not depend on the size 
of A.  Similarly, transient stability simulations involve large 
systems of differential/algebraic equations (DAEs): 
(3)  
(4) 
where z now corresponds to  the state variables of the gener- 
ating units, and y to the network variables, and the loads are 
modeled as static loads. By using an integration technique, 
such as any of the backwards difference methods, equations 
( 3 )  and (4) can also be transformed into a system of (2) which 
must be solved repeatedly a t  each integration time interval. 
The waveform relaxation method is an iterative method for 
the numerical integration of the system of DAEs over a finite 
time interval. I t  is based on the Gauss-Seidel and Gauss- 
Jacobi relaxation methods used for solving large systems. of 
algebraic equations. In the WR approach the DAE system is 
broken into subsystems which are solved independently, each 
subsystem using the previous iterate waveforms as “guesses” 
about the behavior of the state and algebraic variables in other 
subsystems. Waveforms are then exchanged between subsys- 
tems, and the subsystems are resolved with updated informa- 
tion about the other subsystems. This process is repeated until 
convergence is achieved. The waveform relaxation algorithm 
was first explored in context with power systems in [6]. This 
then led to the further development of the WR method for 
power system transient stability analysis IS]. 
The first step in the WR algorithm is to partition the system 
into subsystems in which tightly coupled variables are grouped 
together. In particular, the system is decomposed into T sub- 
systems as: 
X l  = f l ( 2 1 ,  . . .  , Z , , Y l , . . . ,  y.) E l ( 0 )  = 210 ( 5 )  
0 = g l ( ~ ~ , . , . , z ~ , ~ ~ , . . , , Y r )  YI(~)=YLO (6) 
ih = f ? ( Z I ,  . . . ,  z , ,y1 , . . . ,  yr) 2,(0) = 270 (7) 
0 = gr(Z1,.-.,Zr,~1,...rYr) ~ r ( O ) = y r o  (8) 
where 2 ;  E Rni, y; E R“‘, E:=, n; = n, c:=, m; = m,f i  : 
Rntm -+ Rn’, and gi : Rntm -+ R“’. The WRDAE algo- 
rithm for solving the system of equations ( 5 )  through (8) is 
summarized below: 
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Algorithm 1 - Gauss-Jacobi WRDAE algorithm. 
k e O  
Guess some zp ( t )  such that z;”(O) = z;(O). 
Guess some yp(t) such that y,k+’(O) = yi(0).  
repeat { 
k t k + l .  
for each ( i  E ( 2 , .  . . , T } )  solve on [0, TI 
j,f+1 = f.( k k + l  k k 
I Cl, ..., zi  , ..., 27, YI, . . . I  Y,k+’ ,..., Y:)
0 = g+:, ..., ..., z:, y: ,-., y:+’, ..., y:) 
1 until ( ( 1 ~ ” ‘  - zk(l 5 E .  and IIyktl - ykII 5 c y )  
Note that  each subsystem may be solved independently of 
the other subsystems; the integration of each subsystem may 
proceed in parallel. At this point it is appropriate to point out 
that although the WRDAE algorithm will converge for any 
chosen partitioning [lo], the choice of partitioning greatly in- 
fluences the rate of convergence of the WR method. If tightly 
coupled nodes are not grouped together or if too many nodes 
are placed in the same partition, the rate of convergence may 
be greatly decreased and the W R  method is no longer efficient. 
The choice of partitions will be discussed in depth in the fol- 
lowing section. A slightly different WR algorithm for DAEs 
was introduced in [7] for VLSI circuits, but this particular al- 
gorithm is not explicitly suited for power system applications. 
The presence of the floating capacitors causes a “nesting” of it- 
erations which causes the convergence to  progress slowly. The 
system structure which causes this phenomena is absent in 
power systems. The  interested reader is referred to [Z] for a 
more complete comparison of these two algorithms. 
3 Power System Applications of 
the WR Algorithm 
The basic premise of the waveform relaxation algorithm is that 
a large system may be decomposed into several smaller weakly 
coupled subsystems, each of which may exhibit vastly differ- 
ent behaviors. Although the WR method will still converge 
in spite of poorly chosen subsystems, the rate at which the 
method converges is greatly affected by the choice of subsys- 
tems [lo]. Because of this consequence, the first step in any 
WR-based simulation is to  partrtion the system, that  is, to 
determine which nodes in the system should be put together 
and solved in a direct manner. As the size and complexity of 
the systems to  be simulated increase, it  becomes imperative 
for rapid convergence to partition the network into subsystems 
which are weakly coupled. 
Several approaches have been taken to find a “good” parti- 
tioning. The first and most straightforward method is to have 
the user partition the system, but often a partition which ap- 
peals to the user in a physical sense, may not be a good p a r t i  
tioning for the WR algorithm. A second approach is known as 
the diagonally dominant loop partitioning [ lo]  which will lump 
two nodes (i, j )  together if 
is satisfied, where a is a problem dependent parameter. This 
criterion sometimes produces misleading results since it focuses 
only on how strongly coupled the two nodes are to each other, 
while neglecting their coupling to other nodes. In other words, 
if two nodes are very strongly coupled, all other couplings to 
these nodes will appear weak by comparison, even though they 
may be strong enough to slow down the WR process. 
Since the intent of the partitioning is to improve the speed 
of convergence of the relaxation, it is sensible to  try to exploit 
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the natural decoupling of the physical system. An approach 
specifically tailored to power system simulation would be to 
exploit the coherency characteristics inherent in power system 
behavior. The coherency property of power systems is gener- 
ally defined as the tendency of some synchronous generators to 
“swing together” during the multimachine transients following 
a disturbance [l]. This may be loosely interpreted as the co- 
herent group of generators being most affected by the same 
slow or dominant modes of the system, such that  their global 
movement is similar. 
It turns out that there is indeed a correlation between co- 
herency grouping and the partitioning for the waveform relax- 
ation method. Two subsystems have been defined to be weakly 
coupledif the dynamic properties of the overall system, such as 
its eigenvalues, can be determined, at least approximately, from 
the subsystems treated separately 111. This coupling effect is 8 
very important property that  the waveform relaxation method 
must exploit to ensure the efficiency of the algorithm. Much 
research effort has been expended on ways to determine coher- 
ent groups, such that  the coherent groups may be replaced by 
a reasonable approximation of an aggregate machine. One of 
the most accurate and widely used methods for determining 
coherent groups is the slow coherency method [l], in which 
the slowest modes of a system are used as a basis around 
which sets of generators are grouped. The basic goal of the 
slow coherency method is to  obtain groups of generators which 
are strongly coupled among themselves and weakly coupled to 
other portions of the system. Although proving the mathe- 
matical relationship between coherency and W R  partitioning 
in a rigorous manner is quite difficult, the criteria on which 
they are both based is the same. Thus,  it  is a natural exten- 
sion to use a coherency based partitioning for the WR method 
applied to power systems. T h e  coherency of generating units 
in a property which arises from a system being modeled as a 
set of ODES. For a system of DAEs, the coherency method is 
used to identify groups of differential variables (corresponding 
to  the generating units) to  which the algebraic variables are as- 
signed. This is accomplished by assigning “electrically close” 
load buses to the groups defined by the coherent generating 
units. Indeed, simulation results of the waveform relaxation 
method applied to the simulation of the classical model power 
system illustrate that the iterates consistently converge more 
rapidly for a coherency based partitioning than for any other 
partitioning [3]. 
In the WR algorithm, several factors contribute to the rate 
at which the method converges. It is a well-known fact that in 
block relaxation methods, the larger the blocks are, the more 
rapidly the iterates converge. On the other hand, the larger 
the blocks are, the more computation is necessary per iteration 
and thus the advantages of using the relaxation methods are 
lost. To have a reasonable convergence speed, it is required to 
partition the system at places where the coupling is weak, while 
keeping the size of the partitions to a minimum. Therefore, 
finding a partitioning which lumps together tightly coupled 
nodes without lumping together too many nodes is difficult. 
One approach to partitioning power systems is to use coherent 
groups as a basis for the partitions. 
First, coherent groups may vary depending on the location 
and severity of the disturbance, especially if the fault causes 
a change in the system structure by forcing lines to be re- 
moved. Second, a coherent group may consist of several areas 
in which two of the areas are coupled with the third area, but 
are weakly coupled to each other. Most partitioning algorithms 
would group all of the areas into one large moderately coupled 
partition. This scenario is illustrated in Figure 1. If groups of 
moderately coupled generators are grouped into one partition, 
the size of some of the blocks may grow considerably. This may 
result in a considerable loss of savings due to the increased size 
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of  the blocks. These cases may lead to the need for adapttue 
parlrtioncng. This is the process of dynamically changing the 











Figure 1: Two Overlapped Coherent Groups  
3.1 Adaptive Partitioning 
Adaptive partitioning could be used in the case where the pre- 
fault coherent groups were altered by the fault, and the con- 
vergence of the WR algorithm is progressing too slowly for 
maximum efficiency. The loss of rapid convergence indicates 
that the weak coupling between partitions is not being main- 
tained. In order to correct this situation, the generators may 
be grouped into a new set of partitions. One rapid method 
for determining a new partitioning is the “strict definition” 
approach. This method groups the generators strictly accord- 
ing to the definition of coherency, that is, two generators are 
considered to be coherent if 
where E is some small parameter. This method has the char- 
acteristic of being receptive to system structure changes. 
The second case of overlapped coupling outlined above leads 
to a slightly more complex approach to adaptive partitioning. 
In this situation, it is difficult to ascertain which sets of genera- 
tors are strongly coupled and which couplings can be neglected. 
Two sets of generators may be strongly coupled to  a third set, 
but are also relatively insensitive to each other. Placing all 
three groups into one large partition defeats the purpose of the 
waveform relaxation method. One way to bypass this draw- 
back is to alternately group the third set with the first and 
second sets. Thus, this leads to two strongly coupled ouerlap- 
ping partitions. This idea of overlapped partitioning was first 
explored in 191 in context with unidirectional VLSI circuits. 
An adaptive partitioning scheme based on the overlapped 
groups would switch back and forth between partitionings as 
the W R  method iterates progressed. The primary advantage 
of the adaptive partitioning would be to reduce the overall size 
of the partitions while still exploiting the strong coupling be- 
tween adjacent subsystems. The convergence of the adaptive 
partitioning scheme was established in [E] for linear time in- 
variant systems. The conditions for convergence are given in 
the following theorem. 
Theorem 1 I f  the product of the spectral radii of each of the 
iteratton matrices fo r  each partitioning is less t han  one,  then 
the relaxation will converge. 
Proof: The proof given here is summarized from [E]. 
Let M I  - N I ,  MZ - N z , .  . . , Mj - N j  be j splittings of A,  where 
each splitting corresponds to a distinct partitioning of Pj of 
the system 
k ( t )  = A z ( t )  
and Mj - Nj = A for all j splittings. Let K i ( z )  2 (21 + 
M i ) - ‘ N ;  which is the iteration operator for the z t h  partition- 
ing. Then 
\ i = l  / / 
This will converge as k -+ CO if and only if 
\ 
which occurs if and only if 
This result can be applied to  the two scenarios previously 
discussed. In the first case, all that  is required is that  the itera- 
tion operator of the second partitioning have a spectral radius 
less than one. Even if the first partitioning is nonconvergent 
(r > I), switching permanently t o  the new partitioning at 
some finite iteration will eventually drive any incurred error 
to  sero. In the  second situation, the effect is more subtle, yet 
still powerful enough to  maintain convergence. The  product 
of the iteration operators n:=, Ki(z) can be thought of as an 
iteration operator in itself. Thus, if some of the iteration op- 
erators which comprise the product operator have a spectral 
radius greater than one, their effect can be negated by those 
operators which have spectral radii less than one. This results 
in a conglomerate iteration operator whose spectral radius is 
the product of the iteration operators of which it is comprised. 
Thus, if it  has a spectral radius less then one, the relaxation 
will converge. 
In the above explanation of adaptive partitioning, it is as- 
sumed that  every node is processed a t  every iteration, while 
alternating the partitioning, or grouping, of each node. In 
many large systems, however, several groups of nodes may be 
latent, or relatively inactive. In this case, it  is not necessary to 
process all of the nodes at every iteration, only those groups 
of nodes which are currently active need to  be processed. One 
promising method of adaptive partitioning which has been pro- 
posed to optimize the parallel solution of nonlinear algebraic 
equations is the testured model approach [I I]. 
3.2 The Textured Model Approach to 
Partitioning 
The basic premise of the textured model approach to  solving 
the nonlinear algebraic system is to  arrange the nodes of the 
system into groups around active inputs, assuming the influ- 
ence of the active inputs upon the outputs drops below a preset 
threshold outside of the group boundaries. The groups or par- 
titions are uniformly sized for minimum computation time of 
the intended algorithm. Nonoverlapping groups are then as- 
signed to several leaves in roughly equal numbers. Thus, each 
partition on any leaf may be solved in parallel if the interaction 
with the rest of the system is frozen a t  the group boundaries. 
The results obtained for one leaf may then be transferred to 
the next leaf directly. Thus, this method is capable of using the 
same number of processors continually and with minimal in- 
tervening sequential steps. This results in an almost complete 
elimination of idle time for the processors. 
The textured model approach can be directly extended to 
the waveform relaxation method for power systems. The wave- 
form relaxation method is an iterative algorithm which must 
xieet the same objectives as  iterative methods for solving large 
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nonlinear algebraic equations. The waveform relaxation ai- 
gorithm is based on the reasoning that  each partition of the 
system contains strongly coupled states which are weakly cou- 
pled to the states outside the boundaries of the partition, and 
the interaction across these may be frozen. 
To this end, the authors present the following theorem about 
the convergence of the textured model approach applied to the 
WR algorithm. 
Theorem 2 Consider a WR algorithm h which the testured 
model approach has been applied 
Z k  = f ( z k ,  zk-‘, ..., z * - ~ ,  yk,  yk-‘, ..., yk-L) k 2 L 
0 = ij(z”z”-’, ..., zk--L, yk,  yk-1, ..., yk-L) 
where L is the number of leaves, z E R”, and y E R”. If all the 
nodes are covered, then for any initial guesses ( ~ ‘ ( t ) ,  y’(t); t E 
the sequence { ( z k ( t ) , z k ( t ) ,  yk( t ) ; t  E [O,T])}y=L generated by 
the WR algorithm converges uniformly to ( $ ( t ) ,  i ( t ) , f ( t ) ;  t E 
[ 0 , T l ) , ( ~ ’ ( ~ ) , Y ’ ( t ) ; t  E [O,TI),” . , ( z L ( t ) , y L ( t ) ; t  E [O,Tl) 
[OVTI). 
The proof of this theorem may be found in [2] and is therefore 
omitted for brevity. The functions f and B may be different 
from the functions f and g of equations (3) and ( 4 ) .  In this 
case, however, it  is not required that  the functions 3 and i j  be 
found explicitly, only that they exist. A systematic method 
for finding this ‘‘canonical form” exists for the linear case, and 
may be generalized to  the nonlinear case. 
The primary goal of the textured model approach is to es- 
tablish a set of criteria by which partitionings may be chosen 
such that  the simulation progresses with maximum efficiency. 
In the case of a global integration time step, this corresponds 
to a set of groups which are roughly the same size, so that 
the computation per group per iteration is equivalent. This 
will then minimize the idle time of each processor. It is not 
essential that  all the groups are the same size, but that all the 
groups assigned to  a particular leaf must contain essentially 
the same size group. The  size of the groups is determined by 
the size of the sensitivity threshold and by merging overlapping 
groups until uniformly sized groups are achieved. If the group 
sizes are larger than desired, the threshold may be raised. If 
the groups sizes are too small for the desired convergence rates, 
the threshold may be lowered to increase the size of the groups. 
When taking multirate integration into account, the task 
of determining group size and leaf assignment is more com- 
plex. Groups which are chosen according to a global time 
step criteria are roughly the same size, but when integrated 
with differing time steps may result in vastly different simula- 
tion times. This drawback may be overcome by lowering the 
threshold criteria for those buses and generators far from the 
fault. This will result in larger groups of buses being associ- 
ated with generators which are distant and therefore consid- 
ered to be latent with respect to generators nearer the fault. 
In [4], Crow and IliC extended the static textured model ap- 
proach to the dynamic problem of grouping and leaf assignment 
of the partitions which arise the the WR method. The pre- 
liminary results, reported in [4], suggest that the combination 
of the textured model approach and the waveform relaxation 
method together may lead to  near optimal parallel simulation 
of power system dynamic behavior. For practical uses, the 
initial grouping stage must be performed off-line, according 
to some nominal sensitivity threshold, but as the simulati’jn 
progresses, adaptive grouping may be implemented to  account 
for system structure changes due to  a contingency. When a 
fault occurs, these nominal size groups may be merged to  form 
larger groups corresponding to their distance from the fault 
and stratified according to the number of precessors available. 
This process may be performed rapidly at run-time without 
serious loss of efficiency. 
4 Conclusions and Acknowledge- 
ments 
In this paper, the parallel implementation of the waveform re- 
laxation algorithm is explored using the dynamic characteris- 
tics of the power system as <basis for additional simulation 
efficiency. The physical structure of the power system may 
be exploited in determining a fault-dependent partitioning of 
the power system for the parallel implementation of the WR 
method. 
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Affiliates Program of the University of nlinois. The authors 
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PANEL TOPIC: "What Neural Network Chips Are Worth 
Building?" 
PANEL MEMBERS AS SOCIATION 
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The panel will address the issue of neural network chips within the 
context of possible marriages to algorithms that are likely to 
produce practical capabilities not ccrrently obtainable. Figure 1 is 
an attempt to set the stage for this analysis. It shows a qualitative 
view of current chip technology difficulty and algorithm utilization 
in Simulation as a function of analog content. For instance, 
backpropagation is very popular in simulation and requires 
extensive analog capability, putting it in the top right hand comer of 
the figure. On the other hand sparse distributed memory [SDM] 
algorithms are highly binary in flavor but are seldom used by the 
N N  community. The tendency of algorithm utilization, therefore is 
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Figure 1. Chip complexity and NN algorithm popularity vs. 
analog capability. 
The difficulty of fabrication analogy semiconductors is plotted as a 
curve which follows the algorithm usage trend as a function of 
analog capability. VLSI production is very heavily weighted in 
favor of binary technology, i.e., binary hardware is easy to build. 
Analog devices are difficult to build. The more popular the 
algorithm, the more difficult it is to make a chip. The figure 
Indicates the dilemma which faces the NN community: VLSI 
technology does not match well to most popular NN algorithms. 
But it is broadly assumed that semiconductor technology must be 
brought into execution of NN algorithms, as opposed to simulation 
of these algorithms, for the current N N  enthusiasm to result in the 
creation of a new computational methodology. "Neurons" must be 
very cheap i n  order to afford large numbers, and only binary 
semiconductor methods currently offer a hope of truly inexpensive 
artificial neurons. The panel will discuss this dilemma and 
hopefully enlighten themselves and the audience on ways to effect 
chips that are "worth building". 
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