Abstract If x 0 is an equilibrium of an autonomous differential equationẋ = f (x) and det f (x 0 ) = 0, then x 0 persists under autonomous perturbations and x 0 transforms into a T -periodic solution under non-autonomous T -periodic perturbations. In this paper we discover a similar structural stability for Moreau sweeping processes of the form −u ∈ N B (u) + f 0 (u), u ∈ R 2 , i. e. we consider the simplest case where the derivative is taken with respect to the Lebesgue measure and where the convex set B of the reduced system is a non-moving unit ball of R 2 . We show that an equilibrium u 0 = 1 persists under periodic perturbations, if the projection f : ∂B → R 2 of f 0 on the tangent to the boundary ∂B is nonsingular at u 0 .
and which satisfies the differential inclusion −u(t) ∈ λ∈[0,∞) λu(t) + f (t, u(t)), if u(t) ≥ 1. System (1)- (2) is the simplest Moreau sweeping process, which is usually formulated as −u(t) ∈ N B (u(t)) + f (t, u(t)),
where N C (x) = ξ ∈ R 2 : ξ, c − x ≤ 0, for any c ∈ C , is the so-called outward normal cone to a closed convex set C ∈ R 2 and B = {x ∈ R 2 : x ≤ 1}. The solution of (3) is understood in the classical sense (see e.g. [1, 13] ), i.e. an absolutely continuous function u : [0, T ] → R 2 is said to be a solution of (3) , if u satisfies (3) for almost all t ∈ [0, T ]. The existence of such a solution doesn't follow from the theory of differential inclusions because the right-hand-side in (3) is unbounded. The respective theory for sweeping processes has its roots in the pioneering work of Moreau [20] , who proposed a discrete approximation of (3) that converges to a solution u, see also Monteiro-Marques [19, Theorem 2.1] and Castaing & Monteiro-Marques [10] . In addition, the work [20] states that the solution u is unique in the class of right-continuous functions with values in B.
Sweeping process (3) with Lipschitz f and convex Lipschitz t → B(t) is a convenient framework to construct solutions of equations of elastoplasticity (see Moreau [21] , Kunze & Monteiro-Marques [17] and references therein). The case of a polyhedral set B provides a powerful deterministic tool towards the Skorokhod problem for a reflecting Brownian motion (Krejci & Vladimirov [15] ). Multi-functions f and t → B(t) of bounded variation BV (i.e. a way less regular that the Lipschitz ones) and respective Radon-Nikodym derivatives appear in the context of mechanical problems with frictional contacts where the differential equations framework turns out to be ill-posed. The best example is the resolution of the Painlevé paradox by Stewart [27] , where a Moreau discretization scheme is used too. Sweeping process (3) with a BV moving set t → B(t) describes repeated collisions in vibro-impact problems, see Paoli [22] . The reader is referred to the book by Brogliato [6] for introduction and further references. A possible way to investigate the solutions of the BV sweeping processes is through a suitable Lipschitz approximation (Valadier [32] , see also Monteiro-Marques [19, §5.2]). Recupero [25] transforms a BV sweeping process into a Lipschitz one by means of a suitable reparameterization.
We stick to a C 1 -smooth f and a non-moving ball B in order to avoid technical details and to make the essential contribution of our work clear. Our proofs carry over in the case where f is Lipschitz and t → B(t) is an arbitrary convex set Lipschitz in t.
The theory of Moreau sweeping processes has been rapidly developing over the recent years. Since the celebrated results by Moreau [20] about the convergence of a discrete scheme to a solution of (3) (see also [2, 17] , where the set B is state dependent), there were several important contributions towards the dependence of solutions of (3) on initial conditions (Castaing & MonteiroMarques [10] , Paoli [24] , Ballard [3] , Krejci & Roche [16] ) and the moving set (Kunze & Monteiro-Marques [17] ). There were further developments on relaxing the regularity of time-and state-dependent function B, on dropping the convexity assumption on B, on replacing the cone K B (u) by more general convex sets, etc., see Thibault [30] , Bounkhel & Thibault [5] , Tolstonogov [31] , Stewart [29] . A significant attention in the literature has been devoted to identifying relevant structures in Moreau sweeping processes, primarily periodic solutions, see e.g. the above-mentioned papers [17] and [10] . A Lyapunov functions approach capable to study Lyapunov stability of periodic solutions of (3) has been developed as well (see Brogliato [6] , Leine & Wouw [18] and references therein).
The goal of this paper is to make a significant step towards understanding the structural stability of Moreau sweeping processes. Specifically, we identify a prototypic Moreau sweeping process (3) that possesses a simplest possible periodic solution (i.e. equilibrium) and investigate the response of this periodic solution to periodic perturbations. The result that we propose for the Moreau sweeping processes (3) is similar to the classical results of Berstein & Halanai [4] and Cronin [11] in the theory of ordinary differential equations. Results [4, 11] found many applications and stimulated several studies in geometric perturbation theory (continuation) for ODEs, see Capietto, Mawhin & Zanolin [9] for details. We, therefore, anticipate that this paper will serve as a starting point for the development of perturbation theory for sweeping processes.
Main result
Consider an autonomous sweeping process
that possesses a boundary equilibrium
i. e. u * verifies f 0 (u * ) ∈ −N B (u * ) and f 0 (u * ) = 0.
If f 0 (u * ) = 0, then such a boundary equilibrium generically persists under small autonomous perturbations 1 . Our goal is to study the response of u * to T -periodic perturbations. Specifically, we consider
where
and
To achieve the goal, we are going to prove the existence of an invariant region for the Poincaré map P ε of (7) near u * . This can be viewed as a version of the classical Berstein-Halanay result [4] or Cronin [11] available for ordinary differential equations.
The Poincaré map P ε (ξ) is the value at time t = T of the solution of (7) Let N : R → R 2 be some C 1 parameterization of ∂B in the neighborhood of u * , so that u * = N (0). We assume that the parameterization N is positive, i.e. N (r) moves counterclockwise as r increases. For a vector u ∈ R 2 , we denote
In this section we prove that the B part of the δ-neighborhood of u * (see Fig. 2 ) is invariant for P ε for small ε > 0 and δ > 0. The main role in our analysis is played by the following (bifurcation) function
Property (6) implies that f (0) = 0. Our main result is that nondegeneracy of f near 0 is crucial for the persistence of u * under periodic perturbations. The next theorem is a rigorous formulation of this assertion. In what follows, the notation [x, y] stays for the closed line segment of R 2 that connects x and y.
1 The implicit function theorem ensures that fε(uε), u ⊥ ε = 0 for some uε → u * as ε → 0, if fε → f 0 as ε → 0 generically (i.e. when the respective determinant at ε = 0 doesn't vanish). Here
Black arc: a part of ∂B in the neighborhood of u * . Gray set: a δ-neighborhood of u * restricted to the set B.
Theorem 1 Let f ε be C 1 for all ε ∈ R and assume that f ε (t, u) → f 0 (u) as ε → 0 uniformly in t ∈ [0, T ] and u ∈ B. Consider a positive parameterization r → N (r) of ∂B such that u * = N (0) is an equilibrium of (4), i.e. (6) holds. If the function f is strictly decreasing at 0, then, for any r > 0 sufficiently small, there exists δ 0 > 0 such that, given any δ ∈ [0, δ 0 ], one can find ε 0 > 0 so that
Moreover, none of the solutions of (7) with
The following lemma is required for the proof of the theorem.
Lemma 1 Let x 0 ∈ ∂B and let N ∈ R 2 be the unit normal vector to ∂B at x 0 pointing outwards B. Assume that for g ∈ C 1 (R × R m , R 2 ) we have
where M ⊂ R m is a compact set and µ → t µ is a continuous function. Then there exists ∆t > 0, such that for any ξ ∈ [0, x 0 ] and any µ ∈ M , the solution
Figures 3 and 4 illustrate the notations of this statement as well as all the notations throughout the proof. Fig. 3 Illustration of the proof when g (tµ, µ), N > 0.
Proof. The case g t (t µ , µ), N > 0 for all µ ∈ M. The square of the distance between ξ ∈ [0, x 0 ] and g(t, µ) can be computed as Fig. 3 ). One has
and so
This property allows to define ∆t as follows: Let us choose ∆t > 0 such that r(t) doesn't increase on [t µ , t µ + ∆t]. Therefore,
By diminishing ∆t > 0 to ensure that
we get ∆t > 0 such that all the points of [0, x 0 ] lie inside B + g(t, µ) when t ∈ [t µ , t µ + ∆t] and µ ∈ M, i.e. v(t) − ξ stays identically zero on [t µ , t µ + ∆t] in this case.
The case g t (t µ , µ), N < 0 for all µ ∈ M. Defining ∆t initially: let ∆t > 0 be such that
Reduce ∆t > 0 until Then the function
is 1) well defined and strictly positive, and 2) strictly decreasing on [t µ , t µ +∆t] starting from l(t µ ) = 1. This is equivalent to saying that (see Fig. 4a) 1) unit ball centered at g(t, µ) intersects [0, x 0 ] (at the point l(t)N ) 2) the above mentioned point of intersection (∂B + g(t, µ)) ∩ [0, x 0 ] moves outwards x 0 strictly monotonically when t increases from t µ to t µ + ∆t.
Consider ξ ∈ [0, x 0 ], τ ∈ (0, ∆t], and µ ∈ M.
If ξ ∈ B + g(t µ + τ, µ) then ξ ∈ B + g(t, µ) for any t ∈ [t µ , t µ + τ ] by the monotonicity property we just proved, and, therefore, the solution of (8) is the constant ξ on this interval.
Assume that ξ ∈ B + g(t µ + τ, µ). Let α = proj(ξ, B + g(t µ + τ, µ)) and let Fig. 4b . Denote by W ⊂ R 2 the closed set whose boundary is composed by the arc αβ (denoted by [α, β] in the sequel) and by the line segments [α, ξ] and [ξ, β]. We claim that there exists ∆t > 0 such that given any τ ∈ (0, ∆t], µ ∈ M , and ξ ∈ B + g(t µ + τ, µ) the set W is invariant for the map w → proj(w, B + g(t, µ)) for all t ∈ [t µ , t µ + τ ].
Proof: Reducing ∆t: let us show that ∆t > 0 can be diminished in such a way that
Indeed, assuming that the latter is incorrect, we would get g t (t µ , µ ) N for some µ ∈ M, which is impossible per the assumptions of the Lemma.
Property (9) ensures that the line segment [w, g(t, µ)] belongs to the right triangle formed by the line segment [g(t µ + τ, µ), ξ] and its projection on N (denoted by W 1 at Fig. 4b ). If [w, g(t, µ)] ⊂ W 1 , then the curve t → g(t, µ) needs to leave W 1 at some time moment. This would imply the existence of t * * ∈ [t µ , t µ + τ ] where g t (t * * , µ) is parallel to [g(t µ + τ, µ), ξ] (see Fig. 4b ), which is excluded by (9).
We are now in the position to prove the statement about the invariance of W. Assume the contrary, i.e. assume that there exists µ * ∈ M, w * ∈ W and t * ∈ [t µ * , t µ * + τ ] such that w = proj(w * , B + g(t * , µ * )) ∈ W.
Since w ∈ [w * , g(t * , µ * )] and, as we noticed earlier, [w * , g(t * , µ
, where v is the point of intersection of the arc [α, β] and the line segment [w * , g(t * , µ * )]. Since w − g(t * , µ * ) = 1, then v−g(t * , µ * ) > 1. We will now show that ∆t > 0 could have been assumed smaller from the beginning to eliminate the latter possibility. This will complete the proof of the invariance of W.
Reducing ∆t: we claim that ∆t > 0 can be diminished further, so that
The square of v − g(t, µ) can be computed as
We have
By diminishing ∆t > 0, we can make v − g(t, µ), N as close to 1 as necessary 2 . In addition, by the initial definition of ∆t, we have g t (t µ , µ), N < 0 for all t ∈ [t µ , t µ + ∆t], µ ∈ M. Therefore, ∆t > 0 can be reduced to ensure
2 Specifically, given γ > 0 the value ∆t > 0 can be chosen so small that
On the other hand, by diminishing ∆t > 0 we can make v − g(t, µ), N ⊥ as small as necessary. Let us diminish ∆t > 0 to ensure
This choice of ∆t leads to
Since r(t µ + τ ) = v − g(t µ + τ ) 2 = 1 by the definition of arc [α, β], one can conclude that r(t) < 1 for any t ∈ [t µ , t µ + τ ) and (10) follows.
The proof of the fact that proj(W, B + g(t, µ)) ⊂ W for any t ∈ [t µ , t µ + τ ], ξ ∈ B + g(t µ + τ, µ), τ ∈ (0, ∆t], µ ∈ M is now complete.
According to the theorem 2 from Kunze & Monteiro Marques [17] , the solution t → v(t) of (8) is the limit lim n→∞ v n (t) of piecewise linear functions with vertexes given by
where a = α, N ⊥ , see Fig. 4b .
It remains to show that
2) By similarity of right triangles
The proof of the lemma is complete.
Remark 1 It is well known (see e.g. Kunze & Monteiro-Marques [17] ) that the solution v(t) of (8) changes by a factor of ∆t when the time change is ∆t. Lemma 1 states that a suitable projection of the solution changes by a factor of (∆t) 2 . A similar property of sweeping processes is a key fact in the proof of the existence of solutions to (8) , see e.g. [17, Theorem 2, formula (23)].
The conclusion of Lemma 1 is that
Diminish ∆t > 0 further to have
Taking into account (11) and (12) we finally get
Analogous arguments allow to conclude that
for any solution u of (7) with initial condition u(t 0 ) ∈ [(1 − δ 0 )N (r), N (r)] and any t 0 ∈ [0, T ], ε ∈ [0, ε 0 ] provided that ∆t > 0 is sufficiently small.
Let us now consider a solution u of (7) with the initial condition
where v is the solution of (15) and u 0 is from (17) . Therefore,
Due to (6), we don't lose generality of the proof by considering r > 0, δ 0 > 0 and ε 0 > 0 so small that (17) and ε ∈ [0, ε 0 ]. Therefore, (18) implies that
for u(t 0 ) satisfying (17) .
The estimates (14), (16) and (19) ensure that none of the solutions of (7) with
This completes the proof of the theorem.
The proof of Theorem 1 can be carried out through a direct application of the Moreau discretization scheme with no resort to papers by Kunze & MonteiroMarques [17] and Castaing & Monteiro-Marques [10] . Our goal was to restrict the paper to those aspects of justification that are essentially new (as much as required for a rigorous proof).
Existence of periodic solutions
A possible positive parameterization of the ball B is given by N 0 (r) = − sin r cos r .
The function f is thus f (r) = f 0 (N 0 (r)) , N 0 (r) ⊥ . Theorem 1 allows to draw the following corollary on the existence of T -periodic solutions to (7).
Corollary 1 Let f ε be C 1 for all ε ∈ R and assume that f ε (t, u) → f 0 (u) as ε → 0 uniformly in t ∈ [0, T ]. If for some r 0 ∈ R one has f 0 (N 0 (r 0 )) = −λN 0 (r 0 ) with some λ > 0 and f (r 0 ) < 0,
then, for all ε > 0 sufficiently small, the sweeping process (7) admits a Tperiodic solution u ε (t) such that
To prove the statement one has to consider a sequence δ k → 0 as k → ∞ along with the sequence of the respective values of ε 0 given by Theorem 1 which will now be denoted by ε k . Given any ε ∈ (0, ε k ], Theorem 1 ensures the existence of a T -periodic solution u δ k ,ε ([0, T ]) ⊂ U to the sweeping process (7) where U has to be taken with δ = δ k . Without loss of generality we can assume that ε k → 0 as k → ∞ monotonically. The required solution u ε can now be defined for all ε > 0 sufficiently small by
We recall that a function g : R 2 → R 2 is called real-analytic on an open set W, if for each x * ∈ R 2 there exists r > 0 such that if x − x * < r then
where g α,j are suitable numbers (see [26, §1.1 
]).
Corollary 2 Let f ε be C 1 for all ε ∈ R and assume that f ε (t, u) → f 0 (u) as ε → 0 uniformly in t ∈ [0, T ]. If f 0 is real-analytic in a neighborhood of the unit ball B and for r 1 < r 2 one has f 0 (N 0 (r)), N 0 (r) < 0, r ∈ [r 1 , r 2 ], f (r 1 ) > 0, and f (r 2 ) < 0,
then there exists r 0 ∈ (r 1 , r 2 ), such that for all ε > 0 sufficiently small the sweeping process (7) admits a T -periodic solution u ε (t) that satisfies (21) .
Real-analyticity is here used to conclude the existence of r 0 ∈ (r 1 , r 2 ) at which f vanishes and strictly decreases.
Conclusion
In this paper we introduced a notion of an equilibrium of an autonomous sweeping process. We proved that, similar to what is happening in ordinary differential equations (see Cronin [11] ), the stability of an equilibrium implies stability with respect to periodic perturbations. The goal of this paper was to identify the framework that can lead to a bifurcation theory for Moreau sweeping processes, not to make proofs in the most general possible settings (in contrast, we attempted to keep them as short as possible). The result can be extended to Lipschitz right-hand-sides in (6) and to time-and statedependent set B. At the same time, we don't yet understand how our result extends to BV sweeping processes.
Following the lines of Buica, Makarenkov & Llibre [7] , one can establish uniqueness and asymptotic stability of the periodic solution in theorem 1. The ideas of Kamenskii, Makarenkov & Nistri [14] and Buica, Llibre & Makarenkov [7] are useful in the study of the response of a family of equilibria on ∂B to periodic perturbations. However, most importantly, assuming f (0) = 0 leads to bifurcations, i.e. allows to design sweeping processes with different dynamic behavior.
