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Although several approaches have been developed for planning in nondeterministic
domains, solving large planning problems is still quite diﬃcult. In this work, we present
a new planning algorithm, called Yoyo, for solving planning problems in fully observable
nondeterministic domains. Yoyo combines an HTN-based mechanism for constraining its
search and a Binary Decision Diagram (BDD) representation for reasoning about sets of
states and state transitions.
We provide correctness theorems for Yoyo, and an experimental comparison of it with
MBP and ND-SHOP2, the two previously-best algorithms for planning in nondeterministic
domains. In our experiments, Yoyo could easily deal with problem sizes that neither MBP
nor ND-SHOP2 could scale up to, and could solve problems about 100 to 1000 times faster
than MBP and ND-SHOP2.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Although many highly eﬃcient algorithms have been built for classical planning, the applicability of these algorithms
has been quite limited, due to the restrictive assumptions of classical planning. Hence, there is rapidly growing interest
in planning domains that violate some of these assumptions—for example, nondeterministic planning domains, in which the
actions may have nondeterministic outcomes.1
Although several approaches have been developed for planning in nondeterministic domains, the problem is still very
hard to solve in practice, even under the simplifying assumption of full observability, i.e., the assumption that the state of
the world can be completely observed at run-time. Indeed, in the case of nondeterministic domains, the planning algorithm
must reason about all possible different execution paths to ﬁnd a plan that works despite the nondeterminism, and the
dimension of the generated conditional plan may grow exponentially.
Before our development of the Yoyo algorithm described in this paper, the two best-performing algorithms for planning
in nondeterministic domains were MBP [1,2] and ND-SHOP2 [3]:
• MBP uses a suite of planning algorithms based on Symbolic Model Checking, which represent states symbolically using
Ordered Binary Decision Diagrams (BDDs) [4]. In experimental studies, MBP’s planning algorithms have easily scaled up
to rather large-sized problems [2]. This is due largely to the fact that BDDs can represent large sets of states as compact
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1 Unfortunately, the phrase “nondeterministic outcomes” seems to have two meanings in the current literature: some researchers attach probabilities to
the outcomes (as in a Markov Decision Process), and others omit the probabilities (as in a nondeterministic automaton). Our usage is the latter one.0004-3702/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
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670 U. Kuter et al. / Artiﬁcial Intelligence 173 (2009) 669–695Fig. 1. Average running times in seconds for MBP and ND-SHOP2 in the Hunter–Prey Domain as a function of the grid size, with one prey. ND-SHOP2 was
not able to solve planning problems in grids larger than 10× 10 due to memory-overﬂow problems.
formulae that refer to the salient properties of those states. As an example, suppose that in the blocks world, we have
a formula f that represents some set of states S , and we want to reason about the set of all states in S in which the
block a is on the table. This set of states could be represented by a formula like f ∧ ontable(a).
• ND-SHOP2 is a planner for nondeterministic domains that uses a Hierarchical Task Network (HTN) decomposition
technique that is like that of the well-known SHOP2 planner [5] for deterministic domains. ND-SHOP2’s HTNs pro-
vide domain-speciﬁc information to constrain the planner’s search. Among the actions that are applicable to a state,
ND-SHOP2 will only consider those actions that it can obtain via HTN decomposition, and this can prevent exploration
of large portions of the search space if there are reasons to believe that those portions are unpromising. For example, in
the blocks world, if the objective is to move a stack of blocks from one location to another, then we would only want to
consider actions that move those particular blocks, rather than any of the other blocks in the domain. Under the right
conditions, ND-SHOP2 can perform quite well; for example, [3] describes some cases where it outperforms MBP.
ND-SHOP2 and MBP use very different techniques for reducing the size of the search space: MBP reasons about large
sets of states as aggregate entities, and ND-SHOP2 focuses only on those parts of the search space that are produced via
HTN decomposition. As a consequence, there are situations in which each algorithm can substantially outperform the other.
As a simple example, consider the well-known Hunter–Prey domain [6]. In the Hunter–Prey domain, the world is an
n × n grid in which the planner is a hunter that is trying to catch one or more prey. The hunter has ﬁve possible actions;
move north, south, east, or west, and catch (the latter is applicable only when the hunter and prey are in the same location).
The prey has also ﬁve actions: the four movement actions plus a stay-still action—but instead of representing the prey as a
separate agent, its possible actions are encoded as the nondeterministic outcomes for the hunter’s actions. In this domain, a
solution is any policy (i.e., a set of state-action pairs telling the hunter what to do under various conditions) for which there
is a guarantee that all of the prey will eventually be captured.
There are some sets of Hunter–Prey problems in which ND-SHOP2 is exponentially faster than MBP, and other sets of
Hunter–Prey problems where the reverse is true:
• Fig. 1 shows the average running times required by MBP and ND-SHOP2 on hunter–and–prey problems with one prey,
as a function of increasing grid sizes.2 ND-SHOP2 ran out of memory in large problems, because the solution policies
in this domain contain a huge number of state-action pairs and ND-SHOP2 represents most of these state-action pairs
explicitly. MBP, on the other hand, uses compact propositional formulas to represent sets of states that share salient
common properties, and it searches a search space whose nodes are these formulas (rather than having a separate node
for each state). This dramatically reduces the size of the search space, hence MBP’s small running time.
• Fig. 2 shows the average running times required by MBP and ND-SHOP2 when we ﬁx the grid size to 4×4, but increase
the number of prey to catch (we made the movements of prey dependent on each other by assuming that a prey cannot
move to a location next to another prey). In this case, ND-SHOP2 outperforms MBP, because it is able to use a simple
yet extremely effective pruning heuristic to constrain its search: “choose one prey and chase it while ignoring others;
when you catch that prey, choose another and chase it, and continue in this way until all of the prey are caught”.
2 All of the experiments were run on an AMD Duron 900 MHz laptop with 256 MB memory running Linux Fedora Core 2, using a time limit of 40 minutes
for each problem. Each data point is an average of 20 randomly-generated problems. In our experiments, if a planning algorithm could not solve a problem
within this time limit (or it required more memory than available on our experimental computer), it was run again on another problem of the same size.
Each data point for which there were more than ﬁve such failures was omitted from the results shown in the ﬁgures. Thus the data make the worse-
performing algorithm (ND-SHOP2 in Fig. 1 and MBP in Fig. 2) look better than it really was—but this makes little difference since the disparity in the
algorithms’ performance is so great.
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Fig. 3. A visual characterization of the planning domains in which Yoyo does best.
MBP, on the other hand, must consider all applicable actions at each node of its search space, which produces a larger
branching factor and hence a much larger search space.
This paper presents a formalism and a novel algorithm, called Yoyo, that combines the power of the HTN-based search-
control strategies with a BDD-based state representation. Yoyo implements an HTN-based forward-chaining search as in
ND-SHOP2, built on top of MBP’s techniques for representing and manipulating BDDs.
This combination has required a complete rethinking of the ND-SHOP2 algorithm, in order to take advantage of sit-
uations where the BDD representation will allow it to avoid enumerating states explicitly. In a backward-search planner
such as MBP, each goal or subgoal is a set of states that can be represented quite naturally as a BDD. But forward-search
algorithms like ND-SHOP2 normally apply actions to individual states, hence BDDs cannot be used effectively unless we can
determine which sets of states can usefully be combined into a single BDD, and how to apply actions to these sets of states.
One of the contributions of this paper is a way to do these things.
Besides the deﬁnition of the Yoyo planning algorithm, we provide theorems about its soundness and completeness, and
experimental results demonstrating its performance. Our experiments show that planning domains can be divided into three
types (see the corresponding parts of Fig. 3):
(1) Planning domains in which Yoyo and ND-SHOP2 both do much better than MBP. In these domains, the HTNs used in
Yoyo and ND-SHOP2 provided good pruning of the search space, but MBP’s BDDs provided no special advantage. The
reason for the latter was that in these domains, ND-SHOP2 could use “don’t care” conditions (i.e., a particular type of
state abstraction enabled by HTNs in some of the effects and preconditions of the actions of ND-SHOP2, as described
below) to get just as much search-space compression as Yoyo’s BDDs.
(2) Planning domains in which Yoyo and MBP both do much better than ND-SHOP2. These were domains in which
ND-SHOP2’s HTNs did not provide very good pruning of the search space, and in which the BDDs used in Yoyo and
MBP could provide better compression of the search space than ND-SHOP2’s “don’t care” conditions.
(3) Planning domains in which Yoyo does much better than both MBP and ND-SHOP2. In these domains, HTNs and BDDs
both were useful for reducing the search space; and since Yoyo used both, it had a signiﬁcant advantage over both
ND-SHOP2 and MBP. ND-SHOP2’s and MBP’s running times both increased exponentially faster than Yoyo’s. Yoyo could
solve planning problems about two or three orders of magnitude more quickly then MBP and ND-SHOP2, and could
easily deal with problem sizes that neither MBP nor ND-SHOP2 could scale up to.
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we describe the Yoyo planning algorithm and the mechanisms it uses to generate solutions to nondeterministic planning
problems in Sections 3 and 4, respectively. Next, we describe how Yoyo uses BDDs for compact representations of states
in Section 5. Section 6 gives our theoretical analysis of the planning algorithm. We describe our experimental evaluation of
Yoyo and the results of this evaluation in Section 7. We conclude our paper with a discussion on the related work and our
ﬁnal remarks.
2. Basic deﬁnitions and notation
In this section, we give our deﬁnitions and notation for the formalism and algorithms we discuss later in the paper.
2.1. Nondeterministic planning domains
Most of our deﬁnitions are the usual ones for nondeterministic planning domains and planning problems (e.g., see [2]).
A nondeterministic planning domain is modeled as a nondeterministic state-transition system Σ = (S, A, γ ), where S and A
are the ﬁnite sets of all possible states and actions in the domain, and the state-transition function is
γ :S × A → 2S .
An action a is applicable in a state s if γ (s,a) = ∅. The set of all states in which a is applicable is
Sa =
{
s ∈ S | γ (s,a) = ∅}.
Conversely, the set of all actions applicable to a state s is
As =
{
a ∈ A | γ (s,a) = ∅}.
A state s is live if at least one action is applicable to s; otherwise s is dead.
We consider a policy to be a partial function3 π from S into A, and we let Sπ ⊆ S be π ’s domain (hence π is a total
function from Sπ into A).
The execution structure Σπ for a policy π is a labeled digraph that includes all states and actions that are reachable
through π . Formally,
Σπ = (Vπ , Eπ ),
where Vπ ⊆ S and Eπ ⊆ S × S such that
• Sπ ⊆ Vπ ; and
• for every state s ∈ Vπ if π(s) is deﬁned (i.e., there is an action a for s in π ), then for all s′ ∈ γ (s,a), s′ ∈ Vπ and
Eπ (s, s′).
Each edge in the execution structure Σπ is labeled with the action π(s). For the clarity of the discussions, we will denote
an edge in Σπ by a triple (s,π(s), s′) in the rest of the paper.
A terminal state of π is a state s ∈ Sπ that has no successors in Σπ . We let Stπ denote the set of all terminal states in Σπ .
An execution path of π is any path in Σπ that begins at an initial state and that either is inﬁnite or ends at a terminal state.
For any two states s, s′ ∈ Σ , if there is a path in Σ from s to s′ , then s is a Σ-ancestor of s′ , s′ is a Σ-descendant of s,
and s′ is Σ-reachable from s. We can also deﬁne reachability with respect to a policy π . For any two states s, s′ ∈ Σπ , if
there is a path in Σπ from s to s′ , then s is a π -ancestor of s′ , s′ is a π -descendant of s, and s′ is π -reachable from s.
A planning problem in a nondeterministic planning domain Σ is a triple (Σ, S0,G), where S0 ⊆ S is the set of initial
states and G ⊆ S is the set of goal states. Solutions to planning problems in nondeterministic domains are usually classiﬁed
as weak (at least one execution path will reach a goal), strong (all execution paths will reach goals), and strong-cyclic (all
“fair” execution paths will reach goals) [7–9]. More precisely,
• A strong solution is a policy that is guaranteed to reach a goal state, despite the nondeterminism in the domain. That
is, a policy π is a strong solution if there are no cycles in the execution structure Σπ , and every execution path in Σπ
ends at a goal state.
• A weak solution must provide a possibility of reaching a goal state, but doesn’t need to guarantee that a goal state will
always be reached. More speciﬁcally, a policy π is a weak solution if for every s ∈ S0, there is at least one execution
path in Σπ that ends at a goal state.
• A strong-cyclic solution is a policy π that has the following properties: every ﬁnite execution path of π ends at a goal
state, and every cycle in Σπ contains at least one Σπ -ancestor of a goal state. Such a policy is guaranteed to reach a
3 The reason for making π a partial function is so that its domain needn’t contain states that it will never reach.
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leaving the cycle.4
A nondeterministic planning problem is weakly, strongly, or strong-cyclicly solvable if it has a weak, strong, or strong-cyclic
solution, respectively.
A policy π is a candidate weak, strong, or strong-cyclic solution if it satisﬁes the conditions stated above, with the
following change: we require an execution of a path in Σπ to end either at a goal state or at a live terminal state. Intuitively,
if π is candidate solution then it may be possible to extend it to a solution, but if π is not a candidate solution then there
is no way in which π can be extended to a solution.
2.2. Hierarchical task networks (HTNs) in nondeterministic domains
Our deﬁnitions for primitive tasks, nonprimitive tasks, task networks, and methods are abstracted versions of the ones
for Simple Task Network (STN) planning in [10, Chapter 11].
We assume the existence of a set T of tasks to be performed. T includes all of the actions in A, as well as some
additional tasks called nonprimitive tasks.5 An HTN is a pair (T ,C), where T is a set of tasks and C is a set of partial
ordering constraints on the tasks. The empty HTN is the pair (T ,C) such that T = ∅ and C = ∅.
A method describes a possible way of decomposing a nonprimitive task into a set of subtasks. Rather than getting into the
syntactic details of how a method is represented, we will deﬁne a method abstractly as a partial function m :S × T → H,
where S , T , and H are the sets of all possible states, tasks, and HTNs. If (s, t) is in the domain of m, i.e., if m(s, t) is
deﬁned, then we say that m is applicable to the task t in the state s, and that m(s, t) is the HTN produced by applying m to
t in s. If m(s, t) = (T ,C), where T = {t1, . . . , tk} is a set of tasks and C is a set of constraints, then we say that m decomposes
t into (T ,C) in the state s.
As an example, here is an informal description of a method we might use for the task chase_prey in the Hunter–Prey
domain:
method north_chase for the task chase_prey:
applicability conditions: the prey is not caught, and the prey is to the north
subtasks: (1) move_north, (2) chase_prey
constraints: do subtask (1) before subtask (2)
This method is applicable only in states where the prey is not yet caught and is currently to the north of the hunter, and it
speciﬁes that the hunter should ﬁrst move to the north and then continue chasing the prey. One can deﬁne similar methods
for the cases where the prey is to the east, south, or west of the hunter.
In constructing a plan or a policy for a task, an HTN planner will only consider actions that are produced by applicable
methods. For example, if north_chase is applicable and no other methods are applicable, then the next action in the plan or
policy will be move_north, regardless of whether any other actions might be applicable in s.
Let s be the current state, χ = (T ,C) be an HTN, and t0 ∈ T be a task that has no predecessors in T , i.e., C contains no
constraints of the form t ≺ t0. Then t0 will either be primitive, in which case we will want to use an action to accomplish
it; or else it will be nonprimitive, in which case we will want to decompose it using a method. We consider both cases
below.
Case 1: t0 is a primitive task (i.e., t0 is the name of an action). If the action is applicable in s, it will produce a set of
successor states γ (s, t0) and a task network (T ′,C ′), where T ′ = T −{t0}, and C ′ = C −{all constraints in C that mention t0}.
We will call this task network τ (χ, s, t0).
Case 2: t0 is a nonprimitive task. If a method m is applicable to t0 in s, it will produce a task network m(s, t0) =
(T ′,C ′). We will now let δ(χ, s,m, t0) be the task network produced by inserting (T ′,C ′) into (T ,C) in place of t0. Formally,
δ(χ, s,m, t0) = (T ′′,C ′′), where
T ′′ = (T − {t0}
)∪ T ′;
C ′′ = C ′ ∪ {cθt | c ∈ C and t ∈ T ′}, where θt is the substitution that replaces t0 with t.
Given an HTN (T ,C), a set of methods M , a policy π , an execution path p of π and a current state s in p, we say that
path p accomplishes (T ,C) from s if one of the following conditions is true:6
4 This is equivalent to saying that every action has nonzero probabilities for all of its outcomes, whence the probability that we’ll never leave the cycle
is zero.
5 The authors of [10, Chapter 11] give a speciﬁc syntactic representation for tasks; but the details of this representation are irrelevant for the purposes of
this paper.
6 These conditions are a straightforward adaptation of the conditions for π to accomplish T in a deterministic planning domain; see Chapter 11 of [10]
for details.
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π(s) is undeﬁned.
(2) There is a primitive task (i.e., an action) t0 in T that has no predecessors in T , the action t0 is applicable to s, the
successor state s′ of s along path p is such that s′ ∈ γ (s, t0), and p accomplishes τ (χ, s, t0) from s′ .
(3) There is a nonprimitive task t0 in T that has no predecessors in T , there is a method m ∈ M that is applicable to t0,
and the execution path p accomplishes δ(χ, s0,m, t0) from s, where δ is as deﬁned above.
Given an HTN (T ,C), a set of methods M , and a policy π , we say that the execution structure Σπ of π strongly
accomplishes (T ,C) if all execution paths of π accomplish (T ,C) from their initial states.
The deﬁnition of weakly accomplishes is similar, but only requires that for each initial state s0 ∈ S0 there is some path
starting from s0 that accomplishes (T ,C). Also the deﬁnition of strong cyclicly accomplishes is similar, but only requires that
all the all fair execution paths of π accomplish (T ,C).
If the execution structure Σπ of a policy π weakly, strongly, or strong-cyclicly accomplishes an HTN χ = (T ,C) from a
state s, then we say that the policy π weakly, strongly, or strong-cyclicly accomplishes (T ,C) from s.
We deﬁne Σχπ , the execution structure that only contains the execution paths in Σπ considered in satisfying the above
deﬁnition of HTN accomplishment. Note that, for weakly accomplishing an HTN χ by a policy π , Σχπ ⊆ Σπ , and for the
strong and strong-cyclic case, Σχπ = Σπ .
We extend the deﬁnition of planning problems in nondeterministic planning domains and the solutions for those
planning problems to refer to HTNs as follows. We deﬁne a nondeterministic HTN planning problem as a tuple P =
(Σ, S0,G,χ,M) where Σ is a nondeterministic planning domain, S0 ⊆ S is the set of initial states, and G ⊆ S is the
set of goal states, χ be an HTN, and M be a set of methods.
A policy π is a candidate solution for P if and only if π is a candidate solution for the nondeterministic planning
problem (Σ, S0,G) without any HTNs.
A weak, strong, or strong-cyclic solution for a nondeterministic HTN planning problem is a policy π such that
• π weakly, strongly, or strong-cyclicly accomplishes χ from S0 using the methods in M , and
• π also weakly, strongly, or strong-cyclicly solves the nondeterministic planning problem (Σ, S0,G) and every execution
path in Σχπ ends in a goal state—recall that Σ
χ
π is the execution structure that contains only those execution paths in
the execution structure Σπ of π that are necessary to satisfy the HTN accomplishment requirements given previously
in Section 2.2.
2.3. Notation involving sets of states
This section extends the deﬁnitions of Sections 2.1–2.2 to refer to sets of states. Later, Section 5 will discuss how these
sets of states can be represented using Symbolic Model-Checking primitives.
A set-based state-transition function γ¯ is deﬁned as
γ¯ (S,a) =
⋃{
γ (s,a) | s ∈ S},
where S is a set of states, a is an action, and γ is the state-transition function as deﬁned in Section 2.1. Intuitively, γ¯ (S,a)
is the set of all successor states that are generated by applying the action a in every state s in S in which a is applicable,
i.e., every state in which γ (s,a) = ∅.
A set-based policy is a mapping π¯ from disjoint sets of states into actions. Formally, π¯ is a partial function from a
partition {S1, . . . , Sk} of S into A. Note that if π¯ : {S1, . . . , Sk} → A is any set-based policy, then we can map π¯ into an
ordinary policy policy(π¯ ) as follows:
policy(π¯ ) = {(s, π¯ (Si)
) | 1 i  k, s ∈ Si, and π¯ (Si) is deﬁned
}
.
Hence, we will deﬁne π¯ ’s execution structure to be
Σπ¯ = Σpolicy(π¯ ).
Let t be a task and m be a method, and suppose there is a set of states S such that m(s, t) =m(s′, t) for every s, s′ ∈ S .
Then we will say that the states in S are (t,m)-equivalent; and we will let m(S, t) =m(s, t) where s is any member of S (it
does not matter which one).
Let S be a set of states and χ be an HTN. Suppose t is a nonprimitive task. If δ(χ, s,m, t) = δ(χ, s′,m, t) for any two
states s, s′ ∈ S , then we will let the notation δ(χ, S,m, t) represent the task network produced by decomposing t by m in
any member of S . Similarly, if t is a primitive task (i.e., an action) and τ (χ, s, t0) = τ (χ, s′, t0)for any two states s, s′ ∈ S ,
then τ (χ, S, t0) represents the task network produced by applying t0 in any member of S .
3. Yoyo = HTNs× BDDs
In this section, we describe Yoyo, our new planning algorithm for nondeterministic domains. Yoyo is an HTN search algo-
rithm that combines ND-SHOP2’s HTN-based search control with MBP’s symbolic model-checking techniques for reasoning
about sets of states and sets of state transitions.
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1. if there is a pair (S,χ) ∈ F such that S ⊆ G and χ is not the empty HTN,
2. then return(FAILURE)
3. F ← {(S − (G ∪ Sπ¯ ),χ) | (S,χ) ∈ F and S − (G ∪ Sπ¯ ) = ∅}
4. if there is a pair (S,χ) ∈ F such that χ is the empty HTN,
5. then return(FAILURE)
6. if π¯ is not a candidate solution, then return(FAILURE)
7. if F = ∅, then return(π¯ )
8. arbitrarily select a pair (S,χ) from F and remove it
9. nondeterministically choose a task t that has no predecessors in χ
10. if t is a primitive task (i.e., an action), then
11. let S ′ be the largest subset of S s.t. t is applicable in every state of S ′
12. if S ′ = ∅ then
13. insert (S ′, t) into π¯
14. insert (γ¯ (S ′, t), τ (χ, s, t)) into F , for some state s ∈ S ′
15. else, return(π¯ )
16. else
17. nondeterministically choose a method m ∈ M for t
18. let S ′ be the largest subset of S such that
19. m is applicable to t in every state in S ′
20. if there is no such method m then return(FAILURE)
21. insert (S ′, δ(χ, S ′,m, t)) and (S − S ′,χ) into F
22. for all pairs (Si ,χi) and (S j ,χ j) in F such that χi = χ j ,
23. remove (Si ,χi) and (S j ,χ j) from F and insert (Si ∪ S j ,χi) into F
24. π¯ ← Yoyo(F ,G,M, π¯ )
25. if π¯ = FAILURE then return(FAILURE)
26. F ← F ∪ {(S,χ)}
27. F ← {(S ′ − Sπ¯ ,χ ′) | (S ′,χ ′) ∈ F and S ′ − Sπ¯ = ∅}
28. if F = ∅ then return(π¯ ′)
29. π¯ ← Yoyo(F ,G,M, π¯ )
30. return(π¯ )
end-procedure
Fig. 4. Pseudocode for Yoyo. Above, G is the set of goal states and M is the set of HTN methods. In the initial call of the algorithm, the set-based policy π¯
is empty and the fringe set is F = {(S0,χ0)} such that S0 is the set of initial states and χ0 is the initial task network.
Fig. 4 shows the Yoyo planning procedure. Yoyo takes a nondeterministic HTN planning problem P = (Σ, S0,G,χ0,M)
and the empty policy π¯ in the form of the tuple (F ,G,M, π¯ ), where F is the initial fringe set that contains the single pair
of the set S0 of the initial states and the initial task network χ0. With this input, the planning algorithm searches for a
solution policy for P .
To explain the role of F , ﬁrst note that Yoyo does a nondeterministic search through a space of set-based policies. The
terminal states of policy(π¯ ) are analogous to the fringe nodes of a partial solution tree in an AND/OR search algorithm such
as AO* [11], in the sense that Yoyo will need to “solve” each of these states in order to ﬁnd a solution to the planning
problem. But in Yoyo, “solving” a state means doing HTN decomposition on the HTN for that state, i.e., the tasks that need
to be accomplished in the state.
Hence, Yoyo needs to reason about all pairs (s,χ) such that s is a terminal state and χ is the HTN for s. But for pur-
poses of eﬃciency, Yoyo does not reason about each pair (s,χ) separately. Instead, it reasons about equivalence classes
of states such that all of the states in each equivalence class have the same HTN. Hence, F is a collection of pairs
{(S1,χ1), . . . , (Sk,χk)}, where each Si is a set of terminal states and χi is the HTN for all of those states. Si is repre-
sented in Yoyo by a Binary Decision Diagram (see Section 5) that is much more compact than an explicit representation of
each of the states.
Initially, F contains just one member, namely (S0,χ0). In Lines 1–2, Yoyo checks whether there is any pair (S,χ) in the
F set such that every state s in S is a goal state but the HTN χ is not the empty HTN (i.e., there are tasks left to accomplish
in χ when we reach to a goal state). In this case, Yoyo returns Failure because the current partial policy π¯ does not weakly,
strongly, or strong-cyclicly accomplish the input HTN.
Then, in Line 3 of Fig. 4, Yoyo ﬁrst checks the elements of F for cycles and goal states: for every pair (S,χ) ∈ F , Yoyo
removes from S any state s that already appears in π (in which case an action has already been planned for s) or in G
(in which case no action needs to be planned for s). If this makes S empty, then Yoyo simply discards (S,χ) since there is
nothing else that needs to be done with it.
In Lines 4, Yoyo checks whether there is any pair (S,χ) in the F set such that χ is the empty HTN; if this is the case,
then we have another failure point since there is no HTN decomposition of χ that would generate an action for s. Thus,
Yoyo returns Failure in such a case.
Next in Line 6, Yoyo performs a candidacy test to see if π satisﬁes the requirements for a candidate solution. Intuitively,
this test examines some or all of the paths in the execution structure Σπ by performing a backward search from the
terminal states of π . The details of Yoyo’s candidacy test depends on whether we are searching for weak, strong, or strong-
cyclic solutions; and we discuss these details in Section 4.
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returns it. Otherwise, in Line 8, Yoyo selects any pair (S,χ) in F ; note that this choice is arbitrary since they all must be
selected eventually. Recall that χ is the HTN associated with the states in S; and, in order to select an action to perform
at S , Yoyo will only consider applicable actions that can be produced by HTN decomposition.
In Line 9, Yoyo nondeterministically chooses a task t that has no predecessors in the HTN χ . As in SHOP2 and
ND-SHOP2, this ensures that Yoyo always decomposes and accomplishes the tasks in the order they are executed in the
world. If the task t is an action, then Yoyo selects the largest subset S ′ of S such that t is applicable in every state in S ′ .
Then, Yoyo generates all possible successors of the states in S ′ by computing the result of applying t in those states. This
computation is done via the set-based state-transition function γ¯ (S ′, t) (see Lines 10–14). Then, Yoyo generates the resulting
task network τ (χ, t, s) for some state in S ′ as described in the previous section, and inserts the pair (γ¯ (S ′, t), τ (χ, t, s))
into the F set. Finally, Yoyo updates the current policy by adding the pair (S ′, t) in π¯ .
If there is at least one state s in S in which the action t is not applicable, then Yoyo immediately returns the current
policy π¯ . The reason for returning π¯ is to enforce Yoyo to select other decompositions in the states S − S ′ while preserving
the candidate policy generated so far.
If the task t is instead a nonprimitive task, Yoyo nondeterministically chooses a pair (S ′,m) where m ∈ M is a method
and S ′ is a nonempty subset of S such that the states in S ′ are (t,m)-equivalent. In principle one could apply m to t in s,
producing a new task network χ ′ = δ(χ, s,m, t), and then one could insert both (s,χ ′) and (S − {s},χ) into F . But for
eﬃciency purposes Yoyo does not apply m to just one state at a time; instead, it applies m to all of the states in S ′ at once,
to produce the task network χ ′ = δ(χ, s′,m, t) for some state s′ ∈ S ′ (it does not matter which one, by the deﬁnition of
m(S ′, t)). Then Yoyo inserts (S ′,χ ′) and (S − S ′,χ) into F .
After Lines 8–21 are done, it may sometimes happen that several of the pairs in F have the same task network. For
example, there may be pairs (Si,χi), (S j,χ j) ∈ F such that χi = χ j . When this happens, it is more eﬃcient to combine
these pairs into a single pair (Si ∪ S j,χi), so Yoyo does this in Lines 22 and 23.
Yoyo successively performs all of the above operations through recursive invocations until there are no pairs left to
explore in F . At that point, the algorithm returns π¯ as a solution for the planning problem (Σ, S0,G,χ0,M).
When a recursive invocation returns in Line 24, Yoyo checks whether the returned value is a Failure due to one of the
failure cases described above. If so, Yoyo immediately returns Failure. If π¯ speciﬁes an action for every state in F then Yoyo
returns π¯ . Otherwise, Yoyo ﬁrst inserts the pair (S,χ) that it had selected and removed from the F set previously in this
invocation, and updates those pairs (S ′,χ ′) in F to replace S ′ with S ′ − Sπ¯ ; i.e., it updates each pair (S ′,χ) in which S ′
has at least one state in which the policy π¯ is not deﬁned in order to remove all the states from S ′ in which π¯ is deﬁned.
Then, the planner calls itself recursively with this updated F and current partial policy π¯ in order to guarantee that π¯ will
eventually specify an action for every state encountered during search.
4. Weak, strong, and strong-cyclic planning in Yoyo
Fig. 5 gives the pseudo-code for the candidacy test used in Line 6 of Yoyo. Intuitively, this test, called IsCandidate,
examines some or all of the paths in the execution structure Σπ by searching backward from π ’s terminal states toward
the initial states. The deﬁnition of the Preimage and Good-Policy subroutines depend on whether we want to ﬁnd weak,
strong, or strong-cyclic solutions. We discuss all three cases below.
In weak planning, a candidate solution must have a path from each initial state to a live terminal state. The backward
search starts from the terminal states of π¯ (i.e., the states in G ∪ S F , where S F is the set of all states in Yoyo’s F set). The
Preimage computation is the WeakPreimage operation deﬁned in [2]:
WeakPreimage(S) = {(s,a) | γ (s,a) ∩ S = ∅}.
At the ith iteration of the loop as a result of successive WeakPreimage computations, the set S contains the states of the
policy π¯ from which the goal states and the states in F are reachable in i steps or less. The search stops when no new states
are added to S; that is, each state in π¯ from which a terminal state of π¯ is reachable has been visited by the backward
search. At this point (the function Good-Policy), there are two cases to consider. Suppose S0 contains a state s /∈ S . This
means that if we follow the actions in π starting from the initial states in S0, we’ll end up in a state from which it is
impossible to reach any goal state. Therefore, π is not a candidate solution, so it cannot be extended to a solution during
planning. Thus, Good-Policy returns False. Otherwise, π is a candidate solution, so Good-Policy returns True.
In strong planning, for π¯ to be a candidate solution, every execution path must be acyclic and must end at a live terminal
state. In this case, IsCandidate’s Preimage computation corresponds to the StrongPreimage operation deﬁned in [2]:
StrongPreimage(S) = {(s,a) | γ (s,a) ⊆ S and γ (s,a) = ∅}.
At each iteration of the loop, it removes those state-action pairs from π¯ that have been veriﬁed to be in the StrongPreimage
of the goal and the terminal states. The Good-Policy subroutine implements two checks when the backward search stops.
The ﬁrst check is the same one as described for weak planning above. The second one involves checking if there is a state-
action pair left in the policy. If this latter check succeeds then it means that the policy induces a cycle in the execution
structure, hence it cannot be extended to a strong solution for the input planning problem. In this case, IsCandidate returns
False. Otherwise, it returns True.
U. Kuter et al. / Artiﬁcial Intelligence 173 (2009) 669–695 677Procedure IsCandidate(π¯ , S F ,G, S0)
1. S ′ ← ∅; S ← G ∪ S F
2. while S ′ = S
3. S ′ ← S
4. π¯ ′ ← π¯ ∩ Preimage(S)
5. S ← S ∪ {all states in π¯ ′}
6. π¯ ← {(s,a) ∈ π¯ | s /∈ S}
7. return(Good-Policy(π¯ , S0, S) )
end-procedure
Function Good-Policy(π¯ , S0, S) — for weak planning
1. If S0 ⊆ S then return FALSE
2. return TRUE
end-function
Function Good-Policy(π¯ , S0, S) — for strong and strong-cyclic planning
1. If S0 ⊆ S or π¯ = ∅ then return FALSE
2. return TRUE
end-function
Fig. 5. Pseudocode for the generic IsCandidate test. Above, S F is the set of all states in the F set in the current invocation of Yoyo.
Fig. 6. An illustration of the BDD representation of the propositional formula (p1 ∧ p2) ∨ ¬p3. The solid arrows represent the case where a proposition pi
is True and the dotted arrows represents the case where pi is False.
Finally in the strong-cyclic case, a requirement for π¯ to be a candidate solution is that from every state in π there
is an execution path in the execution structure Σπ¯ that ends at a live terminal state. In order to verify this requirement,
IsCandidate simply uses the WeakPreimage computation as in the weak-planning case (in order to remove from π the states
for which there is an execution path that reaches a live terminal state) and the Good-Policy subroutine as in the strong-
planning case (in order to check that π is empty and hence there is no state that has no execution path to a live terminal
state). This combination is suﬃcient to differentiate between the “fair” and “unfair” executions of π¯ .
5. Yoyo’s BBD-based implementation
Binary Decision Diagrams (BDDs) [4] are probably the best-known data structures that encode propositional formulae
to compactly represent ﬁnite state automata (or in our case, nondeterministic planning domains). A BDD is a directed
acyclic graph structure that represents a propositional logical formula in a canonical form. Each proposition in the formula
corresponds to a node in a BDD that has exactly two outgoing edges: one of the edges represents the case where the
proposition is true and the other represents the case where it is false. There are only two terminal nodes in a BDD; these
nodes represent the two logical truth values true and false.
As an example, Fig. 6 shows an illustration of the BDD representation of the following propositional formula:
(p1 ∧ p2) ∨ ¬p3,
where each pi is a proposition, and the solid and the dotted edges outgoing from each pi represent the cases where pi is
true and false, respectively.
The truth value of a logical formula is evaluated by traversing the BDD representation of it. The traversal starts from the
root node (i.e., the node that does not have any incoming edges into it), ﬁrst evaluates the proposition represented by that
node, and then, follows the edge that corresponds to the result of that evaluation to determine the next proposition. This
traversal continues until it reaches to a terminal node that speciﬁes the truth value of the logical formula.
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As an example, suppose that in a state of the world, p1 is False, and p2 and p3 are True, so the above formula is False.
The evaluation of this formula to this fact is done over the BDD of Fig. 6 as follows. We start from the p1 node. Since p1 is
False, we follow the dotted arrow out of this node, coming to the p3 node. Since p3 is True, we follow the solid arrow out
of p3 and end up in the False node. Note that this is correct since ¬p3 is False, and therefore, the entire formula is False.
The above example also demonstrates that BDDs can be combined to compute the negation, conjunction, or disjunction
of propositional formulas. Two BDDs are combined by taking the union of the directed acyclic graph structure of both and
by performing bookkeeping operations over the edges between the nodes of the combined BDD in order to achieve the
desired negation, conjunction, or disjunction. The combination of two BDDs, say b1 and b2, can be performed in quadratic
time O (|b1| |b2|), where |bi | is the size of bi [4].
Like MBP, Yoyo uses BDDs to compactly represent sets of states and sets of transitions among those states. This requires
two kinds of symbols to be deﬁned: propositional symbols that describe the state of the world and one propositional symbol
for each action in a given planning domain.
A set S of states is represented as a BDD that encodes the logical formula of the state propositions that are true in all of
the states in S . A set S1 ∪ S2 of states is represented by a BDD that combines the two BDDs for S1 and S2, respectively, in
order to represent the disjunction of the logical formulae that correspond to those BDDs. Similarly, S1 ∩ S2 is represented
by a BDD that encodes the conjunction of the two logical formulae.
A state transition (s, s′) such that s′ ∈ γ (s,a) for some action a is encoded as a logical formula, and therefore as a BDD,
that is a conjunction of three subformulas: a formula of state propositions that hold in the state s, the proposition that
represents the action a, and a formula of state propositions that hold in the state s′ . Similarly, the state transitions that
describe the set-based state-transition function γ¯ (S,a) can be encoded as a BDD that is a combination of BDDs for S , a,
and D , where D is the BDD that encodes every possible state transition in a given planning domain.
Suppose, at a particular iteration, Yoyo selects (S,χ) from its F set, where S is a set of states that is encoded as a BDD
and χ is the HTN to be accomplished in the states of S . Let t be a task in χ that has no predecessors. If t is a primitive task
(i.e., an action), then Yoyo ﬁrst generates a BDD that represents the conjunction of the preconditions of t and the formula
that represents the set S of states. Then, Yoyo combines the BDD for the applicability conditions of t with the one that
represents S such that the combination of the two BDDs represent the conjunction of the logical formulae that represent
them. The combined BDD represents the set S ′ of states in which t is applied in order to generate a BDD that represents
the set of all possible successor states.
If t is not a primitive task, then Yoyo ﬁrst nondeterministically chooses a method m applicable to t in some state s ∈ S .
To make that choice, Yoyo ﬁrst generates a BDD that represents the conditions that must be held in the world so that m
could be applied to t . Then, the computation of the subset S ′ of S (see Line 16 of Fig. 4) is reduced to combining the BDD
for the applicability conditions of m with the one that represents S such that the combination of the two BDDs represent
the conjunction of the logical formulae that represent them.
Fig. 7 shows an illustration of how Yoyo uses BDDs to apply a method m to a task t in a given set S of states. In
particular, we will use the same method we used as an example in Section 2.2:
method north_chase for the task chase_prey:
applicability conditions: the hunter is at the (x,y) location, and the prey is not caught, and the prey is to the north
subtasks: (1) move_north, (2) chase_prey
constraints: do subtask (1) before subtask (2)
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of a 3× 3 grid. The current task is chase-prey. Given that the hunter is at the (2,0) location, Line 16 of Yoyo are performed
as follows. Yoyo nondeterministically selects a method and generates a BDD that represents the following logical formula
for the method’s applicability conditions:




(prey_loc_x= i ∧ prey_loc_y = j).
Then, Yoyo combines the BDD for the above formula with the one that represents the set S of states so that the combined
BDD represents the conjunction of two BDDs in order to compute the subset S ′ of S where the method m is applicable to
t in every state s ∈ S ′ . In our example, these states are shown in Fig. 7(b). If there are no paths in the combined BDD that
end in the true node, then this means that the method is not applicable in S . Otherwise, the paths in the combined BDD
that end in the true node represent the subset of S in which the method is applicable.
Finally, Yoyo computes the BDD that represents the set difference S − S ′ , which denotes the states of S in which another
method should be applied to t (see the states shown in Fig. 7(c)). The set S − S ′ of states correspond to the logical formula
f ∧ ¬ f ′ , where f and f ′ are the two logical formulas that represent the sets S and S ′ , respectively.
The other set-based operations in Yoyo are performed in a similar manner.
6. Formal properties
This section presents theorems showing the soundness and completeness of Yoyo. The full proofs of the theorems are
given in Appendix A.
Theorem 1. Yoyo always terminates.
The soundness and completeness of Yoyo depends on the soundness and completeness of the IsCandidate function, as
Yoyo decides if a policy is a candidate solution based on this function and eliminates a policy for which this function returns
False.
Theorem 2. Let P = (Σ, S0,G,χ0,M) be a nondeterministic HTN planning problem. Let π¯ be a set-based policy and let T π¯ be the set
of terminal states of π¯ .
If π¯ is a candidate solution for P , then IsCandidate(π¯ , T π¯ ,G, S0) returns True. Otherwise, IsCandidate(π¯ , T π¯ ,G, S0) returns
False.
Theorem 3. Suppose P = (Σ, S,G,χ,M) is a nondeterministic HTN planning problem.
(1) If Yoyo(F0,G,M, π¯0), where F0 = {(S,χ)} and π¯0 = ∅, returns a policy π for P , then π weakly, strongly, or strong-cyclicly
accomplishes χ from S using the methods in M.
(2) If there is no solution policy for P that accomplishes χ from S given M, then Yoyo returns Failure.
The following theorem establishes the soundness of the Yoyo planning procedure:
Theorem 4. Suppose Yoyo returns a policy π for a nondeterministic HTN planning problem P = (Σ, S0,G,χ,M). Then π is a solution
for P .
Theorem 5. Suppose P = (Σ, S,G,χ,M) is a solvable nondeterministic HTN planning problem. Then, Yoyo returns a policy π for P
that weakly, strongly, or strong-cyclicly solves P .
The above theorem establishes the completeness of Yoyo since the nondeterministic choice point of the Yoyo algorithm
in Line 16 of Fig. 4 will allow the planner to consider every decomposition of χ that will generate a solution (if there is
one) given the methods in M .
7. Experimental evaluation
The current implementation of Yoyo is built on both the ND-SHOP2 and the MBP planning systems. The core of the
planner is implemented in Common Lisp like ND-SHOP2 is. However, Yoyo also includes C/C++ components for some BDD-
based functionality to represent and manipulate sets of states, sets of state-transitions, and policies. Yoyo does not use any
of the planning algorithms implemented in MBP, but it implements a bridge from Common Lisp to MBP’s implementation
for accessing and using MBP’s BDD manipulation machinery during planning.
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We evaluated Yoyo’s performance in three planning domains: the Hunter–Prey domain mentioned in Section 1, the Robot
Navigation domain that was used in [2] as one of the testbeds for MBP, and the Nondeterministic Blocks World domain that
was used in [3] as a testbed for ND-SHOP2. The subsequent sections present and discuss the results of our experiments in
these domains.
7.1. Comparisons of the planners’ time performance
7.1.1. Hunter–Prey
In the Hunter–Prey domain, the world is an n × n grid in which the planner is a hunter that is trying to catch one
or more prey. The world is fully-observable in the sense that the hunter can always observe the location of the prey. The
hunter has ﬁve possible actions; move north, south, east, or west, and catch (the latter is applicable only when the hunter
and prey are in the same location). The prey has also ﬁve actions: the four movement actions plus a stay-still action—but
instead of representing the prey as a separate agent, its possible actions are encoded as the nondeterministic outcomes for
the hunter’s actions. The hunter moves ﬁrst and the prey moves afterwards in this domain.
All experiments in this domain were run on an AMD Duron 900 MHz laptop with 256 MB memory, running Linux Fedora
Core 2. For ND-SHOP2 and Yoyo, we used Allegro Common Lisp v6.2 Free Trial Edition in these experiments. The time limit
was for 40 minutes.7
Experimental Set 1. In these experiments, we compared Yoyo to ND-SHOP2 and MBP in hunter–prey problems with increas-
ing grid sizes and with only one prey so that the nondeterminism in the world is kept at a minimum for the hunter.
Fig. 8 shows the results of the experiments for grid sizes n = 5,6, . . . ,13. For each value for n, MBP, ND-SHOP2, and
Yoyo were run on 20 randomly-generated problems. This ﬁgure reports the average running times required by the planners
on those problems.
Each time ND-SHOP2 and MBP had a memory overﬂow or they could not solve a problem within out time limit, we
ran them again on another problem of the same size. Each data point on which there were more than ﬁve such failures
is omitted in this ﬁgure, but the data points where it happened 1 to 5 times are included. Thus the data shown in Fig. 8
make the performance of ND-SHOP2 and MBP look better than it really was—but this makes little difference since they
performed much worse than Yoyo.
For grids larger than n = 10, ND-SHOP2 was not able to solve the planning problems due to memory overﬂows. This is
because ND-SHOP2 cannot reason over sets of states; rather, it has to reason about each state explicitly. However, in this
domain, reasoning over clusters of states is possible and effective; for example, in every grid position that the hunter is in
and that the prey is to the north of the hunter, the hunter will need to move to the north—i.e., the hunter will take the
same north action in all of those states. Representing all of such states as a cluster and planning over such clusters is the
main difference between the performances of Yoyo and ND-SHOP2 in this domain.
7 As in [12], the CPU times for MBP’s includes both its preprocessing and search times. Omitting the preprocessing times would not have signiﬁcantly
affected the results: they were never more than a few seconds, and usually below one second.
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Note also that this domain admits only high-level search strategies such as “look at the prey and move towards it”.
Although this strategy helps the planner prune a portion of the search space, such pruning alone does not compensate for
the explosion in the size of the explicit representations of the search space for the problems.
On the other hand, both Yoyo and MBP were able to solve all of the problems in these experiments. The difference
between the performances of Yoyo and ND-SHOP2 demonstrates the impact of the use of BDD-based representations of
clusters of states and state transitions as mentioned above: Yoyo, using the same HTN-based pruning heuristic as ND-SHOP2,
was able to scale up as good as MBP since it is able to exploit BDD-based representations of the problems and their
solutions.
In order to see how Yoyo performs in larger problems compared to MBP, we have also experimented with Yoyo and MBP
in much larger grids. Fig. 9 shows the results of these experiments in which, using the same setup as above, we varied the
size of the grids in the planning problems as n = 5,10,15, . . . ,45,50.
These results (see Fig. 9) show that as the grid size grows, Yoyo’s running time increases much more slowly than MBP’s.
This happens for the following reasons.
(1) Even though Yoyo does a forward search, its HTN-based search-control mechanism provides it with an ability analogous
to that of MBP’s backward search: the HTNs do a good job of eliminating actions that aren’t relevant for achieving the
goal.
(2) Yoyo’s forward search enables it to consider only those states that are reachable from the initial states of the planning
problems. In contrast, MBP’s backward-chaining algorithms explore states that are not reachable from the initial states
of the problems at all.
(3) Yoyo’s use of BDDs enables it to compress the state space like MBP does. The main difference here is that in MBP,
the BDDs arise naturally from the backward search’s subgoal chaining; but in Yoyo’s forward search, it is necessary to
explicitly look for sets of states that are “equivalent” (in the sense that the same actions are applicable to all of them)
and formulate BDDs to represent these sets.
Experimental Set 2. In order to further investigate the effect of using BDD-based representations in Yoyo, we used a variation
of the Hunter–Prey domain, where there are more than one prey, and the prey i cannot move to any location within the
neighbourhood of prey i + 1 in the world. In such a setting, the amount of nondeterminism for the hunter after each of its
move increases combinatorially with the number of prey in the domain. Furthermore, the BDD-based representations of the
underlying planning domain explode in size under these assumptions, because the movements of the prey are dependent
to each other.
In this adapted domain, we provided to ND-SHOP2 and Yoyo a search-control strategy that tells the planners to chase
the ﬁrst prey until it is caught, then the second prey, and so on, until all of the prey are caught. Note that this search-control
strategy allows for abstracting away from the huge state space: when the hunter is chasing a prey, it does not need to know
the locations of the other prey, and therefore, it does not need to reason and store information about those locations.
We varied the number of prey from p = 2 to p = 6 in a 4 × 4 grid world and compared the running times of MBP,
ND-SHOP2, and Yoyo. Fig. 10 shows the results. Each data point is an average of the running times of all three planners
on 20 randomly-generated problems for each experiment with different number of prey. As before, each time ND-SHOP2
and MBP had a memory overﬂow or they could not solve a problem within out time limit, we ran them again on another
problem of the same size. Each data point on which there were more than ﬁve such failures is omitted in this ﬁgure, but
the data points where it happened 1 to 5 times are included.
The results in Fig. 10 demonstrate the power of combining HTN-based search-control strategies with BDD-based repre-
sentations of states and policies in our planning problems: Yoyo was able to outperform both ND-SHOP2 and MBP. The
running times required by MBP grow exponentially faster than those required by Yoyo with the increasing size of the prey,
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Table 1
Average running times in seconds for MBP, ND-SHOP2, and Yoyo on Hunter–Prey problems with increasing number of prey and increasing grid size.
2 prey
Grid MBP ND-SHOP2 Yoyo
3× 3 0.343 0.78 0.142
4× 4 0.388 3.847 0.278
5× 5 1.387 18.682 0.441
6× 6 3.172 76.306 0.551
3 prey
Grid MBP ND-SHOP2 Yoyo
3× 3 1.1 1.72 0.329
4× 4 11.534 12.302 0.521
5× 5 133.185 58.75 0.92
6× 6 368.166 250.315 1.404
4 prey
Grid MBP ND-SHOP2 Yoyo
3× 3 29.554 3.256 0.448
4× 4 492.334 31.591 0.759
5× 5 >40 mins 176.49 1.818
6× 6 >40 mins 547.911 3.295
5 prey
Grid MBP ND-SHOP2 Yoyo
3× 3 233.028 5.483 0.655
4× 4 >40 mins 56.714 1.275
5× 5 >40 mins 304.03 3.028
6× 6 >40 mins memory-overﬂow 7.059
6 prey
Grid MBP ND-SHOP2 Yoyo
3× 3 2158.339 8.346 0.781
4× 4 >40 mins 73.435 1.786
5× 5 >40 mins 486.112 5.221
6× 6 >40 mins memory-overﬂow 11.826
since MBP cannot exploit HTN-based pruning heuristics. Note that ND-SHOP2 performs much better than MBP in these
experiments.
Experimental Set 3. Our ﬁnal set of experiments with the Hunter–Prey domain was designed to further investigate Yoyo’s
performance compared to that of ND-SHOP2 and MBP on problems with multiple prey and with increasing grid sizes. In
these experiments, the number of prey were varied from p = 2 to p = 6, and the grid sizes were varied from n = 3 to n = 6.
Table 1 reports the average running times required by Yoyo, MBP, and ND-SHOP2 in these experiments. Each data point
is an average of the running times of all three planners on 20 randomly-generated problems for each experiment with
different p and n combinations. These results provide further proof for our conclusions in the previous experiments. Search-
control strategies helped both Yoyo and ND-SHOP2, because they both outperformed MBP with an increasing number of
prey. However, with increasing grid sizes, ND-SHOP2 ran into memory problems due to its explicit representations of states
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packages, when none of the doors in the domain are kid doors (i.e., k = 0).
Fig. 12. Average running times in seconds for ND-SHOP2, Yoyo and MBP on problems in the Robot Navigation domain as a function of the number of
packages, when all of the doors in the domain are kid doors (i.e., k = 7).
and solutions of the problems. Yoyo, on the other hand, was able to cope with very well both with increasing the grid sizes
and the number of prey in these problems.
7.1.2. Robot Navigation
The Robot Navigation domain is a standard benchmark that has been used for experimental evaluation of MBP [2,12,
13]. This domain is a variant of a similar domain described in [14]. It consists of a building with 8 rooms connected by 7
doors. In the building, there is a robot and there are a number of packages in various rooms. The robot is responsible for
delivering packages from their initial locations to their ﬁnal locations by opening and closing doors, moving between rooms,
and picking up and putting down the packages. The robot can hold at most one package at any time. The domain’s source
of nondeterminism is a “kid” that can close any open doors that has been designated as a “kid-door”.
We compared Yoyo, ND-SHOP2 and MBP with the same set of experimental parameters as in [12]: the number of
packages n ranged from 1 to 5, and the number of kid-doors k ranged from 0 to 7. For each combination of n and k, we
generated 20 random problems, ran the planners on the problems, and averaged the CPU time for each planner.8
All experiments in this domain were run on a MacBook laptop computer with 2.16 GHz Intel Core Duo processor, running
Fedora Core 6 Linux on a virtual machine with 256 MB memory. For ND-SHOP2 and Yoyo, we used Allegro Common Lisp
v8.0 Enterprise Edition in these experiments. The time limit was 1 hour.
Figs. 11 and 12 show the experimental results with varying number of objects n = 1, . . . ,5 when there are no kid-doors
(i.e., k = 0) and all of the doors are kid-doors (i.e., k = 7), respectively. In these experiments, both ND-SHOP2 and Yoyo was
able to outperform MBP. Here are the reasons for our experimental results:
• ND-SHOP2 vs. Yoyo. In ND-SHOP2 and Yoyo, we used an HTN-based search-control strategy that tells these planners to
“select a package, load it, and deliver it to its destination, while ignoring all the other packages. Once that package is
delivered, select another one and deliver it, and continue with this process until all of the packages are delivered”. This
strategy induces a sub-strategy in HTNs for search control that we also encoded in our HTNs: that is, the robot only
needs to consider the status of the door in front of it (i.e., whether the door that is in front of the robot and that the
robot needs to go through in order to pick up or deliver the currently-selected package, while ignoring the status of
8 As in [12], the CPU times for MBP’s includes both its preprocessing and search times. Omitting the preprocessing times would not have signiﬁcantly
affected the results: they were never more than a few seconds, and usually below one second.
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a set of states, because some of the atoms are designated as “don’t care”: we don’t care about any door other than
the one in front of the robot. This compresses the state representations and the search space in a manner similar to a
BDD; hence in these experiments ND-SHOP2’s performance was similar to Yoyo’s. In fact, ND-SHOP2’s performance was
slightly better Yoyo in these experiments, because ND-SHOP2 did not have the overhead incurred by Yoyo’s BBD-based
manipulation functionality.
• MBP vs. ND-SHOP2 and Yoyo. Unlike ND-SHOP2 and Yoyo, MBP was not able to exploit the HTN-based search-control
strategies mentioned above, hence it needed to search a much larger search space. Furthermore, its backward breadth-
ﬁrst search considered many states that were not reachable from the initial states of the experimental problems. This
hurt MBP performance signiﬁcantly, despite its use of BDDs.
7.1.3. Nondeterministic Blocks World
The nondeterministic Blocks World domain contains the same state space and the same set of actions as the original
Blocks World domain does, except that an action in this version may have its intended outcome that is the same outcome it
has in the classical case but it may also drop the block on the table (e.g., in the case the gripper is slippery).
We compared Yoyo, ND-SHOP2, and MBP in the following experimental setup. We varied the number of blocks in the
world b = 3, . . . ,10. For each world with b many blocks, we randomly generated 20 planning problems and ran the planners
on these problems, and measured the average CPU times of the planners.
We used the same experimental setup as in the previous section. In particular, we ran all our experiments on a MacBook
laptop computer with 2.16 GHz Intel Core Duo processor, running Fedora Core 6 Linux on a virtual machine with 256 MB
memory. For ND-SHOP2 and Yoyo, we used Allegro Common Lisp v8.0 Enterprise Edition in these experiments. The time
limit was 1 hour.
Fig. 13 shows the results of these experiments. As before, both ND-SHOP2 and Yoyo were able to outperform MBP. The
reason for ND-SHOP2 and Yoyo’s outperforming results is that in nondeterministic Blocks World, there is an HTN strategy
for these planners that says “if the gripper drops a block on the table, it should pick it up immediately before doing anything
else”. This strategy enabled the ND-SHOP2 and Yoyo to always generate polynomial-sized solutions, whereas MBP generated
exponential-sized solutions since it could not use such HTN-based strategies.
As before, the BDD-based representations used in MBP’s backward search algorithms did not help it much since in this
domain, the solution policies generally require different actions for different states, rather than using the same action in a
large set of states.
For example, whether we should unstack a block from the top of a tower may depend on whether we can move it to its
goal position or whether there is another block underneath that can be moved to its goal position. MBP’s backward search
algorithms cannot use such knowledge to guide their search; ND-SHOP2 and Yoyo’s HTNs, on the other hand, can easily
encode such knowledge as a part of their search control.
In Fig. 13 it is diﬃcult to compare Yoyo’s and ND-SHOP2’s CPU times because they both appear to be coincident with
the x axis. To make the comparison easier, Fig. 14 gives a semi-logarithmic plot of the same data. This ﬁgure shows that
both planners are running in polynomial time in this domain (curve-ﬁtting shows that the running times of both planners
are Θ(n5), where n is the number of blocks). The reason that ND-SHOP2 runs faster is twofold. First, Yoyo’s BDD manip-
ulation operations require substantial overhead. Second, in the blocks world the BDD operations do not provide signiﬁcant
compression of the search space. On the other hand, the HTNs used in Yoyo and ND-SHOP2 worked quite well, hence both
of these planners performed much better than MBP.
Fig. 13. Average running times in seconds for ND-SHOP2, Yoyo and MBP on problems in the nondeterministic Blocks World as a function of the number of
blocks.
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Fig. 15. Average solution sizes for Yoyo and MBP on Hunter–Prey problems with one prey and varying grid size.
7.2. Comparisons of the sizes of the planners’ solutions
To the best of our knowledge, no good measure of solution quality has yet been devised for nondeterministic planning
problems. One might like to measure something like a solution’s average-case or worst-case execution length, but neither of
these is possible. A solution’s average-case execution length is undeﬁned because there are no probabilities on the actions’
outcomes. If a solution contains a cycle, then there will be inﬁnitely many fair executions, with no ﬁnite bound on their
length.
Lacking any better measure of plan quality, we measured the sizes of the solution policies produced by the planners. As
our measure of size, we used the number of terms in the policy representations produced by the planners. In ND-SHOP2,
this is the sum, over all state-action pairs in the policy, of the number of atoms in the state plus the additional term that
speciﬁes the action. In Yoyo and MBP, it is the number of propositions in the BDD representation of the policy (we don’t
need to count actions separately, because they’re represented by propositions in the BDD).
Fig. 15 shows the sizes of the solutions generated by Yoyo and MBP in the Hunter–Prey problems with one prey and
varying grid size. ND-SHOP2 does not appear in this ﬁgure for the same reason it didn’t appear in Fig. 9: it was unable
to handle grid sizes this big. These results show that MBP’s solutions are smaller in size than those produced by Yoyo.
The reason for this is that MBP has an option for doing boolean simpliﬁcation on the BDDs it generates, and we used
that option in our experiments.9 Yoyo, although it is based on MBP’s BDD implementations, does not use any boolean
simpliﬁcation mechanisms.10
Fig. 16 shows the sizes of the solutions generated by all three planners in Hunter–Prey problems with varying number
of prey in a ﬁxed 4× 4 grid. Even with boolean simpliﬁcation, MBP’s solutions were quite large. The reason was that MBP
needed to specify the locations of the prey explicitly because the prey’s movements depended on each other (recall that a
prey cannot move to a location that is next to another prey). Yoyo’s solutions were much smaller because its HTNs enabled
it to generate policies that focus on one prey at a time, ignoring the others.
Similarly, in the Robot Navigation and nondeterministic Blocks World domains, Yoyo generated smaller solution policies
than MBP and ND-SHOP2, as shown in Figs. 17 and 18.
9 We also tried running MBP with its boolean-simpliﬁcation option turned off. In this case, MBP’s solutions were 1 to 2 orders of magnitude larger than
they had been with boolean simpliﬁcation, and were 5 to 6 times larger than the solutions generated by Yoyo.
10 To use MBP’s built-in boolean simpliﬁcation mechanisms for this purpose would have required a very tight integration of Yoyo and MBP, which would
have made it hard for Yoyo to use HTNs in the way it does in the current design.
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Fig. 17. Average solution sizes for ND-SHOP2, Yoyo and MBP on problems in the Robot Navigation domain as a function of the number of the objects, when
all of the doors in the domain are kid doors (i.e., k = 7).
Fig. 18. Average solution sizes for ND-SHOP2, Yoyo and MBP on problems in the nondeterministic Blocks World domain as a function of the number of the
blocks.
8. Related work
Probably the ﬁrst work in a similar vein to ours is described in [15], which is a breadth-ﬁrst search algorithm over an
AND-OR tree that can be used to generate conditional plans and to interleave planning and execution in nondeterministic
domains. Other early attempts to extend classical planning to nondeterministic domains include the Cassandra planning
system [16], CNLP [17], Plinth [18], UCPOP [19], and Mahinur [20]. These algorithms do not perform as well as more mod-
ern planners such as MBP and ND-SHOP2. Furthermore, these conditional planning techniques usually generate solutions in
the form of directed acyclic graphs; thus, they do not address the problem of inﬁnite paths and of generating trial-and-error
strategies.
QBFPlan, a generalization of SATPlan [21], was introduced in [22]. QBFPlan translates a nondeterministic planning prob-
lem into a satisﬁability problem over Quantiﬁed Boolean Formulas (QBFs). The QBF problem is then fed to an eﬃcient QBF
solver such as the one described in [23]. QBFPlan generates conditional plans that are bounded in length by a parameter
speciﬁed as input. If a solution cannot be found within the current length, then the algorithm extends this bound and starts
all over again. As its satisﬁability based predecessors, QBFPlan does not seem to scale up to large planning problems.
One of the earliest attempts to use model-checking techniques for planning under nondeterminism was ﬁrst introduced
in [14]. SimPlan, the planning system described in [14], is developed for generating plans in reactive environment, where
such plans specify the possible reactions of the world with respect to the actions of the plan. Note that such reactions can
be modeled as nondeterministic outcomes of the actions. SimPlan models the interactions between the environment and
the execution of a plan by using a state-transition system, which speciﬁes the possible evolutions of the environment due
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as in the classical TLPlan algorithm [24], which, in fact, takes its roots from SimPlan.
The SimPlan planner is based on model checking techniques that work over explicit representations of states in the
state space; i.e., the planner represents and reasons explicitly about every state visited during the search. Symbolic model-
checking techniques, such as Binary Decision Diagrams (BDDs), to do planning in nondeterministic domains under the
assumptions of fully-observability and classical reachability goals was ﬁrst introduced in [25,26].
BDDs enable a planner to represent a class of states that share some common properties and the planning is done
by transformations over BDD-based representations of those states. In some cases, this approach can provide exponential
reduction in the size of the representations of planning problems, and therefore, exponential reduction in the times required
from those problems, as both demonstrated in this paper and in previous works [2,13].
The planning algorithms developed within this approach aim to generate solutions in nondeterministic planning domains
that are classiﬁed as weak (at least one execution trace will reach a goal), strong (all execution traces will reach goals), and
strong-cyclic (all “fair” execution traces will reach goals) [7–9]. [2] gives a full formal account and an extensive experimental
evaluation of planning for these three kinds of solutions.
Planning as model checking has been extended to deal with partial observability [27,28]. In these works, belief states are
deﬁned as sets of states that represent common observations, and compactly implemented by using BDDs. Planning is done
by performing a heuristic search over an AND-OR graph that represents the belief-state space. It has been demonstrated in
[28] that this approach outperformed two other planning algorithms developed for nondeterministic domains with partial
observability; namely GPT [29] and BBSP [30].
Planning with temporally extended goals in nondeterministic planning domains has been also investigated in several
works, including [12,13,28,31]. The MBP planner [1] that is used as a benchmark in the experimental evaluations described
in this paper is capable of handling both complex goals and partial observability.
Other planning algorithms that are based on model checking techniques include the UMOP planner, described in [32–
34] is a symbolic model-checking based planning framework and a novel algorithm for strong and strong-cyclic planning
which performs heuristic search based on BDDs in nondeterministic domains [34]. Heuristic search provides a performance
improvement over the unguided BDD-based planning techniques on some toy examples (as demonstrated in [34]), but the
authors also discuss how the approach would scale up to real-world planning problems.
Planning based on Markov Decision Processes (MDPs) [35] aims to solve planning problems with actions with more than
one possible outcome, but this approach models those outcomes using probabilities and utility functions, and formulates the
planning problems as optimization problems. In MDPs, a policy is usually a total function from states to actions, whereas
model-checking approaches allow a policy to be partial. In problems that can be solved either by MDPs or by model-
checking-based planners, the latter has been empirically shown to be more eﬃcient [29].
Finally, several other approaches have been developed for planning under nondeterminism, mostly focusing on condi-
tional and conformant planning. These approaches extended classical planning techniques based on planning graphs [36]
and satisﬁability [21]. Satisﬁability based approaches, such as the ones described in [37–39], are limited to only confor-
mant planning, where the planner has nondeterministic actions and no observability. The planning-graph based techniques
[40–45] can address both conformant planning and a limited form of partial observability.
In [3], the authors present a generalization technique to transport the eﬃciency improvements that has been achieved for
forward-chaining planning in deterministic domains over to nondeterministic case. Under certain conditions, they showed
that a “nondeterminized” algorithm’s time complexity is polynomially bounded by the time complexity of the classical (i.e.,
deterministic) version. ND-SHOP2 is an HTN planner developed using this technique for SHOP2 [5]. Yoyo, our HTN planner
we described in this work, is built on both ND-SHOP2 and MBP.
9. Conclusions
We have described the Yoyo planning algorithm, which combines ND-SHOP2’s HTN-based search-control with MBP’s
BDD-based symbolic model-checking techniques. We have presented theoretical results on Yoyo’s soundness, completeness,
and termination properties, and have compared it experimentally to both ND-SHOP2 and MBP. In our experiments, Yoyo
always ran much faster than at least one of ND-SHOP2 and MBP, and usually ran faster than both of them.
It would also be possible to develop variants of Yoyo that do use temporal-logic control formulas such as those in TLPlan
[24] and TALplanner [46], rather than using HTN decomposition. Appendix B discusses this in further detail, but here is a
brief summary. Consider how the search-control works in TLPlan. In a state s, TLPlan computes all actions applicable to s
such that γ (s,a) satisﬁes the logical formula Progress(s, f ), where f is a search-constraint formula [24]. Given a set S of
states, a variant of Yoyo using TLPlan’s search-control formulas would split the set S by generating an action a such that
(1) a is applicable in some of the states in S and (2) all of the successor states must satisfy the formula Progress(s, f ). This
will require the formula f be a disjunction of smaller control-rule formulas, in which each disjunct addresses a possible
outcome of an action or possible outcomes of a group of actions.
In the near future, we are interested in extending Yoyo to work with sets of HTN methods that are “incomplete” in
the sense that they can only solve part of a planning problem rather than all of it. An analogous approach has recently
been developed for classical planning, namely the Duet planner [47], which combines the SHOP2 HTN planner [5] with
the LPG domain-independent planner [48]. Experimental studies have shown that even a small amount of HTN-planning
688 U. Kuter et al. / Artiﬁcial Intelligence 173 (2009) 669–695knowledge—much less than the amount that SHOP2 would need to work effectively by itself—can enable Duet to solve
planning problems easily that LPG would have great diﬃculty solving. We believe a similar kind of approach (perhaps a
combination of Yoyo and MBP) may work well in nondeterministic planning domains.
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Appendix A. Proofs of the theorems
This appendix presents the theorems stated in Section 6 and the proofs of those theorems.
Theorem 1. Yoyo always terminates.
Proof. The only possible situation in which Yoyo would not terminate is that the F set never becomes empty. However, this
cannot happen because the state spaces of the planning problems are ﬁnite, and at the beginning of each invocation, the
Yoyo removes the states that it already visited from the states of the F set. Therefore, Yoyo never visits a state more than
once, and it does not caught in inﬁnite search traces during planning. Thus, the theorem follows. 
The soundness and completeness of Yoyo depends on the soundness and completeness of the IsCandidate function, as
Yoyo decides if a policy is a candidate solution based on this function and eliminates a policy for which this function returns
False.
Theorem 2. Let P = (Σ, S0,G,χ0,M) be a nondeterministic HTN planning problem. Let π¯ be a set-based policy and let T π¯ be the set
of terminal states of π¯ .
If π¯ is a candidate solution for P , then IsCandidate(π¯ , T π¯ ,G, S0) returns True. Otherwise, IsCandidate(π¯ , T π¯ ,G, S0) returns
False.
Proof. Note that the IsCandidate test shown in Fig. 5 does not involve checking HTN accomplishment; this test is designed
only for verifying whether the candidate policy π satisﬁes the requirements of being a weak, strong, or strong-cyclic solution
policy according to the deﬁnitions in Section 2.
Note also that the IsCandidate test always terminates since it traverses backwards only over the states of a policy π¯ , and
π¯ is always ﬁnite by deﬁnition. The proof of the theorem is in three parts and the proof of each part is by contradiction.
Weak planning. Suppose π¯ is the input set-based policy to the IsCandidate test for weak planning. The algorithm performs
a backward search via successive WeakPreimage computations, and in doing so, it generates all of the possible paths in the
execution structure Σπ¯ that end in a terminal state. At the end of this traversal, IsCandidate computes the set S of the
states such that from each state s in S , there is a path that reaches to a terminal state in the execution structure Σπ¯ . If
there is an initial state s0 ∈ S0 that is not in S , then this means that there is no execution starting from s0 and ending in a
terminal state in Σπ¯ . In that case, IsCandidate returns False. Otherwise, it returns True. Note that if there is no execution
that ends in a terminal state in Σπ¯ for an initial state s0, this means that the policy π¯ is not a candidate weak solution for
the planning problem P .
To show that IsCandidate does not return any false positives and false negatives, suppose π¯ is a candidate weak solution
for P . By the deﬁnition of candidate weak solutions, π¯ speciﬁes one or more execution paths for each initial state s0 ∈ S0
that ends in a terminal state in T π¯ . Assume that the invocation IsCandidate(π¯ , Stπ¯ ,G, S0) returns False. The only case in
which IsCandidate returns False is when it traverses all paths in the execution structure Σπ¯ and detects that there exists
at least one initial state s0 in S0 such that s0 is not visited by the backward search. However, since we assumed that π¯ is
a candidate weak solution, this is a contradiction by the deﬁnition of candidate weak solutions.
Now suppose π¯ is not a candidate weak solution and IsCandidate(π¯ , Stπ¯ ,G, S0) function returns True. IsCandidate returns
True only if for each initial state s0 ∈ S0, there exists at least one path in the execution structure Σπ¯ that starts in s0 and
ends in a goal or non-goal terminal state. However, since π¯ is not a candidate solution, there must be at least one initial
state for which this does not hold, a contradiction.
Thus, the theorem follows for weak planning.
Strong planning. The IsCandidate computation for strong planning is similar to that for weak planning in that it generates
all of the execution paths in the execution structure Σπ induced by π by doing a backward search from the terminal states
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is that in the former case, IsCandidate does its backward search by performing successive StrongPreimage operations.
During the backward search, IsCandidate removes the state-action pairs that it visits from the policy π . At the end of
this search, if there is a state-action pair, say (s,a), left in π¯ then this means that the state s has a successor state s′ such
that s′ is a π -ancestor of s. Thus, there is a cyclic path in the execution structure Σπ¯ and IsCandidate returns False and
this is correct by the deﬁnition of strong solutions to planning problems.
At the end of its backward traversal, IsCandidate generates the set S of states in π¯ such that from each state s in S , there
is a path that reaches to a terminal state in the execution structure Σπ¯ . As in the case of weak planning, if there exists at
least one initial state s0 in S0 such that s0 is not in S , the IsCandidate returns False.
If neither of the above checks hold, then IsCandidate returns True. This is correct since if both of the two checks above
do not fail for the input policy π¯ then, by deﬁnition, π¯ is a candidate strong solution.
To show that IsCandidate does not return any false positives and false negatives, suppose π¯ is a candidate strong solution
for P . Assume that the invocation IsCandidate(π¯ , Stπ¯ ,G, S0) returns False. This means that either or both of the two cases
mentioned above must be false given the input policy π¯ and the initial states S0. However, by the deﬁnition of candidate
strong solution, this cannot happen; hence, we have a contradiction.
Now suppose π¯ is not a candidate strong solution and IsCandidate(π, Stπ ,G, S0) function returns True. If IsCandidate
returns True, then both of the checks above must by satisﬁed by π¯ . However, since π¯ is not a candidate solution, we again
have a contradiction.
Therefore, the theorem follows for strong planning.
Strong-cyclic planning. The proof for this case is the same as the one for the strong-planning case, except that the
IsCandidate function only returns False for cyclic paths that do not have any possibility to reach to the goals. 
Theorem 3. Suppose P = (Σ, S,G,χ,M) is a nondeterministic HTN planning problem.
(1) If Yoyo(F0,G,M, π¯0), where F0 = {(S,χ)} and π¯0 = ∅, returns a policy π for P , then π weakly, strongly, or strong-cyclicly
accomplishes χ from S using the methods in M.
(2) If there is no solution policy for P that accomplishes χ from S given M, then Yoyo returns Failure.
Proof. Let π¯ be the set-based version of the policy π . Before going into the proof, we remark that although every time Yoyo
generates a pair (S, t), it ﬁrst updates the partial policy that is input to the current invocation and then passes the updated
policy to the next invocation, this is equivalent to take the pair (S, t), update the partial policy returned by a recursive
invocation, and return the updated policy.11 Thus, in the following, we establish the proof with the latter view of Yoyo’s
updates in mind.
Case 1. The proof of this case is in two parts. First suppose that Yoyo(F0,G,M, π¯0) returns the empty policy. Then, by the
deﬁnition of the Yoyo planning algorithm, S ⊆ G and χ must be the empty HTN. The proof is immediate: the correctness
checks in Lines 1–6 in the pseudo-code of Fig. 4 make sure that if every initial state in S is also a goal state and the task
network χ is the empty HTN, then Yoyo returns the empty policy in Line 7.
Now suppose Yoyo(F0,G,M, π¯0) returns a nonempty policy. The proof is by induction on n, the number of invocations
required by Yoyo in order to return π¯ .
Base Case (n = 1). In this case, the invocation Yoyo(F0,G,M, π¯0) returns the policy π¯ . This means that each initial state
of P is actually a goal state. Then, since Yoyo did not return Failure at this point at Line 2, then we also have that χ is the
empty HTN. Thus, Yoyo would remove the initial pair (S,χ) from F0 in Line 3, leaving F = ∅ and π¯ = π¯0 = ∅. So, it will
return the empty π¯ at Line 7, which accomplishes the empty HTN χ according to our HTN accomplishment deﬁnition in
Section 2.2.
Induction step. Let n > 1 and suppose that the theorem is true for every k < n. Let π¯ ′ be the current policy and let (S,χ)
is the pair Yoyo selected from F in this invocation. We have two possibilities.
• One possibility is that Yoyo updates the F set in Line 13 and goes to the next iteration. In this case, the current task
t in χ is primitive and Yoyo updates the F set with (γ¯ (S ′, t), τ (χ, s, t)) for the largest subset S ′ of S in which t is
applicable, and recursively invokes itself. Suppose this recursive invocation returns a policy π¯ ′′ . There are two cases:
◦ for every state s that appear in any pair the fringe F that was the input to the returned invocation, there is a state-
action pair (s,a) in π¯ ′′ for some action a. Then, by the induction hypothesis, we know that π¯ ′′ − (π¯ ′ ∪ {(S, t)})
accomplishes τ (χ, s, t) from γ¯ (S, t) using the methods in M . Thus, the partial policy π¯ ′′ ∪ {(S, t)} accomplishes the
current HTN χ .
◦ Otherwise, Yoyo calls itself recursively again with the updated fringe F (Line 27), where the states for which the
policy π¯ are removed from the pairs of F . Suppose this recursive invocation returns a policy, say π¯ ′′′ . Then, same
11 The reason that Yoyo ﬁrst updates the partial policy and then makes a recursive invocation with it is to be able to check candidacy over that policy.
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π¯ ′′′ − (π¯ ′′ ∪ {(S, t)}) accomplishes χ in S − S ′ .
• The other possibility is that Yoyo updates the F set in Line 18 and goes to the next iteration. In this case, the current
task t is not primitive and Yoyo updated the F set with two pairs (S ′, δ(χ, s,m, t)) and (S − S ′,χ) where m ∈ M is
a method that is applicable to t and S ′ is the subset of S such that the applicability-conditions of m are satisﬁed
in all states in S ′ . By the induction hypothesis, if Yoyo(F ,G,M, π¯ ′) returns a policy π¯ ′′ , then π¯ ′′ accomplishes both
δ(χ, s,m, t) from S ′ and χ from S − S ′ , using the methods in M .
Therefore, Case 1 of the theorem follows.
Case 2. We deﬁne the decomposition trace of χ as the sequence of primitive and nonprimitive task decompositions necessary
by an HTN planner to generate π¯ . Here, the decomposition of a primitive task is the application of that task in a state during
the planning process.
The proof is by contradiction. Suppose there is a solution policy π¯ for the planning problem P that accomplishes the
input HTN χ in the initial states S by using the methods in M . First, note that since π¯ is a solution policy, any partial policy
in the successive invocations of Yoyo would be a candidate policy, and therefore, Yoyo would never return Failure in Line 6
by Theorem 2.
We show that when Yoyo returns a failure, then there is no solution policy for P that accomplishes χ from S given M .
Suppose Yoyo returns Failure. This means that every nondeterministic trace of this invocation of Yoyo returns Failure. There
are four cases in which Yoyo could return Failure:
• There is a pair (S,χ) in F such that every state in S is a goal state, but χ is not the empty HTN. This means that χ
cannot be accomplished from S because the policy π¯ would never specify an action for any state in S .
• After Yoyo removes all the goal states from the states of F , there is a pair (S,χ) left in F such that χ is the empty HTN.
However, the policy π¯ would specify an action for a state in s if π¯ is a solution for P . Thus, π¯ does not accomplish the
HTN χ , by the deﬁnition of accomplishing an HTN given in Section 2.2.
• Yoyo selected a task t to accomplish in a set of states S and t is a nonprimitive task. In this case, Yoyo could return
Failure if there is no method m ∈ M that is applicable to t in S . This means that (1) there is no method in M for t , or
(2) the applicability-conditions of all of the methods in M for t are not satisﬁed in any of the states in S , or (3) there
is no set of methods for t such that the applicability conditions of each such method describes a subset of S and the
union of all such subsets is equal to S itself. Thus, χ cannot be accomplished from S , by the deﬁnition of accomplishing
an HTN.
• A recursive invocation of Yoyo returned Failure in Line 26. This could happen only when Yoyo returns Failure in any
of the above cases.
If the policy π¯ accomplishes the input HTN χ , this means that there should be at least one nondeterministic trace of
Yoyo in which none of the cases above would happen since Yoyo considers all possible ways of decomposing a task during
planning given the HTN χ and the set M of methods. Note that such a nondeterministic trace would include both recursive
invocations of Yoyo in Lines 25 and 29. Therefore, if Yoyo returns Failure, then there is no such nondeterministic trace given
the HTN methods in M , and thus, there is no solution policy π¯ that accomplishes the initial HTN χ from the initial states
S given the set of HTN methods M . 
The following theorem establishes the soundness of the Yoyo planning procedure:
Theorem 4. Suppose Yoyo returns a policy π for a nondeterministic HTN planning problem P = (Σ, S0,G,χ,M). Then π is a solution
for P .
Proof. Let π¯ be the set-based version of π and suppose one of the nondeterministic traces of Yoyo returns π¯ for P . The
proof is by induction on n, the number of invocations of Yoyo, given P , the initial HTN χ0 and a set of methods M .
Base Case (n = 1). In this case, Yoyo does not perform another recursive invocation, so it must return in Lines 2, 5, or 6 of
the pseudo-code shown in Fig. 4 since it did not return Failure. Thus, we must have F = ∅ and π¯ = ∅. This means that each
initial state of P is a goal state, and therefore, the initial pair (S0,χ0) is removed from F in Line 3. So, by the deﬁnition of
a solution of a nondeterministic planning problem, π¯ is a solution for P .
Induction step. Let n > 1 and suppose that the theorem is true for every k < n. By Theorem 2, we know that the partial
policy in every previous invocation was a candidate solution since the IsCandidate tests did not fail and Yoyo did not return
Failure.
Then we have two possibilities. Let π¯ ′ be the current policy in this invocation.
• One possibility is that Yoyo updates the F set in Line 13 and goes to the next invocation. In this case, the current task t
is primitive. Suppose S ′ is the largest subset of S in which t is applicable. This means that Yoyo updated π¯ ′ with (S ′, t)
and the F set with (γ¯ (S ′, t), τ (χ, s, t)) for some state s in S ′ .
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task t is not primitive and Yoyo updated the F set with two pairs (S ′, δ(χ, s,m, t)) and (S − S ′,χ) where m ∈ M is a
method that is applicable to t and S ′ is the subset of S such that all the states in S ′ are (t,m)-equivalent.
Suppose Yoyo generated the policy π¯ in the recursive invocation at Line 25. For every HTN χ that appears anywhere in




S ∩ Sπ¯ ,
and
Gχ = G ∪ Sπ¯ .
In the above, recall that Sπ¯ is the set of all states in the set-based policy π¯ .
From the induction hypothesis, we know that the policy π¯χ generated by Yoyo for each nondeterministic planning
problem Pχ is a solution for Pχ . That is, for each Pχ , there must be a nondeterministic trace of Yoyo that returns a policy
π¯χ such that π¯χ ⊆ (π¯ − π¯ ′); since, otherwise, Yoyo could not return π¯ for P .
By the above construction, if S − Sπ¯ is not the empty set a pair (S,χ) in F then the policy π¯ is not deﬁned in the states
of S − Sπ¯ and Yoyo must plan for those states in order to generate a solution. In Lines 26–27, the planner updates the fringe
set F as follows: if (S,χ) ∈ F and S − Sπ¯ = ∅ then Yoyo replaces the pair (S,χ) with (S − Sπ¯ ,χ).
For every HTN χ that appears anywhere in the updated F set, let P ′′χ = (Σ, Sχ ,Gχ ) be a nondeterministic planning




S ′′ − Sπ¯ ,
and
G ′′χ = G ∪ Sπ¯ .
And suppose the Yoyo recursively called itself on these planning problems in Line 29 and returned the policy π¯ ′′ . By the
reasoning above, we know that the policy, say π¯ ′′χ , generated by Yoyo for each nondeterministic planning problem P ′′χ is a
solution for P ′′χ . Since the current partial policy π¯ is a candidate solution and π¯ ′′ − π¯ is a solution (since it is the union
of all π¯ ′′χ ) for the planning problems from the set of the terminal states of π¯ , π¯ ′′ must be a solution for the original input
planning problem P . 
Finally, the following theorem establishes the completeness of Yoyo.
Theorem 5. Suppose P = (Σ, S,G,χ0,M) is a solvable nondeterministic HTN planning problem. Then, Yoyo returns a policy π for P
that weakly, strongly, or strong-cyclicly solves P .
Proof. Let π be a solution for P . We will use π¯ to denote the set-based version of π in the rest of the proof. Then, by
deﬁnition, π accomplishes the HTN χ0 = (T ,C) given the set M of methods. We deﬁne the decomposition graph for π . The
decomposition graph for π is a directed graph Rπ = (N, E). Each node in N is a tuple of the from (S,χ) such that S is
a set of states and χ is an HTN. Each edge in E describes a decomposition from a node (S,χ) to (S ′,χ ′). Based on the
deﬁnition of HTN accomplishment given earlier, the decomposition graph Rπ has the following properties:
(1) If χ0 is the empty HTN (i.e., T = ∅) then Rπ has a single node (S,χ0) such that S ⊆ G , and E is the empty set. We call
the node (S,χ0) a leaf node of Rπ ; i.e., (S,χ0) does not have any outgoing edges.
(2) There is a primitive task (i.e., an action) t that has no predecessors in T . Let S ′ be the largest subset of S in which t
is applicable. Then, there is an edge from the node (S,χ0) to the node (γ (S ′, t), τ (χ0, S, t)). The edge from (S,χ0) to
(γ (S ′, t), τ (χ0, S, t)) is labeled by the action t and we say that (γ (S ′, t), τ (χ0, S, t)) is a child of (S,χ0) in Rπ .
(3) There is a nonprimitive task t that has no predecessors in T and there is a method m ∈ M that is applicable to t in at
least one of the states in S . Let S ′ be the largest subset of S in all of which m is applicable to t . Then, there is an edge
from the node (S,χ) to the node (S ′, δ(χ, S ′,m, t)) and we say that (S ′, δ(χ, S ′,m, t)) is a child of (S,χ) in Rπ . The
edge from (S ′, δ(χ, S ′,m, t)) to (S,χ) is labeled with the pair (t,m).
Let Rπ be decomposition graph of π given to Yoyo. Since only the primitive tasks (i.e., actions) produce new states, it
follows that the candidate solution π¯ consists of the set of (S ′, t) pairs such that (1) (S,χ) is a node in Rπ , (2) S ′ ⊆ S in
which t is applicable, and (3) the action t is the label of the outgoing edge from (S,χ); otherwise, there is at least one
path in π that does not accomplish χ , which is a contradiction.
The proof of the theorem is as follows. Suppose the decomposition graph Rπ contains a single leaf node (S,χ) where χ
is the empty HTN. This means that S ⊆ G , and π¯ = ∅. Indeed, in its initial iteration, the failure conditions at Lines 1, 4, and
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return the empty policy as a solution in Line 7.
Otherwise, suppose Rπ contains more than one leaf node. Take any subset N ′ of the nodes in Rπ such that removing
the nodes in N ′ disconnects the graph Rπ – i.e., the outgoing edges from the nodes N ′ forms a minimal cutset of Rπ . There
must be a nondeterministic trace of Yoyo such that the following holds. Let F be the fringe set in one of the invocations
of the Yoyo. Then, for each (S ′,χ) in F there must be one and only one node (S,χ) in N ′ such that S ′ ⊆ S . If there is no
such nondeterministic trace, then by Theorem 3, this means that Rπ cannot be a solution decomposition trace (since the
nondeterministic choice of a pair (S ′,m) for a nonprimitive task t in Line 16 of the Yoyo algorithm ensures, in principle,
that the planner will search for every possible choice of decomposition of t eventually).
Let (S,χ) be one of the nodes in the fringe set F at the nondeterministic trace above. If (S,χ) is a leaf node then the
failure conditions in Lines 1 and 4 of the Yoyo pseudo-code do not hold. Since Rπ is a solution decomposition graph, i.e.,
since π is a solution policy, Yoyo does not return Failure in Line 6 as well, by Theorem 2. Instead, Yoyo must remove this
node from F in Line 3 since S ⊆ G .
Suppose (S,χ) is a non-leaf node. The failure conditions at Lines 1, 4, and 6 must not hold for the same reasons above.
There are two cases. If (S,χ) has only one outgoing edge labeled by an action t , then this means that the primitive task t
does not have any predecessors in χ and t is applicable in S ′ ⊆ S . Thus, Yoyo will choose that task in Line 9 and update F
with the only child of t in Line 13.
If (S,χ) has one or more outgoing edges that are labeled with a pair of a nonprimitive task and a method m for that
task, then in Line 16, Yoyo will choose the pair (S ′,m) where S ′ is the set of states that appear in the child of (S,χ) through
the edge (t,m). Thus, Yoyo does not return Failure in Line 17.
In either of the above cases, suppose S − S ′ is not the empty set. This means that the current decomposition followed
by Yoyo will not generate a policy for the states in S − S ′ through the decomposition path of Rπ . However, after Yoyo
ﬁnishes the current decomposition path Rπ , it will backtrack until it reaches a node (S ′′,χ) in Rπ such that S − S ′ ⊆ S ′′
and consider other decomposition paths from that node (see the second recursive invocation in Line 29 of the pseudo-code).
Since Yoyo will backtrack over all possible such nodes for all possible states in S − S ′ and since Rπ deﬁnes a decomposition
path for all states in S (otherwise, π would not be a solution), the theorem follows. 
Appendix B. On the use of control rules in Yoyo
In Yoyo, we only focused on combining HTN-based search control with BDD-based representations. However, it is also
possible to develop variants of Yoyo, designed to work with search-control techniques other than HTNs. In particular, we
have written pseudo-code for algorithms that are similar to Yoyo but whose search control is done not with HTN decompo-
sition, but instead with temporal-logic control formulas such as those in TLPlan [24] and TALplanner [46].
As an example, consider how the search-control works in TLPlan. In a state s, TLPlan computes every action a applicable
to s such that the logical formula Progress(s, f ), where f is a search-constraint formula, is not evaluated to be false in the
next state γ (s,a) [24]. Given a set S of states, a variant of Yoyo using TLPlan’s search-constraint formulas would split the
set S by generating an action a such that (1) a is applicable in some of the states in S and (2) the formula Progress(s, f )
is not false in at least one of the successor states. In the states of S in which the above conditions would not hold for the
current action a and the formula f , Yoyo would choose another action for those states and proceed from their successors.
Both HTN-based and control-rule based search control requires a domain expert to author the control knowledge as an
input to Yoyo (or to any planner that is able to use such knowledge). The effectiveness of the control knowledge, i.e., how
much improvement it provides to the planner in terms of time performance and of pruning the search space, depends on
the expertise of the domain expert as well as the properties of the solutions to planning problems in the underlying domain.
Although there are planning domains in which it takes substantial effort to write effective search control, in many
domains this process is usually intuitive and rather simple. For example, in the Hunter–Prey domain, our search control
that describes a strategy “focus on a prey and ignore the others; always move toward the prey under focus” helped Yoyo
generate solution policies very eﬃciently.
Sometimes, the search control knowledge needs to specify implied properties of solution policies in a planning domain.
For example, in the nondeterministic Blocks World, the control that tells the planner “if you drop a block on the table, pick
it up immediately” is an important piece of information and it is implied by the fact that if the planner does not a pick a
block that it dropped, then the search space is going to be exponential in the number of states explored.
It is possible to write the same search-control strategy using either HTNs or control rules. As an example, Fig. B.1 shows
one of our HTN methods that we used in our experiments with the nondeterministic Blocks World domain, as described
in Section 7. This method is written for moving a block x from the top of another block y on to a block z. The method is
applicable when the gripper is empty, the block x is clear (i.e., there is no other block on top of x), x is on y in the current
conﬁguration, the block z is clear so that we can move x on top of z, the goal position of x is on top of z, and z is the top
of a good tower.
If the applicability conditions of the method holds in a state, then there are two subtasks to be done in order to move
x from y to z. The ﬁrst subtask is the action that unstacks x from the top of y. The unstack operation is nondeterministic:
a possible effect of unstack is that the gripper is holding the block x; another possible outcome is that the gripper dropped
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for the task solve_ndbw:
applicability conditions: if the gripper is empty and there is a block x
that can be moved from its current position
on the block y to its goal position on the block z
and z is the top of a good tower, then
subtasks: (1) unstack x from y,
(2) check the outcome of unstack and proceed accordingly
constraints: do subtask (1) before subtask (2)
Fig. B.1. An HTN method for moving a block from the top of one block to another in the nondeterministic Blocks World domain.
Method #1 for checking the outcome of unstack
for the task check_unstack
applicability conditions: If the gripper is holding the block, then
subtasks: (1) stack x on z,
(2) check the outcome of stack and proceed accordingly
constraints: do subtask (1) before subtask (2)
Method #2 for checking the outcome of unstack
for the task check_unstack
applicability conditions: If the gripper is not holding the block, and
instead, it is on the table then
subtasks: (1) pick x up from the table,
(2) stack x on z,
(3) check the outcome of stack and proceed accordingly
constraints: do subtask (1) before subtask (2) and
do subtask (2) before subtask (3)
Fig. B.2. Two HTN methods for checking the outcome of the nondeterministic unstack action.
the block on the table. The second subtask of the method checks which outcome of the unstack has occurred when the plan
is later executed and determines the next action.
Fig. B.2 shows the method for checking the outcome of the unstack action and for planning for the next action accord-
ingly. If the gripper is holding the block x, then the planner simply stacks it to its goal position on top of the block x.
Otherwise, if the gripper dropped the block x, this method tells the planner to pick it up immediately before doing any
other action and to attempt to stack it later.
A possible control rule in the temporal-logic formalism of TLPlan, which corresponds to the set of HTNs shown in
Figs. B.1 and B.2, can be written as follows. First, consider the search-control formula described for TLPlan in [24]:
χ :(∀[?x : clear(?x)]goodtower(?x)
⇒ (clear(?x) ∨ ∃[?y : on(?y,?x)]goodtower(?y)) ∧
badtower(?x) ⇒ (¬∃[?y : on(?y,?x)]) ∧
(on(?x, table) ∧ ∃[?y : GOAL(on(?x,?y))]¬goodtower(?y))
⇒ (¬holding(?x))).
One can write similar control rules for checking the possible nondeterministic outcomes of an action. The following show
the example control rules for unstack and stack:
χunstackdropped :(on(?x,?y) ∧ clear(?x) ∧ handempty∧ ∃[?z : GOAL(on(?x,?z))]
∧ goodtower(?z) ∧ (ontable(?x))) ⇒   holding(?x).
χ stackdropped :(holding(?x) ∧ ∃[?z : GOAL(on(?x,?z))] ∧ goodtower(?z)
∧ (ontable(?x))) ⇒   holding(?x).
The above formula above speciﬁes the condition when the gripper drops the block on the table as a result of the unstack
action and what needs to be true in the world if that happens. More speciﬁcally, the conclusions of the implication above
states that if a nondeterministic unstack action drops the block on the table, then the gripper must be holding the block in
the state immediately following that outcome state, which can only be satisﬁed by picking up that block from the table.
Theoretically, there is no doubt that a general translation exists between HTNs and control rules, because both formalisms
are turing-complete. In principle, such a translation could be developed by performing reductions such as the ones in turing-
completeness proofs such as the one in [49]. But it’s doubtful that such a translation would look particularly natural to the
human eye; and as far as we know, there has not been any work on how to develop a more natural translation.
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iﬁed as either HTNs or control rules. In such domains, it make sense that the planning algorithm should be capable of
using the search-control knowledge whenever that knowledge is available, but still be able to continue planning where it
is not. Researchers have argued that using control-rules in a planning algorithm has the advantage that planners that use
control-rules can fall back to systematic search when those rules are not available, and therefore, more ﬂexible than HTNs in
complex environments. Although Yoyo (or ND-SHOP2) cannot continue planning when HTNs are not completely speciﬁed,
it is very easy to get any HTN planner to fall back to a forward-chaining search by using the following method template in
its input: for each action a in the planning domain,
Method m for a task for which we do not have search control knowledge
applicability conditions: None
subtasks: (1) do the action a
(2) invoke the method m recursively
constraints: do subtask (1) before subtask (2)
For example, using the class of methods deﬁned by the above template for each task for which search-control knowledge
is not speciﬁed in the input, Yoyo would simply perform a forward search over the BDD representations of sets of states
until it generates the goals states. Note that the above template is domain independent: for any planning domain, we can
instantiate it by the actions (i.e., planning operators) speciﬁed for that domain.
In summary, it is an interesting research topic to investigate an in-depth analysis of HTNs and control-rules with respect
to each other in both classical and nondeterministic planning domains, however this investigation is beyond the scope of
this paper and we leave it to a future study.
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