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present a novel algorithm for transferring artistic styles of an image onto local regions
of a target video while preserving its photorealism. Local regions may be selected ei-
ther fully automatically from an image, through using video segmentation algorithms,
or from casual user guidance such as scribbles. Our method is real-time and works
on arbitrary inputs without runtime optimization once trained. We demonstrate our
method on a variety of style images and target videos, including the ability to transfer
different styles onto multiple objects simultaneously, and smoothly transition between
styles in time.
Lastly, we tackle the problem of attribute-based Fashion Image Retrieval and
Content Creation. We present an effective approach for generating new outfits
based on the input queries through generative adversarial learning. We address this
challenge by decomposing the complicated process into two stages. In the first stage,
we present a novel attribute-aware global ranking network for attribute-based fashion
retrieval. In the second stage, a generative model is used to finalize the retrieved
results conditioned on an individual’s preferred style. We demonstrate promising
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For years, people have been attracted by the art of designing and color stylization,
which plays a critical role in modern cinematography and video story-telling. It has
the powerful ability to grab audience attention, elicit emotions, and convey implicit
mood. For example, red usually evokes ideas of action, adventure,and strength; or-
ange can represent joy, creativity and stimulation; and green signifies envy and health.
However, in the past, reproducing an image or a video in a particular style requires
lots of time, even for a well-trained designer.
Recently, visual content creation becomes a critical component in many computer
vision applications ranging from virtual reality, photography, videography, and even
retail and design. The recent progress of deep learning and machine learning tech-
niques allows one to turn hours of image designing and film editing into minutes or
seconds of automated work. What’s more, the deep style transfer techniques make
it possible to show films in different color tones and artistic styles to convey implicit
moods. For example, Come Swim (Joshi et al., 2017), a short film about a man’s
day told through both impressionism and realism by using the techniques in Neural
Style Transfer (Gatys et al., 2016). In this thesis, we study the problem of deep
representation learning for photorealistic content creation.
2
1.1 Learning Deep Representations for Content Creation
In this thesis, we use deep neural techniques to develop end-to-end models that are
capable of generating photorealistic results. Our framework is applied in three appli-
cations, including photorealistic image style transfer, localized video style manipula-
tion, and attribute-based fashion retrieval and creation.
1.1.1 Photorealistic Image Style Transfer
We start by considering the problem of photorealistic image style transfer. Image
style transfer has recently received significant attention in the computer vision and
machine learning communities (Jing et al., 2019). A central problem in this domain
is the task of transferring the style of an arbitrary image onto a photorealistic target.
The seminal work of Gatys et al. (Gatys et al., 2016) formulates this general artistic
style transfer problem as an optimization that minimizes both style and content losses,
but results often contain spatial distortion artifacts. Luan et al. (Luan et al., 2017)
seek to reduce these artifacts by adding a photorealism constraint, which encourages
the transformation between input and output to be locally affine. However, because
the method formulates the problem as a large optimization whereby the loss over a
deep network must be minimized for every new image pair, performance is limited.
The recent work of Yoo et al. (Yoo et al., 2019) proposes a wavelet-based method
which provides stable stylization but is not fast enough to run at practical resolutions.
Another line of recent work seeks to pretrain a feed-forward deep model (Dumoulin
et al., 2017; Huang and Belongie, 2017; Johnson et al., 2016; Li et al., 2019; Li
et al., 2017a; Li et al., 2018; Ulyanov et al., 2016; Ulyanov et al., 2017) that once
trained, can produce a stylized result with a single forward pass at test time. While
these “universal” (Jing et al., 2019) techniques are significantly faster than those
based on optimization, they may not generalize well to unseen images, may produce
3
non-photorealistic results, and are still to slow to run in real-time on a mobile device.
We introduce a fast end-to-end method for photorealistic style transfer. Our model
is a single feed-forward deep neural network that once trained on a suitable dataset,
runs in real-time on a mobile phone at full camera resolution (i.e., 12 megapixels or
“4K”)—significantly faster than the state of the art. Our key observation is that we
can guarantee photorealistic results by strictly enforcing Luan et. al’s photorealism
constraint (Luan et al., 2017)—locally, regions of similar color in the input must
map to a similarly colored region in the output while respecting edges. Therefore, we
design a deep learning algorithm in bilateral space, where these local affine transforms
can be compactly represented.
We chose to build on HDRnet primarily because it can directly predict local affine
transforms. Local affine transforms are particularly well suited for our task because:
1) They directly express the photorealism heuristic without expensive postprocess-
ing. 2) The model is not very expressive, which prevents it from creating spatial
distortions, amplifying noise, or introducing false edges. 3) Scalability: inference
can occur at low resolution, produce a compact model, and then be applied to an
arbitrary-resolution input, gracefully degrading in quality.
While HDRnet can be used to learn style transfer, it will not be efficient, nor will it
have sufficient capacity to produce high-quality semantic results. This is because the
network does not explicitly model style transfer between the two inputs: it learns style
transfer by memorizing what it sees during training and projecting it onto an affine
bilateral grid. Therefore, it requires a lot of training data and does not generalize
well.
In contrast, we start from VGG (Simonyan and Zisserman, 2015) features (which
has been shown to capture semantics and style) and use AdaIN (which has been
shown to be efficient at transferring that style in [6, 18]). This allows the rest of the
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artifacts. We propose a novel Laplacian regularizer that eliminates these arti-
facts.
• A scalable photorealistic style transfer technique. It performs well at
even 12 megapixels and runs in real-time at 4K on a mobile phone.
1.1.2 Localized Photorealistic Video Style Manipulation
The next application scenario that we consider is localized video style manipulation.
Color stylization plays a critical role in modern cinematography and video story-
telling. It has the powerful ability to grab audience attention, elicit emotions, and
convey implicit mood. For example, red usually evokes ideas of action, adventure,
and strength; orange can represent joy, creativity and stimulation; and green sig-
nifies envy and health. In additional to applying color styles globally to the entire
video, modern filmmakers often utilize localized color tone changes; i.e., distinct color
palettes applied to certain segmented objects in the scene, as a powerful tool in video
storytelling. Some well-known examples include the film Schindler’s List (IMDB,
1993), in which the famous scene of a girl in a red coat becomes the most memorable
symbol of the film. Similarly, the film Sin City (IMDB, 2005) uses high saturation
(such as in red and yellow) to colorize certain characters or clothes, contrasting with
the film’s classic black-and-white noir theme.
While color stylization is critical to video production, color style creation and
editing today is still a labor-intensive and time-consuming process even with the
use of professional editing software. Many operations are still manual in the editing
process, such as rotoscoping, refinement of segmentation masks, ensuring temporal
consistency from frame to frame, and carefully fine-tuning color tones. An automatic
approach would be incredibly helpful.
To automatically apply color styles to videos, a number of methods have recently
6
been introduced based on advances in deep learning. For instance, several methods
have explored the transfer of artistic styles to images or videos (Gatys et al., 2016;
Johnson et al., 2016; Li et al., 2017b; Huang and Belongie, 2017; Sheng et al., 2018;
Chen et al., 2020; Texler et al., 2020). However, due to their nature as artistic
style transfer methods, they all introduce undesirable painterly spatial distortions.
Another line of work (Luan et al., 2017; Li et al., 2018; Li et al., 2019; Yoo et al.,
2019; Xia et al., 2020) focuses on photorealistic style transfer, which requires the
output to maintain “photorealism”; i.e., the output should look as if it was taken
by a real camera (like most stylized films). However, since they primarily target
still photography, existing methods often generate visible flicker artifacts when they
are applied to videos. To reduce temporal instability, several methods have tried
minimizing an optical flow warping loss (Huang et al., 2017; Gupta et al., 2017) or
sequentially propagating intermediate features (Lai et al., 2018). To our knowledge,
there is no existing work that can successfully perform photorealistic localized style
transfer on videos with reasonably good runtime speed.
In this thesis, we present a novel approach that simultaneously addresses three
major challenges in localized photorealistic video style transfer: 1) spatial and tem-
poral style coherence over time, 2) robustness against imperfect segmentation masks,
and 3) high-speed processing. To achieve high-speed performance, we extend our
approach from the recent work of Xia et al. (Xia et al., 2020), which learns local
edge-aware affine transforms from low-resolution content and style inputs, with the
results sliced out from a compact transform representation at the full resolution. To
minimize spatial artifacts and improve the temporal coherence, we propose a novel
spatiotemporal feature transfer layer (ST-AdaIN) that is able to transfer style to
local regions and generate temporally coherent stylized videos. To handle imper-
fect segmentation masks, our algorithm learns an enhancement network to improve
7
Figure 1·2: Photorealistic video style transfer. Given an input
content video and its object segmentation mask, our method learns to
transfer different styles to different local regions while preserving the
photorealism and temporal consistency (left: original, right: stylized).
The bottom of each example shows the object mask, foreground style
image, and background style image, respectively.
the boundaries of masks. Moreover, we compose foreground and background color
transform coefficients in the grid space, resulting in high quality results even if seg-
mentation masks are inaccurate. Experimental results demonstrate that our model
generates stylized videos with fewer visual artifacts and better temporal coherence
than existing photorealistic style transfer methods.
In summary, our contributions in this work are threefold:
• A differentiable spatiotemporal style transfer layer (ST-AdaIN) to match the
feature statistics of local regions, generating temporally coherent stylized results
(Section 5.1.3).
• Mask enhancement and grid-space blending algorithms that can render natural
style transitions between objects given noisy selection masks (Section 5.1.4).
• A deep neural network for photorealistic video style transfer that runs in real-
time (26.5 Hz at 1024 × 1024 resolution). We propose trainable deep neural
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network for photorealistic based on the above. Once trained, inference runs in
real-time for photorealistic video style transfer that runs 26.5 Hz.
1.1.3 Attribute-based Fashion Image Retrieval and Synthesis
Finally, we focus on the the problem of fashion retrieval and creation. Fashion re-
trieval (Liu et al., 2016; Huang et al., 2015; Al-Halah et al., 2017; Liu et al., 2012;
Tangseng et al., 2017; Bourdev et al., 2011; Chen et al., 2012; Ak et al., 2018b;
Ak et al., 2018a) has gained increasing attention as a research problem within the
computer vision and multimedia communities, due to its significant impact on online
shopping and e-commerce. The goal in this problem is to design a system that can
retrieve fashion products based on various user requirements, such as visual similar-
ity to a query, or similarity based on specific fashion attributes such as fabric type
and sleeve length. The large variation of fashion products makes it challenging to
design a robust fashion recommendation system. A user may want to retrieve prod-
ucts within the database that contain a set of attributes. However, no item in the
database might necessarily contain all the desired attributes, and a robust retrieval
system should then have the capability to return a ranked list of products based on
query similarity and the desired attribute set. In this case, how should we rank and
return the most relevant product? Our solution is a novel end-to-end Attribute-aware
Global Ranking Network (AGRN) that aims at retrieving the “most desired” items
for users based on a given set of attributes, even if there is no perfect match in the
database, as shown in Figure 1·3.
Accurate rankings are at the core of a successful retrieval system. Much of the pre-
vious work in this area solve fashion retrieval tasks using metric learning approaches
(Bellet et al., 2013; Kulis et al., 2013) to produce ranking functions, where some
notion of similarity is preserved in the learned metric space. The notion of similarity
used in nearest neighbor retrieval is typically derived from label agreement resulting
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tem that directly optimizes a relevant ranking score, and handles multiple attributes.
Instead of using a pairwise or triplet-based metric learning approach, we focus on loss
functions which is based on data orderings induced by the full ranking of retrieved
items. Such loss functions are described as “listwise” objectives in the Information
Retrieval literature, and have attracted attention in the metric learning community
(Cakir et al., 2019; He et al., 2018). As these listwise techniques are based on data
orderings, they reflect the actual quantity of interest in a typical retrieval system,
and are more efficient to train on large data sets.
The other core contribution that we make is to adopt a more fine-grained simi-
larity model for fashion search. Most existing methods are primarily designed for a
binary relevance definition where any two objects are regarded as either similar or
not. However, this is overly restrictive for fashion search, as the existence of multiple
attributes necessitates a fine-grained model to capture the varying degrees of simi-
larity between fashion objects. It is therefore desirable for a ranking loss to capture
the graded relevancy. To this end, we first propose to measure the similarity between
two fashion products based on the number of shared attributes, effectively inducing a
multi-level similarity model. Then, to learn a retrieval model, we propose to optimize
Graded Average Precision (Robertson et al., 2010), a multi-level relevance extension
of the widely used Average Precision measure. Our model is trained end-to-end with
this new loss function, and we design a novel minibatch sampling strategy that bal-
ances difficulty and diversity to maximize the effectiveness of stochastic training. By
considering more fine-grained similarities, we not only improve model performance
under the multi-level relevance setting, but also under the standard binary relevance
setting, due to the improved modeling of the embedding space. Average Precision
(AP)(Boyd et al., 2013a) is a widely used information retrieval measure in problems
across many different domains, such as few-shot learning (Triantafillou et al., 2017),
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image retrieval (Philbin et al., 2007), and feature matching (He et al., 2018). Aver-
age Precision and its graded extension assigns higher emphasis on the performance
at the top of a ranked list; and, as based on data orderings, these measures are not
prone to highly sensitive distance parameters as in triplet-based techniques. In this
work, our main contribution is a novel solution to optimize graded relevancy extension
to Average Precision, or Graded Average Precision. We name the proposed model
AGRN (Attribute-aware Global Ranking Network), and test it on two large-scale
attribute-based fashion image retrieval datasets: Shopping100k (Ak et al., 2018b)
and DeepFashion (Liu et al., 2016). To evaluate the retrieval performance, we use
two evaluation metrics: top-k retrieval accuracy and normalized Discounted Cumu-
lative Gain (NDCG) (Järvelin and Kekäläinen, 2002). AGRN consistently achieves
new state-of-the-art results for attribute-based fashion retrieval. Also, we show that
AGRN achieves competitive results in a standard attribute manipulation benchmark.
Average Precision has a natural top-heavy bias, correlates well with other common
metrics, and is parameter-free as an optimization objective. Optimizing AP enables
us to learn compact and high-quality embeddings for nearest neighbor retrieval. Our
proposed Graded Average Precision naturally puts more emphasis on performance at
the top of a ranked list and is parameter-free as an optimization objective. However,
as it depends on ranked lists, it is not continuous and therefore not suitable for
gradient based learning. We further propose a stochastic training strategy for the
proposed model, by balancing difficulty and diversity in minibatch sampling.
To summarize, our contributions are three-fold:
1. We advocate a multi-level similarity model for fine-grained fashion retrieval
where multiple attributes are present.
2. We propose an end-to-end Attribute-aware Global Ranking Network (AGRN)
that optimizes a generalized listwise ranking loss, namely the Graded Average
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Precision.
3. We further propose a stochastic training strategy for the proposed model, by
balancing difficulty and diversity in minibatch sampling.
1.2 Contributions
In this thesis, we provide novel solutions to the three content creation problems
described above.
• We proposed a deep model based on joint bilateral learning for real-time uni-
versal Photorealistic Image Style Transfer. Photorealistic style transfer is the
task of transferring the artistic style of an image onto a content target, produc-
ing a result that is plausibly taken with a camera. Recent approaches, based
on deep neural networks, produce impressive results but are either too slow to
run at practical resolutions, or still contain objectionable artifacts. We pro-
pose a new end-to-end model for photorealistic style transfer that is both fast
and inherently generates photorealistic results. The core of our approach is a
feed-forward neural network that learns local edge-aware affine transforms that
automatically obey the photorealism constraint. When trained on a diverse set
of images and a variety of styles, our model can robustly apply style transfer
to an arbitrary pair of input images. Our method produces visually superior
results and is three orders of magnitude faster, enabling real-time performance
at 4K on a mobile phone.
• We learn real-time localized Photorealistic Video Style Transfer. We present a
novel algorithm for transferring artistic styles of semantically meaningful local
regions of an image onto local regions of a target video while preserving its
photorealism. Local regions may be selected either fully automatically from
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an image, through using video segmentation algorithms, or from casual user
guidance such as scribbles. Our method, based on a deep neural network ar-
chitecture inspired by recent work in photorealistic style transfer, is real-time
and works on arbitrary inputs without runtime optimization once trained on a
diverse dataset of artistic styles. By augmenting our video dataset with noisy
semantic labels and jointly optimizing over style, content, mask, and temporal
losses, our method can cope with a variety of imperfections in the input and
produce temporally coherent videos without visual artifacts. We demonstrate
our method on a variety of style images and target videos, including the ability
to transfer different styles onto multiple objects simultaneously, and smoothly
transition between styles in time.
• We tackle the problem of attribute-based Fashion Image Retrieval and Syn-
thesis. We present an effective approach for generating new outfits based on
the input queries through generative adversarial learning. We address this chal-
lenge by decomposing the complicated process into two stages. In the first stage,
we present a novel attribute-aware global ranking network for attribute-based
fashion retrieval. We propose a global ranking loss based on Graded Average
Precision, a multi-level extension of the widely used Average Precision mea-
sure, which optimizes data orderings induced by the full ranking of retrieved
items, and naturally handles multiple attributes. In the second stage, a gener-
ative model is used to finalize the retrieved results conditioned on an individ-
ual’s preferred style. We demonstrate promising results on standard large-scale
benchmarks.
1.3 Organization of Thesis
The remainder of thesis is organized as follows.
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Chapter 2: Mathematical Background
This chapter defines notation that will be used throughout this thesis, and reviews
necessary mathematical background in the following areas: style transfer learning,
bilateral learning, and deep learning to rank.
Chapter 3: Related Works
This chapter reviews related works in the following categories: photorealistic image
style transfer, photorealistic video style transfer, and attribute-based Fashion Image
retrieval and synthesis.
Chapter 4: Joint Bilateral Learning for Photorealistic Style Transfer
This chapter describes our first contribution to the photorealistic image style transfer
problem. We proposed a deep model based on joint bilateral learning for real-time
universal Photorealistic Image Style Transfer. In this chapter, we propose a new
end-to-end model for photorealistic style transfer that is both fast and inherently
generates photorealistic results. The core of our approach is a feed-forward neural
network that learns local edge-aware affine transforms that automatically obey the
photorealism constraint. Our method produces visually superior results and is three
orders of magnitude faster, enabling real-time performance at 4K on a mobile phone.
Chapter 5: Localized Photorealistic Video Style Transfer
This chapter describes our second contribution to localized photorealistic video style
transfer. We present a novel algorithm for transferring artistic styles of semantically
meaningful local regions of an image onto local regions of a target video while pre-
serving its photorealism. Our method, based on a deep neural network architecture
inspired by recent work in photorealistic style transfer, is real-time and works on arbi-
trary inputs without runtime optimization once trained on a diverse dataset of artistic
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styles. We demonstrate our method on a variety of style images and target videos,
including the ability to transfer different styles onto multiple objects simultaneously,
and smoothly transition between styles in time.
Chapter 6: Attribute-based Fashion Image Retrieval and Synthesis
This chapter describes our proposed solution for attribute-based Fashion Image re-
trieval and synthesis. We present an effective approach for generating new outfits
based on the input queries through generative adversarial learning. We demonstrate
promising results on standard large-scale benchmarks.
Chapter 7: Conclusions
This chapter concludes our main contributions and limitations of this thesis and
proposes future research directions.
1.4 List of Related Papers
This thesis is based in part on the following publications:
1. Xide Xia, Meng Zhang, Tianfan Xue, Zheng Sun, Hui Fang, Brian Kulis,
Jiawen Chen. “Joint Bilateral Learning for Realtime Universal Photorealistic Style
Transfer.” The European Conference on Computer Vision (ECCV), 2020.
2. Xide Xia, Tianfan Xue, Wei-shang Lai, Zheng Sun, Abby Chang, Brian Kulis,
Jiawen Chen. “Real-time Localized Photorealistic Video Style Transfer.” Proceedings
of the IEEE/CVF Winter Conference on Applications of Computer Vision (WACV),
2021.
*3. Kun He, Fatih Cakir, Xide Xia, Brian Kulis, Stan Sclaroff. “Deep Metric
Learning to Rank.” In Proc. IEEE Conference on Computer Vision and Pattern
Recognition (CVPR) 2019.
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4. Xide Xia, Kun He, Fatih Cakir, Huijuan Xu, Brian Kulis. “Attribute-based
Fashion Retrial and Creation.” (TBD).
*: Note that we don’t claim our previous work of deep metric learning to rank





In this chapter, we define notation that will be used in later chapters, and review
necessary mathematical background related to style transfer, bilateral learning, and
deep metric learning to rank.
2.1 Style Transfer Learning
Style transfer is the task of transferring the artistic style of an image or artwork onto
a content target, producing a plausible result that has the same texture or painting
style. Classical style transfer approaches can be categorized into: 1) global methods,
which match global image statistics (Reinhard et al., 2001; Pitié et al., 2005), and
2) local methods (Laffont et al., 2014; Shih et al., 2014; Shih et al., 2013; Wu et al.,
2013; Tsai et al., 2016), which typically find dense correspondence between content
and style. While the global methods are efficient, the stylized results are not always
faithful to the style image. The local methods can generate high-quality results,
but they are computationally expensive and often limited to specific scenarios (e.g.,
portraits, sky, day-to-night, or season changes).
2.1.1 Content and Style Constraints
The Neural Style Transfer (Gatys et al., 2016) algorithm is based on an optimiza-




Fi[·]Fi[·]T . || · ||F denotes the Frobenius norm.
Figure 2·1 shows results for different style representations selected from different
layers in a pre-trained VGG-19 network. From the results, we can see when matching
the style representation up to lower layers in the network, the stylized result captures
more local texture patterns. On the other hand, when matching the style represen-
tations up to higher layers in the network, the stylized result matches a larger scale
color style such as the dominant color tone in the style input, leading to a smoother
and more continuous visual appearance.
2.1.2 Statistical Feature Matching.
Instead of directly minimizing the loss in Equation 2.1, followup work shows that
it is more effective to match the statistics of feature maps at the bottleneck of an
auto-encoder. Variants of the whitening and coloring transform (Li et al., 2017b; Li
et al., 2018; Yoo et al., 2019) normalize the singular values of each channel, while
Adaptive Instance Normalization (AdaIN) (Huang and Belongie, 2017) proposes a
simple scheme using the mean µ(·) and the standard deviation σ(·) of each channel:






where x and y are content and style feature channels, respectively. Due to its sim-
plicity and reduced cost, we also adopt AdaIN layers in our network architecture as







‖σ(Fi[O])− σ(Fi[Is])‖22 . (2.4)
20
2.2 Bilateral Learning
Bilateral space was first introduced by Paris and Durand (Paris and Durand, 2006)
in the context of fast edge-aware image filtering. A 2D grayscale image I(x, y) can
be “lifted” into bilateral space as a sparse collection of 3D points {xj, yj, Ij} in the
augmented space. In this space, linear operations are inherently edge-aware because
Euclidean distances preserve edges. They prove that bilateral filtering is equivalent
to splatting the input onto a regular 3D bilateral grid, blurring, and slicing out the
result using trilinear interpolation at the input coordinates {xj, yj, Ij}. Since blurring
and slicing are low-frequency operations, the grid can be low-resolution, dramatically
accelerating the filter.
Bilateral Guided Upsampling (BGU) (Chen et al., 2016) extends the bilateral
grid to represent transformations between images. By storing at each cell an affine
transformation, an affine bilateral grid can encode any image-to-image transformation
given sufficient resolution. The pipeline is similar: splat both input and output
images onto a bilateral grid, blur, and perform a per-pixel least squares fit. To apply
the transform, slice out a per-pixel affine matrix and multiply by the input color.
BGU shows that this representation can accelerate a variety of imaging operators and
that the approximation degrades gracefully with resolution when suitably regularized.
Affine bilateral grids are constrained to produce an output that is a smoothly varying,
edge-ware, and locally affine transformation of the input. Therefore, it fundamentally
cannot produce false edges, amplify noise, and inherently obeys the photorealism
constraint.
Another line of work (Gharbi et al., 2017) showed that slicing and applying an
affine bilateral grid are sub-differentiable and therefore can be incorporated as a layer
in a deep neural network and learned using gradient descent. They demonstrated that
their HDRnet architecture can effectively learn to reproduce many photographic tone
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mapping and detail manipulation tasks, regardless of whether they are algorithmic
or artist-driven.
2.3 Deep Metric Learning to Rank
Let the original feature space be X . We assume a standard information retrieval
setup, where there is a query q ∈ X and a database S ⊂ X , with |S| = N . Let the
number of q’s neighbors in the database be N+q . We learn an embedding function
Ψ : X → Rm that maps inputs to an m-dimensional Euclidean space, and Ψ is
parameterized by a deep neural network in this work.
To perform nearest neighbor retrieval, we first rank the items in S according to
their distances to q, producing a ranked list (x1, x2, . . . , xN). Next, we go down the
ranked list to obtain the precision-recall curve. Given the ranked list, we compute a
set of precision-recall pairs as
PR(q) = {(Prec(i),Rec(i)), i = 0, . . . , n}, (2.5)
where Prec(i) and Rec(i) are the precision and recall evaluated at the i-th position in
the ranking, respectively. Finally, the quantity of our interest, the Average Precision








Prec(i)(Rec(i)− Rec(i− 1)). (2.7)
Note that for convenience, we define that Prec(0) = 0 and Rec(0) = 0 (Manning
et al., 2008).
A problem with the above definition of AP is that to obtain the precision-recall
curve, the ranked list first needs to be generated, which involves the sorting operation.
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Figure 2·2: A typical precision-recall curve and its quantization-based
approximation. FastAP is a quantization-based technique that approx-
imates Average Precision as the area under the precision-recall curve.
Note that differently from the illustration, the actual formulation of
FastAP uses a change of variables to quantize the distance instead of
the recall value.
As we have mentioned, the non-differentiable nature of sorting is a major challenge
for gradient-based optimization. Instead, our main insight is that there exists an
alternative interpretation for AP, and it is based on representing precision and recall
as functions of distance, rather than ranked items.
FastAP: Efficient AP Approximation
In the information retrieval literature, AP is often also interpreted as the area under
the precision-recall curve (AUPR) (Boyd et al., 2013b), shown as Figure 2·2. Such
a relation exists since (2.7) asymptotically approaches AUPR when the neighbor set
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Figure 2·3: The discrete sorting operation prevents learning to rank
methods from directly applying gradient optimization on standard
rank-based metrics. FastAP approximates Average Precision by ex-
ploiting distance quantization, which reformulates precision and recall
as parametric functions of distance, and permits differentiable relax-
ations.










The AUPR interpretation of AP is particularly interesting as it allows viewing both
precision and recall as parametric functions of distance, rather than ranked items.
As we will show, this will help us circumvent the non-differentiable sorting operation,
and develop an efficient approximation of AP.
Formally, we note that the continuous precision-recall curve (as opposed to the
finite set in (2.5)) can be defined as
PRz(q) = {(Prec(z),Rec(z)), z ∈ R}, (2.10)
where z denotes distance values between the query and items in S. Let Ω be the
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Let Z be the random variable corresponding to distances z, and let S+q , S−q ⊆ S
denote the sets of neighbors and non-neighbors to the query, respectively. Then, the
distance distributions for S+q and S
−
q are denoted as pZ(z|S+q ) and pZ(z|S−q ). We
also need the priors P (S+q ) and P (S
−
q ) = 1− P (S+q ), which indicate the skewness of
the database S with respect to the query. Finally, let FZ(z) = P (Z < z) denote the
cumulative distribution function (CDF) for Z. For brevity, we will drop the subscript
Z below.
Given these definitions, we can redefine precision and recall as follows:
Prec(z) = P (S+q |Z < z) =
P (Z < z|S+q )P (S+q )
P (Z < z)
(2.12)
=
F (z|S+q )P (S+q )
F (z)
, (2.13)
Rec(z) = P (Z < z |S+q ) = F (z|S+q ). (2.14)












F (z|S+q )P (S+)
F (z)
p(z|S+q ) dz. (2.17)
Note that we have used the fact that dP (Z<z|S+q ) = p(z|S+q ) dz, or in other words,
the derivative of the CDF is its corresponding PDF.
It should be clear now that (6.5) can also be approximately evaluated using finite
25
sums. We first assume that the output of the embedding function Ψ is L2-normalized,
so that Ω, or the support of the distributions in (6.5), is a bounded range [0, 2]. Then,
we quantize the interval [0, 2] using a finite set Z = {z1, z2, . . . , zL}, and denote the




F (z|S+q )P (S+q )
F (z)
P (z|S+q ). (2.18)
FastAP can be re-expressed using histogram notation. Specifically, a distance
histogram with bins centered on each element of Z is created. Let hj be the number
of items that fall into the j-th bin, and let Hj =
∑
k≤j hk be the cumulative sum of
the histogram. Also, let h+j count the number of neighbors of q in the j-th bin, and
H+j be its cumulative sum. With these definitions, we can rewrite the probabilistic
quantities in (6.6), for example, F (zj|S+q ) = H+j /N+q . Making all the substitutions,


























For a database with N items, exact evaluation of AP involves the sorting opera-
tion, which has amortized O(N logN) time complexity. With an L-bin distance quan-
tization, histogram binning and computing the FastAP approximation take O(NL)
time in total. In practice, a small L suffices as we will show in the experiments section.
Stochastic Optimization
The non-decomposable nature of AP means that a query and a database is always
needed to properly define it. With minibatches in SGD, the natural choice is to
define in-batch retrieval problems where the database S is restricted to examples in
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the minibatch. Specifically, within a minibatch, we use each example as the query q
to retrieve its neighbors from the rest of the batch. Each of these in-batch retrieval
problems emits one AP value, and the overall objective of the minibatch is the average
of them, or the mean AP (mAP). Of course, for each example in the minibatch, we
need to ensure that at least one of its neighbors is also included, or else the AP can
only be 0.
To perform gradient descent, the first step is to relax the integer-valued histogram
bin counts h to continuous values, which we denote using ĥ. The cumulative sums
are also relaxed as Ĥ. Essentially, we replace the hard assignments with soft binning.
We can now obtain partial derivatives for FastAP as long as the soft binning is










































Although in theory, any differentiable density estimation technique (such as the
softmax operator) can be used to relax the hard assignments, in practice we use the
simple linear interpolation proposed by (Ustinova and Lempitsky, 2016).
The relaxation of histogram binning is also used by TALR and MIHash(He et al.,
2018; Çakir et al., 2018) to tackle the “leaning to hash” problem, with similar in-batch
retrieval formulations. FastAP differs in two aspects: the objective function, and the
underlying distance metric. In particular, TALR (He et al., 2018) optimizes an exact
closed form of AP for the Hamming distance. However, for real-valued distances, such
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a convenience does not exist, and FastAP uses histogram binning for approximation
purposes. The number of histogram bins naturally corresponds to the number of





3.1 Photorealistic Image Style Transfer
Early work in image style transfer can be classified as either global methods that
transfer statistics over the entire image (Pitié et al., 2005; Reinhard et al., 2001) or
local methods (Laffont et al., 2014; Shih et al., 2014; Shih et al., 2013; Wu et al., 2013;
Tsai et al., 2016) that typically find dense correspondences between content and style.
While global methods are efficient, the results are not always faithful to the target
style. Local methods can generate high-quality results, but they are computationally
expensive and often fail to capture semantics. We highlight that these techniques do
produce photorealistic results, albeit not always faithful to the style or well exposed.
Recently, NST (Gatys et al., 2016) showed that style can be effectively captured
by the statistics of layer activations within deep neural networks trained for discrim-
inative image classification. However, due to its generality, the technique and its
successors often contain non-photorealistic painterly spatial distortions. To remove
such distortions, one work (He et al., 2019) propose to achieve a more accurate color
transfer by leveraging semantically-meaningful dense correspondence between images.
DPST (Luan et al., 2017) ameliorate this problem by imposing additional constraints
on the loss function. The result is pushed towards photorealism by constraining the
transformation to be locally affine in color space.
PhotoWCT (Li et al., 2018) imposes a similar constraint as a postprocessing step,
while LST (Li et al., 2019) appends a spatial propagation network (Liu et al., 2017) af-
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ter the main style transfer network to preserves the desired affinity. Similarly, another
recent work (Puy and Pérez, 2019) proposes a flexible network to perform artistic style
transfer, and applies postprocessing after each learned update for photorealistic con-
tent. Compared to these ad hoc approaches where the photorealism constraint is a
soft penalty, our model directly predicts local affine transforms, guaranteeing that
the constraint is satisfied.
Another line of recent work shows that matching the statistics of auto-encoders is
an effective way to parameterize style transfer (Huang and Belongie, 2017; Li et al.,
2017b; Li et al., 2018; Li et al., 2019; Yoo et al., 2019). Moreover, they show that
distortions can be reduced by preserving high frequencies using unpooling (Li et al.,
2018) or wavelet transform residuals (Yoo et al., 2019).
Our work unifies these two lines of research. Our network architecture builds upon
HDRnet (Gharbi et al., 2017), which was first employed in the context of learning
image enhancement and tone manipulation. Given a large dataset of input/output
pairs, it learns local affine transforms that best reproduces the operator. The network
is small and the learned transforms that are intentionally constrained to be incapable
of introducing artifacts such as noise or false edges. These are exactly the properties
we want and indeed, Gharbi et. al. demonstrated style transfer in their original paper.
However, when we applied HDRnet to our more diverse dataset, we found a number of
artifacts (Figure 3·1). This is because HDRnet does not explicitly model style trans-
fer and instead learns by memorizing what it sees during training and projecting the
function onto local affine transforms. Therefore, it will require a lot of training data
and generalize poorly. Since HDRnet learns local affine transforms from low-level im-
age features, our strategy is to start with statistical feature matching using Adaptive
Instance Normalization (Huang and Belongie, 2017) to build a joint distribution. By
explicitly modeling the style transformation as a distribution matching process, our
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network is capable of generalizing to unseen or adversarial inputs (Figure 3·1).
3.2 Photorealistic Video Style Transfer
Convolutional neural network (CNN)-based style transfer has been widely studied
in recent years. The pioneering work of neural style transfer (Gatys et al., 2016)
formulates the problem as an iterative optimization to match the statistics of fea-
ture activations within a pre-trained classification network. Follow-up work either
improves stylization efficiency by learning strictly feed-forward networks (Johnson
et al., 2016; Li and Wand, 2016), or increases generalization by adding the ability to
transfer multiple styles within a single “universal” model (Huang and Belongie, 2017;
Sheng et al., 2018; Li et al., 2017b). Although these approaches produce impressive
artistic stylization results, the images often contain spatial distortions and warped
image structures that are unacceptable in a photorealistic setting.
To achieve photorealistic style transfer, DPST (Luan et al., 2017) extend the
optimization framework of NST(Gatys et al., 2016) by imposing a local affine pho-
torealism constraint. PhotoWCT (Li et al., 2018) optimizes the loss functions of
DPST (Luan et al., 2017) in a closed-form solution but requires a post-processing
step to further smooth the stylized results. On the other hand, Li et. al. (Li et al.,
2019) require a spatial propagation network (Liu et al., 2017) as an anti-distortion
filter, and WCT2 (Yoo et al., 2019) adopts the wavelet corrected transfer based WCT
to preserve the photorealism without any post-processing. An et. al. (An et al., 2020)
adopt neural architecture search and network pruning to learn a lightweight model,
but their model is still behind real-time performance. Recently, BPST (Xia et al.,
2020) propose a model that strictly enforces Luan’s photorealism constraint by di-
rectly learning style transfer in a bilateral space (Gharbi et al., 2017), which can
achieve real-time performance at 4K resolution. The proposed model builds upon
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this fast method but is able to transfer styles to local regions and generate tempo-
rally coherent video results.
3.2.1 Video Style Transfer
As style transfer methods typically generate new texture or change image color signifi-
cantly, applying existing algorithms to videos frame-by-frame often lead to temporally
inconsistent results. To improve the temporal stability, several methods minimize a
temporal loss (i.e., optical flow warping error (Bonneel et al., 2015)) in an iterative
optimization framework (Ruder et al., 2016), training feed-forward networks (Huang
et al., 2017; Gupta et al., 2017), or learning a post-processing module (Lai et al.,
2018). Another line of work (Chen et al., 2017a) propagate long-range information
by blending the intermediate features with the ones from the previous frame. Our
method enforces short-temporal consistency by minimizing the temporal loss and im-
poses long-term temporal consistency by propagating the intermediate features of the
neighboring frames through the proposed spatiotemporal feature transfer layer.
3.2.2 Bilateral Grid
Bilateral space is commonly used for fast image processing. Paris and Durand (Paris
and Durand, 2006) first introduce bilateral space for fast edge-aware image filtering,
showing that it can be sampled at a low resolution bilateral grid. Chen et al. (Chen
et al., 2016) extend the bilateral grid for fast approximation of many edge-aware
image transformations. Recently, HDRnet (Gharbi et al., 2017) learn a deep network
to predict bilateral grid for approximating several image transformations. The grid
is only estimated from a low-resolution input and then applied to the full-resolution
input image, significantly accelerating the speed of complicated image transformation.
BPST (Xia et al., 2020) further extend this structure to photorealistic image style
transfer by integrating with the Adaptive Instance Normalization (AdaIN) (Huang
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and Belongie, 2017). In this work, we also propose to model the style transformation
using bilateral grids, and we will describe the technical differences and improvement
against BPST (Xia et al., 2020) in Section 5.1.
3.3 Fashion Image Retrieval and Synthesis
3.3.1 Fashion Retrieval
Clothing retrieval approaches can be grouped into several categories: domain adaptation-
based approaches (Liu et al., 2016; Huang et al., 2015), fashion recommendation
systems (Al-Halah et al., 2017; Liu et al., 2012; Tangseng et al., 2017), and attribute-
based approaches (Bourdev et al., 2011; Chen et al., 2012; Ak et al., 2018b; Ak
et al., 2018a). One recent work (Han et al., 2017) proposed an automatic spatially-
aware concept discovery approach using weakly labeled image-text data from shop-
ping websites. DARN (Huang et al., 2015) and DeepFashion (Liu et al., 2016) tackle
the cross-domain fashion retrieval problem. Another line of work (Ak et al., 2018b)
proposed an attribute-based query and retrieval system to address the problem of
carrying out fashion searches by a query image and a set of attributes. To facilitate
a finer similarity learning between the attributes, clothing objects are represented
by structural parts. Recently, FashionSearchNet (Ak et al., 2018a) conducted at-
tribute representation learning by localizing attributes via attribute activation maps,
enabling region-specific attribute manipulation and querying.
3.3.2 Attribute Recognition
Attributes are natural and informative representations of visual data. Attribute-based
methods have been extensively studied in image retrieval (Kovashka and Grauman,
2013; Siddiquie et al., 2011), zero-shot learning (Parikh and Grauman, 2011; Palatucci
et al., 2009), and fine-grained recognition (Duan et al., 2012; Kumar et al., 2009;
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Zhang et al., 2014). Attribute-based recognition is also suitable for fashion products,
since they are often described with visual attributes such as color, shape, and sleeve
length. Relevant work include approach (Vittayakorn et al., 2016) to discover and
analyze visual attributes from a noisy collection of image-text data based on the
relationship between attributes and activation maps in deep neural networks. One
recent work (Chen et al., 2012) introduce a fully automated system to generate a list
of nameable attributes for clothes on human bodies in unconstrained images. Another
line of work (Hsiao and Grauman, 2017) propose an unsupervised approach to learn
fashion style-coherent representations based on visual attributes. Recently, several
large-scale clothing datasets with multiple attribute annotations are also introduced,
where fashion-related tasks are defined (Liu et al., 2016; Huang et al., 2015; Ak et al.,
2018b).
3.3.3 Attribute Manipulation
Visual attributes provide mid-level information for specific properties, such as color
and shape. During image-based search, when the query results cannot perfectly match
the user’s expectation of such properties, it would be desirable to fine-tune the search
results with respect to certain attributes. Inspired by this, the problem of attribute
manipulation can be defined as follows. Suppose there is a pre-defined attribute set
A, consisting M attributes. A query clothing image q can be represented by its
associated attributes Aq = (a1, . . . , aM). A user may expect to find a target image
which is very similar to q, except for certain attributes such as ai and aj. Then,
the goal of attribute manipulation is to look for a visually-similar target image t with
attributes (a1, . . . , a
∗
i , . . . , a
∗




j are the desired
attributes.
To enable attribute manipulation, AMNet (Zhao et al., 2017) proposed a memory-
augmented neural network where attribute manipulation is allowed within the inter-
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action between users and search engines. Alternatively, FashionSearchNet (Ak et al.,
2018a) extracts attribute-specific feature embeddings from images. To search with
a new attribute, it replaces the corresponding attribute embedding by the average
embedding of the desired attribute computed over the training set.
3.3.4 Deep Metric Learning
Metric learning (Bellet et al., 2013; Kulis et al., 2013; Davis et al., 2007) is the problem
of learning data-dependent distance functions that preserve a certain definition of
similarity. Deep metric learning methods, which employ deep neural networks, learn
a low-dimensional vector embedding of the input. Most existing deep metric learning
methods optimize loss functions defined on pairs or triplets of training examples. Pair-
based approaches, such as contrastive embedding (Hadsell et al., 2006), minimize
the distance between similar example pairs, while requiring dissimilar pairs to be
separated by some margin. Alternatively, triplet-based methods (Schroff et al., 2015;
Schultz and Joachims, 2004) optimizes over 3-tuples of training examples, consisting
of an anchor, a positive example (similar to the anchor), and a negative example.
Triplet losses enforce that the distance between anchor and the positive example is
less than that between the anchor and the negative example.
In practice, the sampling of training tuples is a nontrivial issue for pairwise or
triplet-wise approaches. Alternatively, listwise ranking approaches (Cakir et al., 2019;
Wang et al., 2019; He et al., 2018) have been proposed for deep metric learning. These
methods optimize loss functions defined on entire ranked lists, which better match
the retrieval scenarios at test time. Among them, FastAP (Cakir et al., 2019) learns
Euclidean embeddings to explicitly optimize a well-known ranking metric, Average
Precision (Boyd et al., 2013a), and has demonstrated competitive performance for
few-shot retrieval problems. We adopt FastAP in learning both the attribute-specific
and global representations in our work. However, Average Precision is inherently
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defined for binary similarities, which is insufficient for the fine-grained multi-level
similarities considered in this work. Therefore, we also generalize FastAP to optimize
the multi-level extension of Average Precision, namely Graded Average Precision
(GAP) (Robertson et al., 2010), which has been studied in the information retrieval
literature. We observe significant performance gains by optimizing the GAP-based
ranking loss.
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Inputs AdaIN HDRnet Ours
Figure 3·1: Inspiration. Artistic style transfer methods such as
AdaIN generalize well to diverse content/style inputs but exhibit dis-
tortions on photographic content. HDRnet, designed to reproduce ar-
bitrary imaging operators, learns the desired transform representation




Joint Bilateral Learning for Photorealistic
Style Transfer
Our method is based on a single feed-forward deep neural network. It takes as input
two images, a content photo Ic, and an arbitrary style image Is, producing a photore-
alistic output O with the former’s content but the latter’s style. Similar to previous
work (Li et al., 2018; Li et al., 2019; Yoo et al., 2019), our network is “universal”—
after training on a diverse dataset of content/style pairs, it can generalize to novel
input combinations. Its architecture is centered around the core idea of learning local
affine transformations, which inherently enforce the photorealism constraint.
4.1 Network Architecture
Our end-to-end differentiable network consists of two streams. The grid prediction
stream takes as input reduced-resolution content Ĩc and style Ĩs images, learns the
joint distribution between their low-level features, and predicts an affine bilateral
grid Γ. The rendering stream, unmodified from HDRnet, operates at full-resolution.
At each pixel (x, y, r, g, b), it uses a learned lookup table to compute a “luma” value
z = g(r, g, b), slices out A = Γ(x/w, y/h, z/d) (using trilinear interpolation), and
outputs O = A ∗ (r, g, b, 1)T . By decoupling grid prediction resolution from that of
rendering, our architecture offers a tradeoff between stylization quality and perfor-














7 C8 L1 L2 G1 G2 G3 G4 G5 G6 F Γ
type c c c c c c c c c c c c fc fc fc fc c c
stride 2 1 2 1 2 1 2 1 1 1 2 2 - - - - 1 1
size 128 128 64 64 32 32 16 16 16 16 8 4 - - - - 16 16
channels 8 8 16 16 32 32 64 64 64 64 64 64 256 128 64 64 64 96
Table 4.1: Details of our network architecture. Sij denotes the i-th
layer in the j-th transfer block. We apply AdaIN after each S1j . L
i,
Gi, F , and Γ refer to local features, global features, fusion, and learned
bilateral grid, respectively. Local and global features are concatenated
before fusion F . c and fc denote convolutional and fully-connected
layers, respectively. Convolutions are all 3 × 3 except F , where it is
1× 1.
4.1.1 Grid Prediction
We aim to first learn a multi-scale model of the joint distribution between content
and style features, and from this distribution, predict an affine bilateral grid. Rather
than using strided convolutional layers to directly learn from pixel data, we follow
recent work (Johnson et al., 2016; Li et al., 2018; Huang and Belongie, 2017) and use
a pretrained VGG-19 network to extract low-level features from both images at four
scales (conv1 1, conv2 1, conv3 1, and conv4 1). We process these multi-resolution
feature maps with a sequence of feature transfer blocks inspired by the StyleGAN
architecture (Karras et al., 2019) (Figure 4·1). Starting from the finest level, each
transfer block applies a stride-2 weight-sharing convolutional layer to both content
and style features, halving spatial resolution while doubling the number of channels
(see Table 5.1). The shared-weight constraint crucially allows the following AdaIN
layer to learn the joint content/style distribution without channel-wise correspondence
supervision. Once the content feature map is normalized, we concatenate it to the
similarly AdaIN-aligned feature maps from the pretrained VGG-19 layer of the same
resolution. Since the content feature map now contains more channels, we use a stride-
1 convolutional layer to select the relevant channels between learned-and-normalized
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vs. pretrained-and-normalized features.
We use three transfer blocks in our architecture, corresponding to the three finest-
resolution layers of the selected VGG features. While using additional transfer blocks
is possible, they are too coarse and replacing them with standard stride-2 convolutions
makes little difference in our experiments. Since this component of the network effec-
tively learns the relevant bilateral-space content features based on its corresponding
style, it can be thought of as learned feature transfer.
4.1.2 Joint Bilateral Learning
With aligned-to-style content features in bilateral space, we seek to learn an affine
bilateral grid that encodes a transformation that locally captures style and is aware
of scene semantics. Like HDRnet, we split the network into two asymmetric paths: a
fully-convolutional local path that learns local color transforms and thereby sets the
grid resolution, and a global path, consisting of both convolutional and fully-connected
layers, that learns a summary of the scene and helps spatially regularize the output
transforms. The local path consists of two stride 1 convolutional layers, keeping the
spatial resolution and number of features constant. This provides enough depth to
learn local affine transforms without letting its receptive field grow too large (and
thereby discarding any notion of spatial position).
As we aim to perform universal style transfer without any explicit notion of se-
mantics (e.g., per-pixel masks provided by an external pretrained network), we use a
small network to learn a global notion of scene category. Our global path consists of
two stride 2 convolutional layers to further reduce resolution, followed by four fully-
connected layers to produce a 64−element vector “summary”. We concatenate the
summary at each x, y spatial location output from the local path and use a 1 × 1
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convolutional layer to reduce the final output to 96 channels. These 96 channels can
be reshaped into a 8 “luma bins” that separate edges, each storing a 3 × 4 affine
transform. We use the ReLU activation after all but the final 1× 1 fusion layer and
zero-padding for all convolutional layers.
4.2 Losses
Since our architecture is fully differentiable, we can simply define our loss function
on the generated output. We augment the content and style fidelity losses (Huang
and Belongie, 2017) with a novel bilateral-space Laplacian regularizer, similar to the
one in (Gupta et al., 2016):
L = λcLc + λsaLsa + λrLr, (4.1)







||Γ[s]− Γ[t]||2F , (4.2)
where Γ[s] is one cell of the predicted bilateral grid, and Γ[t] one of its neighbors.
The Laplacian regularizer penalizes differences between adjacent cells of the bilat-
eral grid (indexed by s and finite differences computed over its six-connected neighbors
N(s)) and encourages the learned affine transforms to be smooth in both space and
intensity (Chen et al., 2016; Gupta et al., 2016). As we show in our ablation study
(Sec 4.4.1), the Laplacian regularizer is necessary to prevent visible grid artifacts.
We set λc = 0.5, λsa = 1, and λr = 0.15 in all experiments.
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4.3 Training
We trained our model on high-quality landscape photos using Tensorflow (Abadi et al.,
2016), without any explicit notion of semantics. We use the Adam optimizer (Kingma
and Ba, 2015) with hyperparameters α = 10−4, β1 = 0.9, β2 = 0.999, ε = 10
−8, and
a batch size of 12 content/style pairs. For each epoch, we randomly split the data
into 50000 content/style pairs. The training resolution is 256× 256 and we train for
a fixed 25 epochs, taking two days on a single NVIDIA Tesla V100 GPU with 16
GB RAM. Even trained at a low-resolution, our algorithms still performs well with
12 megapixel inputs, as shown in Figure 4·6. We attribute this to the fact that our
losses are derived from pretrained VGG features, which are relatively invariant with
respect to resolution.
4.4 Results
For evaluation, we collect a test set of 400 high-quality photos of a variety of subjects.
We compare our algorithm to the state of the art in photorealistic style transfer, and
conduct a user study. Furthermore, we perform a set of ablation studies to better
understand the contribution of various components.
4.4.1 Ablation Studies
Feature Transfer.
In this section, we conduct multiple ablations to show the importance of our feature
transfer blocks S .
First, we consider replacing S with two baseline networks: AdaIN (Huang and
Belongie, 2017) or WCT (Li et al., 2017b). Starting with the same features extracted
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from VGG-19, we perform feature matching using AdaIN or WCT. The rest of the
network is unchanged: that is, we attempt to learn local and global features directly
from the baseline encoders and predict affine bilateral grids. Figure 4·2 (b) is the
result of using the pretrained AdaIN feature from the “top path” only. The results
in Figure 4·2 (b) and (c) show that while content is preserved, there is an overall
color cast as well as inconsistent blotches when using either AdaIN or WCT. The
low-resolution features simply lack the information density to learn even global color
correction. Adding our multi-scale feature transfer blocks resolves this issue.
Second, to illustrate the contribution of each transfer block, we visualize our
network’s output when all but one block is disabled (including the top path inputs).
As shown in Figure 4·2(f–j), earlier, finer resolution blocks learn texture and local
contrast, while later blocks capture more global information such as the style input’s
dominant color tone, which is consistent with our intuition. By combining all transfer
blocks at three different resolutions, our model merges these features at multiple scales
into a joint distribution.
Network component ablations.
To demonstrate the importance of other network components, in Figure 4·3, we com-
pare our architecture with three variants: one trained without the bilateral-space
Laplacian regularization loss (Equation 2.4), one without the global scene summary
(Figure 4·1, yellow block), and one without “top path” inputs (Figure 4·1, dark green
block). We also show that our network learns stylization parameterized as local affine
transforms.
Figure 4·3 (b) shows distinctive dark halos when bilateral-space Laplacian regu-
larization is absent. This is due to the fact that the network can learn to set regions
of the bilateral grid to zero where it does not encounter image data (because images
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occupy a sparse 2D manifold in the grid’s 3D domain). When sliced, the result is a
smooth transition between zero and the proper transform.
Figure 4·3 (c) shows that the global summary helps with spatial consistency. For
example, in the mountain photo, the left part of sky is saturated while the right side
of the mountain is slightly washed out. In contrast, the output of our full network
in Figure 4·3 (e) has more spatially consistent color. This is consistent with the
observation in HDRnet (Gharbi et al., 2017).
Figure 4·3 (d) demonstrates the necessity and importance of pretrained-and-
normalized features (the output of the “top path” in Figure 4·1). The results show
distinctive patches of incorrect color characteristic of the network locally overfitting
to the style input. Adaptively selecting between learned and pretrained features at
multiple resolutions eliminates this inconsistency.
Finally, we show that our network is not just an edge-aware interpolator—it learns
stylization parameterized as local affine transforms. We set an edge-aware interpola-
tion baseline by first running the full AdaIN network (Huang and Belongie, 2017) on
our 256 × 256 content and style images to produce a low-resolution stylized result.
We then use BGU (Chen et al., 2016) to fit a 16 × 16 × 8 affine bilateral grid (the
same resolution as our network), and slice it with the full-resolution input to produce
a full-resolution output. Figure 4·2 (d) shows that this strategy works quite poorly:
AdaIN’s output exhibits spatial distortions even at 256×256, which BGU cannot fix.
Grid Spatial Resolution.
Figure 4·4 (top) shows how the spatial resolution of the grid affects stylization quality.
By fixing the number of luma bins at 8, the 1× 1 case is a single global curve, where
the network learns an incorrectly colored compromise. Going up to 2×2, the network
attempts to spatially vary the transformation, with slightly different colors applied
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to each quadrant, but the result is still an unsatisfying tradeoff. At 8 × 8, there is
sufficient spatial resolution to produce a faithful stylization result.
Grid Luma Resolution.
Figure 4·4 (bottom) also shows how the “luma” resolution affects stylization quality,
with a fixed spatial resolution 16 × 16. With 1 luma bin, the network is restricted
to predicting a single affine transform per tile. Interpolating between 2 luma bins
reduces to a quadratic spline per tile, which is still insufficient for this image. In our
experiments, 8 luma bins is sufficient for most images in our test set.
4.4.2 Qualitative Results
Visual Comparison.
We compare our technique against three state-of-the-art photorealistic style transfer
algorithms: PhotoWCT (Li et al., 2018), LST (Li et al., 2019), and WCT2 (Yoo et al.,
2019), using default settings. Note that for PhotoWCT, we use the most recent version
of NVIDIA’s FastPhotoStyle code. Comparisons with other algorithms are included
in the Appendix A.
Figure 4·7 features a small sampling of the test set with some challenging examples.
Owing to its reliance on unpooling and postprocessing, PhotoWCT results contain
noticeable artifacts on nearly all scenes. LST mainly focuses on artistic style transfer,
and to generate photorealistic results, uses a compute-intensive spatial propagation
network as a postprocessing step to reduce distortion artifacts. Figure 4·7 shows that
there are still noticeable distortions in several instances, even after postprocessing.
WCT2 performs quite well when content and style are semantically similar, but when
the scene content is significantly different from the landscapes on which it was trained,
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the results appear “hazy”. Our method performs well even on these challenging cases.
Thanks to its restricted output space, our method always produce sharp images which
degrades gracefully towards the input (e.g., face, leaves) when given inputs outside
the training set. Our primary artifact is a noticeable reduction in contrast along
strong edges and is a known limitation of the local affine transform model (Chen
et al., 2016).
We show comparisons with additional baseline photorealistic style transfer tech-
niques on more test dataset in Appendix A and Appendix B.
4.4.3 High-resolution Image Style Transfer
To demonstrate the scalability and generalizability of our method to different reso-
lutions, in Figures 4·10–4·12, we show additional high-resolution results. Notice how
fine details are preserved. All results were generated with an affine bilateral grid pre-
diction network at a fixed 256× 256 input resolution, while rendering scales linearly
with the resolution of the full-resolution input.
Robustness.
Thanks to its restricted transform model, our method is significantly more robust
than the baselines when confronted with adversarial inputs, as shown in Figure 4·5.
Although our model was trained exclusively on landscapes, the restricted transform
model allows it to degrade gracefully on portraits which it has never encountered and
even a monochromatic “style”.
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Image Size PhotoWCT LST WCT2 Ours
512 × 512 0.68s 0.25s 3.85s < 5 ms
1024 × 1024 1.51s 0.84s 6.13s < 5 ms
1000 × 2000 2.75s OOM 10.94s < 5 ms
2000 × 2000 OOM OOM OOM < 5 ms
3000 × 4000 OOM OOM OOM < 5 ms
Table 4.2: NVIDIA Tesla V100 runtime. Performance benchmarks
on a NVIDIA Tesla V100 GPU with 16 GB of RAM. OOM indicates
out of memory. Note that photorealistic postprocessing adds significant
overhead to LST performance. Due to GPU startup and memory I/O
time, we were unable to get a precise measurement below 5ms.
Mean Score PhotoWCT LST WCT2 Ours
Photorealism 2.02 2.89 4.21 4.14
Stylization 3.10 3.19 3.24 3.49
Overall quality 2.23 2.84 3.60 3.79
Table 4.3: User study results (higher is better). Mean user study
scores from 1200 responses. Raters scored the three output images in
each sextet on a scale of 1-5 (higher is better).
4.4.4 Quantitative Results
Runtime and Resolution.
As shown in Figure 4.2, our runtime on a workstation GPU significantly outperforms
the baselines and is essentially invariant to resolution at practical resolutions. This
is due to the fact that grid prediction, the “deep” part of the network, runs at a
constant low resolution of 256 × 256. In contrast, our full-resolution stream does
minimal work and has hardware acceleration for trilinear interpolation. On a modern
smartphone, inference runs comfortably above 30 Hz at full 12 megapixel camera
resolution when quantized to 16-bit floating point and work distributed between ML
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acceleration hardware and the GPU. Figure 4·6 shows one such example.
4.5 Performance on a Mobile Device
To achieve real-time performance at 4K on a mobile device, we implement a custom
inference library in OpenCL and benchmark it on a Google Pixel 4 smartphone’s
Qualcomm Adreno 640 GPU. At 256 × 256 coefficient prediction resolution, 4032 ×
3032 rendering resolution, and using 16-bit floating point, end-to-end runtime is a
disappointing 4.4 seconds, which is dominated by computing VGG features. By
reducing coefficient prediction resolution to 128×128 and using only 2 splatting blocks
(removing conv4 1 from VGG-19), runtime improves to 290 ms. Computational cost
is still dominated by VGG features, taking 140 ms each, while coefficient prediction
and rendering take 1.5 ms and 8.5 ms, respectively. Since we typically pick a single
style and repeatedly use it over multiple content images (e.g., the camera viewfinder),
we can compute style VGG features only once, further reducing runtime to 150 ms.
Finally, by quantizing the content VGG network to use 8-bit integers and using the
Pixel Neural Core, we are able to run that subgraph in only 1.4 ms. With significant
engineering effort, we are able to achieve an end-to-end runtime of 12 ms per frame.
User Study.
The question of whether an image is a faithful rendition of the style of another is
inherently a matter of subjective taste. As such, we conducted a user study to judge
whether our method delivers subjectively better results compared to the baselines.
We recruited 20 users unconnected with the project. Each user was shown 20 sextets
of images consisting of the input content, reference style, and four randomly shuffled
outputs (PhotoWCT (Li et al., 2018), WCT2 (Yoo et al., 2019), LST (Li et al., 2019),
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and ours). For each output, they were asked to rate the following questions on a scale
of 1–5:
• How noticeable are artifacts (i.e., less photorealistic) in the image?
• How similar is the output in style to the reference?
• How would you rate the overall quality of the generated image?
In total, we collected 1200 responses (400 images × 3 questions) and results are shown
in Figure 4.3. In both stylization and overall quality, our technique outperforms the
baselines: PhotoWCT, LST, and WCT2. In terms of photorealism, our algorithm is
on-par with WCT2, and is significantly better than PhotoWCT and LST.
Video Stylization.
Although our network is trained exclusively on images, it generalizes well to video
content. Figure 4·13 shows an example where we transfer the style of a single photo
to a video sequence that varies dramatically in appearance. The resulting video has
a consistent style and is temporally coherent without any additional regularization or
data augmentation.
4.6 Summary
We presented a feed-forward neural network for universal photorealistic style transfer.
The key to our approach is using deep learning to predict affine bilateral grids, which
are compact image-to-image transformations that implicitly enforce the photorealism
constraint. We showed that our technique is significantly faster than state of the art,
runs in real-time on a smartphone at high resolution, and degrades gracefully even
in extreme cases. We believe its robustness and fast runtime will lead to practical
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applications in mobile photography. As future work, we hope to further improve
performance by reducing network size, and investigate how to relax the photorealism
constraint to generate a continuum between photorealistic images and abstract art.
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(a) Inputs (b) AdaIN → grid (c) WCT → grid (d) AdaIN+BGU (e) Ours
(f) Inputs (g) Block1 (h) Block2 (i) Block3 (j) Full results
Figure 4·2: Ablation studies on feature transfer blocks. (a)-
(e): We demonstrate the importance of our feature transfer architecture
by replacing it with baseline networks. (f)-(j): Visualization of the con-
tribution of each transfer block by disabling statistical feature matching
on the others.
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(a) Inputs (b) No Lr (c) No summary (d) No top path (e) Full results
Figure 4·3: Network component ablations.
Content 1x1x8 2x2x8 8x8x8
Style 16x16x1 16x16x2 16x16x8
Figure 4·4: Output using grids with different spatial (top) or luma
(bottom) resolutions (w × h× luma bins).
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inputs PhotoWCT WCT2 Ours
Figure 4·5: Our method is robust to adversarial inputs such as










Figure 4·7: Qualitative comparison of our method against three








Figure 4·8: Qualitative comparison of our method against three








Figure 4·9: Qualitative comparison of our method against three
















Localized Photorealistic Video Style
Transfer
Besides of image stylization, color stylization also plays a critical role in modern
cinematography and video storytelling. It has the powerful ability to grab audience
attention, elicit emotions, and convey implicit mood. In this chapter, we present a
novel algorithm for transferring artistic styles of semantically meaningful local regions
of an image onto local regions of a target video while preserving its photorealism.
Local regions may be selected either fully automatically from an image, through
using video segmentation algorithms, or from casual user guidance such as scribbles.
5.1 Method
We aim to transfer the style from a set of images to different local regions in a target
video, producing a smooth, temporally-consistent, and photorealistic result. We take
as input a video (the content), object selection masks (one video per object), and a set
of style images (each style corresponds to one object), and output a video sequence.
Since manual rotoscoping to produce selection masks is tedious, and automatic object
detection is rarely pixel-perfect, one critical design goal in localized video style transfer
is the ability to handle imperfect and noisy masks. Without loss of generality, we
discuss the case of having two regions that we call foreground (i.e., where the mask
value is 1) and background (i.e., the complement). Extending the algorithm to three
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operator. The transformation operator is encoded as a very low-resolution affine
bilateral grid Γ (e.g., 16× 16× 8). To render a full-resolution frame in real-time, the
full-resolution path uses a per-pixel learned lookup table to first predict a guide map.
The guide map serve as a learned proxy for image luminance that better separates
edges. To render a given input pixel at position (x, y) and color (r, g, b), the algorithm
computes its guide value z = LUT (r, g, b), slices the affine bilateral grid Γ at (x, y, z)
(sampling with trilinear interpolation and scaling each axis) to retrieve a 3× 4 affine
transform A, and computes the product A · (r, g, b, 1)T . Our work is motivated by the
fact that while Xia et. al.’s algorithm is fast and works well on still photos, our early
experiments showed that it is nontrivial to extend the method to localized video style
transfer. A naive localized extension would be to simply run the algorithm twice on
each frame: once per region, and then blend using object masks. However, this does
not work well due to the following reasons:
• Content statistics upon which stylization operates need to be localized and
temporally coherent to produce a satisfactory output. This requires a new
feature transfer operator (Section 5.1.3).
• Pixel-space blending using object masks depends critically on mask quality,
which is rarely satisfactory. We address this by learning to enhance masks
(Section 5.1.4), which are then incorporated into the rendering process (Sec-
tion 5.1.5).
• Although BPST (Xia et al., 2020) show a few smooth video results despite
being trained on only still imagery, we find that without additional temporal
regularization, there is noticeable flicker. We address this with the proposed
spatiotemporal feature transfer layer and a warping loss (Section 5.1.3 and 5.2).
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Mask Guidance Spatiotemporal Grid
Enhancement Learner Feature Transfer Prediction

















1 L2 F Γ
type c c c c c c c c c c c c c c c c c c
stride 1 1 1 1 1 2 1 1 2 1 1 2 1 1 1 1 1 1
kernel size 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1
spatial size 256 256 256 256 256 128 128 128 64 64 64 32 32 32 16 16 16 16
channels 16 8 1 16 1 8 8 8 16 16 16 32 32 32 64 64 64 96
activation - - sigmoid - sigmoid relu relu relu relu relu relu relu relu relu relu relu relu -
Table 5.1: Details of our network architecture. c denotes convolutional
layer. Sij denotes the i-th layer in the j-th splatting block.
5.1.2 Network Architectures
We provide the architectural details of our mask enhancement network, guidance
learner, spatiotemporal feature transfer, and grid learner in Table 5.1. As shown in
Figure 5·2, we extract the VGG-19 features from four scales (conv1 1, conv2 1,
conv3 1, and conv4 1) and match the multi-resolution feature statistics via three
splatting blocks (Xia et al., 2020). Note we remove the global scene summary path in
BPST (Xia et al., 2020) as we aim to transfer style between local regions, where the
global features will not help. The grid coefficients are learnt directly from the outputs
of spatiotemporal feauture transfer module. To strengthen the learning ability of
spatiotemporal feauture transfer module, we shrink the local feature path and add
one more weight-sharing convolutional layer to each splatting block. In each splatting
block, the weights of the first and the last convolutional layers are shared for the
content and style feature paths. The output of each ST-AdaIN layer is propagated to
the next frame for blending the temporal information. After the feature transferring,
we apply two convolutional layers to predict the bilateral grids.
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5.1.3 Spatiotemporal Feature Transfer
Recall that AdaIN (Huang and Belongie, 2017) transfers the mean µ(·) and variance
σ(·) feature statistics from y (e.g., style) onto x (e.g., content) as:






Mean and variance are computed independently for each feature channel. Note that
the original AdaIN operator computes mean and variance over an entire frame. This
is inappropriate for localized style transfer as it mixes the features of foreground
and background regions, leading to visible halo artifacts near object boundaries (see
Figure 5·7(d) for an example). We address this with a spatially-aware AdaIN (SA-
AdaIN), which extends the operator to account for the content mask mx:






Next, we tackle motion. Although using AdaIN on VGG-19 features has shown to be
effective for still photo style transfer (Huang and Belongie, 2017; Xia et al., 2020), it
has been shown that these features are sensitive to small changes in the input. Subtle
motions can lead to large differences in the features (Gupta et al., 2017) which are
amplified by downstream stylization that appears as flicker artifacts when viewed at
framerate (Lai et al., 2018). To address this, we propose a temporally coherent AdaIN
(TC-AdaIN) layer that computes the mean and variance from both the previous and
current frames:






where µ(t) = (1−α)µ(x(t)) +αµ(x(t−1)), σ(t) = (1−α)σ(x(t)) +ασ(x(t−1)), and α is a
weight that balances the contribution of the previous (t− 1) and current (t) frame.
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µ̂t = (1− α)µ(xt ·mtx) + αµ(xt−1 ·mt−1x ), (5.5)
σ̂t = (1− α)σ(xt ·mtx) + ασ(xt−1 ·mt−1x ). (5.6)
After the feature transferring, we apply a few convolutional layers to predict the
bilateral grids for both the foreground and background.
5.1.4 Mask Enhancement
In practice, input selection masks are rarely pixel-perfect, either due to errors made
by object segmentation algorithms (e.g., (Long et al., 2015; Chen et al., 2017b; Chen
et al., 2017c)) or inaccuracies in users’ annotations. To ensure that masking errors
are not propagated to our stylized output, we introduce a mask enhancement network
that smooths and aligns masks to object boundaries. Our mask enhancement network
is a lightweight module, consisting of three convolutional layers, where the last layer
adopts a sigmoid activation to produce a soft boundary. To generate noisy input
masks for training, we apply the erosion and dilation with random kernel sizes to the
ground-truth object masks of the DAVIS 2017 dataset (Pont-Tuset et al., 2017).
5.1.5 Stylized Rendering
After learning bilateral grids that encode foreground and background styles, we need
to smoothly blend between them to produce a photorealistic output. A naive solution
69
would be to apply the grids independently to the input frame to produce two stylized
outputs, and alpha blend them using the enhanced mask calculated in Section 5.1.4.
However, applying the transformation twice at full-resolution is not only inefficient,
if the two styles (and thus transformations) are dramatically different, it will lead to
undesirable halo artifacts (see Figure 5·3(d)) despite blending using a soft mask. We
devise a better solution that interchanges the steps: first blend the transforms taking
masks into account, then apply the blended transform once at full resolution.
Recall that HDRnet (Gharbi et al., 2017) and bilateral photo style transfer (Xia
et al., 2020) learn a global lookup table based on pixel color alone to produce its
guide map. The guide map, which is directly used as the z index when slicing the
bilateral grid, serves to separate object edges. This is insufficient in our application
since object edges are delineated not only by color gradients of large magnitude,
but also by explicit masks. Therefore, we replace the learned lookup table with a
2-layer convolutional neural network that also incorporates the object mask to learn
an adaptive guide map that better separates foreground and background, as shown
in Figure 5·3(a).
We use the adaptive guide map to build a soft grid-space mask (Algorithm 1) and
combine the two stylization transforms into a single compact representation as:
Γ = Mgrid · Γf + (1−Mgrid) · Γb, (5.7)
where Γf and Γg are the foreground and background grids, respectively. Finally, we
render the output at each pixel by slicing out an affine transform from blended grid
Γ using the adaptive guide map and performing a matrix multiply. Figure 5·3(c) and
(d) shows how grid-space blending eliminates artifacts from the naive approach.
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Algorithm 1: Compute Soft Grid Mask
Input: Learned guide map z, pixel mask Mpxl, image size (w, h), grid size
(W,H,D)
Output: Soft grid mask Mgrid
1 Initialize grid mask: Mgrid = zeros(W,H,D);
2 zD = floor((z ·Mpxl)×D) ;
3 sw, sh = w/W, h/H ;
4 for x← 1 to W and y ← 1 to H do
5 patch = zD[x× sw : (x+ 1)× sw, h× sh : (y + 1)× yh] ;
6 Mgrid[x, y, :]← sum(patch > 0);
7 for d← 1 to D do
8 if d in patch then




13 Normalize grid mask: Mgrid ←Mgrid/(sw × sh);







‖σ(Φi[O])− σ(Φi[Is])‖22 , (5.10)
where Ns denotes the number of layers selected from VGG-19 to build style loss.
To penalize abrupt local changes in the predicted transforms and meanwhile al-
low changes across strong object edges (known as bilateral smoothness), we adopt












||Γb[s]− Γb[t]||2F . (5.11)
where N(s) denotes the neighbors of cell s.
In addition to existing losses, we add the following novel components.
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Mask loss.
To ensure that the network does not predict an affine transformation that applies the
foreground style to a background pixel and vice versa, we add a mask loss that says:
if we sliced out a full-resolution pixel-space mask from the predicted grid mask using
our learned guide map, it should align with object boundaries. Mathematically:
Lm = ‖slice(z,Mgrid)−Mgt‖22 , (5.12)
where z is the learned guide map, Mgrid is the predicted soft grid mask, and Mgt is
the ground-truth object mask.
Guide loss.
As additional regularization, we penalize guide maps that are substantially different
from input luminance Igray since luminance edges are a strong segmentation signal:
Lz = ‖z − Igray‖22 . (5.13)
Temporal loss.
To improve temporal coherence, we minimize the flow warping error between the






V it→t−1||Oit − Ôit−1||1, (5.14)
where Ôt−1 is frame Ot−1 warped by optical flow ft→t−1 and Vt→t−1 is the visibility
mask calculated from the input frames It and It−1. We use the PWC-net(Sun et al.,
2018) to compute optical flow on the content video.
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5.3 Implementation Details
We implement our model in Tensorflow (Abadi et al., 2016). For training, we use the
training set from DAVIS 2017 (Pont-Tuset et al., 2017) which contains 60 videos and
each video has 70 frames in average. We optimize the model using Adam (Kingma
and Ba, 2015) with hyperparameters α = 10−4, β1 = 0.9, β2 = 0.999, ε = 10
−8, and
a batch size of 2 video clips. At each iteration, we take five consecutive frames as a
clip and randomly crop the original frames into a resolution of 256× 256. For mask
enhancement training, we use ”damaged” masks as inputs by randomly applying
erosion or dilation on the ground-truth segmentation masks. To train the mask
enhancement network, we generate noisy input masks by applying erosion and dilation
with random kernel sizes to the ground-truth object masks. Since mask enhancement
is a largely orthogonal task, we first pre-train this module for 20000 iterations and
freeze the weights. We then train the remainder of the network end-to-end for 90000
iterations. By limiting the “full-res” input to also be 256× 256, we can significantly
reduce training time, which takes about two days on a single NVIDIA Tesla V100
GPU with 16 GB RAM. At inference time, the trained model can be applied to
arbitrary input resolution, because of the usage of bilateral grid since we can scale
the bilateral grid.
5.4 Experimental Results
In this section, we first provide qualitative comparisons with state-of-the-art photo-
realistic style transfer methods. We then present quantitative results from our per-
formance benchmark and user study. Finally, we analyze the contribution of different
components in our model.
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5.4.1 Setup
We use the DAVIS 2017 validation set (Pont-Tuset et al., 2017) for evaluation, which
contains 30 videos with ground-truth segmentation masks and the video resolution is
480 × 584. In our example, we use an instance segmentation method, COSNet (Lu
et al., 2019), to select a single camel, but it can be iterated to select multiple instances
with user input (e.g., “control click”).
We compare our method to state-of-the-art photorealistic style transfer algo-
rithms: PhotoWCT (Li et al., 2018)1, LST (Li et al., 2019), WCT2 (Yoo et al.,
2019), and BPST (Xia et al., 2020). Note that we apply the full pipeline of Pho-
toWCT and LST, including their own smoothing steps. Since these approaches are
intended for still image style transfer, to make the comparison more fair, we apply
the temporal consistency algorithm of Lai et. al. (Lai et al., 2018) to as a post-process
to improve their results. As the method of Xia et. al. (Xia et al., 2020) cannot stylize
local regions, we extend it by first generating two stylized outputs for foreground and
background, then blending them in pixel-space using the input mask.
We evaluated the quality of our model using the DAVIS2017 (Pont-Tuset et al.,
2017) validation set, and we obtained the video segmentation masks using COS-
Net (Lu et al., 2019). We compared our algorithm to the state of the art in photore-
alistic video style transfer under various segmentation conditions. To quantitatively
compare our approach against other work, we also conducted a user study. Further-
more, we detail the contribution of different components through a series of ablation
studies.
We compare our technique against four state-of-the-art photorealistic style transfer
algorithms: PhotoWCT (Li et al., 2018) , LST (Li et al., 2019), WCT2 (Yoo et al.,
2019), and BPST(Xia et al., 2020). All of these four methods are then followed by
1We use NVIDIA’s latest FastPhotoStyle library, which is much faster than the speed claimed in
their paper.
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a post-processing (Lai et al., 2018) for improving temporal stability. Note that for
PhotoWCT, we use NVIDIA’s latest FastPhotoStyle library. And for BPST(Xia et al.,
2020), we first predicted two separate output images: one applied with foreground
style and the other with background style. And then we obtained the final output
via pixel stitching.
5.4.2 Qualitative Comparisons
Figure 5·4 provides visual comparisons on two examples. As both PhotoWCT and
LST transfer style features on the intermediate layers of a deep neural network with
an encoder-decoder architecture, foreground and background styles are mixed to-
gether. Hence, the final output synthesized by the decoder contains halo artifacts
at object boundaries (e.g., the swan’s neck for PhotoWCT) or spatially inconsis-
tent color (e.g., the uneven grass). Those visual artifacts cannot be easily removed
by their post-processing steps. Therefore, the results of PhotoWCT and LST still
look non-photorealistic with noticeable artifacts. Even if we include post-processing
steps to suppress distortions, the outputs of PhotoWCT and LST still contain non-
photorealistic results with noticeable artifacts. While WCT2 and BPST(Xia et al.,
2020) do not require any post-processing, their stylized results contain visual arti-
facts around the object boundaries due to inaccuracies in the input object masks. In
contrast, our method produces visually pleasing results given imperfect segmentation
masks. By using our mask-enhancement and grid-space blending, we can spatially
blend between substantially different styles without explicitly separating foreground
and background with pixel precision.
Figure 5·4 features a small sampling of the test set with some challenging examples.
LST mainly focuses on artistic style transfer, and to generate photorealistic results,
it uses a compute-intensive spatial propagation network as a postprocessing step to
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reduce distortion artifacts. Figure 5·4 shows that there are still noticeable distortions
in several instances, even after postprocessing. WCT2 performs quite well on both
foreground and background. However, there are noticeable artifacts on the boundaries
between them, especially when we are using predicted segmentation masks instead of
ground truth. Since we obtained two individual output images which the styles were
applied to the whole content inputs, results of BPST(Xia et al., 2020) appear “hazy”.
Our method performs well even on these challenging cases.
5.4.3 Quantitative Results
Performance.
We measure execution time on a single NVIDIA Tesla V100 GPU with 16 GB of
RAM at various resolutions. For existing methods (Li et al., 2019; Li et al., 2018;
Yoo et al., 2019; Xia et al., 2020), we include time spent on post-processing using
Lai’s method (Lai et al., 2018) (also listed independently). As shown in Table 5.2,
our method is much faster than all but the method of Xia et. al. (Xia et al., 2020)
upon which it is based. This is due to our model’s additional steps of computing a
soft grid-space mask. Still, our model can run at 21.5 Hz on 12 megapixel inputs,
while other approaches run out of memory. We note that Xia et. al. (Xia et al., 2020)
alone can run on 3000× 4000 input, but the post-processing by Lai et. al. (Lai et al.,
2018) runs out of memory at this resolution.
User study. As style transfer fidelity is inherently a subjective matter of taste, we con-
duct a user study to evaluate user’s preferences. We adopt paired comparisons (Ru-
binstein et al., 2010; Lai et al., 2016), where users are asked to choose the better result
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Image Size 512 × 512 1024 × 1024 2000 × 2000 3000 × 4000
Lai et al. 0.0023±0.0006s 0.0030±0.0013s 0.0079±0.0028 s OOM
LST* 0.2598±0.1247s 0.7929±0.3342s OOM OOM
PhotoWCT* 0.6237±0.2984s 1.5479±0.3589s OOM OOM
WCT2* 3.9036±0.2801s 6.2029±0.4525s OOM OOM
BPST* 0.0051±0.0014s 0.0072±0.0016s 0.0131±0.0038s OOM
Ours 0.0385±0.0009s 0.0398±0.0121s 0.0427±0.0129s 0.0462±0.0141s
Table 5.2: Execution time. An asterisk (∗) denotes that the technique
of Lai et. al. (Lai et al., 2018) is applied. OOM indicates out of memory
at the inference time.
in a pair shown side-by-side. In each test, we also provide the input content video, ob-
ject segmentation mask, foreground, and background style images as reference. The
participant is asked to answer the following questions:
1. Which video is a more faithful stylization?
2. Which video has fewer visual artifacts?
3. Which video is more temporally stable?
In total, we recruit 30 participants, where each participant evaluates 20 sets of videos.
While the results are shuffled randomly, we ensure that all the methods are compared
the same number of times.
Table 5.3 shows the percentage that our result is preferred over the other. Overall,
our method is selected on more than 60% of comparisons for all three questions,
demonstrating that our results have a more faithful stylization, fewer visual artifacts,
and better temporal stability.
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Better Fewer visual Better temporal
stylization artifacts stability
Ours vs. LST* 60.6±7.5% 68.5±7.2% 66.1±7.3%
Ours vs. PhotoWCT* 63.9±7.7% 80.6±6.1% 73.9±6.8%
Ours vs. WCT2* 57.6±7.6% 79.4±6.2% 73.1±6.8%
Ours vs. BPST* 69.1±7.1% 60.6±7.5% 57.6±7.6%
Average 62.8% 72.3% 67.7%
Table 5.3: Results of user study. An asterisk (∗) denotes that the
technique of Lai et. al. (Lai et al., 2018) is applied. Overall, our results
are preferred by more than 60% of users.
5.4.4 Style Transition
The style and color tone in a film can change over time, connoting a gradual shift
in mood. Our method can easily transition between different styles in time by in-
terpolating between predicted grids using an appropriate time-dependent weighting
function (e.g., a user-selected spline). Figure 5·5 samples a few frames from a result
where we transfer different styles onto foreground and background while smoothly
transitioning in time.
5.4.5 Grid Sub-sampling
The proposed method can be further sped up by sub-sampling the bilateral grids in
the temporal domain. As the nearby frames typically have similar color, the bilateral
grids can also be shared to render the stylized result. Specifically, we can generate
the bilateral grid for every r frames and estimate the intermediate grids by a linear
interpolation, as shown in Figure 5·6(a). In Figure 5·6(c) and (d), we show that our
method can still render high-quality results up to a sub-sampling rate of r = 8. For
r = 16, the estimated grid may have a larger spatial mismatch with the content,
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Image Size 512 × 512 1024 × 1024 2000 × 2000 3000 × 4000
Lai et al. 0.0024s 0.0031s 0.0073s OOM
LST* 0.2753s 0.8365s OOM OOM
PhotoWCT* 0.6366s 1.5185s OOM OOM
WCT2* 3.8599s 6.1375s OOM OOM
BPST* 0.0058s 0.0068s 0.0117s OOM
Ours (r = 1) 0.0378s 0.0380s 0.0414s 0.0464s
Ours (r = 8) 0.0048s 0.0049s 0.0052s 0.0058s
Table 5.4: Grid Sub-sampling Execution time. An asterisk denotes
that the technique of Lai et. al. (Lai et al., 2018) was applied to improv-
ing temporal stability. OOM indicates out of memory at the inference
time.
resulting in undesired visual artifacts. Such a temporal sub-sampling strategy is
suitable for the proposed method and BPST (Xia et al., 2020). Other approaches,
e.g., WCT2 (Yoo et al., 2019), is not able to generate reasonable results by simply
interpolating the output frames, as shown in Figure 5·6(b).
By utilizing such a grid sub-sampling strategy, we can reduce the computational
cost and speed up the processing time during inference. As shown in Table 5.4,
our model with sub-sampling rate r = 8 is about 8× faster at four different image
resolutions.
5.4.6 Ablation Studies
Grid-space blending and SA-AdaIN.
As input object masks are often noisy, blending in pixel space often results in vis-
ible artifacts around object boundaries (Figure 5·7(c)). To render natural object
boundaries, one may need to apply image matting (Xu et al., 2017) to feather the
mask. But matting is both computationally expensive and may introduce its own
artifacts. In contrast, our method learns how to blend the foreground and back-
ground style transfer transforms, sidestepping the need for an accurate full-resolution
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mask (Figure 5·7(e)). After slicing and applying the affine transform, our result has
more natural boundaries as shown in Figure 5·7(e). Furthermore, by adopting the
SA-AdaIN (Equation (5.2), we improve the separation of foreground and background
styles better and avoid the classic halo artifacts as shown in Figure 5·7(d).
Mask refinement.
In Figure 5·8, we show how our mask enhancement network improves input object
boundaries and helps with rendering. While our grid-space blending can handle im-
perfect input masks, visible artifacts may remain if the masks are too noisy, as shown
in Figure 5·8(b) and (e). Our mask enhancement network significantly improves
mask boundaries (Figure 5·8(c)), and our rendered result (Figure 5·8(f)) is visually
comparable to a rendering using the ground truth mask (Figure 5·8(g)). The pro-
posed adaptive guide map further prevents the imperfection in the enhanced map to
propagate to the final results, as shown in zoomed-in details in Figure 5·8(c) and (f).
Temporal consistency.
To quantitatively evaluate the temporal consistency of the stylized videos, we measure
its warping error (Equation (5.14)) and temporal change consistency (TCC) (Zhang
et al., 2019). We compare the per-frame results of PhotoWCT (Li et al., 2018),
LST (Li et al., 2019), WCT2 (Yoo et al., 2019), and Xia et. al. (Xia et al., 2020), both
with and without applying the temporal smoothing technique of Lai et. al. (Lai et al.,
2018). We also train two modified versions of our model: one without the temporal
loss and one without TC-AdaIN. As shown in Table 5.5, our full model achieves the
lowest warping error and the highest TCC, demonstrating that the proposed method
achieves the most stable results. Figure 5·9 also shows a visual comparison, where
the results without the TC-AdaIN have a visible color shift.
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PhotoWCT + Lai et al. 0.00099 0.643
LST + Lai et al. 0.00104 0.538
WCT2 + Lai et al. 0.00110 0.576
BPST + Lai et al. 0.00093 0.660
Ours w/o Lt 0.00091 0.673
Ours w/o TC-AdaIN 0.00094 0.659
Ours 0.00090 0.688
Table 5.5: Temporal consistency evaluation. Our full model achieves
the lowest warping error and the highest TCC against the existing
algorithms and our own variations.
Anti-distortion module
Recent photorealistic style transfer methods (Li et al., 2018; Li et al., 2019; Yoo et al.,
2019) are based on encoder-decoder architecture, which often cause spatial distortions
or unrealistic visual artifacts when reconstructing an image from the low-resolution
deep features. Therefore, extra smoothing steps or modules are required to minimize
those spatial distortions. PhotoWCT (Li et al., 2018) optimizes a matting affinity
to ensures spatially consistent stylization. Similarly, LST (Li et al., 2019) applies a
spatial propagation network (SPN) (Liu et al., 2017) on the reconstructed images to
smooth the results. On other other hand, WCT2 (Yoo et al., 2019) replaced max-
pooling layers with wavelet pooling where the high frequency components are skipped
to the decoder directly so that all edges and corners are preserved.
Here, we show visual comparisons to existing methods with and withing applying
such ”anti-distortion” modules in Figure 5·10, Figure 5·11, and Figure 5·12 respec-
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tively. Note we use the estimated segmentation masks predicted by COSNet (Lu
et al., 2019) in our experiments instead of ground truth masks. Figure 5·10 shows the
comparison with PhotoWCT. Although the smoothing step helps reduce local arti-
facts, the smoothed result becomes blurry and hazy. In contrast, our result preserves
all the edges and image structures well. In Figure 5·11, the result of LST without
applying SPN has severe spatial distortions. The SPN recovers some image details
but cannot suppress all the distortions, resulting in an unrealistic result. Figure 5·12
shows the results of WCT2 with and without the skip connections for high-frequency
components. It is clear that the skip connections helps bring back the image details
and preserve the photorealism, showing comparable results to the proposed method.
However, noticeable undesired artifacts show in the result as well, especially on the
boundary area. That’s because we are using imperfect segmentation mask while the
high frequency skip connections restore all kinds of high frequency details. That
means not only edges and corners but mask boundary artifacts are restored in the
final result as well.
The results in Figure 5·10, Figure 5·11, and Figure 5·12 demonstrate that our
bilateral grid based model is robust to produce photorealistic stylized results even
using imperfect segmentation masks.
5.4.7 High-resolution style transfer
Although the proposed method is efficient when processing high-resolution (e.g.,
2000 × 2000) videos, extracting the object segmentation masks could be computa-
tionally expensive. For example, it takes 2.61 seconds for a segmentation model,
DeepLab (Chen et al., 2017c), to process a single 1920 × 1080 frame. Therefore,
we aim to understand the feasibility of applying low-resolution segmentation masks
for high-resolution style transfer. First, we compute the object masks from a low-
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resolution (256×256) input frame, which takes only 0.47 seconds for DeepLab. Then,
we resize the masks to 1920×1080 through nearest neighbor interpolation for transfer-
ring styles. We compare the proposed method with WCT2 in Figure 5·13. The results
from WCT2 have clear visual artifacts on the object boundaries as the upscaled masks
are noisy. On the other hand, our method is able to generate high-quality results,
which are comparable to the ones produced by using the ground-truth object masks.
We demonstrates that our model performs well on high-resolution videos even if the
segmentation masks is extracted from a low-resolution space.
5.5 Failure Cases
Our method requires reliable image-space statistics and can cope with modest amounts
of segmentation noise. However, it may fail when the selected areas are too small (e.g.,
a textureless region with a single color). On the other hand, when the foreground
objects cannot be detected properly due to occlusion or reflection, our method may
not be able to separate the styles of foreground and background very well, as shown
in Figure 5·14.
5.6 Summary
In this work, we propose a novel algorithm for photorealistic video style transfer. Our
algorithm is able to 1) generate spatially and temporally coherent stylized results
throught the proposed spatiotemporal feature transfer layer, 2) account for imper-
fect input masks by learning a mask enhancement network and blending the color
transform coefficients in a low-resolution grid space, and 3) achieve real-time perfor-
mance by adopting an efficient bilateral learning framework. The proposed model
can be further speeded up without significantly degrading the quality by temporally
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sub-sampling the bilateral grids or extracting segmentation masks from a even lower
input resolution. We demonstrate the performance of the proposed method on a wide
variety of videos and styles. Finally, a human subject study shows that our method
achieves faithful stylization, higher visual quality, and better temporal coherence





(a) Inputs (b) Input mask (c) Enhanced mask (d) GT mask
(e) Result with (f) Result with (g) Result with
input mask enhanced mask GT mask
Figure 5·8: Effect of mask enhancement. When the input object mask
is too noisy, the stylized results may still contain visible artifacts on the
boundaries. Mask enhancement lets us render high-quality boundaries
visually comparable to the result using the ground truth mask.
Inputs w/o TC-AdaIN Final results
Figure 5·9: Effect of TC-AdaIN. Without propagating intermediate
features with TC-AdaIN, the stylized output will have a significant
color shifting within 8 frames in this example.
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Content Mask and styles
PhotoWCT PhotoWCT Ours
w/o spatial smoothing w/ spatial smoothing
Figure 5·10: Visual comparison with PhotoWCT (Li et al., 2018).
Content Mask and styles
LST LST Ours
w/o spatial smoothing w/ spatial smoothing
Figure 5·11: Visual comparison with LST (Li et al., 2019).
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Content Mask and styles
WCT2 WCT2 Ours
w/o spatial smoothing w/ spatial smoothing
Figure 5·12: Visual comparison with WCT2.
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Content and styles Up-scaled mask
WCT2 with up-scaled mask Ours with upscaled mask Ours with GT mask
Content and styles Up-scaled mask
WCT2 with up-scaled mask Ours with upscaled mask Ours with GT mask
Figure 5·13: High-resolution video stylization using low-resolution
masks.
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Content Mask and styles Our result
Figure 5·14: Failure cases.
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Chapter 6
Attribute-based Fashion Image Retrieval
and Synthesis
Fashion search often involves detailed attributes such as fabric, collar type, and sleeve
length. Learning a fine-grained distance metric is crucial to the success of a fashion
retrieval system. In this work, we propose a novel end-to-end Attribute-aware Global
Ranking Network for attribute-based fashion retrieval. Moreover, our network al-
lows fashion search after attribute manipulation. Furthermore, our system supports
attribute-based fashion image synthesis.
6.1 Methods
In this section, we describe the details of our proposed Attribute-aware Global Rank-
ing Network (AGRN). This end-to-end model can be divided into two sub-parts: a set
of attribute-level embedding learners and an image-level representation learner. The
first sub-network is a pretrained ResNet-18 architecture followed by a set of fully-
connected embedding layers where each embedding layer corresponds to a specific
attribute. The second part is a set of fully-connected layers to extract the image-level
representations from the concatenated attribute embeddings via the proposed global
ranking loss. We also describe our attribute-based fashion image synthesis network.
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6.1.1 Attribute-aware Global Ranking Network
In the following, we first introduce the architecture, and then present the sub-networks
for attribute and image representation learning, respectively.
Architecture Overview
The architecture of our proposed network is presented in Figure 6·1. The network is
composed of a set of attribute-level embedding learners and an image representation
learner.
For the attribute-level embedding learners, we fine-tune the ResNet-18 (He et al.,
2016) model pretrained on ImageNet, and replace the final softmax classification layer
with a set of fully-connected embedding layers, with random initialization. Each
of these fully-connected embedding layers correspond to a specific attribute and is
trained with a weighted combination of classification and listwise ranking loss objec-
tives.
We then concatenate all attribute representations and feed them into the second
part of our network to learn the image-level representation using the proposed global
listwise ranking loss. Such learned image embeddings are well-suited for both the
fashion search task as well as for attribute manipulations.
Attribute Representations
To learn the attribute representations, we choose the pretrained ResNet-18 architec-
ture as the base network and replace the final softmax classification layer with a set of
fully-connected embedding layers. Two types of losses are used to learn the attribute
embeddings: the classification loss to predict attribute labels and the listwise raking
loss to learn the retrieval representations.
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Ranking Loss. In addition to the classification loss, we add a ranking loss Lr to
learn the retrieval representation for each attribute. In contrast to previous fashion
search studies that utilize a triplet-based formulation, we adopt the listwise ranking
loss FastAP (Cakir et al., 2019) which optimizes Average Precision to learn the dis-
tance metric. Compared to triplet-based and pair-based losses, the FastAP loss is
derived from full ranked lists, and performs significantly better in retrieval tasks. We
provide a brief review of FastAP in Section 2.3.
To learn attribute representations, we integrate these two types of losses through
a weighted combination:
Lattr = λLc + (1− λ)Lr (6.2)
where λ is a weight parameter to control the trade-off between the two losses.
Attribute Manipulation. The multi-branch network learns attribute representa-
tions, where each branch corresponds to a particular attribute. For attribute manip-
ulation, we follow the procedure outlined in (Ak et al., 2018a): features are extracted
from training images with the same attribute value and are averaged. We subse-
quently use these averaged features as the prototype representation for that attribute.
During attribute manipulation, we simply replace the undesired attribute represen-
tation with prototype features of a desired attribute.
Image-level Representations
In the previous section, we introduced how the first sub-network learns attribute
representations. In order to learn an image-level representation we concatenate all
attribute embeddings and, through a fully-connected layer, reduce the embedding
size to 4096. This global image embedding is subsequently optimized with our novel
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global ranking loss which is introduced next.
6.1.2 Attribute-based Images Synthesis
In this section we describe our attribute-based image synthesis module. Imagine this
scenario: a user has an outfit photo, and this user wonders how the outfit would look
if one small part or attribute in this outfit is changed – for example, if a user wants
to know how it would look like after changing the material of the pants in an outfit
from legging into jeans. One solution is that we can use the image retrieval module
after attribute manipulation described above to find whether there is a satisfactory
result. If not, our attribute-based image synthesis module is able to generate a new
image which meets the user’s expectation.
The architecture of the proposed attribute-based image synthesis module is shown
as Figure 6·2. Given an input segmentation mask and a concatenated image embed-
ding feature, our model, which is an encoder-decoder shaped image generator, gen-
erates new outfit image with the guidance from the input segmentation map. The
concatenated image embedding feature consists of four parts: the image retrieval
embedding GAP learned by our attribute-aware global ranking network, one-hot de-
sired attribute labels a given by the user, the multi-scale image features f extracted
from a pretrained VGG-19 network, and gaussian noise z. For VGG-19 features, we
extracted pretrained feature at layers of conv2 1, conv3 1, and conv4 1.
6.2 Losses
In this section we describe our deep metric learning approach for learning attribute-
specific and global representations. Our approach employs listwise ranking losses. In
particular, we propose a ranking loss suited for multi-level similarities, as well as a
novel minibatch sampling method.
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P (R+|T < t) dP (T < t|R+), (6.5)
where R+ ⊂ R denotes the neighbor set for query q.
We learn an embedding function Ψ : X → Rm that maps inputs to an m-
dimensional Euclidean space, and Ψ is parameterized by a deep neural network in
this work. It should be clear now that (6.5) can also be approximately evaluated us-
ing finite sums. Next, the intractable integral in Eq.6.5 is approximated using finite
sums.
Specifically, assume an embedding function Ψ : X → Rm that maps inputs to
an m-dimensional Euclidean space, and Ψ is parameterized by a deep neural net-
work. The output of the embedding function Ψ is L2-normalized, so that Ω has
the bounded range [0, 2]. The 1D range of distances is quantized using a finite set
Z = {z1, z2, . . . , zL}, which yields the following expression, called FastAP: , and de-







Here, P and F denote the PDF and CDF of a discrete distribution resulting from the
quantization. (Cakir et al., 2019) shows that this approximation can be efficiently
optimized using stochastic gradient descent, so that a deep neural network can be
trained end-to-end to produce embeddings that optimize Average Precision.
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Proposed Ranking Loss
A limitation of the FastAP loss is that the Average Precision objective is only defined
for binary similarities that any retrieval is either similar or dissimilar to the query.
While this is a reasonable assumption in many retrieval problems, we would like a
more fine-grained similarity model for the fashion retrieval problem. For example,
a retrieval result that correctly matches 11 out of 12 attributes should not be pe-
nalized equally as one that gets all 12 wrong. However, under the binary similarity
assumption, they are treated equally as dissimilar retrievals.
For attribute-based retrieval, we propose to use a multi-level similarity model.
Instead of requiring an exact match in the attribute configuration, we define the
similarity between a query q and a retrieved result r in a way that allows partial
matches. Suppose there are k attributes and let the annotated attribute vectors of
q and r be Aq and Ar, respectively. A simple example would be to normalize the






1[Aq,i = Ar,i]. (6.7)
Eq.6.7 defines a multi-level similarity model with k levels, which is frequently used
in information retrieval tasks such as web search. This generalization of binary simi-
larity requires new evaluation metrics and learning objectives. Although normalized
Discounted Cumulative Gain (nDCG) is frequently used in the information retrieval
literature, it remains unclear how to directly optimize it in deep neural networks.
In this work, we are interested in optimizing the multi-level extension of Average
Precision, named Graded Average Precision (GAP), proposed in (Robertson et al.,
2010).
As illustrated in Figure 6·3, the basic idea of GAP is to convert the multi-level
retrieval problem into a collection of binary retrieval problems, and then take the
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And accordingly, GAP is defined as





As noted in (Robertson et al., 2010), compared to other evaluation metrics suited
for multi-level similarity, notably normalized Discounted Cumulative Gain (NDCG)
(Järvelin and Kekäläinen, 2002), GAP has a probabilistic interpretation as the area
under the graded precision-recall curve, which is a multi-level extension of the binary
precision-recall curve. This means that we can also adopt distance quantization in
order to approximate GAP, similar to the FastAP approach. In fact, the form of
Eq.6.9 already suggests a solution: given discrete distribution π, compute approx-
imated AP using all possible thresholds, and take the expectation. Therefore, our
proposed global ranking loss based on GAP is defined as follows:




We optimize Eq.6.11 using SGD by aggregating gradients from the FastAP summands.






Similar to (Cakir et al., 2019), we observe that it is crucial to define appropriate
minibatch sampling strategies when performing stochastic optimization with a list-
wise ranking loss. The idea is that the sampled batches should give rise to sufficiently
challenging ranking problems, which random sampling often cannot satisfy. For ex-
ample, given a large number of possible attribute configurations (such as 12 attributes
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with 10 possible values each), a uniformly sampled minibatch could have a large por-
tion of instances with configurations all distinct from each other. Such instances lack
“true neighbors” during ranking optimization, and will effectively reduce the amount
of useful gradient signals for the network.
Instead of uniform sampling, we design a minibatch sampling method that aims to
maximize and balance the difficulty and diversity of sampled batches. First, to ensure
difficulty, for each instance in the batch, we would like to include non-neighbors with
a high ratio of attribute matches, say more than 80%. These are similar to the “hard
negatives” in triplet-based methods, which are crucial for generalization performance.
Note that in our problem, instead of mining hard negatives on the fly, hard negative
relationships can be predefined according to ground truth attribute annotations. Sec-
ond, as similarly observed in triplet-based methods, it is also undesirable to overly
bias the sampling towards hard negatives, which could cause training to overfit or
even diverge. Therefore we also ensure diversity, by including easy negatives in each
batch ( such as non-neighbors with few attribute matches) to balance the sampling.
More specifically, we identify hard and easy negatives by clustering all the at-
tribute configurations in the training set, such as using the K-means algorithm or
other side information. Within each cluster, the attribute configurations are similar,
therefore they are either true neighbors (in case of exact match) or hard negatives
for each other. Across different clusters, attribute configurations have low similarity
and can be regarded as easy negatives. During training, for each minibatch we first
sample a small number of clusters (such as 2 or 3), and then sample the same number
of images from each cluster. Compared to instance-level uniform sampling, this also
has the advantage that underrepresented attribute configurations will be sampled




We evaluate our method on two standard fashion datasets that are commonly used
in the attribute-based fashion retrieval literature: DeepFashion(Liu et al., 2016) and
Shopping100K(Ak et al., 2018b).
DeepFashion is proposed in (Liu et al., 2016) and specifically designed for fash-
ion retrieval tasks. In the Category and Attribute Prediction benchmark, there are
290,000 clothes images with 6 attributes. In our experiments, we follow the setting in
(Ak et al., 2018a) and select three attributes: Category, Shape, and Texture. After
removing the unrelated attributes, we have 113,000 images in total. 90,000 images
are used to train the model, 2,000 images are used as query data, and the remaining
21,000 images are reserved for the fashion gallery.
Shopping100K (Ak et al., 2018b) contains 101,021 images with 12 attributes. We
use all available images and attributes in our experiments. Specifically, we choose
79,000 images to train the network, 2000 images as queries, and leave the remaining
22,021 images for the retrieval gallery.
Experimental Setup
We fine-tune the ResNet-18 (He et al., 2016) architecture pretrained on ImageNet.
We first replace the classification layer with a set of fully-connected layers, each
corresponding a specific attribute, as shown in Figure 6·1. Then, the attribute em-
beddings are concatenated and projected down to 4096 dimensions through another
fully-connected layer.
When learning attribute representations, we set the embedding dimensionality to
512 by default. The embeddings are normalized to have unit L2 norm which gives a
closed range [0, 2] for their Euclidean distances. We follow the setting in (Cakir et al.,
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2019) and use equally-sized histogram bins for distance quantization. We use Adam
optimizer in all experiments with learning rate 10−5 and no weight decay. We follow
the standard practice for image preprocessing: all images are resized to 256 × 256,
and the embedding network takes crops of size 224× 224 as input. Our experiments
are run on an NVIDIA Titan X Pascal GPU with 12 GB memory.
Competing Methods Since there are multiple losses in the proposed model, we
compare the retrieval performance with a set of baselines for a fair comparison: an
attribute-based method which uses ResNet-18 (Att-based), using triplet loss with a
margin for image ranking (Triplet), using classification for attribute representation
learning and using triplet loss with a margin for image ranking (Classification +
Triplet), which has the same architecture with FashionSearchNet without Localiza-
tion(Ak et al., 2018a), using FastAP loss for image ranking (FastAP), and using
classification+FastAP for attribute representation learning with the FastAP loss for
image ranking (Classification/ranking + FastAP).
We also compare our approach to very recent state-of-the-art fashion retrieval
studies. AMNet (Zhao et al., 2017) is a memory-augmented network designed for
the task of attribute manipulation. We also consider FashionSearchNet (Ak et al.,
2018a) with and without localization of specific attributes. Both AMNet and Fash-
ionSearchNet impose triplet-based ranking loss to learn the embeddings. Note that
since (Ak et al., 2018a)’s models are not publicly available, our baseline Classifi-
cation + Triplet also serves as a re-implementation of FashionSearchNet (without
localization) as it uses the same loss functions during training.
For training our model AGRN, in order to save training time, we first pretrain




6.4.1 Search by Query
Evaluation Metrics To quantitatively compare our results with baselines and the
state-of-the-art fashion retrieval methods, we use two evaluation metrics to measure
the retrieval performance: top-k retrieval accuracy and Normalized Discounted Cu-
mulative Gain (NDCG@k) (Järvelin and Kekäläinen, 2002). During computing the
top-k accuracy, we denote a hit if the method finds at least one data within the search-
ing gallery with exactly the same attributes as indicated by the query in the top-k







sim(j) is the similarity score between the query image and the j-th ranked image as
we have defined, and Z is a normalization constant to ensure that the correct ranking










AMNET (Zhao et al., 2017) 0.637 0.483
FashionSearchNet w/o Loc. (Ak et al., 2018a) 0.611 0.448
FashionSearchNet w/ Loc. (Ak et al., 2018a) 0.651 0.469
Classification + Triplet 0.621 0.459
AGRN 0.682 0.477
Table 6.1: Top-30 Retrieval performance comparison on the Shop-
ping100K and DeepFashion datasets. Note that “Classification +
Triplet” is our re-implementation of FashionSearchNet (Ak et al.,
2018a) without attribute localization.
We report the top-k retrieval accuracy comparing to baselines for Shopping100K
and DeepFashion datasets in Figure 6·4. From the results of (FastAP) and (Triplet),
we see the listwise ranking loss works better than triplet loss on fashion retrieval tasks.
By comparing (Triplet) to (classification + Triplet), we can see adding the at-
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tribute classification loss to learn attribute embeddings is important for image-level
representation learning. Since (classification/ranking + FastAP) and (AGRN)
have exactly same setting except the global ranking loss in the last step. We can
see the proposed multi-level similarity model works better than binary FastAP in
attribute-based retrival tasks. Table 6.1 compares the top-30 retrieval accuracy with
state-of-the-art fashion retrieval methods. The proposed AGRN outperforms all com-
peting methods even if we don’t include any localization in our model. Figure 6·7
presents examples of Top-3 retrieved images for both datasets.
6.4.2 Binary vs. Multi-level Similarities
In this subsection, we compare the results of before and after the generalization for
non-binary similarities. For a pair of images, we compute their similarity score by
counting the number of matched valid attributes. To be more specific, we set 4
different similarity levels: 1 if the two images are perfect matched, 1
2
if there are at
least 2
3
of valid attribute are matched, 1
4
if there are at least 1
3
of valid attribute are
matched, and 0 otherwise. This corresponds to a non-uniform sampling distribution
π in Eq.6.11. We find the weighting to be crucial, and that complete matches should
still be emphasized in multi-level similarity. Therefore, we design the similarity so
that it immediately drops to 1
2
once there is one mismatched attribute, which in
practice outperforms both a uniform π and one that is proportional to the number of
attribute matches.
NDCG@30 Shopping100K DeepFashion
attr. embed 0.380 0.254
Triplet 0.373 0.244
FastAP 0.417 0.261
attr. loss + Triplet 0.419 0.253
attr. loss + FastAP 0.434 0.266
proposed 0.465 0.276
Table 6.2: NDCG@30 on Shopping100K and DeepFashion.
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From Figure 6·4 we already see the proposed multi-level similarity model outper-
forms binary FastAP. To get a closer look at their difference, we choose Normalized
Discounted Cumulative Gain (NDCG@k) (Järvelin and Kekäläinen, 2002) as the sec-
ond evaluation criterion. NDCG@k measure the cumulated relevance scores of query
image and k-th retrieved image by counting the number of matched valid attributes,
which make it the perfect evaluation metric in our case. We present the NDCG@30
comparison in Table 6.2. As can be seen, the proposed AGRN outperforms all base-
lines. Notably, we point out that there is a noticeable gap between AGRN and all
baselines even though their difference on top-k retrieval accuracy is not that obvious.
This means when retrieving ”not perfect” items, the proposed AGRN is still able to
find ”better desired” ones which share higher similarity with the query image. Fi-
gire 6·5 shows the examples of top-7 retrieval results on both datasets. As can be




classification + Triplet 0.385 0.246
classification/ranking + FastAP 0.408 0.259
AGRN 0.431 0.265
Table 6.3: NDCG@30 results of One Attribute Manipulation Search
on Shopping100K and DeepFashion.
6.4.3 One Attribute Manipulation Search
In this subsection, we report performance of different methods when one attribute
of each query image is manipulated. We applied all possible attribute manipulations
available in the searching gallery to the query images. The top-k retrieval results for
Shopping100K and DeepFashion are presented in Figure 6·6. And the NDCG@30
comparison is showed in Table 6.3. The proposed AGRN consistently outperforms
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all baselines. We also presents examples of Top-3 retrieved images after attribute
manipulation for both datasets in Figure 6·7.
6.4.4 Attribute-based Fashion Creation
In this subsection, we show the results of generated fashion images when one attribute
of the original image is manipulated. We show some challenging examples of fashion
creation after one attribute manipulated in Figure 6·8. From the result, we can see our
model is able to generate images given different types of attribute being manipulated
including color, texture, and patterns.
6.4.5 Ablation Studies
Batch Size During training, the list size in the in-batch retrieval problems depends
on the size of minibatch. We present an ablation study in Figure 6·9 where we change
the size of minibatch during training when all other settings are fixed. We measure
the Top-30 retrieval performance on both DeepFashion and Shopping100K. As can be
seen from Figure 6·9, Top-30 performance monotonically improves with larger batch
size on both datasets.
Minibatch Sampling In Section 6.3, we discuss the minibatch sampling strat-
egy. As explained earlier, instead of uniformly random sampling, we include hard
negatives to increase the difficulty of sampled batches. Hard negatives are defined
as non-neighbors with high levels of similarity, and are crucial for generalization
performance. Quantitatively, Table 6.4 shows that including hard negatives during
minibatch sampling consistently improves retrieval performance.
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Top30 Shopping100K DeepFashion
With hard negatives 0.682 0.477
Without 0.654 0.463
Table 6.4: Top-30 Retrieval performance of FastAP with and with-
out adding hard negatives into minibatches during learning the global
ranking loss.
6.5 Summary
In this chapter, we present a novel end-to-end Attribute-aware Global Ranking Net-
work (AGRN) for attribute-based fashion retrieval. We propose a global ranking loss
based on Graded Average Precision to optimize data orderings induced by the full
ranking of retrieved items, and naturally handles multiple attributes. On two large
fashion image retrieval datasets, our proposed model achieves state-of-the-art results
in the tasks of fashion image retrieval.
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Figure 6·4: Top-k retrieval accuracy comparison. The upper figure
presents the performance on Shopping100k and the bottom figure shows
the result on DeepFashion.
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Figure 6·6: The top-k of retrieval accuracy comparison to baselines
after attribute manipulation. The upper figure presents the perfor-








In this chapter we review the contributions made in this thesis, discuss their strengths
and limitations, and propose interesting directions for future research.
7.1 Main Contributions
For the photorealistic image style transfer problem, we presented a feed-forward neural
network for universal photorealistic style transfer. The key to our approach is using
deep learning to predict affine bilateral grids, which are compact image-to-image
transformations that implicitly enforce the photorealism constraint. We showed that
our technique is significantly faster than state of the art, runs in real-time on a
smartphone at high resolution, and degrades gracefully even in extreme cases. We
believe its robustness and fast runtime will lead to practical applications in mobile
photography. As future work, we hope to further improve performance by reducing
network size, and investigate how to relax the photorealism constraint to generate a
continuum between photorealistic images and abstract art.
For the photorealistic video style transfer problem, we propose a novel algorithm
for photorealistic video style transfer. Our algorithm is able to 1) generate spatially
and temporally coherent stylized results throught the proposed spatiotemporal feature
transfer layer, 2) account for imperfect input masks by learning a mask enhancement
network and blending the color transform coefficients in a low-resolution grid space,
and 3) achieve real-time performance by adopting an efficient bilateral learning frame-
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work. The proposed model can be further speeded up without significantly degrading
the quality by temporally sub-sampling the bilateral grids or extracting segmentation
masks from a even lower input resolution. We demonstrate the performance of the
proposed method on a wide variety of videos and styles. Finally, a human subject
study shows that our method achieves faithful stylization, higher visual quality, and
better temporal coherence against existing photorealistic style transfer approaches.
For the fashion retrieval and synthesis problem, we present a novel end-to-end
Attribute-aware Global Ranking Network (AGRN) for attribute-based fashion re-
trieval. We propose a global ranking loss based on Graded Average Precision to
optimize data orderings induced by the full ranking of retrieved items, and naturally
handles multiple attributes. On two large fashion image retrieval datasets, our pro-
posed model achieves state-of-the-art results in the tasks of fashion image retrieval.
7.2 Discussion of Limitations
Trade-off between Stylization and Photorealism
Throughout this thesis, we have focused on photorealistic style transfer problem. To
be more specific, we learn local affine transformations in bilateral space to represent
the color mapping, which inherently enforces the photorealism constraint. Besides,
we introduce a new bilateral-space Laplacian regularizer, which penalizes differences
between adjacent cells of the bilateral grid and encourages the learned affine trans-
forms to be smooth in both space and intensity. The new regularizer also helps to
prevent visible grid artifacts.
However, using the techniques mentioned above, the stylized results have a less
dramatic appearance compared to the traditional artistic style transfer methods.
That’s because a strong photorealism regularizer forces all the pixels to stay at the
original position, and the color changes between two neighboring pixels to be small.
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We need to be careful to balance the trade-off between the content and the style.
Trade-off between Quality and Speed
In Chapter 4 and Chapter 5, we develop end-to-end models to solve the real-time style
transfer problem. To increase the runtime speed, we learn the color transformation
in bilateral space instead of pixel space. To achieve real-time performance, especially
for mobile devices, we keep bilateral girds resolution being low. That’s because a low
grid resolution means we only need to learn a small number of affine transformations.
However, a low grid resolution also results in a less stylized result. In practical use,
we need to be careful to balance the trade-off between the quality and the runtime
speed.
Temporal Consistency in Video Style Transfer
In the video style transfer problem, our method requires reliable image-space statistics
and can cope with modest amounts of segmentation noise. However, it may fail when
the selected areas are too small (such as a textureless region with a single color).
On the other hand, when the foreground objects cannot be detected properly due
to occlusion or reflection, our method may not be able to separate the styles of
foreground and background very well. As a result, there is a noticeable flickering in
the stylized video.
7.3 Directions for Future Research
Realtime Localized Video Stylization without Segmentation Mask
In our work of localized video style transfer, we assume the foreground/background
masks are provided as inputs. They could be either provided by users or generated
using existing semantic segmentation models. However, it is time-consuming to com-
pute segmentation masks for each frame in a high-resolution video. We believe that
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future improvements for this and related tasks will be promising and exciting.
Realtime Artistic Style Transfer at 4K resolution
In this thesis, we provide an end-to-end model for the problem of realtime photore-
alistic style transfer at 4K resolution by using bilateral grids. As future work, we
hope to further improve performance by reducing network size, and investigate how
to relax the photorealism constraint to generate a continuum between photorealistic
and abstract art. To our knowledge, there is no existing work that can successfully
perform realtime artistic style transfer at 4K resolution, especially for a mobile cam-
era. We believe it is an interesting and promising topic to develop models that can





Photorealistic Style Transfer Baselines
We show additional comparisons with baseline photorealistic style transfer techniques
including the optimization-based Deep Photo Style Transfer (DPST) by Li et al. (Luan
et al., 2017), Neural Color Transfer (NCT) by He et al. (He et al., 2019), and HDRnet
by Gharbi et al. (Gharbi et al., 2017), shown in Figures A·1–A·3 respectively. For
completeness, we also include result from PhotoWCT (Li et al., 2018), LST (Li et al.,
2019), and WCT2 (Yoo et al., 2019).
Note that NCT relies on dense correspondence between the input style and content
images. Occasionally, the matching algorithm can fail and NCT will generate a bad
output, as shown in the second example in Figure A·2.
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Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Figure A·1: Qualitative comparison of our method against six
baselines on some challenging examples.
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Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Figure A·2: Qualitative comparison of our method against six
baselines on some challenging examples.
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Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Inputs PhotoWCT LST WCT2
DPST NCT HDRnet Ours
Figure A·3: Qualitative comparison of our method against six
baselines on some challenging examples.
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Appendix B
Additional Qualitative Comparisons on
Test Set
From Figure B·1–B·11, we show more qualitative comparisons on the test set we used
for the user study described in Chapter 4.
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·1: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·2: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·3: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·4: Additional Qualitative Comparisons on Test Set.
128
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·5: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·6: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·7: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·8: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·9: Additional Qualitative Comparisons on Test Set.
133
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·10: Additional Qualitative Comparisons on Test Set.
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Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Content Style PhotoWCT (Li et al., 2018)
WCT2 (Yoo et al., 2019) LST (Li et al., 2019) Ours
Figure B·11: Additional Qualitative Comparisons on Test Set.
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Appendix C
High-resolution Image Style Transfer
To demonstrate the scalability and generalizability of our method to different reso-
lutions, in Figures C·1–C·6, we show additional high-resolution results. Notice how
fine details are preserved. All results were generated with an affine bilateral grid pre-
diction network at a fixed 256× 256 input resolution, while rendering scales linearly
with the resolution of the full-resolution input.
Inputs Output
Figure C·1: High-resolution example.
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Inputs Output
Figure C·2: High-resolution example.
Inputs Output
Figure C·3: High-resolution example.
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Inputs Output
Figure C·4: High-resolution example.
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Inputs Output
Figure C·5: High-resolution example.
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