This work presents estimates of time histories of pressure coefficients at several taps on the roof of a 1/200 model of a 200 x 100 x 20 ft low-rise building with a 1/24 slope gable roof building. The estimates were obtained by large eddy simulation (LES). The first and second moments as well as peaks for the time histories are compared with those obtained in boundary layer wind-tunnel measurements at the University of Western Ontario. It is noted that the computation times required to obtain records of length comparable to wind tunnel records are at present prohibitively large.
Introduction. Computational Fluid Dynamics (CFD), referred as virtual wind tunnel" is becoming a viable tool for obtaining aerodynamic data that can be used confidently for structural design. In recent years higher resolution schemes and faster solver algorithms have been developed, including, multi-grid solution accelerators, higher order discretization algorithms, and arbitrary Lagrangian-Eulerian formulation. Computational hardware advances, i.e., augmentation in processor speed, improvements in parallel computation and digital storage capabilities, are important steps toward making CFD an increasingly useful tool. However, wind engineering applications continue to pose a challenge to CFD owing to the difficulty of modeling turbulence in the atmospheric boundary layer and in regions around bluff bodies where wake flows, flow separation and reattachment, vortex shedding, and free shear layers occur. Transient flows render data processing and management an even more difficult task. Reynolds Average Navier-Stokes (RANS) turbulence models have demonstrated their efficiency and accuracy when applied to isotropic turbulent flow fields. Their usefulness, however, is not established for applications to flows around bluff bodies embedded within the atmospheric boundary layer. RANS turbulence treats both large-and smallscale turbulence similarly. Theory and experiments, in contrast, suggest that only the small turbulent scales are universal. Direct Numerical Simulation (DNS) and Large Eddy Simulations (LES) are alternatives, albeit costly, to RANS that can model satisfactorily the low frequency scales. Temporal and spatial resolutions, down to the viscous dissipation scale, i.e., the Kolmogorov scale ( 4 3 Re . − = L η , L is the characteristic length of a given Reynolds number (Re)), would place high demands on DNS since to solve the flow field down to this high resolution scale the required number of nodes for one dimension would be Re ¾ ; and Re 9/4 for three dimensions. For the problem at hand where Re = 38,100, the corresponding number of nodes is 1.23x10 10 , which is intractable given the current computational capabilities. Therefore, DNS is useful primarily for understanding the turbulence physics at low Reynolds numbers and gaining insight into the development and assessment of turbulence closure models. The calculations must accommodate both the large scales that are imposed by external effects and the small scale associated with viscous dissipation. LES uses the equations of motion of the flow to model its large scale motions. However, unlike DNS, scales comparable to or smaller than the grid size are modeled by implementing a universal turbulence model. In wind tunnels, large upstream spires and roughness fetches create turbulent flows that simulate the atmospheric boundary layer flow with various degrees of success. As comparisons between results obtained by various wind tunnel laboratories show, such simulations are difficult to achieve, particularly at low elevations of interest for low-rise building design [1] .
The sampling frequency f for the model and the prototype are related such as )
where H denotes the characteristic length (e.g., the building height), f denotes the sampling frequency, and V denotes the mean wind velocity at the reference height; λ λ λ λ represents the scale ratio, and the subscripts m and p represent model and prototype scales, respectively. Records on the order of one minute are typical for wind tunnel tests. Owing to current computational limitations, in this work shorter records will be sought. Such shorter records can be useful for research purposes, even though the sampling errors inherent in them can be relatively large [2] .Solving for one second long of 1/200 model comprising a 1,200,000 cell requires 6 weeks period utilizing a quad 2.4GHz processor. The sampling time and solution stability are constrained by the dilation wave speed, via the Courant-Friedrichs-Lewy (CFL) condition [3] , that is, 10 − , respectively. This work consists of computing pressure time histories at points located on the building roof, and carrying out comparisons with corresponding pressure tap data obtained at the Boundary Layer Wind Tunnel Laboratory of the University of Western Ontario [4] . Fig. 1 , show the main characteristics of the flow field around a low-rise structure immersed in the ABL, i.e. presence of stagnation, standing vortices, separation, von Karman's vortex street, and a pronounced wake. The flow is turbulent, non-homogeneous and anisotropic. As the common eddy viscosity models of the κ−ε and κ−ω type overestimate turbulence production near the separation regions [5] , the feasibility of LES to study bluff body aerodynamics induced by ABL flow over low-rise structures is pursued. Governing System and Turbulent Modeling via Large Eddy Simulation. The Navier-Stokes equations which govern the flow are statements of conservation of mass (continuity), and momentum. Unlike the RANS turbulence modeling, LES implements a simpler model and is inherently transient. It allows explicit resolution of the large-scale turbulent motion while separately modeling small-scale turbulence. The dependent flow field variables are all written in the form:
where the bar indicates the resolved scale and the prime indicates the subgrid scale. The large scale field is the result of filtering the flow field with a filter kernel G(x,ζ;∆), e.g., a Box, Gaussian, or cut-off filter [6] . The resulting flow field is expressed as:
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where G is the spatial normalized ( 1 ) ; ,
) filter operator at x over the defined cell space of ς , ∆ represents the bandwidth filter parameter that characterizes individual cell mesh width, and ν is the kinematics viscosity. The subgrid scale turbulent stress tensor τ ij is expressed as:
(4) The filtered Navier-Stokes equation will contain large scale terms with the overbar symbol and small scale terms with the prime symbol. The prime terms are referred to as subgrid scale terms (SGS), and will take the form of Reynolds stresses. To assure closure of the governing system of equations, the effect of the small scale velocity components needs to be modeled. At this point, SGS (τ ij ) is unknown and requires a turbulent closure model. The three-dimensional Smagorinsky Eddy Viscosity model is used. It implements the following linear relation between the filtered SGS tensor ( ij τ ) and the filtered strain rate tensor ( ij s ) such that
where ν t is the turbulent kinematic viscosity, and the strain rate tensor ij s is the resolved field defined as
Above kk τ is the isotropic part of the subgrid-scale stresses and is added to the filtered pressure term. The turbulent kinematic viscosity ν t , has the dimensions LV, where L and V are a length scale and a velocity scale, respectively [7] proposed the expression
, where ∆ is the filter band width, s ij is the strain tensor (whose dimension is [T] -1 ), and s c is a non-dimensional factor determined experimentally. Accordingly, the turbulent kinetic energy κ and turbulent dissipation rate ε are expressed as
, respectively; k c and ε c are determined experimentally. In the current implementation of finite volume discretization, the filter width is related to the mesh cell. Near the wall, however, and in order to capture and resolve the smallest turbulence scales, the filter width is adjusted to be min (0.04y, ∆) where y is the distance between the cell center and the closest wall. The dynamic Smagorinsky-Lilly model does implement a fixed value for c s and suggests a method to derive its value dynamically from the resolved field [8] .
Wind Tunnel Pressure Records. The wind tunnel data considered here were reported by [4] . The model is equipped with over 400 pressure taps, as depicted in Fig. 2 , Cp time histories were sampled at 400 Hz for 60 seconds and obtained at 36 wind directions between 0 o and 180 o at 5 o intervals by setting up the model at the center of the circular base and incrementally rotating the base. The test section included large spires to create wind gusts at the wind tunnel entrance, as well as roughness elements as tall as the building height H upstream. A shorter 0.1H roughness element in the vicinity of the model was used to simulate the ABL. The roof pressures were obtained via a high speed pressure scanner connected to the tap tubing and then normalized via the dynamic pressure obtained at the same eave height H to yield Cp. The full-scale hourly wind speed was 10.15m/s and was used in the production of the wind tunnel test data. Two sets of pressure taps were located at the center and the edge of the upstream building's roof-edge, as seen in Fig .3 , and their locations are listed in Table 1 . These records were tested for quality [4] as numerically simulated records on the order of 60 seconds are difficult to obtain. It concluded that, within sample errors that increase with decreasing record length, a record length of a few seconds can be reasonably representative of the mean and variance of the pressure coefficients. ) at a distance of 20H upstream, the outlet pressure at 100H downstream of the building's leeward face, the two side slip walls at 20H, and the upper slip wall at 40H above the building. This domain is fitted with 60 structured blocks to better control the mesh size and admit the boundary-layer fine resolution. It is comprised of 1,200,000 hexagonal finite volume cells with wall refinements of 0.0075H smoothly staggered at 1.15 to 1.2 successive length ratios away from the walls. The overall mesh count is nearly Applied Mechanics and Materials Vols. 152-154 136x170x54 subtracting the building (44x50x44). Fig. 4 , depicts the computational domain fitted with the surface mesh of the building. The incoming fluctuations are modeled by using a random flow generator where the flow components are computed and synthesized with a divergence-free velocity vector comprising 100 Fourier harmonics, with an initial turbulent intensity of 0.1. . The achieved convergence levels for the continuity and momentum residuals were targeted to reach 10 -6 and 10 -8 , respectively, at each time step. The velocity pressure coupling is achieved via the SIMPLE algorithm and uses on average 30 inter-iterations. The building drag and lift coefficients were also recorded and their history plots are used as an indicator of the stability of the computed data. Fig. 5 , depicts the time history of those coefficients. It shows the flow needed 0.065s to become stationary. This time is equivalent to the flow "transfer time" to reach the building front (u avg (H)=9.5m/s, L=0.6096 m). Contours of the magnitude of the velocity field at the end of 0.1736 seconds (4340th time step) are depicted in Fig. 6 . They illustrate the formation of the upstream vortex core, roof separation and reattachments zone, building wake, as well as the free shear layer. The line plot of the main shear (u x ) at several locations illustrates this further. It shows the presence of a reverse flow upstream confined to the ground and extended nearly 2H length. Another reverse flow confined by the roof extends to 1.5H length. Behind the model, a mixing shear layer is formed at the edge of the wake far from the ground, and the wake roll up vortex region extends over 5H lengths. The computed temporal velocity record at the eave elevation H and upstream at 10H, as well as the computed component spectra is depicted in Fig. 7 . The energy-containing eddies are centered near 0.15 and extend to 0.35 normalized frequency,
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where f is the frequency and V ∞ is the flow velocity. Axial velocity fluctuation dominates the lateral and vertical components. The input flow velocity was perturbed via a divergence-free spectrum method to simulate incoming flow turbulence. This perturbation is captured in Fig.7 , upstream of the model; the computed local turbulent intensity is I=0.045 (Ix=0.05, Iy=0.06, Iz=0.038). The computed Cp time histories for the two taps located at edge are depicted in Fig. 8 . For a 0.5 s computed interval, minimum, mean, standard deviation, and the number of peaks for these taps compared to the 60 s time record wind tunnel data are given in Table 2 , below. The data in general has similar trends as the wind tunnel data. The velocity shows, however, a tendency to drop by 0.8% due to the turbulence introduced in the model and thus it could produce lower instantaneous dynamic pressure. This may reduce the peak values down to a level closer to those obtained in the wind tunnel. The mean values are well behaved and compare reasonably well with the wind tunnel values; a longer computed record could improve the agreement. The frequency of occurrence of peaks is important; a peak is accounted for if the pressure coefficient value drops below one standard deviation. Those numbers are compared to their counterparts obtained from the wind tunnel data at different lengths. They compare favorably with records of up to 8 seconds. Fig. 9 shows the mismatch between the wind tunnel axial flow profile and the one resulting from the numerical simulation at one building length distance upstream. It also shows the large mismatch in the turbulent intensity which is almost 4 times higher in the wind tunnel. Due to the low frequency resolution in the wind tunnel, the frequency values are believed to be better in the numerical simulation. The augmentation of this intensity while achieving a tight convergence and matching the flow profile is proposed as future work. Conclusion. This work suggests the potential feasibility of CFD utilizing Large Eddy Simulation to simulate pressure time histories obtained by wind tunnel measurements. Mean pressures compared reasonably well with the corresponding wind tunnel measurements, but peak values were underestimated significantly. The current computations resulted in a turbulent intensity near 0.05, less than quarter the value reported for the wind tunnel. Wind tunnel turbulence intensity is augmented by the inclusion of spires and elemental roughness. While adding spires and roughness elements in the simulation is computationally cumbersome, increasing turbulence intensities and avoid filtering it in the upstream can be achieved in the future. This work also demonstrates the tremendous length of time required to achieve a record length equivalent to that obtained in the wind tunnel. Fig. 9 . Numerical-wind tunnel comparison for velocity profile and turbulence intensity.
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It suggests, however, that a much shorter time record length of a few multiples of the transfer time through the domain could be computationally feasible and adequate for some purposes, although not for design, since sampling errors inherent in such a short record could be considerable. The simulation took 1.1 to 1.2 minutes of CPU time per time step on the quad dual 2.4GH processors (each time step took 25 to 30 inner-loop iterations to achieve the desired residuals of 1.0E -6 and 1.0E -8 for the continuity and velocity components respectively). At a mean flow rate of 10m/s and with a constructed domain length of 130H (H is the building height at 20ft) the total transfer time nearly 0.4 second. Thus the minimum simulation CPU time necessary is nearly 62 days for one passage and 125days for two passages utilizing 4 cores. This time could be halves by increasing the number of the processor providing low latency and higher Infiniband core and nodes communication via MPI parallel application.
