Estimating the crowd density of public territories, such as scenic spots, is of great importance for ensuring population safety and social stability. Due to problems in scenic spots such as illumination change, camera angle change, and pedestrian occlusion, current methods are unable to make accurate estimations. To deal with these problems, an ensemble learning (EL) method using support vector regression (SVR) is proposed in this study for crowd density estimation (CDE). The method first uses human head width as a reference to separate the foreground into multiple levels of blocks. Then it adopts the first-level SVR model to roughly predict the three features extracted from image blocks, including D-SIFT, ULBP, and GIST, and the prediction results are used as new features for the second-level SVR model for fine prediction. The prediction results of all image blocks are added for density estimation according to the crowd levels predefined for different scenes of scenic spots. Experimental results demonstrate that the proposed method can achieve a classification rate over 85% for multiple scenes of scenic spots, and it is an effective CDE method with strong adaptability.
Introduction
With increased living standard and the constant acceleration of urbanization progress, collective activities in large scale public places are becoming more and more frequent. In recent years, frequent accidents have been caused by dense human crowds. Therefore, using computer vision to intelligently monitor human crowds, make timely warnings, and take effective measures plays an essential role in social stability and population safety.
Current human crowd density estimation (CDE) methods are mainly divided into two categories.
(1) Direct Methods. Certain classifiers are used to directly segment or detect each human body in crowds. Then the bodies are counted to obtain human crowd density. These methods can be further divided into two subtypes.
(i) Model Based Methods. Detection or segmentation is performed according to models or shape contour of human bodies. For example, Lin et al. proposed a pedestrian detection method based on extracting human head contour feature by Haar wavelet transform combined with support vector machine [1] . Felzenszwalb et al. proposed a deformable parts model (DPM) detection method based on parts and improved histogram of oriented gradient (HOG) features [2] . Gall and Lempitsky proposed a method using Hof forest framework to detect and grade each part of pedestrians to determine pedestrians and their positions [3] . Gardzinski et al. used cameras in multiple view angles for 3D foreground modeling [4] and extract the human bodies and determine the number of people according to the shape of the human bodies.
(ii) Trajectory Clustering Based Methods. Each body is detected according to the long time tracking and clustering of interesting points on human bodies. For example, Rabaud and Belongie proposed a method for clustering the trajectories and inferring people counts in scenes using Kanade-Lucas-Tomasi (KLT) tracker and a series of 2 Journal of Electrical and Computer Engineering low-level features [5] . Rao et al. [6] obtained crowd contours by optical flow methods and screen out the human trajectories from movement information. Then human crowd density is clustered and analyzed. Direct methods perform well in situations where there are small numbers of people. However, the drawback is clear; that is, in crowded situations where humans seriously overlap, the performances of direct methods fall sharply.
(2) Indirect Methods. These methods treat the crowd as a whole and estimate the crowd density by extracting features of the crowd such as textures along with the use of regression models. Indirect methods can also be divided into three subtypes.
(i) Pixel Based Analysis. These methods first remove scene backgrounds and then use some very low-level features to estimate crowd density. Davies et al. [14] analyzed crowd foregrounds and edge pixels by extracting foregrounds. Perspective correction was added and people counts were estimated by linear relation. Hussasin et al. [15] corrected the perspective distortion of foreground pixels by zooming, extracted low-level features, and used backward neural networks for supervised training. The trained model is accurate for sparse crowd, but the estimation error sharply increases with the increase of density and occlusion.
(ii) Texture and Gradient Based Methods. Compared with pixel based methods, texture and gradient can better represent the number of people in a scene. Texture and gradient features are used in CDE, including gray-level cooccurrence matrix (GLCM) [16] , local binary pattern (LBP) [17] , HOG, and gradient orientation cooccurrence matrix (GOCM) [18] .
(iii) Interest Points Based Methods. Interest points are feature pixels of interest, such as corner points detected in images. For example, Conte et al. [19] used speeded-up robust features (SURF) to detect corner points, and the number of moving corner points was used to estimate crowd density. Liang et al. [20] used three-frame differential algorithm and binarization to form foreground templates. Then SURF was used to extract feature points. Finally optical flow was applied to determine the direction of crowd moving and density. Kishor et al. [21] detected features for accelerated segment test (FAST) corner points in optical flow images. Then the density estimation image was formed according to the corner points.
However, in actual scenic spots, the existing method is difficult to make accurate prediction due to problems such as illumination change, camera angle and height inconsistency, pedestrian continuous crowding, and severe occlusion. To deal with these problems, the unique character of scenic spot monitoring is considered, and a CDE method based on multifeature ensemble learning (EL) is proposed. Experiments demonstrate that compared with people count estimation method commonly used in recent years, the proposed method not only achieves relatively good results for public data sets, but also performs well in experimental scenic spot scenes, showing strong adaptability for scenes. The structure of this paper is as follows:
(1) Section 1 introduces the development of CDE.
(2) Section 2 introduces the algorithm flow of this paper.
(3) In Section 3, an image blocking method is introduced to solve the perspective projection change problem, and then feature descriptors used in this paper are presented. Finally, the EL method is proposed and the grade standard is introduced.
(4) In Section 4, experiments are conducted to verify the effectiveness of this method.
(5) In Section 5, the method is summarized and advantages and disadvantages of it are expounded.
Algorithm Description
In summary, CDE methods should solve the following problems.
(1) How to solve the perspective projection change problem caused by camera tilt? (2) What features should be chosen to represent the people count of a crowd? (3) What classifier should be used for features to classify different crowd density or what regression method should be used to associate features with the people count of a crowd? To address the above problems, a density estimation method based on multifeature EL is developed, with its flow chart shown in Figure 1 . The detailed steps are as follows. (1) Foreground segmentation is a widely used method in density estimation because it can reduce the background interference. Ordinarily, for example, mixture of Gaussians-based technique [22] or mixture of dynamic textures-based method [23] is used to obtain the foreground.
(2) To solve the problem of camera perspective projection change, image blocking method is adopted in this study. The separated blocks (subimages) are resized to a uniform size.
(3) In order to better describe the people count of crowds, three descriptors, including dense-SIFT [24] , uniform LBP [25] , and GIST [26] , are used in this paper.
(4) Support vector regression (SVR) is used to fit the subimage features and people counts, and an EL method is proposed, which uses two-level SVR model to predict the local people counts of subimages.
(5) Finally, the local people counts of all subimages are added, and the density is estimated according to the people counts set for different scenic spot scenes.
CDE Method for Scenic Spots Based on EL

Solving Projection Perspective Change by Image Blocking.
In scenic spot monitoring environment, monitoring cameras are often installed in high places, with a certain tilt angle to the horizontal plane. Therefore, perspective projection effects exist in the collected images. There are two effects of perspective projection.
(1) The farther the object is from the camera, the smaller the object appears, and thus it has a smaller area and fewer edge pixels in the image. (2) Crowds farther away are denser with more occlusion, which poses new difficulties for counting people or density estimation. Currently, methods solving perspective projection change are divided into the following types.
(1) Perspective Transformation Method. The parameters of the camera are first acquired, including focal length, pixel size, and the angle between the principle optic axis and the horizontal plane. These parameters can also be obtained by camera calibration methods [27] . Then the perspective weighting model can be calculated. Finally, the images are transformed into vertical perspective [5] or mapped into geographic information system (GIS) space [28] for processing. In [1] , human heads sizes in different positions were estimated by perspective model for detection and screening.
(2) Feature Weighting Method. First, ground plane areas are labeled in images, usually with the shape of a trapezoid. Assume the lengths of the upper base and the lower base are measured as 1 and 2 , respectively. Then, for the same person in a video, the heights of the person at the top and the bottom of the region are measured as ℎ 1 and ℎ 2 , respectively, as shown in Figure 2 Perspective transformation methods or feature weighting methods require training the models for different scenes. Traditional blocking methods [18, 30] use pedestrian height as the reference standard of blocking, and problems exist in real applications where blocks of bottom parts are too big, which makes the overall block hierarchy less strong. To solve the above problems, repeated tests and parameters adjustment are carried out in different scenic spot scenes, and human head width is eventually used as a reference in this study. The blocking method established from near to distant is developed and shown in Figure 3 (a), and the detailed steps are as follows.
Select a reference pedestrian. When his/her head enters the region of interest, the head width is measured as 1 pixels, and the width of block in the bottom part is determined as * 1 . Then the reference pedestrian continues walking until the head width becomes 1 /2 pixels, and the distance from the head top to the bottom of the interested region is the height of bottom block. Repeat this blocking method to determine the size of blocks in the middle and distant part of a scene. Finally, repeat blocking in every level to cover the entire interest field. After resize to a uniform size, the separated blocks (subimages) can be trained as unified samples. This method not only solves the problem of perspective projection, but also increases the scalability and adaptability in other scenes.
Feature Descriptor for People Count of Crowds.
Since crowds usually exhibit typical texture and dense corner points, three descriptors, including D-SIFT, ULBP, and GIST, are used in this study to describe the people count of crowds.
Dense-SIFT Feature Descriptor and Dimensionality
Reduction. SIFT feature is a method for detecting local features [31] . This algorithm extracts extreme points (feature points) by constructing difference of Gaussian (DOG) scale space and extracts the scale and direction parameters for extreme points, forming the descriptor. Due to its scale invariance, SIFT is widely applied in image retrieval. Moreover, D-SIFT feature [24] is the improvement of SIFT, which directly samples the region at specified feature points and calculates SIFT feature. The main process is as follows.
(1) Read a gray-level image, and use a patch to slide on the image with a sampling step. This patch is the sampling area of the descriptor. The size of the patch is 4 * * 4 * , where the size of each cell, * , can be predefined. The patch moves over all areas it can reach, that is, the region enclosed by the bounding box which can be described by the feature. The overall geometric process is shown in Figure 4 . (2) In each patch, the gradient of each pixel is calculated.
The gradient histogram of the pixels in 8 directions in each cell is calculated, resulting in a feature dimension of 4 * 4 * 8 for each patch. Concatenating the features of all patches generates D-SIFT feature.
For an image with width and height , let the horizontal and vertical steps be and , respectively. The dimensionality calculation equation is then
Journal of Electrical and Computer Engineering For an image of size 128 * 128, let = = 1, and = = 3, and the dimensionality is then 119 * 119 * 128. Due to the high dimensionality of D-SIFT feature, it is unsuitable for direct use. In this study, BOF method [32] is adopted. BOF model imitates bag of words method in the texture retrieval field. It describes an image as an unordered set of local features, as shown in Figure 5 (a). Then, it uses a clustering method (such as -means) to cluster local features, as shown in Figure 5 (b). Each clustering center is viewed as a visual word, and all clustering centers form the visual vocabulary composed of all the visual words. Such corresponding relation is also called codebook. Each local feature of an image is mapped to a certain word in the visual vocabulary. This mapping can be determined by calculating the distance between the feature and center points. Then the occurrence frequency of visual words is counted, as shown in Figure 5 (c). The features of each image can be represented by a histogram with its dimensionality being the cluster number, as shown in Figure 5(d) .
After processing the original D-SIFT features by BOF, the dimensionality is determined by the number of cluster centers, that is, the predefined word number. In the proposed scheme, 500 or 1000 words are usually set. Therefore, it is clear that BOF can significantly reduce the dimensionality of D-SIFT features.
ULBP Feature Descriptor. LBP (local binary pattern)
is an operator that describes the local texture feature of an image. It has significant advantages such as rotation invariance and grayscale invariance. For a circular area that has a center of ( , ) (gray value is ) and radius of , with pixels (gray values are ( = 0, 1, . . . , )) in it, the LBP operator can be calculated as shown in [17] by
where
Obviously, an LBP operator LBP , can produce 2 kinds of binary mode. In order to solve this problem, Ojala et al. [25] proposed a method called uniform pattern to reduce the dimension of it. Uniform pattern refers to a binary sequence that jumps from 0 to 1 or from 1 to 0 no more than twice. In this way, the LBP operator is calculated as
Ojala et al. held that the LBP value jumps no more than twice in an actual image. Under this consideration, let (LBP , ) ≤ 2 for an original LBP operator. This adjustment greatly reduces the number of the binary modes from 2 to ( − 1) + 2, while retaining most of the image information. This is ULBP, which is good in terms of computational speed and classification accuracy. It is robust to rotation and scale transformation and illumination change. And it is suitable for classification.
GIST Feature Descriptor.
A large number of psychological studies have proved that humans can extract information from an image within 100 ms to determine the class of a scene or obtain the global feature of a scene, which is also called the GIST of a scene [33] .
In later development, people aim to use algorithms to implement such GIST features. Oliva and Torralba proposed to use multiscale and multidirection Gabor filters to filter scene images, extract contour information of scenes, and form GIST features [26] . This method achieved good results in scene classification.
Multiscale multidirection Gabor filters are based on normal Gabor filter ( , ), with scale and rotation transformation introduced, and belong to the category of self-similar Gabor wavelet processing. The formulae [33] are 
where (i)
− is the scale factor of mother wavelet expansion;
(ii) is the rotation angle, that is, the filter direction; (iii) is the number of scales; (iv) is the number of directions.
Divide an image with * ℎ pixels into * grids, with each grid denoted as 1 , 2 , . . . , 2 . A total of * channels of Gabor filters are used for convolution filtering of the image. Then the average values of the filtered image are calculated. All the average values are concatenated to form a vector, and the vector is GIST feature, with dimensionality * * * .
In this study, 4 * 4 grids are used, as shown in Figure 6 . In each grid, filtering is performed for 4 scales and 8 directions, and then the average of the filtered image is calculated, forming features with 32 dimensions ( 1 , 2 , . . . , 32 ) . The features of all grids are concatenated, resulting in ( 1 , 2 , . . . , 16 ), that is, GIST feature, with 4 * 4 * 4 * 8 = 512 dimensions.
EL Method for CDE.
After features are extracted from subimages, we adopt a procedure where people count is estimated first followed by density estimation, as shown in Figure 7 .
By EL, the features are converted into the estimation of the people counts in crowds. Then, the people counts of all subimages of an image are summed and classified, finally obtaining the density estimation.
Ensemble learning
Features
Estimation of people counts Figure 7 : The process from features to density estimation.
Estimation of density
People Number Estimation of Crowds.
SVR is used in this study to establish the relation between features and people counts in subimages and then determine the people count of a crowd. Support vector machines search the optimum between model complexity and learning ability according to limited sample information and obtain good generalization ability. In SVR, the relation between prediction values and image features can be expressed as follows [34] : Radial basis function (RBF) is usually used for kernel function [35] :
where is the kernel parameter. In this study, an EL method combining SVR is proposed to improve the prediction accuracy. EL accomplishes learning tasks by establishing and combining multiple learning machines. Currently, EL methods are categorized into two major classes [36] : (1) individual learning machines having strong dependent relation, which must be serialized into a serialization method; (2) individual learning machines not having strong dependent relation, which can form a parallel method. The three features selected in this study have certain differences. Therefore, the parallel method is adopted, as shown in Figure 8 .
The three features extracted in Section 3.3 are denoted as D-SIFT , ULBP , and GIST and are used for training individual learning machines by SVR algorithm, also called basic regression machines, denoted by ℎ 1 , ℎ 2 , and ℎ 3 . Their goals are consistent, that is, to approximate the actual function . Combining learning machines can avoid the problem of weak generalization ability of a single learning machine, and the combining strategy is also important. Common combining strategies include averaging method, simple voting, and Bayesian voting.
The method of learning is used as the combining strategy, that is, using a learning machine for combination. Here, the individual learning machines are called primary learning machines, while the learning machine used for combination is called the secondary learning machine. The learning based combining algorithm is shown in Algorithm 1.
At training stage, the secondary training set is generated by primary learning machines. If the secondary train uses the same training set as that of the primary training, the risk of overfitting is high. Therefore, only part of the training set is used for training the primary learning machines, and prediction results from the primary learning machines are used as the training set of the secondary learning machine. In this way, the overfitting problem is solved. As shown in Algorithm 1, the initial training set is divided into two parts. One part is divided into 1 , 2 , and 3 according to D-SIFT, ULBP, and GIST features, and SVR algorithm with different parameters is used to train the primary learning machines based on the three features, respectively. The coarse prediction results of the primary learning machines are combined with their labels from the other part of to form the training set of the secondary learning machine. Finally, secondary SVR algorithm is used for training the secondary learning machine.
At the prediction stage, D-SIFT , ULBP , and GIST are coarsely predicted by the primary learning machines, generating results ℎ 1 ( D-SIFT ), ℎ 2 ( ULBP ), and ℎ 3 ( GIST ). Then, the results are combined and predicted by the secondary learning machine ℎ , resulting in the fine prediction result ( ).
Considering that different features have different sensitivity to crowd density, we adopt two levels of regression to compensate the drawbacks of each of them and improve the prediction accuracy.
Density Estimation.
For a test image, the predicted people counts of all blocks are added to generate the estimation of the people count of this image. It is worthily noted that adding the predicted people count of all blocks results in quadratic error. And an estimation of density attracts more of our interest than an exact number of people counts. Therefore, a classification method is adopted after adding the predicted people count of all blocks.
In this study, common five-level classification is used to convert the people count into density estimation.
In this paper, different classification standards are set for different scenes. The maximum number of people max contained in the scene is divided into 5 equal intervals:
, and [4 max /5, ∞), corresponding to 5 levels of crowd density denoted as VL (very low), L (low), M (middle), H (high), and VH (very high). Figure 9 shows the frames of different density levels.
Experiment Results and Analysis
To verify the efficacy of feature selection for prediction accuracy improvement, blocking method, EL, and the adaptability to scenes, comparison tests have been made on multiple scenes in Pingjiang scenic spot of Suzhou City and UCSD public crowd data set [37] .
In the data set of Pingjiang scenic spot of Suzhou City, scene 1 shown in Figure 9 is used to establish the data set, and a total of 1500 foreground frames in different periods are extracted from the monitoring video. Among them, 900 images are used as the training samples, and the other 600 images are test samples. First, the images are blocked, people count for all blocks and all images are labeled, and the density levels of all images are annotated. The corresponding grading standard is used (too few: 0∼15 persons, few: 16∼ 30 persons, medium: 31∼45 persons, many: 46∼60 persons, and too many: 61∼75 persons) to calibrate the density levels.
In UCSD public crowd data set, a video with a total of 2000 frames is contained, which was captured in University of California of San Diego, along with the people count annotations for all frames. Similar to other algorithms [7] [8] [9] [10] [11] [12] [13] , in this study, the 601st to 1400th frames are used as training samples, and the remaining 1200 frames are test samples. Likewise, the foreground of the 2000 frames is extracted and blocked, and the people count of each block is obtained through the annotations.
For the comparison of people count estimation, mean absolute error (MAE) and mean relative error (MRE) are used as the criteria [7] [8] [9] [10] [11] [12] [13] .
where (i) is the number of tested samples;
(ii) ( ) is the calibrated people count, which is for reference;
(iii) ( ) is the people count predicted by the algorithm. to train the model. The remaining subimages of the 600 test samples are used to predict and compare with the ground truth. The results are shown in Table 1 . It is clear from Table 1 that, for individual features, D-SIFT, GIST, and ULBP perform better, which is the reason for choosing these three features in this study.
Comparison of Different Features and Combined
Then, different combinations of D-SIFT, GLCM, and GIST are compared. Two-feature combinations are compared with the three-feature combination, and cascading combination is compared with EL. In order to ensure the fairness of the comparison, for cascading combination, the training and test sample is exactly the same as that of the individual feature. For EI, since it uses two-level SVR model, half of the training samples are selected as each level's regression training samples, and the test sample is the same as cascading combination. Table 2 shows the comparison result of different feature combinations.
It is clear from Table 2 that EL method is more accurate than simple cascading. Using three features in EL is more accurate than using two features. Therefore, EL method is effective.
Comparison of the Blocking Method and the Global
Method. In order to verify the accuracy of the proposed blocking method, a global estimation method is designed to contrast.
This global method differs from the proposed method in that it removes the blocking step by extracting the ULBP, GIST, and D-SIFT features directly from the foreground of the region of interest. 450 training samples are used to train the first level of SVR model along with the people count annotations. Then the second level of SVR was trained with the output of the first level with another 450 training samples. Finally, 600 test samples are predicted by using the two-level SVR, and the classification results are compared with the ground truth. Results are shown in Table 3 .
In the proposed method, the 600 test samples are divided into blocks, and the model trained by EL with the three features in Section 3.2 is used to predict the people count of each block. Then, the predicted people count of each block is summed together. The grading standard is used to obtain the density estimation, which is compared with the ground truth. The classification accuracy of the proposed method is shown in Table 4 .
Experimental results show that using the proposed method can achieve an average accuracy of 91.67%, while using the local analysis method only achieves an average accuracy of 76.5%. This indicates that the proposed blocking method is indeed capable of solving the perspective effect problem.
Comparison with Other Algorithms.
To further verify the effectiveness of the proposed method, algorithms in [7] [8] [9] [10] [11] [12] [13] and the proposed method are tested on UCSD public data set. 1.70 9.3 Hu et al. [12] 1.98 10.8 Zhang et al. [13] 1.60 8.7 The comparison of the accuracy of people count prediction is shown in Table 5 . It should be clarified that results of method in [7] [8] [9] [10] [11] [12] [13] have all been reported in the original papers. It is clear in Table 5 that the proposed method achieves preferable accuracy in the UCSD database, which is second only to the method in [11] . It is still considerably acceptable even compared to the neural network method in [12, 13] .
Scene Adaptability Test.
To further verify the adaptability of the model, other scenes are tested. Figure 10 shows experiment result of scene 2 from 08:00 to 18:00 in a single day. It claims that the classification accuracy reaches around 90%.
The 5-class classification accuracy of 300 test samples of two selected scenes is shown in Tables 6 and 7 . The diagram of the two scenes is shown in Figure 11 . 1  18  35  52  69  86  103  120  137  154  171  188  205  222  239  256  273  290  307  324  341  358  375  392  409  426  443  460  477  494 GT count Prediction count Experimental results show that, under different scenes, the same method can achieve accuracy over 85%. Particularly, the average classification accuracy for scene 2 and scene 3 is 88% and 89%, respectively, indicating that the proposed method has relatively strong scene adaptability.
Conclusion
In this study, a scenic spot crowd density estimation algorithm based on multifeature ensemble learning is proposed. The algorithm solves the perspective effect problem by introducing a new blocking method for scenic spot scenes. In each block of an image, the coarse regression prediction of people count is made by a layer of SVR model for the extracted multiple features. Then, another layer of SVR model is used on the coarse regression results for fine regression prediction. The people counts of all subimages are summed up and graded for density estimation according to the standards defined for different scenes. Experiments demonstrate that the proposed algorithm is highly robust and effective for crowd density estimation.
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