Max-stable processes form a fundamental class of stochastic processes in the analysis of spatio-temporal extreme events. Simulation is often a necessary part of inference of certain characteristics, in particular for future spatial risk assessment. The purpose of this article is to give an overview over existing procedures for this task, to put them into perspective of one another and to make comparisons with respect to their properties making use of some new theoretical results.
Introduction
Forming one of the fundamental classes of stochastic processes in extreme value analysis, max-stable processes are frequently used to model spatial and spatio-temporal extremes (cf. Davison et al., 2018 Davison et al., , 2012 , and references therein). Their prevalence is justified by the fact that they arise as the only possible location-scale max-limits of stochastic processes in the following way: Let X 1 , X 2 , X 3 , . . . be independent copies of a real-valued process X = {X(x)} x∈S on some locally compact metric space S. If there exist suitable locationscale norming sequences a n = a n (x) ∈ R and b n = b n (x) > 0, such that the law of max i=1,...,n X i (x) − b n (x) a n (x) x∈S converges in distribution to a stochastic process Z = {Z(x)} x∈S , then the resulting limit process Z necessarily satisfies a stability property with respect to the maximum operation. More precisely, max i=1,...,n
for independent copies Z 1 , Z 2 , Z 3 , . . . of Z and appropriate norming sequences c n = c n (x) ∈ R and d n = d n (x) > 0. In this sense, the process Z is max-stable and the process X lies in its max-domain of attraction. If the marginal distributions of Z are additionally required to be non-degenerate, they necessarily follow Generalized Extreme Value (GEV) distributions P(Z(x) ≤ z) = G γ(x) z − µ(x) σ(x) , G γ(x) (z) = exp(−(1 + γ(x)z)
with parameters γ(x), µ(x) ∈ R and σ(x) > 0. As the max-stability property is preserved under marginal transformations within the class of GEV distributions, theoretical analyses often focus on max-stable processes with fixed marginal distributions such as the class of so-called simple max-stable processes possessing unit Fréchet marginal distributions, i.e. P(Z(x) ≤ z) = exp(−1/z) for all z > 0 and x ∈ S.
Over the last decades, max-stable processes have become an active area of research. In the 80s and early 90s, they have mainly been studied from a probabilistic angle, resulting, for instance, in a full characterization of the class of sample-continuous simple max-stable processes, see de Haan (1984) , Norberg (1986) and Giné et al. (1990) , among others. This work has been complemented by a precise description of the corresponding max-domain of attraction in de Haan and Lin (2001) . Since the early 2000s, methods for statistical inference have been developed and, in parallel, suitable models for subclasses of max-stable processes have been introduced. Important examples for such models comprise Gaussian extreme value processes (Smith, 1990) , extremal Gaussian processes (Schlather, 2002) , BrownResnick processes (Kabluchko et al., 2009 ) and extremal-t processes (Opitz, 2013) providing a generalization of extremal Gaussian processes. With these flexible models and tools at hand, max-stable processes have become attractive for practitioners from various areas, in particular from environmental sciences.
However, most probabilistic properties of max-stable processes are analytically intractable. Therefore, simulation is often a necessary part of inference of certain characteristics, in particular for future spatial risk assessment. Meanwhile, starting from general idea coined by Schlather (2002) , a number of approaches to the simulation of max-stable processes have emerged: They include both approximative (Oesting et al., 2012; Oesting and Strokorb, 2017) and exact (Dieker and Mikosch, 2015; Dombry et al., 2016; Liu et al., 2016; Oesting et al., 2018) simulation procedures, some of them focusing on the particularly difficult problem of simulating within the subclass of Brown-Resnick processes. A first overview over some of these methods has been given in Oesting et al. (2016) .
The present article extends and updates this overview. New theoretical results allow to put the different methods into perspective of one another and to make comparisons with respect to their theoretical properties and their performance in numerical experiments. Section 2 provides a detailed review of existing simulation approaches. Besides generic algorithms for the simulation of arbitrary max-stable processes, we also present more specific procedures that have been developed for the important and popular subclass of Brown-Resnick processes (Section 3). In Section 4, we provide new theoretical results that allow us to evaluate and compare the simulation approaches with respect to their efficiency and their accuracy. Numerical experiments comparing the performance of the algorithms in practice will be included in a future version of this manuscript.
A survey of simulation approaches
In this section, we will give an overview over existing algorithms for the simulation of a max-stable process {Z(x)} x∈K on a compact domain K. Since any max-stable process can be obtained from a simple max-stable process by marginal transformations, we restrict our attention to this standard case. Almost all simulation approaches are based on the fact that any sample-continuous simple max-stable process Z possesses a spectral representation
where {Γ j } j∈N are the arrival times of a unit rate Poisson process on (0, ∞) with independent markings {V j } j∈N that are distributed according to a non-negative sample-continuous stochastic process {V (x)} x∈K , the so-called spectral process (de Haan, 1984; Giné et al., 1990; Penrose, 1992) . While the condition E{V (x)} = 1 for all x ∈ K ensures that the resulting max-stable process Z possesses unit Fréchet margins, it does not uniquely determine the law of the spectral process V . Instead, a different spectral process V ′ in (1) may result in the same max-stable process Z. This is important to note, since this choice can have a major effect on the accuracy and efficiency of a certain simulation algorithm. As a starting point we assume that a max-stable process Z is given by a specific choice of the spectral process V despite the fact that there may be other more convenient spectral processes V ′ for Z.
Threshold stopping -the general idea
The first simulation algorithm was introduced by Schlather (2002) and is motivated by the fact that the points {Γ j } j∈N are the arrival times of a renewal process with standard exponential interarrival times. In particular, the points {Γ j } j∈N are ordered: Γ 1 < Γ 2 < . . . almost surely. Therefore, we would expect that the contribution of the process Γ −1 j V j (·) to the maximum in (1) becomes smaller and smaller as j gets large and at some point negligible. In other words, the distribution of Z can be approximated by the pointwise maximum
where T is a sufficiently large, but finite number. Instead of picking a deterministic number T , it turns out that an appropriately defined random stopping time T results in more accurate approximations. Typically, a threshold dependent stopping time
is chosen, where τ > 0 is a prescribed threshold reflecting an upper bound for the maximal contribution of the spectral process V to the maximum in (1). A precise description of the sampling procedure is given by Algorithm 2.1 below.
If the spectral process V is uniformly bounded, we can choose τ large enough to satisfy sup x∈K V (x) < τ almost surely. Clearly, in this case, (2) implies that for all x ∈ K and j > T τ
Consequently,
and a sample from the finite maximum Z (Tτ ) can be seen as an exact sample from Z, since the distribution of Z (∞) equals the distribution of Z by (1). If, by contrast, P{sup x∈K V (x) > τ } > 0, there is a positive probability that Z (Tτ ) (x) = Z (∞) (x) for some x ∈ K. In this case, samples from Z (Tτ ) only provide approximations to the process of interest Z. Remark. The stopping time in (2) is almost surely finite, since we assumed the max-stable process Z to be sample-continuous. Indeed, sample-continuity implies that inf x∈K Z(x) > 0 almost surely and only a finite number of functions {Γ −1 j V j (x)} x∈K , j ∈ N, contributes to the maximum in (8), see Dombry and Eyi-Minko (2012, Theorem 2 .2) and de Haan and Ferreira (2006, Corollary 9.4.4) respectively. Therefore, the infimum of the Z (j) 's on the right-hand side in (2) exceeds 0 after a finite number of steps j almost surely, while the inverses of the Γ j s on the left-hand side tend to 0 with probability one. Consequently, the stopping time in (2) is almost surely finite.
Threshold stopping -normalizing spectral processes
As discussed above, Threshold Stopping Algorithm 2.1 provides exact realizations of the max-stable process Z if the spectral process V is almost surely bounded. If this is not the case for V , it can still often be transformed into a spectral process V ′ , which is uniformly bounded. Two such procedures have been studied in further detail, both of which transform a given spectral process V into a spectral process V · , which is normalized w.r.t. some norm · , i.e. it satisfies
The constant θ · is uniquely determined by
and does not depend on the choice of the starting spectral process V .
Remark. The normalized spectral process V · characterizes extremes of stochastic processes also in terms of threshold exceedances instead of maxima. Let X be a sample-continuous process X in the max-domain of attraction of a simple max-stable process Z with spectral representation (1). Then the conditional distribution of u −1 X given that X > u converges weakly to the distribution of the product
where the standard Pareto random variable U is independent of the process V · . Thus, the resulting limit process, the socalled · -Pareto process (Dombry and Ribatet, 2015) , is fully described by the normalized spectral process V · . Being able to effectively simulate from V · has therefore important implications beyond the max-stable context. Oesting et al. (2018) who proposed a normalization w.r.t. the supremum norm f ∞ = sup x∈K f (x) for f ≥ 0. Starting from an arbitrary sample-continuous spectral process V , the unique supnormalized spectral process V · ∞ , which satisfies sup x∈K V · ∞ (x)=θ · ∞ almost surely, can be obtained as the normalization
Sup-normalization. The first transformation of this type was introduced in
of a stochastic process Y with transformed law
Here, note that, by Resnick and Roy (1991) , sample-continuity of Z already implies that θ · ∞ is finite (see also de Haan and Ferreira, 2006, Theorem 9.6.1). By construction, all the sample paths of V · ∞ are bounded by θ · ∞ almost surely. Therefore, the output of Algorithm 2.1 with threshold τ = θ · ∞ is an exact realization of the max-stable process Z, when the sup-normalized spectral representation V · ∞ is used therein. In order to be able to simulate from V · ∞ it suffices to have a simulation procedure for the transformed process Y . While Oesting et al. (2018) suggest an approximating Markov Chain Monte Carlo (MCMC) algorithm for this task, more recently, de Fondeville and provide a relation that allows for exact simulation of Y via rejection sampling provided that a simulation procedure for the normalized spectral process V · for an arbitrary norm is given, see Section 3.3 for further efficiency improvements when V is log-Gaussian.
Sum-normalization. The second transformation of type (3) uses a normalization w.r.t.
It has been proposed by Dieker and Mikosch (2015) for the special case of Brown-Resnick processes (see Section 3) and extended to a more general framework by Dombry et al. (2016) . The starting point for the construction of this representation is the fact that, for each k ∈ {1, . . . , N }, there is a unique spectral process V (k) such that V (k) (x k ) = 1 almost surely. Its law is given by
where V is an arbitrary spectral process of Z. Dombry et al. (2016) show that the unique sum-normalized spectral process V · 1 , which satisfies
Since V · 1 is a valid spectral process of Z satisfying V · 1 1 = N almost surely, and the supremum of a vector is bounded by its ℓ 1 -norm, that is, V · 1 ∞ ≤ V · 1 1 = N , the sum-normalized spectral process V · 1 can be used as spectral process for Algorithm 2.1 resulting in exact realizations for the threshold τ = N . Dombry et al. (2016) also explicitly calculate the laws P k , k = 1, . . . , N , and, thus, verify that they can be easily sampled for many popular max-stable models such as Brown-Resnick processes or extremal-t processes.
Extremal functions
A simulation procedure that essentially differs from the previously considered threshold stopping algorithm is the extremal functions approach, which was also introduced in Dombry et al. (2016) . Instead of simulating the elements of the Poisson point process Φ = {ϕ j } j∈N with ϕ j (·) = Γ −1 j V j (·) in an ascending order w.r.t. Γ j until a stopping criterion is fulfilled, the idea is to simulate only the so-called extremal functions (Dombry and Eyi-Minko, 2013 ) that definitely contribute to the final maximum in (1), i.e. all the functions ϕ ∈ Φ such that
for some k ∈ {1, . . . , N }. It can be shown that, for each k ∈ {1, . . . , N }, with probability one, there is exactly one (extremal) function ϕ ∈ Φ satisfying (6), which we denote by ϕ
in the following. The algorithm then subsequently simulates the processes
By construction, the process Z
+ is exact at x 1 , . . . , x ℓ , i.e.
In particular, the final process Z (N ) + has the same distribution as the desired max-stable process Z on the whole domain K = {x 1 , . . . , x N }.
In the simulation procedure, one iteratively obtains the next extremal function ϕ − is Poisson with the same intensity measure as Φ restricted to the set {ϕ ∈ [0, ∞) K :
+ (x k ) for all k < ℓ}. In the second situation, ϕ
+ is the unique element ϕ
− }, which can be readily simulated from the measure P ℓ given in (5). The entire procedure is summarized by Algorithm 2.2 below. Among several popular max-stable processes, the class of Brown-Resnick processes stands out as a parsimonious spatial model that has become a benchmark in spatial extremes. Let {W (x)} x∈K be a centered Gaussian process with variance {σ 2 (x)} x∈K . Then the max-stable process {Z(x)} x∈K that is associated to the spectral process
via (1) has unit Fréchet marginal distributions and its law depends only on the variogram Kabluchko, 2011) . In particular, for K ⊂ R d , the max-stable process Z is stationary if the variogram γ depends only on x−y and by slight abuse of notation we write γ(x−y) = γ(x, y) in this case. The stationary process Z has first been introduced in Kabluchko et al. (2009) in this generality and is now widely known as Brown-Resnick process. In practice, among unbounded variograms on R d , it is almost exclusively the variogram family γ(x − y) = (x−y)/s α , s > 0, α ∈ (0, 2) of fractional Brownian sheets that is considered in applications.
Threshold stopping based on Gaussian mixtures
The first attempts of simulating a Brown-Resnick process Z were based on threshold stopping with a log-Gaussian spectral process V as in (8) and W (x o ) = 0 for some x o ∈ K. Typically, the origin o ∈ R d belongs to the simulation domain K and x o = o. We refer to such spectral processes V = V (orig) as the original spectral representation of the Brown-Resnick process Z. Since log-Gaussian processes do not have an almost sure upper bound, such a threshold stopping procedure based on V (orig) cannot be exact. Instead, a typical phenomenon is that the threshold stopping procedure works well in a neighbourhood of x o , where the variance of the underlying Gaussian process is small, but a simulation bias appears in those parts of the domain where the variance is large. To avoid this phenomenon, Oesting et al. (2012) introduced a uniformly distributed random shift in the spectral process 
Note that the superimposed homogeneity comes however at the cost of increasing the variance of the spectral process even further in most situations. More recently, Oesting and Strokorb (2017) explain how a variance reduction of the Gaussian process W in (8) with fixed variogram γ can lead to faster and more accurate simulations based on the threshold stopping procedure. Specifically, when W is chosen such that the maximal variance sup x∈K Var(W (x)) is minimal among all Gaussian processes on K with variogram γ, we call the corresponding spectral process in (8) minimal variance spectral process V (minvar) . Table 1 lists the corresponding minimal Gaussian processes on the d-dimensional
and α ∈ (0, 1) the minimal representation is unknown. However, also in this case the modified Gaussian process
where Ex([−R, R]) is the set of vertices of the simulation domain [−R, R] ⊂ R d , has a substantially reduced maximal variance compared to the original process W (orig) and should be preferred.
Record breakers
An exact simulation procedure for Brown-Resnick processes, which is specifically tailored to this class, is the record breakers approach by Liu et al. (2016) . It is based on the original spectral representation (1) with V being a log-Gaussian random field as in (8). Let a, c ∈ (0, 1) and C > 0 and consider the three random times
. From the definition of N X , N Γ and N a , it is easily checked that
While N a can be obtained directly from Γ 1 and V 1 , simulation of the random times N X and N Γ is more sophisticated. For the simulation of N Γ , Liu et al. (2016) make use of the fact that {Γ n − cn} n∈N is a random walk with positive drift. An algorithm is provided that subsequently samples the times when the random walk crosses zero. Due to its positive drift the process will finally stay positive. To obtain N X , all so-called record-breaking times η 1 < η 2 < . . ., i.e. all η ∈ N such that
are subsequently simulated. From the finiteness of all moments of max i=1,...,N V (x i ), it follows that the number of record-breaking times is almost surely finite. Consequently, the record-breakers algorithm requires an almost surely finite number of simulations of logGaussian processes V i to obtain a realization of the Brown-Resnick process Z.
Generic approaches
Besides these approaches that are rather specific to the class of Brown-Resnick processes, general procedures such as simulation based on normalized spectral processes (Section 2.2) or the extremal functions approach (Section 2.3) can be used. Here, typically the case of a finite domain K = {x 1 , . . . , x N } is considered. Dieker and Mikosch (2015) show that the sum-normalized spectral process is of the form
where S is uniformly distributed on K = {x 1 , . . . , x N } and independent of W (orig) . That is, the distribution P k given in (5) is the distribution of the process {exp(W (orig) (x − x k ))} x∈K . Therefore, the extremal functions approach as in Algorithm 2.2 is also readily available for Brown-Resnick processes.
The simple representation (10) of the sum-normalized spectral functions can also be used to simulate the sup-normalized spectral functions via rejection sampling (de Fondeville and Davison, 2018) . Further, Ho and Dombry (2017) show that, conditional on the component where the maximum is assumed, the distribution of the vector (V · ∞ (x k )) k=1,...,N equals the distribution of a log-Gaussian vector conditional on not exceeding θ · ∞ . Thus, V · ∞ can be simulated very efficiently by subsequent simulation from truncated Gaussian random variables provided that the probabilities for the conditioning events can be calculated accurately. As these calculations involve the inversion of several matrices of sizes N ×N and (N −1)×(N −1), respectively, as well as evaluations of (N − 1)-dimensional Gaussian distribution functions, this approach is limited to small or moderate N in practice.
Desirable properties
Simulation algorithms are supposed to provide results in an efficient and accurate way. In this section, we investigate the performance of the algorithms above with respect to these two aspects. While the efficiency of an algorithm can be characterized in terms of its computational complexity, we measure its accuracy in terms of distributional properties of the approximation error. The proofs for this section are postponed to the Appendix A.
Efficiency
Apart from the record breakers approach (Section 3.2), which is tailored to the class of BrownResnick processes, all other simulation algorithms reviewed in this manuscript are based on the simulation of standard Poisson points Γ j on the positive real line and associated spectral processes V j on the simulation domain K only. Hence, if c V (K) denotes the computational complexity of simulating a single spectral process V on the domain K and N V (K) denotes the total number of spectral processes V j to be simulated in such a simulation algorithm, then the law of the product N V (K) · c V (K) describes the computational complexity of the entire procedure. As the second factor c V (K) inevitably depends on the simulation technique used to generate samples from the specific spectral function V , we focus our analysis mainly on the first factor N V (K) henceforth.
In case of the Threshold Stopping Algorithm 2.1, the random number N V (K) of spectral processes to be simulated coincides with the stopping time T = T τ from (2). Its expected value can be bounded as follows. 
(b) Equality in (11) holds if and only if sup x∈K V (x) ≤ τ almost surely.
The lower bound in (11) is finite for sample-continuous Z by Theorem 2.2 in Dombry and Eyi-Minko (2012). It should be relatively sharp in most practically relevant situations, while an ad-hoc rough upper bound is given by
Another interpretation of Proposition 1 (b) is that equality in (11) holds if and only if the threshold stopping algorithm produces exact samples of the max-stable process Z, cf. Section 2.1. Equality in (11) in this situation was already proved by a different technique in Oesting et al. (2016) . Naturally, the respective results for the normalized spectral representations (Section 3) can be recovered as special cases.
Corollary 2. (a) (Oesting et al. 2018) . The expected stopping time of the Threshold Stopping Algorithm 2.1 with sup-normalized representation
(b) . The expected stopping time of the Threshold Stopping Algorithm 2.1 with sum-normalized representation V = V · 1 and threshold τ = N is
An interesting observation is that the expressions for E T above depend on the law of the spectral process V used only via the law of the resulting max-stable process Z. In particular, if V is any spectral process for Z, the constant
is usually known as extremal coefficient of Z on K. For K = {x 1 , . . . , x N } it ranges between 1 and N and can be interpreted as the effective number of independent variables in the set {Z(x 1 ), . . . , Z(x N )}. In view of Corollary 2, being able to effectively simulate from a supnormalized spectral process is therefore a worthwhile endeavor. What is however unclear in this general setting, is how the computational complexities c V · 1 (K) and c V · ∞ (K) of obtaining a single realization of either V · 1 or V · ∞ relate to one another. Here, a more effective simulation technique for V · 1 rather than for V · ∞ may outweigh the reduction of factor E(N V (K)) = E(T ) by using V = V · ∞ instead of V = V · 1 , see Section 3.3 for related references for the case of Brown-Resnick processes.
What is more, Dombry et al. (2016) show that the expected number of simulated spectral processes in the Extremal Functions Algorithm 2.2 neither depends on the law of Z nor on the geometry of the domain K.
Proposition 3 . The expected number of spectral processes to be simulated in the Extremal Functions Algorithm 2.2 in order to obtain an exact sample of Z on the set K = {x 1 , . . . , x N } equals N , i.e. E N V (K) = N for this algorithm. Table 2 summarizes these findings on the efficiency of the three generic exact simulation algorithms considered in this section. Since the max-stable process Z to be simulated has standard Fréchet margins, we have The expected number E(NV (K)) of spectral functions Vj to be simulated to obtain an exact sample of a max-stable process Z on a set K = {x1, . . . , xN } for three generic simulation algorithms. The computational complexity of each method is described by the law of the random product NV (K) · cV (K).
Method/Reference
Spectral functions V E(NV (K)) (Oesting et al., 2018) Sum-normalized threshold stopping V (Dieker and Mikosch, 2015) Extremal functions Dombry et al., 2016) and equality holds if and only if Z is almost surely constant on K. Hence, apart from this exceptional case, the expected number of simulated spectral processes E(N V (K)) for the extremal functions approach is always smaller than the corresponding number for the sum-normalized approach. According to the results in Dombry et al. (2016) , the spectral processes involved in the two approaches are very closely related to each other, i.e. their complexities c V (K) are almost identical. Thus, in terms of computational complexity, the extremal functions approach is always preferable to the sum-normalized approach if exact samples are desired.
Remark. For the record breakers approach, Liu et al. (2016) show that the expected number E(N V ({x 1 , . . . , x N })) of spectral processes V j ∼ V (orig) to be simulated in order to produce an exact sample of a Brown-Resnick process Z lies in o(N ε ) for any ε > 0. The result is however difficult to compare with Table 2 as it holds for fixed K ⊃ {x 1 , . . . , x N } only. For instance, the corresponding result for the sup-normalized threshold stopping could be phrased as E(N V ({x 1 , . . . , x N })) ∈ O(1) for V = V · ∞ . This exacerbates meaningful comparisons.
Accuracy
While simulation via normalized spectral functions with appropriate thresholds or the extremal functions approach produce exact samples from the distribution of a max-stable process, these algorithms can be computationally expensive. Therefore, also the analysis of non-exact simulation algorithms is of interest.
Threshold stopping. Our main focus lies on the potentially non-exact Threshold Stopping Algorithm 2.1 in what follows. As explained in Section 2.1, such an algorithm can be nonexact if the threshold τ is exceeded by the spectral process V on K with positive probability. Naturally, decreasing the threshold τ reduces the computational cost. But at the same time, the simulation is more likely to be less accurate as well. To make this specific, let us define the simulation error as the deviation of the resulting finite approximation Z (Tτ ) from the exact sample Z = Z (∞) . The following proposition provides a very general description of the distribution of the simulation error.
Proposition 4. For any measurable function f :
where the spectral process V and the stopped process Z (Tτ ) are stochastically independent.
Specifically, by setting f (Z, x) = ε or f (Z, x) = εZ(x), Proposition 4 entails the proba-bility that an absolute error of size larger then ε occurs
and the probability that a relative error of size larger than ε occurs
Both error occurance probabilities are increasing as the error size ε goes to zero. For ε = 0 the probability that a simulation error occurs at all
which can serve as a benchmark. In the notation of Section 2.3, an approximation error occurs precisely when the finite approximation Z (Tτ ) does not involve all extremal functions ϕ ∈ Φ + = {ϕ 
is. The expected number of missing extremal functions E(M τ ) is a natural upper bound for the error probability P τ , i.e. P τ ≤ E(M τ ).
Proposition 5. The expected number of missing extremal functions E(M τ ) in the finite approximation Z (Tτ ) of the max-stable random field Z is bounded by
where the max-stable process Z and the spectral process V are stochastically independent.
Remark. Oesting et al. (2018) showed that
In view of (11) and E(|Φ + |) ≤ E(T τ ) + E(M τ ), we believe that inequality (13) provides a relatively sharp bound for the error term E(M τ ). In particular, it is sharper than the bound
in the proof of Proposition 10.4.2 in Oesting et al. (2016) . A significantly simplified (though less sharp) version of (13) is obtained by
For both, the error bound (13) and the exact error (12), it is generally difficult to provide analytic expressions. The precise terms can however be assessed for finite K = {x 1 , . . . , x N } via simulation, see Appendix B for details. The assessment is based on the observations that all the extremal functions of a max-stable process can be simulated via the Extremal Functions Algorithm 2.2 and that the potentially relevant non-extremal functions can be simulated independently once the extremal functions and the process Z are known. This allows us to check which of these functions would have been taken into account by the Threshold Stopping Algorithm 2.1. Hence, we can compare the approximation Z (Tτ ) and the exact realization Z and identify the missing extremal functions. on K = {x 1 , . . . , x N } after the nth step of the extremal functions algorithm as given in (7) for some n ≤ N yields the following analogies to Propositions 4 and 5. + after n steps of the extremal functions algorithm can be computed as
equation (15) can be applied to the right-hand side to obtain
.
Proof of Proposition 4. Since any condition on Z (Tτ ) can be rewritten in terms of the restricted point process Π( · ∩ ((τ −1 inf x∈K Z (Tτ ) (x), ∞) × C(K))), we have that, conditional on Z (Tτ ) , the restricted point process Π( · ∩ ((0, τ −1 inf x∈K Z (Tτ ) (x)) × C(K))) is a Poisson point process with intensity measure u −2 du P(V ∈ dv). Consequently,
Taking the expectation with respect to Z (Tτ ) finishes the proof.
Proof of Proposition 5. Let Π + = {(u, v) ∈ Π : uv(·) ∈ Φ + }. Then, we can rewrite
and, hence, Applying the Slivnyak-Mecke formula (15) gives
which is equivalent to Inequality (13).
Proof of Proposition 6. Analogously to the proof of Proposition 4, we obtain
= P ∃(u, v) ∈ Π : uv(x i ) < Z (n) (x i ), i = 1, . . . , n, uv(x) > Z (n) (x) + f (Z (n) , x) for some x ∈ K = 1 − exp − E V mini=1,...,n
Taking the expectation with respect to Z (n) finishes the proof.
