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MATRIX FACTORIZATION UNDER CONTAMINATION
Peter Ballen
Aaron Roth
In the nonnegative matrix factorization problem, the user inputs a nonnegative
matrix V and wants to factor V ≈ WH, with both W and H nonnegative. Stan-
dard factorization techniques make unrealistic assumptions about the noise present
in the data: that the noise is generated from independent and identically distributed
Gaussian process. However, real world datasets are unlikely to satisfy this simplistic
assumption. In particular, real world datasets suer from contamination, anomalies,
and outliers that cannot be modeled by simple Gaussian distributions. In this dis-
sertation, we discuss novel techniques for matrix factorization under contamination
and non-standard noise models. These techniques can be used both as a replacement
for a standard factorization algorithm, or as an independent contamination detection
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In the modern era, large high-dimensional datasets have become commonplace. How-
ever, these large datasets are dicult to work with - both because they have a large
number of dimensions that make interpretation and analysis dicult, and because
of the existence of contamination and anomalies in the data. Traditional matrix
factorization solves the rst problem by reducing the high-dimensional data into a
low-dimensional factorization, but struggles in the presence of nonstandard noise.
Traditional data cleaning solves the second problem by looking at statistical prop-
erties of the data, but struggles on high-dimensional data. In this dissertation, we
combine the two approaches by considering the contaminated nonnegative matrix
factorization problem (Contaminated NMF). Contaminated NMF takes as input a
n×m matrix V. The primary goal is to both nd the underlying factorization of the
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non-contaminated elements of V and to identify the contaminated entries.
There are two main applications of this work, depending on which direction you
approach the problem. The algorithms can be viewed as factorization algorithms
which are designed to nd a better factorization than existing techniques on noisy
data. Under this interpretation, the algorithms are dimensionality reduction algo-
rithms that can be used in place of existing factorization techniques. Alternatively,
the algorithms can be viewed as contamination detection algorithms which are de-
signed to identify contaminated elements in high-dimensional data. Under this inter-
pretation, the algorithms are classication algorithms which classify every entry as
either clean or contaminated.
The biggest challenge encountered when solving the Contaminated NMF problem
is coming up with a mathematically rigorous denition of contamination. Informally,
contamination represents `anomalous entries' - data which does not t into the un-
derlying factorization model. However, contamination need not satisfy simplistic
mathematical modeling assumptions; for example, it does not have to be mean-zero,
independent, or identically distributed.
This dissertation considers two approaches to formally dene contamination. The
rst approach is the loss function approach commonly used in data science: we dene
a loss function L that will model the contamination. The problem of nding contam-
ination is then translated into a problem of minimizing L, and we create algorithms
that minimize this function. The second approach is a theoretical approach com-
2
monly seen in mathematical work: we dene contamination as a property inherent
to a matrix via a theory of critical sets. A critical set is a set of elements that can
be altered to reduce the nonnegative rank of a matrix. The problem of nding con-
tamination is then translated into a problem of deciding whether a critical set with
certain properties exists.
1.2 Roadmap
Nonnegative Matrix Factorization lies at the intersection of data science, theory, ma-
chine learning, & statistics. In the one extreme, a data scientist may just want a
simple algorithm that nds better quality nonnegative factorizations than the tra-
ditional Lee and Sheung algorithm and not particularly care about the underlying
mathematics. In the other extreme, a theoretician can view NMF as a fascinating op-
timization problem and consider the fact that there are real-world datasets attached
to the problem to be largely inconsequential. Neither approach is inherently right or
wrong, and this dissertation draws upon ideas from all elds. In general, the most
algorithmic results are in Chapter 3, and the dissertation becomes more theoretical
in the later chapters, with Chapter 6 being almost entirely theory.
Chapter 2 gives introduces some notation that will be used for the remainder of
the dissertation. It also gives some background on both linear algebra programming
and nonnegative matrix factorization without contamination.
Chapter 3 begins the discussion on the loss function approach to contamination.
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In this chapter, we assume the ε-contamination model commonly used in robust
statistical inference. Under this model, we dene two loss functions that model con-
tamination: one built on the theory of M-estimators and one built on W-estimators.
It also describes algorithms to optimize these loss functions, along with some useful
optimizations that improve performance. The algorithms are then testing on a range
of experiments. Chapter 4 discusses the convergence of these algorithms. Chapter 5
moves beyond the ε-contamination framework and describes how the loss functions
and algorithms can be altered to handle alternative contamination models. We then
test the modied algorithms on more datasets. These ideas and algorithms appeared
in [5, 4].
Chapter 6 leaves the loss function approach and considers contamination as a
property inherent in a matrix. This chapter relies heavily on theoretical computer
science and graph theory. Many of the ideas and theorems appeared in [3]. Chapter




In this chapter, we discuss the multiplicative update rule framework for nonnegative
matrix factorization. The algorithms in the subsequent chapters will involve multi-
plicative updates and will build upon this framework. The chapter is broken into three
sections. Section 2.1 denes useful notation we will use for the entirety of the disser-
tation. Section 2.2 discusses basic linear algebra preliminaries and implementations.
Section 2.3 discusses nonrobust NMF algorithms.
2.1 Notation
In this dissertation, we use capital bold letters (V,W,H) to denote matrices. Unless
otherwise specied, we will use n as the number of rows in the input matrix, m as
the number of columns, and k as the inner factorization dimension. In other words,
V is a n ×m matrix with n rows in m columns, W is a n × k matrix with n rows
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and k columns, and H is a k ×m matrix with k rows and m columns.
We use subscripts i and j to denote a specic index of a matrix, for example Vij
refers to the element in the i-th row and j-th column of the n ×m matrix V . We
also use this notation to denote a specic index of a matrix product. WHij is the
element in the i-th row and j-th column of the n×m matrix WH. It does not refer
to a n × k matrix where each element of W is multiplied by the scalar value Hij.
We use the standard linear algebra convention that matrix indices start at 1, not the
computer science convention that array indices start at 0.
We use X  Y to denote elementwise multiplication: [X  Y]ij = Xij ∗ Yij.
Similarly, matrix division is always done elementwise.
When meaning is obvious, we use
∑














When discussing graphs in Chapter 6, we will use italics (V , E) to discuss graph
theory concepts. We use |V| and |E| to represent the number of vertices and edges
in graph G = (V , E). We will never use n or m to refer to the number of vertices or
edges in a graph.
2.2 Linear Algebra Programming
There are a few standard linear algebra operations which are so fundamental they are
referred to as basic matrix operations. These are also called atomic matrix operations
or standard matrix operations in some books.
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Denition 2.1. The following operations are basic matrix operations
 Matrix Multiplication - Given a n1×k matrix X and k×n2 matrix Y, compute
a n1 × n2 matrix Z = XY with Zij =
∑k
a=1XiaYaj
 Matrix Transpose - Given a n× k matrix X, compute a k × n matrix Z = XT
with Zij = Xji
 Element-wise Operations (also called ufuncs or map-only functions): Given a
n× k matrix X and a function f : R→ R, compute a n× k matrix Z = f(X)
with Zij = f(Xij). Examples of element-wise operations include element-wise
absolute value and element-wise maximum.
 Element-wise Arithmetic (also called broadcasting ufunc or map-reduce func-
tions): Given a n × k matrix X and a n × k matrix Y and a function
g : R× R→ R, compute a n× k matrix Z = g(X,Y) where Zij = g(Xij,Yij),
Examples of element-wise arithmetic include elementwise addition or element-
wise multiplication.
 Aggregation: Given a n× k matrix X, return
∑
Xij.
 Composition: Combine multiple of the above operations.
An example of a basic matrix operation formed by composition is computing∑
ij[Vij −WHij]2, which can be done by composing matrix multiplication, element-
wise subtraction g(x, y) = x− y, elementwise-operation f(x) = x2, and aggregation.
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2.2.1 Numpy
For a casual reader, it suces to know that basic matrix operations dened above,
and the algorithms described in this dissertation built on top of those operations,
can be implemented in Python or in a distributed framework like Dask with good
performance. The remainder of this section gives a more advanced look at linear
algebra programming. Interested readers are further directed to the Numpy and
Dask documentation [35, 12].
Basic matrix operations described in the prior section are used in countless ap-
plications and domains. Because they are so ubiquitous, a lot of work has been put
into implementing these operations eciently. A popular framework for writing linear
algebra code is to write the code using a high-level language (Python) and a matrix
library (Numpy). Numpy is an open-source library that widely used for working on
high dimensional numeric data. Many other open source libraries - including the
popular Scipy library and the distributed Dask library - are written on top of Numpy.
Numpy implements a special class called ndarray - a multidimensional array. A
matrix is considered a two-dimensional ndarray. Older versions of Numpy imple-
mented a separate matrix class, but this class has been depreciated in favor of the
ndarray class. Data in a standard Python list may be scattered across system mem-
ory. However, data in an ndarray is stored in a single contiguous block. This storage
philosophy allows Numpy to benet from locality of reference: when Numpy needs to
load data from memory, it can load the data in one large chunk and store the excess
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data in cache.
The second optimization that Numpy employs is that because data is stored in
one contiguous block, it can be accessed by other non-Python libraries. The umath
subpackage is a set of functions that implements several common operations (including
ufuncs). When the user calls the appropriate method, the ndarray passes the memory
address of its data to umath, and then umath does the actual computational work
in C. Because C is substantially faster than Python, this oers substantial speed
improvement.
The third optimization Numpy employs is to combine umath with even more low-
level libraries. A Basic Linear Algebra Subsystem (blas) is a library that implements
common linear algebra operations. A Linear Algebra Package (lapack) is a library
that implements more linear algebra operations. Unix comes with a default blas
and lapack, but these default libraries are considered slow by modern day standards.
Instead, multiple heavily optimized blas and lapack libraries have been developed
and can be called by umath. ATLAS, OpenBLAS, and the Intel Math Kernel Library
are three popular libraries. These libraries take advantage of multithreading and the
machine architecture to oer substantial speed improvements. Furthermore, they use
state of the art matrix algorithms. For example, the Strassen algorithm multiplies
matrices in time O(n2.807735), as compared to the naive algorithm which takes time
O(n3).
The combination of these optimizations makes basic linear algebra operations
9
Table 2.1: Matrix Operation Speed Comparisons
Operation Naive Numpy
Matrix Sum 2.16s 0.01s
Elementwise Add 4.55s 0.06s
Matrix Multiplication 55.2s 0.03s
very fast in Numpy. As a demonstration, we compare Numpy's performance using
the OpenBLAS with a naive Python implementation. These comparisons are run on
212 × 212 matrices using an Intel i7 12-core Unix machine (the machine in my oce,
and the machine used for most of the experiments in this dissertation). We report the
results in Table 2.2.1. As the table demonstrates, basic linear algebra operations are
incredibly fast when done in Numpy. Additional tricks to improve the performance
of Numpy are discussed in Chapter 3 (particularly Section 3.3.2).
2.3 Nonrobust Matrix Factorization
2.3.1 Traditional NMF
Given a n×m matrix V, the goal of matrix factorization is to approximate V ≈WH
where W is n×k and H is k×m, with k much smaller than both n and m. When V,
W, andH are all required to be nonnegative, the problem is referred to as nonnegative
matrix factorization (NMF). NMF oers several benets over traditional factorization
that allows negative values. A few such benets include:
 NMF returns nonnegative factor matrices, which can be interpreted as scaled-up
probabilities.
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 NMF does not allow cancellation: the phenomenon where positive and negative
entries in W and H cancel each other out. If WHij = 0 (or is small), then it
must be the case that Wia or Haj are 0 (or are small) for all values of a. In
traditional factorization, WHij = 0 implies nothing about W and H
 NMF maps directly onto domain-specic applications, including the latent fac-
tor model and certain biomedicine applications [23, 34]
 NMF is less prone to overtting than standard matrix factorization.
 NMF can be easily applied to a wide range of penalty functions and easily incor-
porates missing data and similar restrictions. We discuss a few in Section 2.3.2.
Early work on nonnegative matrix factorization was done in the 1990s [37]. The
goal of this work was to minimize the Frobenius loss between V and WH. This loss
function, dene in Equation 2.1, is also called the squared loss, L2 loss, or Euclidean






[Vij − (WH)ij]2 (2.1)
The earliest algorithms were alternating regression algorithms which essentially
performed gradient descent and had slow convergence. In 2001, Lee and Seung [27]
gave a novel algorithm to optimize Lfro that took advantage of multiplicative updates.
At iteration t = 0, W and H are randomly initialized. In each subsequent iteration,
there algorithm has two steps: (1) Fix H, update W (2) Fix W, update H.
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Algorithm 2.1 Traditional NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: W←W  VH
T
WHHT




Lee and Seung prove that their algorithm is monotonic in Lfro, i.e. every step of
the algorithm decreases Lfro. They notably do not prove any convergence result: we
discuss convergence issues in Chapter 4.
2.3.2 Beyond Traditional NMF
After Lee and Seung published their Traditional NMF algorithm, interest in the
NMF problem exploded. In the 2000s, large nonnegative datasets were abundant,
and scientists were excited about the possiblities of NMF.
An important subsequent work is the case where V contains missing data. Let







Zij  [Vij − (WH)ij]2 (2.2)
The most common application of the weighted Frobenius loss is to set Zij = 1
for a data point that is present in V and Zij = 0 for a missing data. Once W and
H are estimated using the present data, the missing data can be predicted using the
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corresponding entries in the product WH. Mao and Saul [30] modify Algorithm 2.1
to account for the Z-weights. This algorithm is monotonic in Lweighted(W,H).
Algorithm 2.2 Weighted NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: W←W  (ZV)H
T
(WH Z)HT




Recognizing the limitations of the Frobenius norm on non-Gaussian data, a second
line of work has modied the Lee and Seung algorithm to replace the Frobenius norm
with a wide array of loss functions. We discuss a few common extensions. First, it
is possible to add regularization terms to both W and H to enforce sparsity on the
factor matrices. These regularization terms can include the L1 norm, the L2 norm, or
a linear combination of the two norm. Let αw, αh, ψw, ψh all be nonnegative constants
(possibly zero). Then the regularized Frobenius loss is dened as


















Algorithm 2.1 is easily modied to incorporate these additional restraints. Note
Algorithm 2.1 is a special case of Algorithm 2.3 when αw, αh, ψw, ψh are all zero.
Fevotte and Idier [14] consider replacing the Frobenius loss with the beta loss.
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Algorithm 2.3 Regularized NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: W←W  VH
T
WHHT + αw + ψw W
4: H← H W
TV
WTWH + αh + ψh H
5: end for
The beta loss was dened in Basu et al [6] and is a generalization of the Frobenius









xβ + (β − 1)yβ − βxyβ−1
)





− 1. When β = 1, Lbeta is dened as the Kullback-Leibler divergence
with bfunc(x, y) = x log x
y
− x + y. When β = 2, Lbeta is the Frobenius loss with
bfunc(x, y) = 1
2
(x2 + y2 − 2xy) = 1
2
(x− y)2.
Algorithm 2.4 Beta Loss NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: W←W  V(WH)
β−2HT
(WH)β−1HT





Note Algorithm 2.1 is a special case of Algorithm 2.4 when β = 2. The regularized
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and weighted beta loss is identical to the regularized Frobenius loss in Equation 2.3,
but with Lbeta taking the roll of Lfro. The regularized beta loss is particularly impor-
tant because it is the loss function implemented by scikit-learn, which is one of the
most widely used Python libraries and a fundamental part of the PyData stack.
Separately, Kong et al [24] consider replacing the Frobenius norm with a dierent








(Vij −WHij)2 + ε
(2.5)
The critical insight of Kong et al's algorithm is that the absolute loss is approx-
imately equal to the Frobenius loss with a weight Zij = ((Vij −WHij)2 + ε)−1/2 ≈
|Vij −WHij|−1. Based on this insight, they derive the following algorithm (note the
similarity between Algorithm 2.5 and Algorithm 2.2).
Algorithm 2.5 Absolute Loss NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: Z← ((V −WH)2 + ε)−1/2 . exponents taken elementwise
4: W←W  (ZV)H
T
(ZWH)HT
5: Z← ((V −WH)2 + ε)−1/2




Using a similar weighting scheme, Kong et al [24] also give an algorithm to update










Algorithms for Robust NMF
While NMF can be viewed as a pure optimization problem, it is useful to consider it
as a statistical estimation problem. The ε-contamination model is a simple statisti-
cal model for modeling contamination; we will discuss more complex contamination
models in Chapter 5.
In the ε-contamination model, we assume that a true low-rank matrix Vtrue exists.
However, we only get access toV, which is a noisy sampling ofVtrue. Each entry (i, j)
independently ips a bias ε-coin. With probability 1− ε, an entry Vij is drawn from
Vtrue plus independent and identically distributed Gaussian noise. With probability
ε, an entryVij is drawn from some alternative contamination distribution. Depending
on the setting, the contamination distribution may be related to Vtrue (for example,
adding high variance noise to Vtrue) or unrelated (for example, overwriting the true
value with a new value). Also depending on the setting, the user may or may not
know the parameters of the Gaussian distribution or the value of ε. The user is given
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access to V, but does not know the results of the coinips.
The user has two primary goals: (1) to determine which elements are contam-
inated, and (2) nd a low rank factorization of Vtrue. Note that if the user knew
Vtrue, they could just use Traditional NMF (Algorithm 2.1) on Vtrue. If the user
knew the result of the ε-coinips, the user could use Weighted NMF (Algorithm 2.2)
by assigning each entry Zij = 0 or Zij = 1 depending on the result of the coinip.
The problem is challenging specically because the user does not know the results of
the ε-coins.
In this chapter, we discuss two approaches to solving this problem: one built on M-
estimators and one built on W-estimators. We test both approaches on experiments
and show that they perform better at both goals than alternative algorithms.
3.1 Robust Statistics
Robust statistics has been a topic of interest in the mathematical community for
decades. Statistical inference is based on both the given data and underlying as-
sumptions of the underlying distribution. When those assumptions are invalid, the
technique may return faulty solutions. A good robust estimator should: (1) be al-
most as statistically ecient as the standard estimator on uncontaminated data (2)
be more resilient to invalid assumptions on contaminated data.
When statisticians refer to eciency, they generally do not refer to computational
eciency or big-O runtime analysis. Statistical relative eciency is a mathematical
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term that refers to the performance of the estimator on a xed amount of data. A
more ecient estimator will return a more accurate prediction than a less ecient
estimator.
For example, consider a set of n data points y1 . . . yn drawn from the standard
Gaussian distribution Normal(0, 1). The mean is equal to
∑
yi/n and can be com-
puted in time O(n). The median is equal to the midpoint of the data and requires
time O(n log n) to compute due to the time required to sort the data points. Finally,
consider the coinip-mean which throws out 25% of the data at random and computes
the mean on the remaining datapoints - this also takes time O(n).
When given an innite amount of data, the mean, the coinip-mean, and the
median all converge the true center of the underlying distribution (0 for the standard
Gaussian). When only given n data points, we expect there to be some variation
between the true center of the data and these statistical estimators. For any two
estimators θ and θ′, the asymptotic relative eciency is the ratio of the variance
of θ and the variance of θ′. In this dissertation, we will always dene the mean and
Frobenius loss (dened later in Equation 2.1) as the baseline for the relative eciency.
Denition 3.1. The relative statistical eciency of an estimator θ on a distribution
D is the expected asymptotic variance of that estimator of θ on that distribution
divided by the expected asymptotic variance of the mean or Frobenius loss on the
same distribution.
Example 3.2. Suppose n data points are drawn from the standard normal
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Normal(0, 1). The mean is distributed as Normal(0, 1
n
) and has eciency 1.00.
The coinip-mean is distributed as Normal(0, 3
4n







median is distributed as Normal(0, 2
πn
)) and has eciency ≈ 0.63.
Put another way, the coinip mean actually does a better job at estimating the
center of the underlying distribution than the median, at least on data that hasn't
undergone contamination.
Example 3.3. Suppose n data points are drawn from the following procedure: with
probability 1− ε, the point is drawn from the standard normal Normal(0, 1). With
probability ε, the mean is drawn from Normal(0, σ2), a Gaussian distribution with
a much larger variance. This corresponds to the ε-contamination model described
earlier where the contamination distribution is Normal(0, σ2).
The mean is distributed as Normal(0, 1
n
(1 − ε + σ2)) and has relative eciency
1.00. The coinip-mean is distributed as Normal(0, 3
4n
(1− ε+ σ2)) and has relative
eciency 0.75. The median is distributed as Normal(0, 2
πn
σ(σ + ε − εσ)−2). The
relative eciency of the median is equal to 2
π
(1 − ε + ε/σ)2(1 − ε + εσ2). When
σ = 3, the relative eciency of the median is plotted in Figure 3.1. As the gure
demonstrates, the median is more ecient than the mean (i.e. the relative eciency
is greater than one) when 0.10 < ε < 0.81.
Observe that the big-O runtime and runtime eciency required to calculate of
the mean, coinip-mean, and median do not change between the two examples -
statistical eciency is unrelated to computational eciency. A common tradeo is
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Figure 3.1: Relative eciency of median vs mean on the distribution described
in Example 3.3. X-axis repreents ε, y-axis represents eciency of median on ε-
contamination model.
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making an estimator less ecient on Gaussian noise while making the estimator on
ε-contamination. Information theory proves that the mean is the optimal estimator
on Gaussian noise, i.e. no estimator can have relative eciency greater than 1.00 on
Gaussian noise. Therefore, the goal is to be close to 1 on Gaussian noise while being
robust to outliers.
3.2 M-Robust Loss Function
Peter Huber popularized the eld of robust statistics in 1984 with his theory of M-
estimators. M-estimators are modied loss functions that are more resistant to con-
tamination than the mean and/or squared loss. Given a set of points {yi}, the mean
can be dened as the value of θ that minimizes
∑
i(yi−θ)2. The idea of M-estimators
is to replace (yi − θ)2 with some other function ρ(x). A good M-estimator should
behave similarly to the squared loss for small errors and should be more resilient for
large errors.
Denition 3.4. Let ρ(x) be a nonnegative function such that ρ(x) ≈ x2 when |x| ≤ λ
and ρ(x) ≤ x2 when |x| > λ. The M-estimator of a dataset {yi} is the value of θ that
minimizes
∑
i ρ(yi − θ). The value λ is called the cuto point.
The Lpq matrix norm (including the absolute loss and L21 loss) are M-estimator.
However, these norms are known to have low statistical eciency (the absolute loss
is the multidimensional analog to the median), and as we will demonstrate in experi-
ments, do not provide satisfactory results. Peter Huber suggests the Huber Loss as a
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superior M-estimator [18]. For λ > 0, the Huber function and corresponding Huber













The Huber loss is quadratic for uncontaminated elements with error less than λ
and is linear for contaminated elements with error greater than λ, thus satisfying
Denition 3.4. As λ increases, the Huber loss becomes more conservative and is less
likely to mark an element as contaminated. In statistical terms, increasing λ increases
the eciency of the algorithm but decreases the robustness. If the underlying data is
drawn from Gaussian noise with standard deviation σ, setting λ = 1.345σ gives the
Huber loss an eciency of 0.95 on the uncontaminated model while still providing
good performance on ε-contamination. Decreasing λ will make the algorithm more
robust on ε-contamination in exchange for making the loss less ecient on uncontam-
inated data.
We next consider the Robust Loss. For λ > 0 and for a n × m matrix S, the






[Vij − (WH)ij − Sij]2 + λ|Sij| (3.1)
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Figure 3.2: Huber Loss (orange) vs Squared Loss (blue) with λ = 1
S is a n×m `correction' matrix where nonzero elements of S correspond to con-
taminated elements of V. The matrix V − S will be our estimate for the values of
the uncontaminated matrix, observing that when S = 0, V − S = V and the given
matrix is our estimate for the uncontaminated matrix.
The Robust Loss has been applied to standard matrix factorization by Candès
et al [8], but their algorithm don't extend to the NMF setting. It has also been
applied to nonnegative matrix factorization by Shen et al [41], but their algorithm is
not a multiplicative update algorithm and lacks theoretical guarantees. It's possible
to replace the |S| term with other terms such as the L12 matrix norm, as done by
Kannan et al [21]. However, replacing |S| with other penalty functions breaks the
connection to the Huber loss.
The following theorem proves the correspondence between the Huber Loss and
the Robust Loss.
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Theorem 3.5. For any W,H ≥ 0, Lhuber(W,H) = min
S
Lrobust(W,H,S)
Proof. Fix W and H. Then
∂
∂Sij









Vij − (WH)ij + λ Vij −WHij < −λ
0 |Vij − (WH)ij| ≤ λ
Vij − (WH)ij − λ Vij −WHij > λ
When Vij − [WH]ij < −λ, then Sij = Vij − [WH]ij + λ, and
1
2
(Vij − (WH)ij − Sij)2 + λ|Sij| = 12(−λ)
2 + λ|Vij − (WH)ij + λ|
= 1
2
λ2 + λ ∗ |Vij − (WH)ij| − λ2
= λ
(
|Vij − (WH)ij| − 12λ
)
= Huber(Vij − (WH)ij, λ)
When Vij − [WH]ij > λ, the same argument holds. Otherwise, when −λ ≤ Vij −
[WH]ij ≤ λ, Sij = 0. In all three cases, 12(Vij−[WH]ij−Sij)
2+λ|Sij| = Huber(Vij−
[WH]ij). It follows that the Huber loss is equal to the Robust loss.
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Boundary Restrictions Our estimate for the uncontaminated matrix is V − S,
which we assume is nonnegative. However, if S > V, then V− S < 0, which violates
this assumption. Thus, we impose the restriction that −∞ ≤ Sij ≤ Vij. We call this
restraint the Bounded S-Restriction.
It is possible, and occasionally desirable, to impose a stronger restriction on S. A
common restriction is the Nonnegative S-Restriction that requires that 0 < Sij < Vij.
It is appropriate when we have external knowledge that the contamination is purely
additive. Additionally, under the Nonnegative S-Restriction, if Vij = 0, then Sij = 0.
In other words, this restriction imposes the constraint that 0-entries in V are never
considered contaminated. In settings where V is sparse and the 0 entries are known
with 100% certainty to be uncontaminated, this restriction is desirable.
3.3 M-Robust Algorithm
We now discuss an algorithm to minimize Lrobust(W,H,S), which will be equivalent
to minimizing Lhuber(W,H). The algorithm has three steps: (1) Update W, keeping
H and S xed (2) Update H, keeping W and S xed (3) Update S to its optimal
value in the constrained domain, keeping W and H xed. These three steps are
repeated until convergence.
Steps (1) and (2) derives immediately from the standard NMF multiplicative
update rules, replacing V with V−S. Step (3) derives from argminLrobust(W,H,S),
which we computed as part of Theorem 3.5.
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(V −WH)ij + λ if (V −WH)ij < −λ
0 if − λ ≤ (V −WH)ij < λ
(V −WH)ij − λ if λ ≤ (V −WH)ij < Vij + λ
V if (V −WH)ij > Vij + λ
(3.3)
Observe that equation 3.3 takes (V −WH)2 and `pulls' the entries towards 0.
Entries that are very large are instead pulled to V instead.
Putting the upper bound on S ensures that V ≥ S as we discussed above. In
order to enforce the nonnegative S-restriction, any time S would be set to a negative
number, it is set to zero instead. Equation 3.3 sets S to its optimal value on either
[−∞,V] or [0,V] as appropriate.
Algorithm 3.6 M-Robust NMF
1: for t = 1, 2, 3 . . . do
2: Update each entry of W using Equation 3.2
3: Update each entry of H using Equation 3.2
4: Update each entry of S using Equation 3.3
5: Set S = max(S, 0) if imposing Nonnegative S-contamination
6: end for
Steps (1) and (2) inherit the monotonic properties of Standard NMF. Step (3) is
monotonic in Lrobust because S is always set to its optimal value in the constrained
domain. Convergence is discussed in the next chapter. There are two potential
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optimizations that can be further applied to Algorithm 3.6 to minimize the amount
of time required to update S. Neither optimization increases the asymptotic runtime
of the algorithm or break monotonicity, but can reduce the time required to update S
by up 80%. When both optimizations are applied, updating S on a 212 × 212 matrix
only requires about 75ms.
3.3.1 Optimization: Update Sets
Algorithm 3.6 updates every element of S (nm entires total) at every iteration. This
is wasteful: if we expect S to be sparse, then updating an element from 0 to 0 hasn't
improved Lrobust. We modify Algorithm 3.6 to incorporate the idea of an update set
Ut. We will only modify elements of S that are in the update set.
Algorithm 3.7 M-Robust NMF with update sets
1: for t = 1, 2, 3 . . . do
2: Update each entry of W using Equation 3.2
3: Update each entry of H using Equation 3.2
4: Generate update set Ut
5: Update entries of S in Ut using Equation 3.3
6: end for
Setting Ut to be large means doing more computational work for every S-update
set, which is slow when n and m are large or in a distributed setting . Setting Ut to be
small means doing less computational work, but may slow down the convergence of
the algorithm. Thus, our goal is to nd update sets that are small so that updates are
fast, but large enough to contain the contaminated entries. We consider four update
set rules.
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The Total Update Set rule sets Ut = ALL; note that this reduces Algorithm 3.7
to Algorithm 3.6. The Deterministic Update Sets update 1/a fraction of the indices
in each iteration in a cyclical order, where a ≥ 1 is a xed constant. For example, if
a = 5, we update the rst row of S in iterations 1, 6, 11, 16, . . . . The Random Update
Sets update a random 1/a fraction of the indices.
The Greedy Update set is a dierent style of heuristic. At iteration 0, we put
every element into Ut. If a index (i, j) sets Sij in iteration t, it gets kicked out of the
update set. Thus, the update set will shrink over time. This corresponds to a kind
of greedy update rule - we greedily keep the elements with high error in the update
set (recall Sij 6= 0 if |Vij − [WH]ij| > λ). However, to maintain the theoretical
convergence guarantee, we must add a small random set of indices to Ut at every
iteration. At heart, this is an exploration-exploitation tradeo. We want to explore
by putting random entries into Ut. At the same time we want to exploit our knowledge
by putting entries with high error into Ut and taking entries with low error out of Ut.
We summarize the four update set generation rules below.
 Total Update Sets - Ut = ALL, where ALL is the set of all nm indices of S
 Deterministic Update Sets - Ut = {(i, j) : i mod a = t mod a} for xed
constant a ≥ 1
 Random Update Sets Ut = RAND(1/a), i.e. (i, j) ∈ Ut with probability 1/a
independent of all other entries.
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 Greedy Update Sets - U0 = ALL, Ut = {(i, j) ∈ Ut−1 : Sij 6= 0}+RAND(1/a).
Note that it may be tempting to do an expensive preprocessing step to nd an
optimal Ut. However, we want the generation of Ut to be very fast. For example, a
seemingly-plausible way to generate Ut would be to compute V −WH and putting
entries with high error into Ut. But this is unacceptably expensive - if you've computed
V −WH at every entry, you might as well set Ut = ALL.
The next denition comes from stochastic convergence theory. The above four
update set rules are all recurrent and thus guarantee convergence (which we discuss
in the next chapter). The above four rules also happen to be Markovian, but this is
not a requirement for the convergence result to hold.








→ 0 as τ →∞
An update set rule {Ut} is recurrent if every element (i, j) is recurrent.
3.3.2 Optimization: Numba
Any implementation of Standard NMF can easily be modied to implement Equa-
tion 3.2 simply by replacing V with V − S. Updating S using Equation 3.3 can be
done using built-in Numpy functionality, as demonstrated in Algorithm 3.8. How-
ever, by adding the just-in-time compiler Numba, it is easy to compile the entire
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Algorithm 3.8 Numpy Implementation of Update-S
#Raw Numpy, l e s s e f f i c i e n t than Numba ver s i on
from numpy import dot
Di f = V = dot (W,H)
S = updateS_basic (V, Err )
# Update S us ing bu i l d=in numpy p r im i t i v e s
def updateS_basic (V, Err ) :
S = Dif + lamb
S [ Di f > =1 * lamb ] = 0
S [ Di f > lamb ] = ( Dif = lamb ) [ Di f > lamb ]
S [ Di f > V + lamb ] = V[ Di f > V+lamb ]
return S
S-update into a single ufunc, as demonstrated in Algorithm 3.9 (see Section 2.2.1 for
background on ufuncs). The Numba algorithm is substantially faster than algorithm
that relies on Numpy built-in functionality. On benchmark testing, updateS_vec was
about 5x faster than updateS_basic.
3.4 W-Robust Loss Function
An alternative M-estimator to the Huber loss is the Winsor loss, originally proposed
by Charles Winsor as an alternative way to estimate the mean on data that has
undergone contamination. For λ > 0, the Winsor Loss is dened as follows.
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Algorithm 3.9 Numba Implementation of Update-S
from numpy import dot
from numba import f l o a t64 , v e c t o r i z e
Di f = V = np . dot (W,H)
S = updateS_vec (V, Di f )
# Numba w i l l compi le opera t i ons in t o a s i n g l e ufunc
@vector i ze ( [ ( f l o a t 6 4 ( f l oa t64 , f l o a t 6 4 ) ) ] )
def updateS_vec (v , d ) :
i f d < =1 * lamb :
return e + lamb
e l i f =1 * lamb <= d and d < lamb :
return 0
e l i f lamb <= d and d < v + lamb :















The Winsor loss is quadratic for uncontaminated elements with error less than
λ, just like the Huber loss. However, the Winsor loss constant for contaminated
entries with error greater than λ, while the Huber loss is linear. This makes the
Winsor loss more robust against outliers that are very far from the rest of the data.
Like the Huber loss, the Winsor loss becomes more conservative as λ increases, i.e.
increasing λ increases the relative statistical eciency of the algorithm, but decreases
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Figure 3.3: Winsor Loss (orange) vs Squared Loss (blue) with λ = 1
the robustness.
The Winsor loss is dicult to optimize directly because it `attens out' for values
greater than λ and has derivative equal to zero. To optimize the Winsor less, we will
treat the Winsor loss as an W-estimator instead of an M-estimator. W-estimators
are statistical estimators that assign a weight to each entry and minimize a weighted
sum of the individual errors. The weight should be close to 1 for small errors and
should decrease for larger errors. The formal denition is given below
Denition 3.7. Let w(x) be a nonnegative function such that w(x) ≈ 1 when |x| ≤ λ
and w(x) ≤ 1 when |x| > λ. The W-estimator of a dataset {yi} is the value of θ that
minimizes
∑
iw(yi − θ) ∗ (yi − θ)2. The value λ is called the cuto.
Most M-estimators can be written as W-estimators using an appropriate choice
of weighting function. For example, the absolute loss (Equation 2.5) can be written
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as a W-estimator with w(x) = sgn(x)/x.
We next consider the Weighted Loss with a constant penalty term. For λ > 0 and












Z is a n ×m `weighting' function where small elements of Z correspond to con-
taminated elements of V, and large elements of Z correspond to uncontaminated
elements. The second λ(1−Z) term ensures that the loss function `pays' a penalty of
λ for marking an element as contaminated. Much the same way the Huber loss and
Robust loss were equivalent, the Winsor loss is equivalent to the weighted loss with
a constant λ penalty.
Theorem 3.8. For any W,H, Lwinsor(W,H) = min
Z
Lweighted(W,H,Z)
Proof. Fix W and H. Observe that Equation 3.4 is minimized when Zij = 0 or
Zij = 1 for every element of Z.
Consider the case where |Vij −WHij| ≤ λ. Then setting Zij = 1 gives the
weighted loss a penalty of 1
2
(Vij −WHij)2 ≤ 12λ
2, while setting Zij = 0 gives a
penalty of 1
2
λ2. It is optimal to set Zij = 1 and pay the rst term, which is equal to
Lwinsor(W,H).
Alternatively, suppose |Vij−WHij| > λ. Then setting Zij = 1 gives the weighted
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loss a penalty of 1
2
(Vij −WHij)2 > 12λ
2, while setting Zij = 0 gives a penalty of
1
2
λ2. It is optimal to set Zij = 0 and pay the second term, which is again equal to
Lwinsor(W,H).
3.5 W-Robust Algorithm
We now discuss an algorithm to minimize Lweighted(W,H,Z), again noting that this
is equivalent to minimizing Lwinsor(W,H). This algorithm is similar to the iterative
reweighting algorithms used for robust regression. Each entry in V is assigned a
weight given by the corresponding entry in Z. We will alternate between learning the
model parameters W and H, and updating the weights in Z.
If the weights are xed at 1 (which will happen if λ is suciently large), the
algorithm transforms into traditional NMF. If the weights are xed but not all equal
to 1, then algorithm transforms into weighted NMF. A somewhat similar approach
is used by Kong's algorithm for Absolute NMF (Algorithm 2.5), but instead of using
the weights to transform the Frobenius Loss into the Absolute Loss, we are using
the weights to deal with the contaminated entries. In this equation,  represents
elementwise multiplication.
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0 if (V −WH)ij < −λ
1 if − λ ≤ (V −WH)ij < λ
0 if (V −WH)ij > λ
(3.6)
Algorithm 3.10 W-Robust NMF
1: Initialize Z = 1
2: for t = 1, 2, 3 . . . do
3: Update each entry of W using Equation 3.5
4: Update each entry of H using Equation 3.5
5: Update each entry of Z using Equation 3.6
6: end for
3.5.1 Optimization: Non-Integral Weights
Iterative reweighted regression when the weights are updated as in Equation 3.6 is
also called trimmed regression, as the contaminated points are `trimmed' out of the
dataset by setting Z = 0. However, Algorithm 3.10 can handle oat-valued weights
without issue. Allowing non-integral Z weights improves the stability of the algorithm:
instead of a sharp jump from Z = 0 to Z = 1, the algorithm is allowed to use oat
values in between. This allows the algorithm to represent `uncertainty' by setting
Z ≈ 0.5.
The easiest way to implement nonintegral weights is to limit the amount Z can
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shift in a given iteration. This reduces the impact of bad initial conditions, at the cost
of requiring more iterations until convergence is achieved. Note that the algorithm
may eventually set Z = 0 and mark an element as fully contaminated, but it will spend
some amount of time considering the possibilities before doing so. Equation 3.6 is
replaced with the following, where 0.02 can be any small number.
Zij ←

max(Zij − 0.02, 0) if (V −WH)ij < −λ
min(Zij + 0.02, 1) if − λ ≤ (V −WH)ij < λ
max(Zij − 0.02, 0) if (V −WH)ij > λ
(3.7)
3.6 Experiments
We now run a series of experiments to evaluate the performance of both the M-robust
and W-robust algorithms (using all optimizations described above).
3.6.1 Evaluation Metrics
There are several popular error metrics used when evaluated the quality of a factoriza-
tion on noisy data. We discuss three such metrics below. These error metrics are not
equivalent - an algorithm could hypothetically perform well on one metric and poorly
on another. Vtrue denotes the true (uncontaminated) data and Vcontam denotes the
contaminated data. In a non-experimental setting, a user would only have access to
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Vcontam.
Factorization Error NMF takesVcontam as input and tries to optimize φ(Vcontam−
WH). Thus, a common evaluation metric is to test how well it performed the factor-
ization on the noncontaminated entries. Dene Bij = 1 if Vij is non-contaminated;
note
∑
Bij is the number of noncontaminted entries in the matrix. We then dene
ERRfs =
∑

















iBij ∗ (Vcontam −WH)2ij∑
ij Bij
ERR∞ = max(Bij ∗ |Vcontam −WH|ij)
ERRfs is interpreted as the average Frobenius-squared norm on the noncontam-
inated entries. The other error measures have the same interpretation for the L11
norm, the L12 norm, the L21 norm, and the L∞ norm respectively.
Reconstruction Error An alternative error metric is the reconstruction error,
which specically measures how well the algorithm can estimate the contaminated
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entries (i.e. reconstructing the correct values). Note this metric can only be evaluated




ij(1−Bij) ∗ (V −WH)2ij∑
ij(1−Bij)
REC11, REC21, REC12, and REC∞ are all dened similarly by taking the respective
ERR function, replacing Bij with 1−Bij and Vcontam with Vtrue.
Precision / Recall A third metric we consider is identifying which elements are
contaminated instead of trying to minimize the error. We compare the elements the
algorithm marks as contaminated against the true location of the contamination,
and compute precision, recall, and F1 score. Note that Traditional NMF and other
nonrobust algorithms do not mark any entries as contaminated, so instead we compute
(V −WH)2 and choose the entries with the highest error as contaminated.
Comparisons: We compare against Traditional NMF, Absolute NMF, and the L21
loss algorithms (all discussed in Chapter 2). We also compare against Lin's [29]
algorithm to minimize the Frobenius loss (discussed in Chapter 4). Shen's algorithm
to minimize Lrobust (this is not a multiplicative update algorithm, but is minimizing
the same function, so we include it as a comparison point), and Kannan's algorithm
to minimize
∑
(Vij−WHij−S2ij +λ|S|12. All algorithms are given the same random
initializations of W and H and given the same computational resources. To ensure
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Table 3.1: Factorization Error on Synthetic Data
Alg ERRfs ERR11 ERR12 ERR21 ERR∞
Traditional [28] 0.285 0.407 0.012 0.017 6.134
Lin [29] 0.285 0.407 0.012 0.017 6.330
Absolute [24] 0.283 0.406 0.012 0.017 6.148
L21 Loss [24] 0.284 0.407 0.012 0.017 6.176
Kannan et al [21] 0.224 0.394 0.012 0.015 2.797
Shen et al [41] 0.278 0.402 0.012 0.017 6.197
M-Robust 0.021 0.117 0.003 0.004 6.197
W-Robust 0.017 0.104 0.003 0.004 0.916
Table 3.2: Reconstruction Error on Synthetic Data
Alg RECfs REC11 REC12 REC21 REC∞
Traditional [28] 1.880 1.195 0.039 0.159 9.015
Lin [29] 1.888 1.195 0.039 0.159 9.158
Absolute [24] 1.910 1.194 0.039 0.014 9.588
L21 Loss [24] 1.907 1.194 0.039 0.159 9.588
Kannan et al [21] 0.800 0.766 0. 248 0.105 4.348
Shen et al [41] 1.867 1.184 0.309 0.159 9.076
M-Robust 0.146 0.292 0.009 0.042 5.139
W-Robust 0.037 0.157 0.005 0.022 5.881
Table 3.3: Precision and Recall on Synthetic Data
Alg Precision Recall F1
All algorithms achieved > 0.99 precision and recall
a fair comparison, all algorithms are reimplemented in Python from their respective
papers and are given sucient time to converge.
3.6.2 Experimental Results
Synthetic: We generate a 1000 × 80 matrix Wtrue and a 80 × 1000 matrix Htrue.
25% of the entries of Wtrue and Htrue are set to 1 - the remaining entries are set to
0. We set Vtrue = WtrueHtrue. We then create Vcontam by randomly selecting 7% of
the elements of Vtrue, and adding 5 to those indices.
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Faces: The ORL Database of Faces [40] is a database of image les that has been
used in several NMF studies [26, 17]. An image le is represented by a 112×92 matrix
which we rescale from [0, 255] grayscale values to [0, 1] decimal values. To generate
Vcontam, we randomly choose 8% of the entries. Chosen entries with values less than
0.5 are set to 1, chosen entries with values greater than 0.5 are set to 0.
Text: 20Newsgroups is a collection of news documents that is commonly used for
text experiments. Using sci-kit learn, we load 500 documents about computers (doc-
uments that have been assigned to topic `comp.*'). We strip o headers, footers, and
quotations. We then select the 500 most common words, excluding words that appear
in more than 95% of the documents and common English stopwords (the, and, or,
etc.). For each document and each word, we count the number of times that word
appears in that document. The result is a 500 × 500 matrix of nonnegative integer
values. To generate Vcontam, we choose 8% of the entries with V = 0 and add 1 to
those entries. This represent adding random words to documents.
Summary: On almost all experiments and metrics, the M-Robust and W-Robust
algorithms outperformed alternative approaches.
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Table 3.4: Factorization Error on Face Data
Alg ERRfs ERR11 ERR12 ERR21 ERR∞
Traditional [28] 0.012 0.071 0.007 0.013 0.923
Lin [29] 0.012 0.071 0.007 0.013 0.851
Absolute [24] 0.009 0.055 0.007 0.011 0.739
L21 Loss [24] 0.010 0.062 0.007 0.009 0.838
Kannan et al [21] 0.020 0.082 0.008 0.013 1.935
Shen et al [41] 0.010 0.062 0.006 0.009 0.889
M-Robust 0.007 0.050 0.004 0.008 1.140
W-Robust 0.005 0.045 0.02 0.002 0.042
Table 3.5: Reconstruction Error on Face Data
Alg RECfs REC11 REC12 REC21 REC∞
Traditional [28] 0.121 0.264 0.036 0.095 1.351
Lin [29] 0.121 0.254 0.034 0.092 1.215
Absolute [24] 0.135 0.225 0.036 0.080 0.999
L21 Loss [24] 0.124 0.224 0.034 0.081 1.070
Kannan et al [21] 0.106 0.259 0.033 0.105 1.764
Shen et al [41] 0.127 0.253 0.035 0.096 1.652
M-Robust 0.119 0.228 0.013 0.079 1.698
W-Robust 0.117 0.200 0.004 0.069 1.345
Table 3.6: Precision and Recall on Face Data
Alg Precision Recall F1
Traditional [28] 0.759 0.940 0.843
Lin [29] 0.758 0.947 0.843
Absolute [24] 0.731 0.913 0.812
L21 Loss [24] 0.755 0.944 0.839
Kannan et al [21] 0.763 0.953 0.848
Shen et al [41] 0.772 0.964 0.857
M-Robust 0.849 0.997 0.917
W-Robust 0.800 0.998 0.889
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Table 3.7: Factorization Error on Text Data
Alg ERRfs ERR11 ERR12 ERR21 ERR∞
Traditional [28] 0.133 0.269 0.012 0.016 5.816
Lin [29] 0.133 0.267 0.012 0.016 6.000
Absolute [24] 0.132 0.267 0.012 0.016 5.834
L21 Loss [24] 0.132 0.267 0.012 0.016 5.815
Kannan et al [21] 0.139 0.273 0.013 0.017 5.931
Shen et al [41] 0.132 0.267 0.012 0.016 5.815
M-Robust 0.007 0.050 0.004 0.008 5.140
W-Robust 0.105 0.168 0.008 0.013 5.086
Table 3.8: Reconstruction Error on Face Data
Alg RECfs REC11 REC12 REC21 REC∞
Traditional [28] 0.164 0.303 0.014 0.063 5.766
Lin [29] 0.160 0.300 0.014 0.062 5.541
Absolute [24] 0.112 0.225 0.036 0.080 5.999
L21 Loss [24] 0.106 0.224 0.034 0.081 5.070
Kannan et al [21] 0.165 0.305 0.014 0.064 5.600
Shen et al [41] 0.160 0.297 0.014 0.062 5.764
M-Robust 0.105 0.175 0.010 0.042 5.215
W-Robust 0.063 0.056 0.003 0.023 6.503
Table 3.9: Precision and Recall on Face Data
Alg Precision Recall F1
Traditional [28] 0.815 0.846 0.820
Lin [29] 0.813 0.844 0.828
Absolute 0.815 0.845 0.830
L21 Loss [24] 0.815 0.846 0.830
Kannan et al [21] 0.790 0.820 0.805
Shen et al [41] 0.816 0.850 0.832
M-Robust 0.836 0.871 0.854




In this chapter, we prove that multiplicative update algorithms, including Traditional
NMF, M-robust NMF, and W-robust NMF, converge to a KKT optimality point of a
perturbed error function as long as 0/0 is treated as 0. Section 4.1 denes the Clarke
derivative, Section 4.2 discusses existing convergence results and why a standard
derivative proof of convergence does not hold. Section 4.3 proves convergence of
Algorithm 2.1 using the Clarke derivative and Section 4.4 proves the convergence of
Algorithm 3.6 and Algorithm 3.10
4.1 Matrix Derivatives
Let L be a function that maps one or more matrices to a scalar. The Frobenius
loss, robust loss, weighted loss, huber loss, and truncated loss are all examples of
such scalar functions. The denitions of derivative and partial derivative of L extend
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naturally from their standard calculus denitions.
Denition 4.1 (Matrix Derivative). Let L(W,H) be a dierentiable scalar function.
The matrix derivative of L is denoted ∇L and is a (Mw,Mh) pair, where the (i, a)-th
element of Mw is the partial derivative of L with respect to Wia and the (a, j)-th
element of Mh is the partial derivative of L with respect to Haj
Denition 4.2 (Partial Matrix Derivative). Let L(W,H) be a dierentiable scalar
function. The matrix derivative of L with respect to Wia is denoted ∇wLia and is
a scalar value equal to the partial derivative of L with respect to Wia. The partial
derivative of L with respect to Haj is denoted ∇hLaj and dened similarly.
However, if L is not dierentiable, these quantities might not be well dened.
The Clarke derivative is a generalization of the regular derivative for nonconvex and
nonsmooth functions where the regular derivative does not exist. See [38] for a more
comprehensive overview of the Clarke derivative.
Denition 4.3. A function L is locally Lipschitz at a point θ if there exists ε > 0
and a Γ > 0 such that |L(θ)− L(θ′)| ≤ Γ|θ − θ′| for all x′ where |θ − θ′| < ε.
Intuitively, L is locally Lipschiz at θ means that in the neighborhood around θ, L
remains in a bounded neighborhood around L(x). All of the loss functions described
in the previous chapters are locally Lipschitz.
Denition 4.4. The Clarke directional derivative of a locally Lipschitz function L
at a point θ in the direction of ~d is L◦(x; ~d) = lim sup
θ′→θ,t↓0
[




Denition 4.5. The Clarke generalized subderivative of L at a point θ is the set
∇̃L(θ) = {~ζ : L◦(θ; ~d) ≥ ~ζ • ~d ∀~d}
where ~ζ • ~d is inner product. Elements of ∇̃L are called Clarke subgradients.
The standard notion of the derivative ∇f assumes a derivative that is continuous,
has a single value everywhere, and takes 0 at the minimum point. The Clarke deriva-
tive allows for nonsmooth functions and is set-valued. When L is a smooth function
and the regular derivative exists, ∇̃L is a singleton set that contains the derivative.
If L is a convex function and the regular subderivative exists, ∇̃L is set that contains
the subderivative. L is said to be Clarke regular at these locations.
Corollary 4.6 ([38]). If L is locally Lipschitz at θ, ∇̃L(x) is nonempty. If L is smooth
and dierentiable at θ, then ∇̃L(θ) = {L′(θ)}. If θ is a local minima, 0 ∈ ∇̃L(θ).
Analogues to the chain rule, product rule, and sum rule all apply to subdierential
calculus using the Clarke derivative.
We now introduce a bit of notation that will help prove the convergence results.
Denition 4.7 (Clarke matrix derivative). Let L(W,H) be a locally Lipschitz scalar
function. The Clarke matrix derivative of L with respect to Wia is
∇̃wLia = {w : (Mw,Mh) ∈ ∇̃L(W,H) entry (i, a) of Mw equals w}
and dene ∇̃hFaj similarly.
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When meaning is obvious and the Clarke matrix derivative is a singleton set, we
will sometimes use equality as a shorthand: u = ∇̃wLia is shorthand for setting u to
be equal to the single element in ∇̃wLia.
Note that while Denition 4.2 and 4.7 may appear similar, they are not identical
- there is no such thing as a Clarke partial derivative.
4.1.1 KKT Conditions
The Karush Kuhn Tucker (KKT) are a set of conditions are necessary conditions for a
point θ to be an optimal point of a function L under certain constraints (for example,
the nonnegativity constraint of NMF).
Denition 4.8 (KKT Conditions). Given a function f(θ) to minimize and a set of
inequality constraints Cr(θ) ≤ 0, θ satises the KKT optimality conditions if for each
inequality constraint Cr, there exists a corresponding ur ∈ R such that the following
three conditions are satised
 0 ∈ ∇̃ϕL(θ) +
∑
r ur∇̃ϕCi(θ) for each variable ϕ in θ
 urCr(θ) = 0, ur ≥ 0
 Cr(θ) ≤ 0
A point is called a KKT optimality point if it satises the KKT optimality con-
ditions described above. When inequality constraint Cr is slack, i.e. Cr(θ) < 0, then
the corresponding ur = 0 and we expect ∇̃rf(θ) = 0. When constraint Cr is tight, i.e.
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Cr(x) = 0, then the corresponding ur > 0. Intuitively, for a point θ to be optimal,
it should either be in the interior of the constrained space with a zero derivative, or
it should be on the boundary of the constrained space and the derivative is pointing
`outwards'.
4.2 Convergence and Underow
The traditional Lee and Seung multiplicative update steps in Algorithm 2.1 are not
well dened when WHHT = 0 or WTWH = 0 in some entry. There are two major
implications of this problem. The rst issue is that the Lee and Seung algorithm is not
actually guaranteed to converge to a KKT point. If the limit point is on the boundary
where WHHT = 0, the update rule is not actually dened and thus the limit point
cannot be declared a KKT optimality point. Lin [29] oers a modied algorithm that
is theoretically guaranteed to converge to a KKT optimality point. Essentially, Lin
adds a +ε term into the denominator. However, he needs to replace W and H with
W◦ and H◦ to maintain the monotonic guarantee and ensure convergence.
Algorithm 4.11 Lin NMF
1: Randomly Initialize W and H
2: for t = 1, 2, 3 . . . do
3: W◦ia = Wia if ∇w(Lfro)ia > 0 else W◦ia = max(Wia, ε)




5: H◦aj = Haj if ∇h(Lfro)aj > 0 else H◦aj = max(Haj, ε)






Table 4.1: Approaches to Underow
Approach Formal Update Step Implementation















Throw an error Divide-by-zero Error CloudNMF
Lin's Rule See Algorithm 4.11 None
Putting aside the convergence issue, the second problem with Standard NMF is the
divide-by-zero problem. If W and H are initialized to be nonzero positive numbers,
and in a machine with innite decimal precision, the algorithm will never encounter a
divide by zero issue. On a real-world machine where decimal underow is a practical
concern, some approach needs to be taken to handle the case where a small number
underows into 0/0. There is no uniform approach to handling decimal underow;
Lee and Seung's original paper does not discuss the issue, and as a result dierent
implementations have made dierent decisions.
One potential solution solution is to replace any denominator less than ε as ε. This
is the approached used by Scikit-Learn, which corresponds to the idea of treating 0/0
as 0. An alternate solution is to replace any numerator or denominator less than
ε with ε. This is the approach used by the Nimfa library. A third solution to is
replace any value in W or H that is less than ε with ε. This is the approach taken
by MatLab. A fourth solution is to throw an error when decimal underow occurs,
which is the approach the bio-medicine-focused library CloudNMF takes. No major
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matrix library has chosen to implement Lin's approach. For the reasons discussed in
Section 2.2.1, the standard multiplicative rules are fast to compute, while replacing
W with W◦ is not. We summarize the various approaches in Table 4.1. None of
these libraries oers a particular justication for the decision they make about how
to handle decimal underow.
4.3 Convergence of Traditional NMF
In this section, we describe a new result for the convergence of Traditional NMF, along
with a justication for the correct way to handle underow. Under Denition 4.2 for









Thus, the Lee and Seung can be viewed as a variation of gradient descent using a
nonstandard step size, specically targeted at Lfro. We can view the Lee and Seung
update steps as a special case of the following updates.
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Wia ←Wia −Xw ∇wLia (4.3)
Haj ← Haj −Xh ∇hLaj
where Xw,Xh > 0 as long as W,H > 0
but Xw,Xh may not be well-dened when W,H = 0
We now take inspiration from Lagrangian optimization techniques and modify the
loss function to encode the nonnegativity restriction.
Denition 4.9. For any loss function L(W,H), the perturbed loss function L(W,H)
is dened as L(W,H) = L (max(W, 0),max(H, 0)), where max() is taken elementwise.
Note that the original loss function and the perturbed loss function agree on
all values where W,H ≥ 0. However, the perturbed loss function `cuts o' at 0.
Alternatively, the perturbed loss applies a penalty for assigning negative values to W
and H, and this penalty is exactly equal to the benet gained by using a negative
value.
Theorem 4.10. Let L is a Locally Lipschitz function (not necessarily dierentiable)
and that the the step sizes in the generic multiplicative update rules (Equation 4.3)
are chosen so that L is non-increasing. Then those rules are guaranteed to a KKT
optimality point of L as long Xw,Xh > 0 when W,H > 0 and Xw,Xh = 0 when
W,H = 0.
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Corollary 4.11. The Lee and Seung multiplicative update rules converge to a KKT
optimality point of Lfro as long as 0/0 is replaced with 0.
Proof. Let θ = (W,H) be the limit point of the generic NMF multiplicative al-
gorithm. First, we need to convert the nonnegativity constraint into a inequality
constraint. This is easily done: for each Wij, dene Cijw(θ) = −Wij and for each
Hij, dene Cijh(θ) = −Hij. For each constraint, set Uijw = Uihj = 0. Then θ lies
within the constrained domain as long as all of the C-constraints are nonpositive and
conditions two and three from Denition 4.8 are satised.
Suppose Wia > 0. Recall from Equation 4.3 that the W update step can be
written as W←W−Xw ∇L(θ). If Wia > 0, then [Xw]ia > 0. If convergence has
been achieved, then it must be the case that ∇Lia = 0. Since ∇wLia ⊆ ∇̃wLia, we
immediately have that 0 ∈ ∇̃wLia.
Suppose Wia = 0. We can no longer rely on the above argument. Instead, we
note that by Corollary 4.6 (specically the Chain Rule) that ∇̃wLia(θ) = ∇wLia(θ) ∗
∇̃wmax(Wia, 0) and that
∇̃w max(Wia, 0) =

1 Wia > 0
[0, 1] Wia = 0
0 Wia < 0
It follows that 0 ∈ ∇̃wLia(θ) and the rst condition on Denition 4.8 are satised.
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0 ∈ ∇̃hLaj(θ) follows by similar logic.
4.4 Convergence of Robust NMF
Theorem 4.12. Algorithm 3.6 converges to a KKT optimality point of Lrobust under
the Bounded S-Contamination constraint (S ≤ V) , where
Lrobust(W,H,S) = Lrobust(max(W, 0),max(H, 0),S)
Proof. The algorithm is monotonic in Lrobust for the W-update steps and H-update
steps by the same argument as the standard multiplicative update algorithm. For the
S update step, we note that Equation 3.3 sets Sij to argminS Lrobust(W,H,S), which
is guaranteed to decrease Lrobust. This proves monotonicity.
To prove convergence, let θ = (W,H,S) be the limit point of the algorithm,
and for notational convenience dene L = Lrobust. As before, we need to convert
the restrictions on W,H,S into inequality constraints. Dene Cijw(θ) = −Wij and
Cijh(θ) = −Hij as before. Dene Cijs(θ) = Sij −Vij −λ. The algorithm enforces the
nonnegative restriction on W,H ≥ 0 and the Bounded S-contamination restriction
on S. 0 ∈ ∇̃wLia and 0 ∈ ∇̃hLaj for the same logic as in Theorem 4.10. Thus, we
need to prove that there exists Uijs such
0 ∈ ∇̃sLij(θ) + Uijs∇̃sCijs(θ) and UijsCijs(θ) = 0 and Uijs ≥ 0 (4.4)
If Sij < Vij, then Sij is is the argmin of Lrobust, so 0 ∈ ∇̃sLij and Equation 4.4
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is satised for Uijs = 0. If Sij = Vij, then setting Uijz = −∇̃sLij(θ) ensures the rst
requirement is satised. The fact that Cijs = 0 when Sij = Vij ensures the second
requirement is satised. For the third requirement, note that
−(Vij −WHij − Sij) + λ ∈ ∇̃sLij(θ) (4.5)
By Equation 3.3, we have that Sij = Vij i Vij −WHij ≥ Vij + λ. Therefore, we
have that
−(Vij −WHij − Sij) + λ ≤ −(Vij + λ−Vij) + λ ≤ 0
and so Uijs = −∇̃sLij(θ) ≥ 0. Thus, for all values of S Equation 4.4 is satised
and θ is a KKT optimality point.
Corollary 4.13. Algorithm 3.6 converges to a KKT optimality point of
Lrobust(W,H,S) under the Nonnegative S-Contamination constraint
Proof. We add the additional inequality constraint that Cijs2(θ) = −Sij. We need
to prove Equation 4.4 hold for Cijs2 and Uijs2. If Sij > 0, set Uijs2 = 0 and the
same argument as the previous theorem holds. If Sij = 0, then set Uijs2 = ∇̃sLij(θ)
ensures the rst requirement is satised. The fact that Cijs2 = 0 when Sij = 0
ensures the second requirement is satised. Finally, if Sij = 0, then by Equation 3.3,
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Vij −WHij ≤ λ. Therefore, again applying Equation 4.5, we have that
−(Vij −WHij − Sij) + λ ≥ −(λ+ 0) + λ = 0
and so Uijs2 = ∇̃sLij(θ) ≥ 0. Thus, for all values of S Equation 4.4 is satised and θ
is a KKT optimality point.
Corollary 4.14. If the update steps are recurrent, then Algorithm 3.7 almost surely
converges to a KKT point of Lrobust(W,H,S) under either Bounded S-contamination
or Nonnegative S-contamination.
Proof. Let θt = (W,H,S) be the (random) values of W,H,S at iteration t. Observe
that while θt are random variables, Algorithm 3.7 is monotone in Lrobust with proba-
bility 1. This means that the θt converge almost surely to a limit point θ. The proof
that this limit point satises the KKT optimality follows from identical logic as the
above theorems.
Theorem 4.15. Algorithm 3.10 converges to a KKT optimality point of Lreweighted ,
where Lreweighted(W,H,Z) = Lreweighted(max(W, 0),max(H, 0),Z)
Proof. The algorithm is monotonic in Lreweighted for the W-update and H-update
steps by the same argument as the weighted multiplicative update algorithm. For the
Z update step, we note that the algorithm always increases or decreases Z towards
the direction that decreases Lreweighted. This proves monotonicity.
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To prove convergence, Let θ = (W,H,S) be the limit point of the algorithm,
and for notational convenience dene L = Lreweighted. Note that when convergence is
achieved, either Zij = 0 or Zij = 1 for all Z values. Dene Cijw = −Wij, Cijh = −Hij
as before. Dene Zijz = Zij(Zij − 1). Observe Cijz ≤ 0 i 0 ≤ Zij ≤ 1.
0 ∈ ∇̃wLia and 0 ∈ ∇̃hLaj for the same logic as in Theorem 4.10. Thus, we need
to prove that there exists Uijz such
0 ∈ ∇̃zLij(θ) + Uijs∇̃zCijz(θ) and UijzCijz(θ) = 0 and Uijz ≥ 0 (4.6)
Taking the Clarke derivative, we have that
1
2
(Vij −WHij)2 − 12λ
2 ∈ ∇̃zLij and 2Zij − 1 ∈ ∇̃zCijz
If Zij = 0, set Uijz = ∇̃zLij. Note ∇̃zCijz = −1 and Uijz∇̃zCijz = −∇̃zLijz,
so the rst requirement is satised. The fact that Cijz = 0 when Zij = 0 proves
the second requirement. For the third requirement, Equation 3.6 proves Zij = 0 i
(Vij −WHij)2 > λ2, so Uijz = ∇̃zCijz > 0 and the third requirement is satised.
If Zij = 1, then set Uijz = −∇̃zLij. Note ∇̃zCijz = 1 and Uijz∇̃zCijz = −∇̃zLijz,
so the rst requirement is satised. The fact that Cijz = 0 when Zij = 1 proves
the second requirement. For the third requirement, Equation 3.6 proves Zij = 1 i




Chapter 3 focused on the ε-contamination model. We assume the existence of a low-
rank matrix Vtrue. However, we only have access to V, a noise sampling of Vtrue.
In the ε-contamination model, we assumed that mean-zero Gaussian noise aected
all entries and that each entry was contaminated with independent probability ε. In
Section 5.1, we describe this model probabilistically, and give a probabilistic inter-
pretation of the λ value used in Robust and Weighted Loss.
The remainder of the chapter focuses on more complex contamination models. In
Section 5.2, we consider the case where V contains missing elements, i.e. instead of
a full sampling, we only receive a partial sampling. In Section 5.3, we consider the
case where the noise is non-Gaussian, but the contamination is still independent. In




In Standard NMF, Lee and Seung assume each entry of V is generated from Vtrue
plus independent and identically distributed Gaussian noise with standard deviation
σ. Let Aij(W,H) be the log likelihood of generating the observed Vij from the
estimations of W,H, under the assumption of Gaussian noise. In other words,
Aij(W,H) = log Pr[(Vtrue)ij = Vij |W,H]
= log Pr[Normal(Vij, σ) = WHij]
= a(Vij −WHij)2 + b
where a = − 1
2σ2





Aij(W,H), which is the log-likelihood of generating all of
V under the assumption of Gaussian contamination. Minimizing the squared loss
Lfro(W,H) is equivalent to maximizing A(W,H).
We now consider the ε-contamination model. Every entry independently ips an
ε-coin with 0 < ε < 1. With probability 1 − ε, that entry is generated from Vtrue
plus Gaussian noise - this is the good distribution. With probability ε, that entry is
generated by a contaminated distribution unrelated to Vtrue.
Set λ =
(
− log ε+ b
a
)1/2
. If |Vij −WHij| < λ, than Aij(W,H) > log ε and
it is more likely that the point was generated from the good distribution than the
contamination distribution. If |Vij −WHij| > λ, then Aij(W,H) < log ε and it
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is more likely that the entry was generated from the contamination distribution. In
other words, points are marked as clean or contaminated based on whether they are
imperialistically more likely to be clean or contaminated. In this interpretation, λ
can be interpreted as an assumption about the variance of the good distribution, plus
the likelihood that a point is contaminated.
5.2 Missing Data
In the previous sections, we assumed that the user is given a full sampling of V.
This holds true even if V is sparse: a 0 element in V represents a 0 element in
Vtrue, Broadly speaking, it represents evidence of absence. For example, in the text
experiment, a 0 in V represents the situation where a word does not appear in a given
document. We have the full text of the document - the value 0 does not correspond
to uncertainty about whether the word appears or not.
An alternative model is when we are only given a partial sampling of V. In this
model, V is allowed to have `missing' elements, which we will denote using ∅. V may
still be sparse, but the missing elements to represent absence of information. For
example, in a recommendation system, a null value ∅ in V represents that a user has
not assigned a movie a score. We do not know what score the user would have given
- the ∅ value corresponds to uncertainty about the correct score. The weighted loss






Zij  12(Vij −WHij)
2 + (1− Zij) 12λ
2
Let M be a n × m zero-one matrix where Mij = 0 if Vij = ∅ and Mij = 1
otherwise. Then the update rules becomes as follows.









0 if (V −WH)ij < −λ
1 if − λ ≤ (V −WH)ij < λ
0 if (V −WH)ij > λ
(5.3)
Algorithm 5.12 W-Robust NMF with missing data
1: Initialize Z = 1
2: for t = 1, 2, 3 . . . do
3: Update each entry of W using Equation 5.2
4: Update each entry of H using Equation 5.2
5: Update each entry of Z using Equation 5.3
6: end for
Note that the Z-update rule is unchanged from the case with no missing data.
However, since Z M = 0 whenever M = 0, it is not necessary to compute Z for
the missing entries, which speeds up computation considerably. Additionally, the
alternative Z-update rules discussed in Section 3.5.1 can be applied here as well.
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5.3 Non-Gaussian Distributions
The Gaussian distribution is nice because it is a reasonable model for several real
world system and leads to clean update steps. However, the probabilistic ε-model
can be extended beyond the Gaussian setting. Consider the setting where the good
distribution is an arbitrary distribution from the exponential family instead of the
Gaussian distribution, Every likelihood function of a distribution in the exponential
family can be written in the following canonical form:
Pr[(Vtrue)ij = Vij |W,H] (5.4)






where ν, γ, αc, βc are xed functions
Under this denition, the log likelihood Aij(W,H) from Equation 5.1 can be
replaced with the following function





The matrix derivatives of Aij have a nice closed form.






c(WHij, σa) and Ψij = −γ′(WHij)/γ(WHij)
Cheung and Tresch [9] and Sra and Dillon [42] give a set of NMF multiplicative
update rules to maximize A. If A is the Gaussian log likelihood function, Φ = V,
Ψ = WH, and these rules revert to the Lee and Seung's Traditional NMF rules.
We now extend Lweighted(W,H,Z) to replace
1
2
(Vij −WHij)2 with Aij. It is
standard to minimize loss functions and maximize likelihood functions. To avoid
confusion, we will dene Lexpweighted as follows and maintain our establishing conven-









Lemma 5.1. Suppose Aij(W,H, σa) is a distribution from the exponential family,
written as in Equation 5.4. Consider the update rules








where Φ and Ψ are dened as in Equation 5.6. Then Lexpweighted(W,H,Z) is nonin-
creasing under these update rules.
Proof. It suces to prove that
∑
ij Zij −Aij(W,H,Z) is nonincreasing.
For a xed Wij, dene γ(WHij) = γ(WHij)
Zij and β̃c(WHij) = Zijβc(WHij).
Let Ãij be the distribution in the exponential family dened by ν, γ̃, αc, β̃c. Observe
that Zij  Aij = Ãij. Thus, it suces to argue
∑
ij Ãij is nondecreasing. However,
Ã is also a distribution from the exponential family, and we have (applying the chain
rule for Ψ̃)



















Substituting Φ̃ and Ψ̃ into the Cheung and Tresch multiplicative rules gives the
desired result.
With this lemma, we get the following monotonic algorithm.
Algorithm 5.13 W-Robust NMF with non-Gaussian noise
1: Initialize Z = 1
2: for t = 1, 2, 3 . . . do
3: Update each entry of W using Equation 5.8
4: Update each entry of H using Equation 5.8
5: Update each entry of Z using Equation 5.3
6: end for
The Z-update rule is unchanged from the case with Gaussian noise. Additionally,
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the alternative Z-update rules discussed in the previous chapter can be applied here
as well.
5.4 Non-Independent Contamination
The ε-contamination model assumes that contamination occurs uniformly at random,
i.e. that knowing Vij is contaminated gives no additional information about whether
other elements are contaminated. This assumption is natural for one dimensional data
or robust linear regression. However, in the matrix setting, it is natural to consider
the case where the contamination is not distributed uniformly among the matrix, but
is centered in a few rows or columns. One particularly important situation is when
contamination is centered around a small number of rows. This can occur when each
row represents a user, vector, or item in the input dataset, and some rows represent
anomalous items.
The W-robust algorithm and Lweighted(W,H,Z) can be modied to capture non-
independent contamination by adding a restriction on the elements of Z. In the
rowwise contamination model, either an entire row is marked as contaminated, or the
entire row is marked as clean. This is easily captured by requiring Zia = Zib for all
a, b ∈ [1,m].
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i(Vij −WHij)2 < −n ∗ λ2
1 if − n ∗ λ ≤
∑
i(Vij −WHij)2 < n ∗ λ2
0 if
∑
i(Vij −WHij)2 > n ∗ λ2
(5.10)
Algorithm 5.14 W-robust NMF with rowwise contamination
1: Initialize Z = 1
2: for t = 1, 2, 3 . . . do
3: Update each entry of W using Equation 5.9
4: Update each entry of H using Equation 5.9
5: Update each entry of Z using Equation 5.10
6: end for
5.5 Experiments
We consider both experiments with missing data in the recommendation setting (a
popular application for NMF algorithms) and experiments with non-independent con-
tamination.
5.5.1 Missing Data Experiments
We consider the Movielens 100M movie score dataset [15], a large dataset with 100M
user-created movie scores and many missing entries. Each entry is a integer between
1 and 5, representing how a user rated a specic movie. This dataset has been used in
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previous NMF experiments [25, 31]. We randomly partition the dataset into training
(90%) and testing (10%). We also choose a random 'target movie' that the informed
attacks will try to contaminate. We consider three contamination patterns. The later
two attacks are based on injection attacks on recommendation systems [36, 33].
Untargeted Attack: We choose 10% of the training data and swap scores of 1-3
to 5, and swap scores of 4-5 to 1. The test set never undergoes contamination.
Low-Knowledge Attack: We choose a `target movie' randomly. We then aug-
ment the training set with synthetic users who rate 19 movies randomly and give
the target movie a score of 1. We add enough synthetic users to ensure that 10% of
the scores assigned to the target movie are synthetic. The test set never undergoes
contamination.
Informed Attack: We choose a `target movie' randomly. We then convert real
users in the training set into adversarial users who give the target movie a score of
1, but leave their other scores unchanged. We convert enough adversarial users to
ensure that 10% of the scores assigned to the target movie are adversarial. The test
set never undergoes contamination.
The contaminated training set is converted into a matrix V with many missing
entries. We run both Weighted NMF (Algorithm 2.2), W-Robust NMF with missing
data (Algorithm 5.12), and Zhang's expectation-maximization factorization algorithm
[45] which attempts to 'densify' a matrix by replacing the missing entries with their
current predictions. In all three experiments, we randomly permute the generated
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Table 5.1: Test Error and Adversary Eect on Movie Data
Model Alg Test Err Adv. Eect
Untargeted
Fixed Weight [30] 0.168 n/a
Zhang [45] 0.163 n/a
W-robust 0.164 n/a
Low Knowledge
Fixed Weight [30] 0.589 0.102
Zhang [45] 0.587 0.072
W-robust 0.588 0.054
Informed
Fixed Weight [30] 0.596 0.083
Zhang [45] 0.598 0.050
W-robust 0.595 0.019
matrix. All algorithms are given the same random initializations of W and H and
the same computational resources.
Evaluation Metrics: We consider two error metrics. First, we consider the pre-
dictive error, dened as the total squared error between WH found by the algorithm
and the scores in the testset (note the algorithms do not have access to these scores,
and these scores are never contaminated). Following Zhang [45], we normalize the
value by 1/5.
We also compute the adversary eect. We begin by running traditional NMF on
the uncontaminated training set and call the resulting factors WHpure. We compute
the total mean absolute error between WH found on the contaminated dataset with
WHpure only on the column associated with the targeted matrix. This evaluation
metric was used in [36, 33] and measures how eective the adversary was at harming
the targeted movie's rating. In all cases, we run the experiment 25 times and report
the average results in Table 5.1.
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Summary: Both Zhang's expectation minimization algorithm and the W-robust
algorithm nd better factorizations then Fixed Weight NMF. However, when looking
at the adversary eect, we see that the W-robust algorithm has a substantially lower
adversary eect than Zhang's algorithm. This is because we are explicitly model-
ing the adversarial entries as contamination and down-weighting those entries, while
Zhang treats them as legitimate and allows them to pull down the score of the targeted
movie.
5.5.2 Rowwise Contamination
We consider three datasets that have undergone rowwise (non-IID) contamina-
tion. We begin by creating Vtrue, then choose a random row and add Gaussian
Normal(0, σ2) noise to every element in that row. This makes the 'contamination
row' substantially more noisy than the other rows. As the magnitude of the Gaus-
sian noise increases, the contaminated row drifts further and further away from the
underlying factorization, thus making it easier to identify. We consider three datasets.
Synthetic: To generate the matrices, we set W = RAND(100, 5) and H =
RAND(5, 1000), where RAND(n,m) is a n ×m matrix with each entry drawn from
the uniform [0, 1] distribution. Values in V range from 0 to 5, with a mean of 1.25
and a stdev of 0.25. Vtrue = WH.
HyperspectralWe load a hyperspectral satellite image [11], which has been used
before in NMF experiments. The original data is a 145× 145 image with 224 values
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associated with each pixel (a three dimensional matrix). We collapse the matrix into
a 224×21025 matrix, where each row corresponds to a specic spectral band and each
column corresponds to a pixel in the image. Values in Vtrue range from 0 to 10000,
with a mean of 2652 and a stdev of 1592.3.The goal of nding the contamination row
is equivalent to nding the spectral band that is returning incorrect values.
Medical We load Medulloblastoma microarray data [7] (Medulloblastoma is a
type of brain tumor). This dataset has been used in previous NMF experiments and
was one of the early successes of NMF. Vtrue is a 34× 5893 matrix, where each row
corresponds to an individual and each column corresponds to a gene. Values in Vtrue
range from 20 to 1600 with a mean of 372 and a standard deviation of 972. The goal
of nding the critical row is equivalent to nding the individual whose gene scan is
abnormal. This application is particularly relevant as abnormal patients are known
to be challenging when applying statistical methods to medical data.
In all three experiments, we randomly permute the generated matrix. We run both
Traditional NMF (Algorithm 2.1) and W-robust NMF with rowwise contamination
(Algorithm 5.14). Both algorithms are given the same amount of time to run and the
same random initializations of W and H.
Evaluation Metrics: For each value of σ, we run the experiment 50 times. For
each trial, we compute the total squared error in each row. We sort this list in
descending order and compute the index of the critical row in this list. For example,
an index of 3 means that the contaminated row had the third highest error among all
69
rows, and that the contaminated row would have been the algorithm's third choice.
The optimal index is 1, and lower numbers indicate better performance.
We also compute the improvement in Frobenius error from the original factor-
ization to the new factorization with the contaminated row removed. To compute
the original error, we run Traditional NMF on the input matrix. To compute the
new error, we compute the Frobenius error between V′ and W′,H′ returned by the
algorithm, excluding the contaminated row. Deleting a random row has an expected
improvement ratio of (n− 1)/n if the error was uniform. Deleting the contaminated
row should ideally improve the factorization by more than deleting a random row.
Summary: In all cases, both Traditional NMF and W-robust NMF with contami-
nated rows succeed at nding which row is contaminated (as long as the noise added
to the contaminated row is suciently large). Additionally, both algorithms nd
a better quality factorization then removing a `random' row (as seen in the green
baseline in Figure 5.1). On the Synthetic and Hyperspectral data, the W-robust al-
gorithm substantially outperforms Traditional NMF. On the Medulloblastoma data,
there is no statistically signicant dierence in performance. Medical data is often
messier than other datasets, making it challenging to achieve dramatic performance
improvements.
70
Figure 5.1: Experimental results. Traditional NMF is blue triangles, Algorithm 5.14
is pink dots, Baseline (n − 1)/n is green crosses. x-axis denotes noise stdev - larger
values indicate a noiser contamination row; y-axis denotes index of the contamination
row (left) and improvement in error ratio (right)
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Table 5.2: Summary of Experimental Datasets
Dataset n m k mean(V) stdev(V) (n− 1)/n
Synthetic 100 1000 5 1.25 0.50 0.990
Hyperspectral 224 21025 20 2652 1592 0.995





In the previous chapters, we dened loss functions Lrobust(W,H,S) and
Lreweighted(W,H,Z), and said that Vij was contaminated if Sij was large or Zij was
small. This approach connects to the theory of M-estimators and W-estimators, and
let us convert the problem of nding contaminated elements into a problem of optimiz-
ing a function. However, these denitions are in some sense circular: a contaminated
element is dened as an element that the algorithm marks as contaminated. For
example, the determinate or rank is an intrinsic mathematical property of a matrix.
In this chapter, we leave the loss function approach behind mathematical def-
initions for what counts as a contaminated element. We begin with the following
denition
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Denition 6.1 (Nonnegative Rank). The nonnegative rank of a nonnegative n×m
matrix V is the smallest integer k such that there exist a n×k matrix W and a k×m
matrix H such that V = WH.
Denition 6.2 (Critical Sets). Let V be a nonnegative n × m matrix. A set of
indices Ψ is an critical set if there exists a nonnegative n×m matrix V′ such that V
and V′ agree on all indices not in Ψ and the nonnegative rank of V′ is less than the
nonnegative rank of V.
Intuitively, the critical set is the set of 'contaminated elements', and xing those
elements reduces the nonnegative rank of the matrix. Note that every nonzero matrix
has a critical set with nm elements (trivially, you can replace the entire matrix with a
new matrix with lower rank). Thus, instead of asking whether a matrix has a critical
set, it makes more sense to ask whether a matrix has a critical set that satises certain
properties.
Summary of Results
In Section 6.2, we discuss existing complexity results on nonnegative matrix factor-
ization and graph problems. Section 6.3 describes the rst property: a critical set
contained entirely within a single row. It also contains a novel proof that NMF is
NP-hard. Section 6.4 discusses the second property: a critical set with at most c
elements, or a minimal critical set. Section 6.5 discusses the third property: a critical
set that obeys certain types of side channel information. For each property, deter-
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mining whether a critical set that satises the desired property exists is NP-hard. In
Section 6.6, we consider a very important type of side information: the nonnegative
rank of the uncontaminated matrix (which we often know from domain knowledge).
We prove the problem remains NP-hard even with this extra piece of information.
Finally, we discuss a few additional results not entirely related to critical sets in
Section 6.7.
6.2 Background
In this section, we discuss some important complexity theory background.
Denition 6.3 (NP-hard). A problem is called NP-hard if a polynomial time algo-
rithm to solve that problem implies that there exist a polynomial time algorithm to
solve any other NP-hard problem, including the boolean satisfaction problem.
It remains an open question whether any NP-hard problem can be solved in poly-
nomial time. A full discussion of the topic is beyond the scope of this dissertation,
interested readers are directed to [16]. The common way to prove a problem is
NP-hard is to prove there exists a polynomial time reduction between that problem
and another NP-hard problem. Vavasis [44] constructs such a reduction between
nonnegative rank and a geometric problem called intermediate simplex, then proves
intermediate simplex is NP-hard. Aurora et al [1] later proved that a subexponential
time algorithm to solve intermediate simplex would imply that the boolean satis-
faction problem could be solved in subexponential time, which would disprove the
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subexponential time hypothesis [16].
Denition 6.4 (Intermediate Simplex). Given a polyhedron in Rk−1 dened by n
inequalities and a set of m points in Rk−1, does there exist a (k − 1) dimensional
simplex such that all the points are contained in the simplex and the simplex is
contained in the polyhedron?
Theorem 6.5 ([44]). Given an integer k, it is NP-hard to determine whether V has
nonnegative rank k.
Theorem 6.6 ([1]). Given an integer k, a subexponential time algorithm to determine
whether V has nonnegative rank k would imply the existence of a subexponential time
algorithm to solve the boolean satisfaction problem.
There are two main limitations to this reduction. The rst limitation is that the
proof is nonconstructive: it cannot be used to actually construct matrices which are
dicult to factor. The second and more fatal limitation (at least for our purposes)
is that there is no way to incorporate contamination into the reduction: there is no
geometric analog to 'contaminated entries'. As such, the theoretical results in this
chapter will derive not from geometry, but from graph theory.
A graph G = (V , E) is a set of vertices V and a set of edges E that connect those
vertices. In this dissertation, we assume that all graphs are simple, i.e. every element
of E is unique and there are no self loops with a vertex connecting to itself.
The minimum vertex cover problem and the maximal coverage problem are classi-
cal graph theory problems. We dene both problems, along with the useful notation
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of a coverage set, below.
Denition 6.7. Let G = (V , E). For any set C ⊆ V , the coverage set coverage(C) ⊆ E
is the set of edges (vi, vj) such that either vi ∈ C or vj ∈ C or both.
Denition 6.8 (Minimum Vertex Cover). Let G = (V , E). A vertex cover is a set
C ⊆ V with coverage(C) = E . A vertex cover is minimal if no vertex cover with
strictly fewer elements exists.
Denition 6.9 (Maximal Coverage). Let G = (V , E) be a graph and let k be an
integer. A set C ⊆ V with k vertices is a maximal k-cover if coverage(C) contains as
many edges as the coverage set of any other set of k vertices.
Note that if C is a vertex cover with k elements, then it is by denition a maximal
k-cover. Deciding whether a graph has a minimum vertex cover with k elements
and/or nding such a vertex cover is NP-hard, as is nding the maximal k-cover of a
graph. The critical edge problem is more recent, it was rst proposed by Erdos and
Gallai [13] while exploring graph colorings. The concept was later extended to vertex
covers by Jakoby et al [19]. Finding the critical edge of a graph is also NP-hard.
Denition 6.10 (Critical Edge). Let G = (V , E) be a graph. An edge e ∈ E is
MVC-critical if the subgraph G′ = (V , E − e) has a minimum vertex cover with fewer
elements than the minimum vertex cover of G.
Eectively, deleting e from G reduces the size of the minimum vertex cover by
one. Figure 6.1 has an example of a graph with a critical edge - deleting edge (v1, v2)
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reduces the size of the minimum vertex cover from 5 to 4. Note that an edge may not
be critical even if both of its endpoints are in a minimum vertex cover. Figure 6.1
visually depicts such a case: edge (v3, v5) is not a critical edge even though both v3
and v5 are in the minimum vertex cover of the original graph. It is possible that a
graph has no critical edges, for example the star graph. It is also possible that every
edge in a graph is a critical edge: such graphs are called critical graphs and are a
topic of study. Cycle graphs are examples of such a graph, and Jakoby [19] gives an


























vertex cover = {v1, v3, v4, v5, v7}
vertex cover = {v1, v2, v3, v6, v8}
vertex cover = {v3, v4, v5, v7}
Figure 6.1: The edge (v1, v2) is a critical edge because deleting this edge from G
reduces the size of the MVC from ve to four. The edge (v3, v5) is not a critical edge,
even though both v3 and v5 are in the MVC of the original graph
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6.3 Critical Rows
The rst restriction we consider is whether a matrix has a critical set contained
entirely in one row. This corresponds to the rowwise contamination model discussed
in Section 5.4.
Denition 6.11 (Critical Row). A critical row is a row whose indices form a critical
set.
Theorem 6.12. For any connected graph G = (V , E), there exists a nonnegative
matrix V such that G has a vertex cover of size s i V has a nonnegative rank of
k = s+|V|+4|E|. Additionally, if e ∈ E is a critical edge in G, then the corresponding
rows in V are critical rows.
Corollary 6.13. It is NP-hard to determine whether a matrix has a critical row.
We break the proof into three parts. First, we dene the reduction from graphs
to matrices (Figure 6.2). Lemma 6.15 proves one direction of the theorem. and
Lemma 6.16 proves the other direction. This reduction takes inspiration from the
work of L.B. Thomas [43] on the gap between rank and nonnegative rank, who uses
the 5× 4 matrix that appears in the bottom-right corner of Figure 6.2. It also takes
inspiration from the work of Miettinen et al [32] and Jiang et al [20], who use similar
ideas on on boolean rank and nite state automata respectively. However, because
of the existence of the critical row, and because H is real-valued and not a subset of
a nite collection of sets, these proofs do not apply and a new analysis is needed.
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Reduction 6.14. Let G = (V , E) be a connected graph. We construct a nonnegative
matrix V with |V| + 5|E| rows and 2|V| + 4|E| columns. We begin by dening the
columns. For each vertex vi ∈ G, we create two corresponding columns labeled xi and
yi. For each edge (vi, vj) ∈ E , we create four corresponding columns labeled aij, bij,
cij, and dij.
We next dene the rows and entries on V. For each vertex vi ∈ V , we dene
a single row ri. In each ri row, set the corresponding xi and yi to be 1 and set all
other entries in this row to 0. This creates the rst |V| rows. Then, for each edge
(vi, vj) ∈ E , we dene ve rows as follows. All values not explicitly set to 1 are set to
0.
 The rst row of V for (vi, vj) sets xi, aij, and bij to 1.
 The second row of V for (vi, vj) sets yi, cij, and dij to 1.
 The third row of V for (vi, vj) sets xj, bij, and cij to 1.
 The fourth row of V for (vi, vj) sets yj, aij, and dij to 1.
 The fth row of V for (vi, vj) sets aij, bij, cij, dij to 1.
This construction is visually depicted in Figure 6.2, which depicts vi, vj ∈ V with
edge (vi, vj) ∈ E .
Lemma 6.15. If G = (V , E) has a minimum vertex cover C of size s, then V as
dened in Reduction 6.14 has a nonnegative rank of k = s+ |V|+ 4|E|. Additionally,
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V =




1 1 0 0 . . . 0 0 0 0 row for vi
0 0 1 1 . . . 0 0 0 0 row for vj
...
...
1 0 0 0 . . . 1 1 0 0 row1 for (vi, vj)
0 1 0 0 . . . 0 0 1 1 row2 for (vi, vj)
0 0 1 0 . . . 0 1 1 0 row3 for (vi, vj)
0 0 0 1 . . . 1 0 0 1 row4 for (vi, vj)
0 0 0 0 . . . 1 1 1 1 row5 for (vi, vj)
...
...
Figure 6.2: Reduction of a graph to a matrix. Figure demonstrates two vertices vi
and vj, along with an edge (vi, vj)
if e ∈ E is a critical edge, then all ve rows of V corresponding to that edge are
critical rows.
Proof. If vi ∈ C, add one row to H with xi = 1 and all other entries set to zero, then
add a second row to H with yi = 1 and all other entries set to zero. If vi /∈ C, add
one row to H with xi = yi = 1 and all other entries set to zero. This process denes
the rst s+ |V| rows of H.
Next, for each edge (vi, vj) ∈ G, either vi or vj must be in the vertex cover.
Suppose that vi is in the cover. Then we will add four rows to H, dened as follows.
All values not explicitly set to 1 are set to 0.
 The rst row of H for (vi, vj) sets aij, and bij to 1.
 The second row of H for (vi, vj) sets cij, and dij to 1.
 The third row of H for (vi, vj) sets xj, bij, and cij to 1.
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H =




1 0 0 0 . . . 0 0 0 0 row1 for vi ∈ C
0 1 0 0 . . . 0 0 0 0 row2 for vi ∈ C
0 0 1 1 . . . 0 0 0 0 row1 for vj /∈ C
...
...
0 0 0 0 . . . 1 1 0 0 row1 for (vi, vj)
0 0 0 0 . . . 0 0 1 1 row2 for (vi, vj)
0 0 1 0 . . . 0 1 1 0 row3 for (vi, vj)
0 0 0 1 . . . 1 0 0 1 row4 for (vi, vj)
...
...
Figure 6.3: Reduction of a vertex cover to a matrix. Figure demonstrates case where
vi is in the cover, vj is not in the cover, and (vi, vj) is an edge in the graph.
 The fourth row of H for (vi, vj) sets yj, aij, and dij to 1.
This denes the remaining 4|E| rows ofH. If vj was in the cover, we would instead
modify these four rows so that xi = 1 in the rst row, yi = 1 in the second row, xj = 0
in the third row, and yj = 0 in the fourth row. This construction is visually depicted
in Figure 6.3.
We now observe that every row of V can be written as a nonnegative linear com-
bination of the rows in H. Every row in V corresponding to vertex vi can be written
as the sum of the one or two rows in H corresponding to vertex vi. Additionally, for
each edge (vi, vj) with vi in the vertex cover
1. Row1 (resp. row2) for (vi, vj) in V is the sum of the row1 (resp. row2) for vi
in H and row1 (resp. row2) for (vi, vj) in H.
2. Row3 (resp. row4) for (vi, vj) in V is equal to row3 (resp. row4) for (vi, vj) in
83
H.
3. Row5 for (vi, vj) in V is the sum of the row1 and row2 for (vi, vj) in H.
Therefore, every row of V can be written as a nonnegative linear combination of the
rows of H, and H has k = s+ |V|+ 4|E| rows.
For the second part of the lemma, assume e ∈ E is a MVC-critical edge of G.
Then there exists a cover C ′ with s − 1 vertices that covers every edge except e. To
construct H′, construct (s − 1) + |V| + 4|E| − 4 rows associated with each vertex in
the cover and each edge other than e. Every row of V - other than the ve rows of
V corresponding to e - can be written as a nonnegative combination of the rows in
H. Choose one of these rows as the critical row, then insert the remaining four rows
into H′. Now H′ has (s− 1) + |V|+ 4|E| rows, and every row of V except the critical
row can be written as a nonnegative combination of the rows in H′.
Lemma 6.16. If V as dened in Reduction 6.14 has a nonnegative rank of k =
s + |V| + 4|E|, then the corresponding G = (V , E) has a minimum vertex cover C of
size s. Additionally, if a row in V that corresponds to e ∈ E is a NNR-critical row,
then e is a MVC-critical edge in G.
Proof. Let H be a set of k rows such that every row of V can be written as a
nonnegative linear combination of the elements in V. We make the following two
observations.
Observation 1: For the row in V corresponding to a vi, either
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 The row can be written as a scalar multiple of a row in H with xi = yi 6= 0 and
all other entries are 0. or
 The row can be written as a nonnegative linear combination of two rows in H:
one row with xi > 0 and all other entries equal zero and one row with yi > 0
and all other entries equal to zero. In this case, vi is called a saturated vertex.
Observation 2: For the ve rows in V corresponding to edge (vi, vj), these
ve rows cannot be written as the nonnegative linear combination of three or fewer
rows, and that any row with that has a nonzero value in a column other than
xi, yi, xj, yj, aij, bij, cij, dij is useless to represent these rows. Thus, either:
 vi (resp. vj) is saturated, and these ve rows in V can be written as the linear
combination of the rows in H associated with vi (resp. vj), plus four additional
rows.
 These ve rows can be written as the linear combination of ve or more rows
in H. In this case, edge (vi, vj) is called a saturated edge.
In both cases, the rows inH uses to represent the rows that are not associated with
a vertex cannot be used to represent other rows. Thus, k is equal to |V|+4|E| plus the
number of saturated vertices, plus the number of rows in excess of four required to
represent the saturated edges. This immediately implies that the number of saturated
vertices plus the number of saturated edges is less than or equal to k − |V| − 4|E|.
Furthermore, for every edge (vi, vj), either one of the vertices is saturated or the edge
itself is saturated.
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Dene C to be the set of saturated vertices. Then, for each saturated edge, add
either endpoint of the edge to C. C is now a vertex cover with at most k−|V|−4|E| = s
elements, proving the rst part of the lemma.
For the second part of the lemma, assume one of the rows in V corresponding
to edge (vi, vj) is a critical row. Let k
′ = k − 1. Observe that the four remaining
rows in V corresponding to the edge (vi, vj) still cannot be written as the nonnegative
linear combination of three or fewer rows. Then k′ is equal to |V| + 4|E|, plus the
number of saturated vertices, plus the number of rows in excess of four required to
represent the saturated edges. However it is possible that neither vi nor vj nor edge
(vi, vj) is saturated. Construct C ′ identically as before. C ′ is a set with at most
k′ − |V| − 4|E| = s − 1 elements that covers every edge except (vi, vj), proving the
second part of the lemma.
6.4 Minimal Critical Set
The second restriction we consider is whether a matrix has a critical set that contains
a xed number of elements. An algorithm that could answer this query could be
used to nd the size of the minimal critical set. Alas, no polynomial time algorithm
can solve this problem. Additionally, no polynomial time algorithm could achieve a
1.49-approximation of the minimal critical set.
Theorem 6.17. For any connected graph G = (V , E), there exists a nonnegative
matrix V such that G has a critical row i V has a critical set with 2 elements in it.
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The theorem also holds for a critical set with 3 elements.
Corollary 6.18. For any c ≥ 2, it is NP-hard to determine whether a matrix has a
critical set with at most c elements.
Corollary 6.19. Given a matrix V, it is NP-hard to nd a critical set that has at
most (1.5− ε) ∗ OPT elements, where OPT is the size of the smallest critical set of
V and ε > 0.
To prove Theorem 6.17, we need to modify the reduction slightly.
Reduction 6.20. Let G = (V , E) be a connected graph. We construct a nonnegative
matrix V with 4|V| + 5|E| rows and 2|V| + 4|E| columns. The columns are dened
identically to Reduction 6.14. We next dene the rows on V. For each vertex vi ∈ V ,




i , and r
4
i . In each ri row, set the corresponding xi and
yi to be 1 and set all other entries in this row to 0. This creates the rst 4|V| rows.
The remaining 5|E| rows are constructed as in Reduction 6.14
Proof of Theorem 6.17. We need to prove that V as dened in Reduction 6.20 has a
critical set with two (or three) elements i the corresponding G has a critical row.
For the rst direction, suppose (vi, vj) is a critical edge in G, then consider the
elements in row5 for (vi, vj) in V in the columns corresponding to xi and yi. Both
of these elements are 0. If these elements were ipped to 1, Row5 can be written as
the sum of Row1 and Row2 for edge (vi, vj), which means that the ve rows of V for
(vi, vj) can be written as the linear combination of four rows in H. The remainder of
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the argument remains unchanged from Lemma 6.15, proving that these two elements
form a critical set. Adding an arbitrary element to this set also generates a (non-
minimal) critical set with three elements.
In the other direction, assume that V has a critical set with either two or three
elements. Let H be a set of k rows such that every row of V can be written as a
nonnegative linear combination of V, with the exception of indices in the critical set
which we will call the critical elements.
Consider the case where a critical element appears in one of the 3|V| vertex rows.
Observe every vertex row appears four times, and the critical set contains at most
three elements. One copy of the vertex row must contains no critical elements, and
can be written as the nonnegative linear combination of rows in H. Therefore, all
four copies can be written as linear combination of rows inH. This means any critical
element that appears in a vertex row can be removed from the critical set without
increasing the nonnegative rank.
We now observe that Observation 2 from Lemma 6.16 still holds if the ve rows in
V corresponding to edge (vi, vj) have at most one element from the critical set. This
means the ve (unaltered) rows in V corresponding to edge (vi, vj) can be written
as four/ve rows in H (depending on whether vi or vj is saturated). This implies
that replacing the element in the critical set with its original value does not reduce
the number of rows needed. Therefore, if a set of ve rows corresponding to an edge
has one critical element, that element can be removed from the critical set without
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increasing the nonnegative rank.
Let Φ be a critical set with three elements. By the above arguments, we can
construct a new critical set Φ′ ⊆ Φ where all the elements in Φ′ appear in the ve
edges associated with some edge (vi, vj) ∈ E . Call that edge the critical edge and
apply the argument in the last part of the proof for Lemma 6.16.
The Proof of Corollary 6.18 follows from Theorem 6.17, `stacking' multiply copies
of a matrix along the diagonal, and applying the pigeonhole principal
Proof of Corollary 6.18. Theorem 6.17 already handles the case with c = 2, 3. For
c ≥ 4, we will prove for any matrix V, there exists a matrix V′ such that V has a
critical set with at most 2 elements i V′ as a critical set with at most c elements.
Theorem 6.17 will then prove the corollary.
To construct such a V′ we create a block diagonal matrix by stacking bc/2c copies
of V, as demonstrates in Equation 6.1
V′′ =

V 0 . . . 0





0 0 . . . V
 (6.1)
If V has a critical set with 2 indices, then V′ has a critical set with 2 ∗ bc/2c ≤ c
elements by taking those two indices and stacking them in the appropriate place on
each copy of V. In the other direction, suppose if V′ has a critical set with at most
c elements. Then by the pidgeonhold principal, there must exist one copy of V that
contains at most 2 indices from the critical set, which proves the other direction.
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The proof of Corollary 6.19 follows from Theorem 6.5. G has a critical edge i
the minimum critical set of the corresponding matrix has two elements in it. Thus,
a 1.49-approximation algorithm could distinguish between a matrix with a minimal
critical set of size 2 (G has a critical edge) and a minimal critical set of size 3 (G has
no critical edge).
6.5 Side Channel Critical Sets
It is plausible that certain types of side channel information might help the algorithm
nd contamination elements, specically the number of contaminated elements in
each row. We show that this type of information does not help.
Theorem 6.21. For any connected graph G = (V , E), there exists a nonnegative
matrix V and nonnegative integers c1 . . . cn with
∑
ci ≥ 1 such that G has a vertex
cover of size s i V has a critical set where each column has at most ci elements in
the critical set.
Corollary 6.22. It is NP-hard to determine whether a matrix has a critical set where
each column has at most ci elements from the critical set.
To prove the thorem, we need to modify the reduction again. Unlike the previous
reduction where we added extra rows, this reduction requires adding an extra column.
Reduction 6.23. Let G = (V , E) be a connected graph. We construct a nonnegative
matrix V with |V|+ 5|E| rows and 2|V|+ 4|E|+ 1 columns. We begin by dening the
90
columns. One column will be dened as the α column. The remaining columns are
dened as in Reduction 6.14.
We next dene the rows and entries on V. For each vertex vi ∈ V , we dene a
single row ri. In each ri row, set the corresponding xi and yi to be 1, set α to be
1, and set all other entries to be 0. This creates the rst |V| rows. For each of edge
(vi, vj) ∈ E , construct the ve rows as in Reduction 6.14 and set α in all those rows
to be 0.
Lemma 6.24. G = (V , E) has a minimum vertex cover of size s i V as dened in
Reduction 6.23 has a critical set where each row contains at most ci elements, where
the ci associated with the checksum column is equal to s and all other ci are set to 0.
Proof. Let C be a vertex cover of G. If vi ∈ C, add one row toH with xi = 1 and α = 0
and all other entries set to zero, then add a second row to H with yi = 1 and α = 0
and all other entries set to zero. If vi /∈ C, add one row to H with xi = yi = α = 1
and all other entries set to zero. This process denes the rst s+ |V| rows of H.
Construct the edge rows inH using the same procedure as Lemma 6.15 with α = 0
in all of those rows. Dene the critical set to be the α elements in the vertex rows of
V with vi ∈ C. Observe that if each of these element in the critical set was ipped
from 1 to 0, then every row of V could be written as a nonnegative linear combination
of the rows in H dened above. This proves the rst direction of the lemma.
For the second direction, we note that Observation 1, Observation 2, and the
argument of Lemma 6.16 is completely unaected by the existence of the α column,
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so the same lemma also applies to the matrix dened in Reduction 6.23
6.6 Blocking Sets
Consider a matrixV whose true nonnegative rank is k, but contains ve contaminated
elements. According to the denition of critical set (Denition 6.2), the critical set
of V would contain 1 element, and xing that element would reduce the rank from
k+5 to k+4. However, a more intuitive denition of contamination might state that
V should have ve contaminated elements, not one. Additionally, it is reasonable in
many applications to assume that knowledge of the true rank of the uncontaminated
matrix can be known or guessed.
We modify the denition of critical sets, and call the resulting denition a blocking
set. Under this denition, the contaminated elements is the smallest set of elements
that can be altered to reduce the nonnegative rank down to k (as opposed to the
elements that can be altered to reduce the rank by 1). Note that the critical set of
a nonzero matrix is never empty, while the k-blocking set of a nonzero matrix may
indeed be empty.
Intuitively, critical sets are the matrix equivalent to critical edges of vertex cover,
while blocking sets are the matrix equivalent to maximal k-covers (Denition 6.9).
Denition 6.25 (k-Blocking Set). Let V be a nonnegative n × m matrix and let
k be an integer. A set of indices Ψ is a k-blocking set if there exists a nonnegative
n×m matrix V′ such that V and V′ agree on all elements not in Ψ and V′ has rank
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k.
An algorithm to return a blocking set that is approximately minimal would sug-
gest that it might be possible for an algorithm to return a set that contains all
contaminated elements in a matrix along with a small number of false positives. Un-
fortunately, nding a blocking set that is approximately minimal is NP-hard.
Theorem 6.26. For any nonnegative matrix V, there exists a nonnegative matrix
V′ such that V has rank at most k i the k-blocking set of V′ has at most 1 element
in it
Corollary 6.27. For any nonnegative integer c, it is NP-hard to determine whether
a matrix has a k-blocking set with at most c elements.
Corollary 6.28. Given a matrix V, it is NP-hard to nd a k-blocking set that has at
most (1.5− ε) ∗ OPT elements, where OPT is the size of the smallest k-blocking set
of V.








We will argue that V has rank k if and only if the minimal blocking set of V′ has
at most one element. In the rst direction, if V has rank k, then the singleton set
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containing the index of the bottom-left corner of V′ is a blocking set of V′ (switch
the 1 to a 0).
In the other direction, if there exists a k-blocking set with no elements, than V′
has rank k, and V must also have rank at most k. Thus, we need only consider
the case where there exists blocking set has a single element, which we will call the
blocking element.
By denition, there must exist W′,H′ where V′ = W′H′ on all but one element,
where W′ is (n+ 1)× k and H′ is k × (m+ 1). If the blocking element is not in the
top n ×m block of V′, then V has a k-rank factorization formed by the top n rows
of W′ and the right m rows of H′ and the proof is complete. Thus, we need only
consider the case where the blocking element is somewhere in the top n×m block of
V′. This implies that the bottom-row of W′H′ has no contaminated elements and is
equal to [ 0 0 0 . . . 1 ].
Let s be the number of zeros in the bottom row of W′. If the bottom row of W′
contained no zeros, then the leftmost m columns of H′ must all be zero. However,
this would imply that W′H′ is 0 in the top n ×m block, which implies V = 0 and
has rank k. Alternatively, if every element of the bottom row of W′ was zeros, then
there would be no way for the bottom row of W′H′ to be [0 . . . 1]. We may therefore
assume 1 ≤ s ≤ k − 1
Without loss of generality, we assume that the leftmost s entries of the bottom
row of W′ are zero by permuting the columns of W′ and H′. However, we know that
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W′ =
 A′ • •• •
︸ ︷︷ ︸
s















Figure 6.4: Visual representation of the sparsity pattern for W′ and H′. 0 represents
a 0 element and • represents an element that may be zero or nonzero. Note A′ is
n× s and B′ is s×m, and that s ≤ k − 1
the bottom row of W′H′ is equal [0 . . . 1]. It must be the case that the bottom-left
(k−s)×m block of H′ must consist of 0s. If this block contains a nonzero value, then
W′H′ would have a nonzero value in a place where it must have a zero. Figure 6.4
visually represents the zero pattern of W′ and H′ described above.
Dene A′ to be the n × s top-left block of W′ and dene B′ to be the top-left
s×m block of H′. A′B′ is a n×m matrix, and furthermore that the top-left n×m
block of W′H′ is equal to A′B′ on every entry but one. This implies V = A′B′ on
every entry but one (the blocking element). Intuitively, we complete the proof by
adding one additional row to A′ and column to B′ to handle the blocking element.
Since s ≤ k − 1, s+ 1 ≤ k, V has a k-rank factorization, and V has rank at most k.
Formally, let (i, j) denote the index of the blocking entry. Let ei denote the k-
dimensional vector whose i-th coordinate is 1 and with every other coordinate is 0,









. Then V = AB on every entry of V. Additionally, A is n× (s+ 1)
and B is (s + 1) ×m. Again, since 1 ≤ s ≤ k − 1, then s + 1 ≤ k. Thus, we have
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constructed two nonnegative matrices with the desired dimensions whose product is
V.
Much like in Corollary 6.19, to prove Corollary 6.27, we need to stack multiple
copies of the matrix.
Proof of Corollary 6.27. If c = 0, then Corollary 6.18 is equvialent to asking whether
a matrix has rank at most k, which is NP-hard. If c = 1, Theorem 6.12 applies.
Therefore, we may assume without loss of generality that c ≥ 2.
Let V′ be the matrix dened in Equation 6.1. We will construct a matrix V′′ such
that V′ has a blocking set with at most 1 element i V′′ has a blocking set with at
most c elements. Theorem 6.26 will then prove the corollary. To construct such a V′′,




V 0 . . . 0 0






0 0 . . . V 0
0 0 . . . 0 1
 (6.3)
If V′ has a blocking set of size at most 1, then applying the same logic as Theo-
rem 6.26, the original V has rank at most k, and V′′ has a k-blocking set that is the
singleton set containing the bottom-left element of V′′.
In the other direction, if V′′ has a blocking set with at most c elements, then one
copy of V must have zero elements in the blocking set and therefore the original V
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has rank at most k. Therefore, V′ has a blocking set with at most one element.
6.7 Additional Results
We briey state a few additional results that are not related to critical sets and
contamination, but easily follow from the reductions and ideas states in this chapter.
Each of these corollaries follow from observing that one of the reductions has the
desired property.
The rst corollaries prove that nding the nonnegative rank remains hard even for
sparse matrices and/or sparse factors. This result does not immediately follow from
Vavasis's geometric reduction, but since many real world applications are focused on
sparse matrices, it is a useful result.
Corollary 6.29. Given a n×m sparse nonnegative matrix V with sparsity 4/n and
an integer k, it is NP-hard to determine whether a matrix V has nonnegative rank k.
Corollary 6.30. Given a n ×m nonnegative matrix V and an integer k, it is NP-
hard to determine if there exist a nonnegative n× k matrix W with sparsity 4/n and
a nonnegative m× k matrix H with sparsity 4/m such that V = WH.
The next corollary focuses on the pure pixel assumption, also called the separa-
bility assumption [39]. Note that an alternative and equivalent denition sometimes
used is that the columns of W appear in V, since V = WH i VT = HTWT .
Denition 6.31 (Pure Pixel Assumption). Given a n × m nonnegative matrix V
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and integer k, V satises the sparse pixel assumption if there exists a nonnegative
n× k matrix W and a nonnegative k ×m matrix H such that V = WH and every
row of H also appears in V.
If V is square and satises the pure pixel assumption, then V can be factored in





s.t.|V −VX|1 ≤ ε. trace(X) = k
Xii ≤ 1,Xij ≤ Xii for all i, j
With the optimal X, set H to be equal to the k rows in V that correspond to
the k largest diagonal entries of X, at which point W can be found by solving a
system of polynomials. However, as the next corollary will demonstrate, if the pure
pixel assumption is only mostly satised, there's no guarantee that X will tell you
the correct H rows. It may seem plausible to modify the linear program by adding
some other constraint and salvage this approach. The next corollary makes clear this
cannot work.
Corollary 6.32. Given a n×m nonnegative matrix V and an integer k, it is NP-hard
to determine whether there exists a nonnegative n×k matrix W and a nonnonegative
k ×m matrix H such that V = WH and every row of H is within L1 distance 1 of
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a row in V. This corollary also holds if every row of H is required to be within L0
distance 1 (i.e. edit distance 1) of a row in V.
The third corollary relates to boolean matrix factorization (BMF) and eectively
states that all of the theorems in the previous sections apply when critical sets (Def-
inition 6.2) are dened in terms of boolean rank instead of nonnegative rank.
Denition 6.33 (Boolean Rank). In boolean matrix multiplication, V,W,H must
contain boolean true/false values. Boolean addition is the OR operation and boolean
multiplication is the AND operation. The boolean rank of a n ×m matrix V is the
smallest value of k such that there exist boolean n×k matrix W and a k×m matrix
H such that V = WH.
Miettinen et al [32] prove nding the boolean rank is NP-hard, but our proofs and
reduction about critical sets naturally extend to the boolean case.
Corollary 6.34. Theorems 6.12, 6.17, 6.21, and 6.26, along with all corollaries of





The previous chapters created four denitions of contaminated elements:
1. M-Robust: Find the optimal point of Lrobust(W,H,S), then return elements
with Sij 6= 0 as contaminated.
2. W-Robust: Find the optimal point of Lreweighted(W,H,Z), then return elements
with Zij = 0 as contaminated.
3. Critical Set: Find the minimal critical set and return the elements in that
critical set as contaminated.
4. Blocking Set: Find the minimal blocking set and return the elements in that
blocking set as contaminated.
In this chapter, we discuss the dierences between the four approaches, ending
with a comparison between the algorithmic concepts (M-Robust and W-Robust) and
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the theoretic concepts (the Critical and Blocking Set).
7.1 M-robust vs W-robust
In this section, we compare the M-robust and W-robust denitions by constructing
a example where the two denitions return dierent sets. This highlights the chal-
lenge of using a loss function to dene contamination: dierent loss functions return
dierent sets.
Dene A as a (n− 1)× 2 random matrix for suciently large n, with each entry
of A drawn from Uniform(0,4). Dene W0 as a n × 2 matrix where the rst row is
[0, 0] and the remaining (n − 1) rows are equal to A. Dene H0 and V as follows.








6 3 3 2










12 9 9 14
12 4 4 4
8 5 5 6
8 6.5 6.5 11
7 6 6 2.33
6 3 3 2
5 3.5 3.5 5

(7.2)
Suppose V is treated as a contaminated matrix. The following theorem describes
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how the M-robust denition and W-robust denition return dierent solutions.
Theorem 7.1. The following holds true with probability e−O(n), where n is the number
of rows in V.
For any choice 0.01 < λ < 2
√
2, the M-robust denition returns the set
{(1, 2), (1, 3)} as the set of contaminated elements. For any choice of λ > 2
√
2,
the M-robust denition returns no contaminated elements.
For any choice 0.01 < λ < 2, the W-robust denition returns the set {(1, 1)} as
the set of contaminated elements. For any choice of λ > 2, the W-robust denition
almost surely returns no contaminated elements.
Proof. Let W1,H1,Z1 be the values that minimize Lrobust(W,H,S). In general,
nding the optimal factorization of a nonnegative matrix is NP-hard, but this example
has been constructed so that an optimal factorization can be computed in polynomial
time.
In order to compute the optimal factorization, we rst argue H1 is either approx-
imately equal to H0 or a rotation/dilation of H0 (RH0 for some invertible matrix
R).
Assume this was not the case. Consider the errors associated with rows 2-n in the
factorization. If H1 6= RH0, then with high probability then there are at least n/2
rows that have error
∑
i |Vij −WHij| > ε. If n is suciently large, then nε/2 > 3.
We will momentarily construct a factorization with error approximately 2.758. Thus,
H1 would not be part of the optimal factorizations, which is a contradiction.
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Once we know that H1 is a rotation/dilation of H0, we can use local search to
compute the optimal W1 and Z1. When λ = 1, the following matrices are one of the
optimal solution (again, note that W1R






H1 = H0 S1 =
[




As λ increases, the nonzero entry in W1 and S1 approach 0. At λ =
√
2 + ε, the
optimal solution sets W1 to [1.7931 0] and sets all entries in S1 to 0.
Let W2,H2,Z2 be the values that minimize Lreweighted(W,H,Z). In general,
nding the optimal factorization is NP-hard, but this example has been constructed
so that the optimal solution can be computed in polynomial time. The same argument
that applies to H1 applies to H2. Again using local search, we get that the optimal






H2 = H0 Z2 =
[




When λ > 2.7586, instead the optimal solution sets the rst row of W2 to
[1.7931 0] and all entries in Z2 to be 1.
On the experiments run in Section 3.6.2, the W-robust algorithm slightly outper-
formed the M-robust algorithm. However, one relevant point is that the M-robust
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algorithm was substantially faster when implemented in a distributed setting, making
it more appropriate for very large datasets that cannot t on a single machine.
7.2 Critical Set vs Blocking Set
Suppose V has rank k + 2. The critical set is the smallest set of elements that need
to be changed to reduce V to rank k + 1, while the blocking set is the smallest set
of element that need to be changed to reduce V to rank k. Clearly these sets are
dierent. However, an obvious modication of the denition is to compose multiple
critical sets. Consider Algorithm 7.15.
Algorithm 7.15 Critical Set Composition
1: Dene nnr(V) as an oracle function that returns the nonnegative rank of V
2: Dene mincrit(V) as an oracle function that returns both the minimal critical
set Ψ of V and a matrix V′ with nnr(V′) = nnr(V) − 1 and V = V′ on all
elements not in Ψ.
3:
4: Set Vcurrent = V, Ψfinal = ∅
5: while nnr(Vcurrent) > k do
6: V′,Ψ = mincrit(Vcurrent)
7: Vcurrent = V, Ψfinal = Ψfinal ∪Ψ
8: end while
9: Return Ψfinal as the `composition critical set'
Both the minimum blocking set and the composition critical set reduce V to rank
k, so it is at least plausible that the two could be equivalent. The remainder of this
section is dedicated to constructing a counterexample where the two are distinct.
Dene the 4 × 17 matrix V as follows, where 19 is the 1 × 9 matrix lled by 1s. V




0 0 0 0 0 0 0 0 19
0 0 0 1 1 1 1 1 19
1 1 1 0 0 0 0 0 19
0 1 1 0 0 0 0 0 19
 (7.5)
Theorem 7.2. When k = 2, the Minimal Blocking Set of V is
{(3, 1), (3, 2), (3, 3), (4, 2), (4, 3)} and the Composed Critical Set of V is
{((4, 1), (2, 4), (2, 5), (2, 6), (2, 7), (2, 8)}.
Proof. As in the previous section, while nding the optimal factorization of a non-
negative matrix is NP-hard, this example has been constructed so that an optimal
factorization can be computed in polynomial time. Dene Ψ1 as the minimal blocking
set, and dene V1 as a matrix with nonnegative rank 2 such that V1 and V agree
on all elements not in Ψ. Further dene W1,H1 as a 4× 2 and 2× 14 matrices with
V1 = W1H1. Again, note that factorization is not unique, and V1 = W1R
−1RH1











0 0 0 0 0 0 0 0 19
0 0 0 1 1 1 1 1 19
0 0 0 0 0 0 0 0 19
0 0 0 0 0 0 0 0 19

Now consider the critical set composition set. Let V2 be the intermediate with
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rank 3 matrix temporarily stored by Algorithm 7.15 with V2 = W2H2. Observe that













0 0 0 0 0 0 0 0 19
0 0 0 1 1 1 1 1 19
1 1 1 0 0 0 0 0 19
1 1 1 0 0 0 0 0 19

Let V3 be the nal with rank 2 matrix returned by Algorithm 7.15 with V3 =












0 0 0 0 0 0 0 0 19
0 0 0 0 0 0 0 0 19
1 1 1 0 0 0 0 0 19
1 1 1 0 0 0 0 0 19

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7.3 Theory vs Practice
In Chapter 6, we constructed matrices (Reduction 6.14, 6.20, 6.23) that encoded in-
stances of vertex cover. An obvious question is to ask what happens when Traditional
NMF or one of the Robust NMF algorithms is run on these hard instances. The answer
is underwhelming: all algorithms completely fail to nd reasonable factorizations.
As an experiment, we convert Figure 7.1 into a 58×56 matrix using Reduction 6.14.
We then run the W-robust algorithm for Rowwise Contamination described in Sec-
tion 5.4 on this matrix. We compare to a 58 × 56 random matrix and run the same
set of experiments as described in Section 5.5.2 and report the results in Figure 7.1.
As the gure demonstrates, both traditional NMF and Robust NMF fail to nd a
high good factorization of the matrix which encodes vertex cover. Benchmark testing
on other vertex cover graphs shows similar results.
Summary , the Robust algorithms work well on real-world datasets and on random
matrices, but perform badly on this articially hard instance that encode vertex cover.
Looking at Theorem 6.12 gives a possible explanation for why this is the case. There
are several greedy vertex cover algorithms [10, 2] that eectively work by (1) dening
a heuristic function (2) add a vertex to the cover to minimize that heuristic (3) repeat
until the entire graph is covered. These algorithms perform incredibly well on real-
world datasets, achieving 1.01-approximations [22]. However, they perform badly
on articially hard graphs, achieving terrible worst case performance. Robust NMF
follows a similar paradigm by dening a heuristic function (one of the Robust loss
107
Figure 7.1: NMF run on a graph that encodes vertex cover vs a random matrix.
Traditional NMF is orange line, Algorithm 5.14 is blue line. x-axis denotes noise
stdev - larger values indicate a noiser contamination row; y-axis denotes index of the
contamination row (left) and improvement in error ratio (right)
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functions) and mark elements as contaminated to minimize the hueristic. Robust-
NMF perform quite well on real-world datasets, but can be thwarted by carefully
constructed hard instances. For both Vertex Cover and Robust-NFM, real world
datasets do not look like these articially hard instances. As a result, the Robust NMF
algorithms are useful in many real world settings even if they are not theoretically
guaranteed to provide good solutions on every possible instance.
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