Abstract-The output feedback-based near-optimal regulation of uncertain and quantized nonlinear discrete-time systems in affine form with control constraint over finite horizon is addressed in this paper. First, the effect of input constraint is handled using a nonquadratic cost functional. Next, a neural network (NN)-based Luenberger observer is proposed to reconstruct both the system states and the control coefficient matrix so that a separate identifier is not needed. Then, approximate dynamic programming-based actor-critic framework is utilized to approximate the time-varying solution of the Hamilton-Jacobi-Bellman using NNs with constant weights and time-dependent activation functions. A new error term is defined and incorporated in the NN update law so that the terminal constraint error is also minimized over time. Finally, a novel dynamic quantizer for the control inputs with adaptive step size is designed to eliminate the quantization error overtime, thus overcoming the drawback of the traditional uniform quantizer. The proposed scheme functions in a forward-in-time manner without offline training phase. Lyapunov analysis is used to investigate the stability. Simulation results are given to show the effectiveness and feasibility of the proposed method.
Tuning parameters for NN-based observer, critic NN and actor NN, respectively. ε k , ε Vk , ε uk Reconstruction errors for NN-based observer, critic NN and actor NN, respectively.
I. INTRODUCTION
A CTUATOR saturation is very common in practical applications due to physical limitations. Control of systems with saturating actuators has been one of the focuses of many researchers for several years [1] , [2] . However, most of these approaches considered only stabilization, whereas optimality is not considered. To address optimal control problem with actuator constraint, Lyshevski [3] presented a general framework for the design of optimal control laws based on dynamic programming. It has been shown in [3] that the use of a nonquadratic functional can effectively tackle the input constraint while achieving optimality.
On the other hand, in practice, the interface between the plant and the controller is often connected via analog-to-digital and digital-to-analog devices, which normally quantize the signals [4] . As a result, the design of control systems with quantization effect has attracted a great deal of attention to the control researchers since quantization process is unavoidable in the computer-based control systems. However, quantization error never vanishes when the signals are processed by a traditional uniform quantizer [5] - [7] .
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In addition, in many practical situations, the state vector is difficult or expensive to measure. Several traditional nonlinear observers, such as high-gain or sliding-mode observers, have been developed [8] , [9] . However, these observer designs [8] , [9] are applicable to systems expressed in a specific structure and require the system dynamics a priori.
On the other hand, the optimal regulation of nonlinear systems can be addressed either for infinite or finite fixed time scenario. The finite-horizon optimal regulation still remains unresolved due to the following reasons. First, the solution to the optimal control of nonlinear system in finite horizon becomes essentially time-varying thus complicating the analysis, in contrast with the infinite-horizon case, where the solution is time independent. In the finite horizon problems, the terminal constraint is explicitly imposed in the cost function, whereas the terminal constraint is normally ignored in the infinite horizon.
Wei and Liu [10] , Liu and Wei [11] , [12] , and Wei et al. [13] , [14] provided some insights into solving finitehorizon optimal regulation of nonlinear systems. However, these schemes are either backward-in-time or require offline training with iterative approaches, which are not suitable for real-time implementation. Furthermore, all the existing literature considered only state feedback case without quantization effect. Therefore, the finite-horizon optimal regulation scheme for uncertain nonlinear quantized systems with an actuator constraint, which can be implemented in an online and forward-in-time manner with output measurements and value and policy iterations, is yet to be developed.
Motivated by the aforementioned deficiencies, in this paper, an extended neural network (NN)-based Luenberger observer is first proposed to estimate the system state vector as well as the control coefficient matrix. Note that proposed observer can maintain the system stability while the NN learns the system dynamics. The actor-critic architecture is then utilized to generate the near-optimal control policy wherein the value function is approximated using the critic NN and the optimal policy is generated using the approximated value function and the control coefficient matrix generated from the observer given an initial admissible control. Finally, a novel dynamic quantizer is proposed to mitigate the effect of quantization error for the control inputs. Due to the presence of observer errors, the control policy will be near optimal.
To handle the time-varying nature of the solution to the Hamilton-Jacobi-Bellman (HJB) equation or value function, NNs with constant weights and time-varying activation functions are utilized. In addition, in contrast with [12] and [15] , the control policy is updated once a sampling instant and hence value/policy iterations are not performed. An error term corresponding to the terminal constraint is defined and minimized overtime so as to satisfy the terminal constraint. A novel update law for tuning the NN is developed such that the critic NN weights will be tuned using not only the Bellman error but also the terminal constraint errors. Finally, stability of our proposed design scheme is demonstrated using Lyapunov stability analysis.
Therefore, the main contribution of this paper includes the development of a novel approach to solve the finite-horizon output feedback-based near-optimal control of uncertain quantized nonlinear discrete-time systems in affine form in an online and forward-in-time manner without utilizing value and/or policy iterations. A novel dynamic quantizer as well as an online NN observer is introduced for eliminating the quantization errors and generating both the state vector and control coefficient matrix, respectively, so that an explicit need for an identifier is relaxed. Tuning laws for all the NNs are also derived. Lyapunov stability is also demonstrated.
The remainder of this paper is organized as follows. In Section II, background and formulation of finite-horizon optimal control problem for nonlinear quantized systems are given. Section III presents the main algorithm developed for the finite-horizon problem. In Section IV, simulation results are shown to verify the feasibility of proposed method. Finally, the conclusions are drawn in Section V.
II. PROBLEM FORMULATION
In this paper, the finite-horizon optimal control of general quantized nonlinear discrete-time system in affine form is studied. Consider the nonlinear discrete-time system of the form
where x k ∈ x ⊂ n and y k ∈ y ⊂ p are the system state and output vectors, respectively,
: n → n×m represents the unknown nonlinear control coefficient matrix, and C ∈ p×n is the known output matrix. In addition, the input matrix g(x k ) is considered to be bounded such that 0 < g(x k ) < g M , where g M is a positive constant. The general structure of the quantized nonlinear discretetime system considered in this paper is shown in Fig. 1 . It is important to note that digital communication network is usually used to connect sensor, controller, and actuator in practical [17] scenario. Due to limited communication bandwidth, system states and control inputs should be quantized before transmission [4] . In [18] , state quantization has been considered. Therefore, control input quantization is considered here.
Assumption 1:
The nonlinear system given in (1) is controllable and observable [9] . Here, the system output, y k ∈ y , is considered measurable.
The controllability ensures that a stabilizing controller can be designed, while the observability guarantees that the state vector can be estimated from output measurements. The objective of the control design is to determine a feedback control policy that minimizes the following time-varying cost function:
which is subjected to the system dynamics (1), [k, N] is the time interval of interest, ψ(x N ) is the terminal constraint that penalizes the terminal state x N ∈ x , Q(x k , k) ∈ is a positive semidefinite function, and W (u k ) ∈ is positive definite. It should be noted that in the finitehorizon scenario, the control inputs can be time-varying, i.e.,
Setting k = N, the terminal constraint for the value function is given as
For unconstrained control inputs, W (u k ) generally takes the form W (u k ) = u T k Ru k , with R ∈ m×m being a positive definite and symmetric weighting matrix. However, in this paper, to confront the actuator saturation, we employ a nonquadratic functional [3] as
with
where v ∈ m and ϕ(•) is a bounded function which belongs to the continuous function set C ϕ . Define the notation w(v) = ϕ −1 (v)R, and
is a scalar, for u k ∈ u ⊂ m , v ∈ v ⊂ m , and
Moreover, it is a monotonic odd function with its first derivative bounded by a constant U . An example is the hyperbolic tangent function φ(•) = tanh(•). Note that W (u k ) is positive definite, since φ −1 (u k ) is monotonic odd and R is positive definite. By Bellman's principle of optimality [19] , [20] , the optimal value function should satisfy the HJB equation The optimal control policy u * k ∈ u that minimizes the value function V * (x k , k) is revealed to be
According to Lagrange theory, optimal control can be attained by solving (∂{Q(
It is clear from (8) that the optimal control policy cannot be obtained for the nonlinear discrete-time system even with available system state vector due to its dependence on the future state vector x k+1 ∈ x . To avoid this drawback and relax the requirement for system dynamics, iteration-based schemes are normally utilized using NNs with offline training [21] . However, iteration-based schemes are not preferable for hardware implementation since the number of iterations to ensure the stability cannot be easily determined [17] . Moreover, the iterative methods require the control coefficient matrix g(x k ) to generate the control policy [22] . Therefore, in this paper, a solution is found with system outputs and completely unknown system dynamics without utilizing the iterative approach and in the presence of quantization effect.
In order to incorporate the quantization effect on the control inputs, the uniform quantizer with finite number of bits, which is shown in Fig. 2 , has been utilized. Let z be the signal to be quantized and M be the quantization range for the quantizer. If z does not belong to the quantization range, the quantizer saturates. Let e be the quantization error, and it is assumed that the following two conditions hold:
where quantization value
is a nonlinear mapping that represents a general uniform quantizer representation with the step-size defined as = M/2 R with R being the number of bits of the quantizer.
In addition, theoretically, when the number of bits of the quantizer approaches to infinity, the quantization error will reduce to zero and hence infinite precision of the quantizer can be achieved. In a realistic scenario, however, both the quantization range and the number of bits cannot be arbitrarily large. To circumvent these drawbacks, a dynamic quantizer scheme is proposed in this paper in the form similar to [23] as
where μ is a scaling factor.
III. FINITE-HORIZON NEAR-OPTIMAL REGULATOR DESIGN USING OUTPUT FEEDBACK WITH CONTROL CONSTRAINT
In this section, the output feedback-based near-optimal regulation scheme over finite horizon for uncertain quantized nonlinear discrete-time systems with an input constraint is addressed. First, due to unavailability of the system state vector and uncertain system dynamics, an extended version of Luenberger observer using an NN is proposed to reconstruct both the system state vector and control coefficient matrix in an online manner. Thus, the proposed observer design relaxes the need for an explicit identifier and naturally lends itself to stability.
Next, the approximate dynamic programming framework is utilized to approximate the time-varying value function with actor-critic structure, while both NNs are represented by constant weights and time-varying activation functions. An error term corresponding to the terminal constraint is defined and minimized overtime. Finally, a novel dynamic quantizer is proposed to reduce the quantization error overtime. The stability of the closed-loop system is demonstrated using Lyapunov theory to show that the parameter estimation remains bounded as the system evolves provided an initial admissible control input is chosen.
A. Observer Design
The system dynamics (1) can be reformulated as
where A is a Hurwitz matrix such that (A, C) is observable and
An NN has been proved to be an effective method in the estimation and control of nonlinear systems due to its online learning capability [24] . According to the universal approximation property [25] , [26] , the system state vector can be represented using NN on a compact set as
where
with L being the number of hidden neurons. In addition, the target NN weights, activation function, and reconstruction errors are assumed to be upper bounded by
)u qk can be identified by updating the target NN weight matrix W.
Since the true system state vector is unavailable for the controller, we propose the following extended Luenberger observer using an NN described by:
whereŴ k is the estimated value of the target NN weights W, x k is the reconstructed system state vector,ŷ k is the estimated output vector, and L ∈ n× p is the observer gain selected by the designer, respectively. Now, define the state estimation error as
where (13) is novel, since it generates both the reconstructed system state vector and the control coefficient matrix g(x k ) for the near-optimal controller design, which can be viewed as an NN-based identifier. Now, select the tuning law for the NN weights aŝ
where α I and β I are the tuning parameters,ỹ k+1 = y k+1 −ŷ k+1 is the output error, and l ∈ n× p is selected as column vectors with all ones to match the dimension. Hence, the NN weight estimation error dynamics, by recalling from (14) , are revealed to bẽ
Next, the boundedness of the NN weights estimation errorW k will be demonstrated in Theorem 1. Before proceeding, the following definitions are required.
Definition 1 [26] : An equilibrium point x e is said to be uniformly ultimately bounded (UUB) if there exists a compact set x ⊂ n so that for all initial values of x 0 ∈ x , there exists a bound B and a time T (B,
The function x k ∈ n is said to be persistently exciting (PE) if and only if there exist positive constant δ 1 , l such that for all k 0 ≥ 0
where I n ∈ n×n is identity matrix and l is termed as excitation period of x k .
Theorem 1 (Boundedness of the Observer Error): Let the initial NN observer weightsŴ k be selected within the compact set I D . Given an admissible control input u 0 ∈ u and Assumption 1, let the proposed observer be given by (13) while its NN weight tuning law be given by (15) . Using both the PE condition on the control input signals and pole placement [15] method to identify A, L satis-
2)/2 < α I < 1 such that the observer errorx k and the NN weights estimation errorsW k are all UUB, with the bounds given by (A.6) and (A.7).
Proof: See the Appendix.
B. Near-Optimal Regulator Design
According to the universal approximation property of NNs [26] and actor-critic methodology, the value function and control inputs can be represented by a critic NN and an actor NN, respectively, as
are the time-varying activation functions, and ε V (x k , k) and ε u (x k , k) are the NN reconstruction errors for the critic and action network, respectively. Under standard assumption, the target NN weights are considered bounded above such that W V ≤ W V M and W u ≤ W uM , respectively, where both W V M and W uM are positive constants [26] .
The NN activation functions and the reconstruction errors are also assumed to be bounded above such that
, and ε uM all positive constants [26] . In addition, in this paper, the gradient of the reconstruction error is also assumed to be bounded above such as ∂ε V ,k /∂x k+1 ≤ ε V M , with ε V M a positive constant [22] . The terminal constraint of the value function is defined, similar to (17) , as
with σ V (x N , N) and ε V (x N , N) represent the activation and construction error corresponding to the terminal state x N .
1) Value Function Approximation:
According to (17) , the time-varying value function V (x k , k) can be approximated using an NN asV
whereV (x k , k) represents the approximated value function at time step k.Ŵ V k and σ V (x k , k) are the estimated critic NN weights and reconstructed activation function with the estimated states vectorx k as the inputs. The value function at terminal stage can be represented bŷ
wherex N is an estimation of the terminal state. It should be noted that since the true value of x N is not known,x N can be considered to be an estimate of x N and can be chosen randomly as long asx N lies within a region for a stabilizing control policy [12] , [21] .
To ensure optimality, the Bellman equation should hold along the system trajectory. According to the principle of optimality, the true Bellman equation is given by
However, (21) no longer holds when the reconstructed system state vectorx k and NN approximation are considered. Therefore, with estimated values, the Bellman equation (21) becomes
where e B,k is the Bellman equation residual error along the system trajectory, and
Next, using (20) , define an additional error term corresponding to the terminal constraint as
The objective of the optimal control design is thus to minimize both the Bellman equation residual error e B,k and the terminal constraint error e N,k . Next, based on gradient descent approach, the update law for critic NN can be defined aŝ
The standard Bellman equation (21) can be expressed by NN representation as 
where L Q is a positive Lipschitz constant for Q(•, k) due to selected quadratic form in system states and
are all bounded terms due to boundedness of ideal NN weights, activation functions, and reconstruction errors.
Recalling from (18), the terminal constraint error e N,k can be further expressed as N) are bounded due to bounded ideal NN weights, activation function, and reconstruction errors. Finally, the error dynamics for critic NN weights are revealed to bẽ
Theorem 2 (Boundedness of the Critic NN Weights): Let Assumption 1 holds and the initial control input admissible. Let the initial critic NN weights be selected in a compact set, which includes ideal critic NN weights and the value function be approximated by a critic NN and the tuning law be given by (24) . Then, there exists a positive constant α V satisfying 0 < α V < 1/6 such that the critic NN weights estimation errorW V k is UUB with a computable bound bW V given by (A.16).
2) Control Input Approximation:
In this section, the near-optimal control policy is obtained such that the estimated value function (19) is minimized. Recalling (17) , the approximation of the control inputs using NN can be represented as
where u(x k , k) represents the approximated control input vector at time step k,Ŵ uk and σ u (x k , k) are the estimated values of the actor NN weights and reconstructed activation function with the estimated state vectorx k as the input. Define the control input error as
is the control policy that minimizes the approximated value functionV (x k , k), ∇ denotes the gradient of the estimated value function with respect to the system states, g(x k ) is the approximated control coefficient matrix generated by the NN-based observer, andV (x k+1 , k + 1) is the approximated value function from the critic network.
Therefore, the control error (30) becomes
The actor NN weights tuning law is then defined aŝ
where α u > 0 is a design parameter. To find the error dynamics for the actor NN weights, first observe that
Subtracting (33) from (31), we have
are all bounded due to the boundedness of NN activation function and reconstruction error. Then, the error dynamics for the actor NN weights are revealed to bẽ
Remark 2: The actor NN weight tuning based on gradient descent approach is similar to that in [22] , the difference being the estimated state vectorx k is utilized as the input to the actor NN activation function instead of measured state vector x k . In addition, the total error comprising of Bellman and terminal constraint errors are utilized to tune the weights whereas in [22] , the terminal constraint is ignored. Furthermore, the optimal control scheme in this paper utilizes the identified control coefficient matrixĝ(x k ), whereas in [22] , the control coefficient matrix g(x k ) is considered known. Due to these differences, the stability analysis differs significantly from [22] .
C. Dynamic Quantizer Design
To handle the saturation caused by limited quantization range in a realistic quantizer, a new parameter μ k is introduced. The proposed dynamic quantizers for the control input is defined as
where μ k is a time-varying scaling parameter to be defined later for the control input quantizers. Normally, the dynamics of the quantization error cannot be established, since it is mainly a roundoff error. Instead, we will consider the quantization error bound as presented next, which will aid in the stability analysis. Given the dynamic quantizer in the form (36), the quantization error for the control inputs (31) is bounded, as long as saturation does not occur with the bound
where e M,k is upper bound for control input quantization error. Next, define the scaling parameter μ k as
where 0 < λ < 1. Recall from representation (36) that the signals to be quantized can be scaled back into the quantization range with the decaying rate of λ k , and thus eliminating the saturation effect.
To complete this section, the flowchart of our proposed finite-horizon near-optimal regulation scheme is shown in Fig. 3 . We initialize the system with an admissible control input, and for proper parameter selection, the NN weights are initialized. The control input is then quantized using the proposed dynamic quantizer. The NNs for observer, critic, and actor are updated based on our proposed weights tuning 
D. Stability Analysis
In this section, the system stability will be investigated. It will be shown that the overall closed-loop system remain bounded under the proposed near-optimal regulator design. Before proceeding, the following lemma is needed.
Lemma [24] (Bounds on the Optimal Closed-Loop Dynamics): Consider the nonlinear discrete-time system (1) with Assumption 1. There exists an optimal control policy u * k such that closed-loop system dynamics f (x k ) + g(x k )u * k can be expressed as
where 0 < ρ < 1 is a constant.
Theorem 3 (Boundedness of the Closed-Loop System):
Let the Assumption 1 holds and an initial control input admissible. Let the NNs weights be selected within a compact set with the observer be provided by (13) and the NN weight tuning for the observer, critic network and action network be given by (15) , (24), and (32), respectively. Then, there exists positive constant (2 − √ 2)/2 < α I < 1, 0 < α V < 1/6, and 0 < α u < 1, such that the system state x k , observer errorx k , NN observer weight estimation errorW k , and critic and action network weights estimation errorsW V k andW uk are all UUB, with the ultimate bounds given by (A.20)-(A.24). In addition, the estimated control input is bounded closed to the optimal value such that u * (
IV. SIMULATION RESULTS
In this section, a practical example is considered to illustrate our proposed near-optimal regulation design scheme. Consider the two-link planar robot arm [21] 
where f (x) and g(x) can be found from [21] . The system is discretized with a sampling time of h = 5 ms and control constraint is set to be U = 1.5, i.e., −1.5 ≤ u 1 ≤ 1.5 and −1.5 ≤ u 2 ≤ 1.5. Define the performance index
where Q(x k , k), for simplicity, is selected as standard quadratic form of the system states as Q(x k , k) = x T kQ x k withQ = 0.1I 4 and weighting matrix R is selected as R = 0.001I 2 , where I denotes the identity matrix with appropriate dimension. The Hurwitz matrix A is selected as a 4 × 4 block diagonal matrix whose blocks A ii are chosen to be
The terminal constraint is chosen as ψ(x N ) = 3. The horizon length is 5 s. For the NN setup, the inputs for the NN observer are selected as
Inspired from [27] , the time-varying activation functions for the critic and actor network are chosen as sigmoid function with input to be First, the system response and control input are shown in Fig. 4 . Both system states and control clearly converge close enough to the origin within finite time, which illustrates the stability of the proposed design scheme. Next, the quantization errors for the control inputs with proposed dynamic quantizer and traditional uniform quantizer are shown in Fig. 5 , respectively. Compared with Fig. 5(a) and (b) , it is clear that the quantization errors are decreasing overtime instead of they being bounded for traditional uniform quantizer, illustrating the effectiveness of the proposed dynamic quantizer design.
Next, the error history in the design procedure is given in Fig. 6 . From the figure, it can be seen that Bellman equation error eventually converges close to zero, which illustrates the fact that the optimality is indeed achieved. More importantly, the convergence of the terminal constraint error demonstrates that the terminal constraint is also satisfied with our proposed design. Finally, the convergence of critic and actor NN weights is shown in Fig. 7 . It can be observed from the results that the novel NN structure with our proposed tuning law guarantees that the NN weights converge to constants and remain bounded, as desired. This illustrates the feasibility of NN approximation for time-varying functions.
V. CONCLUSION
In this paper, the NN-based finite-horizon near-optimal regulator design using output feedback for uncertain quantized nonlinear discrete-time system in affine form is addressed. Compared with the traditional finite-horizon optimal regulator design, the proposed scheme not only relaxes the need for the system state vector and control coefficient matrix, but also takes input constraint and quantization effect into account while functioning in an online and forward-in-time manner without using value/policy iterations. However, an initial admissible control input helps to stabilize the system initially while the NN learns the uncertain dynamics.
The nonquadratic cost functional helps to handle the input constraint. The dynamic quantizer effectively mitigates the quantization error for the control inputs, while the NN-based Luenberger observer relaxes the need for an additional identifier. Time-dependence nature of the finite-horizon is handled by an NN structure with constant weights and time-varying activation function. The terminal constraint is properly satisfied by minimizing an additional error term along the system trajectory. All NN weights are tuned online using proposed update laws and Lyapunov stability theory demonstrated that the approximated control inputs converge close to its optimal value as time evolves. The performance of the proposed finite time near-optimal regulator is demonstrated via simulation.
APPENDIX
Proof of Theorem 1: Consider the following Lyapunov candidate:
where 
Next, we consider each term in (A.2) individually. First, recall from the observer error dynamics (14), we have
where γ = 3 A c 2 . Next, recall from (16), we have
Therefore, the first difference of the total Lyapunov candidate, by combining (A.3) and (A.4), is given as
where ε OM = 3 ε Ok 2 + ε WM . Using Lyapunov stability [25] , L IO,k is less than zero outside a compact set when
1) and the following conditions hold:
Note that in (A.6), the denominator is guaranteed to be positive, i.e., 0 < γ < 1/(1 + 4C 2 M (1 + σ 2 min )) with 0 < C ≤ C M provided the designed parameters A and L are selected using pole placement [15] N) . Consider the following Lyapunov candidate:
, by recalling (28), is given by (A.9), as shown at the top of this page.
Recall from (26) and (27) , the first difference of L(W V k ) can be further derived as .14) where ε 1 = ε V TM + ε 4 . Using standard Lyapunov stability analysis [26] , L is less than zero outside a compact set as long as 0 < α V < 1/6 and the following conditions hold: 
