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ON A SINGULARLY PERTURBED ANISOTROPIC ELLIPTIC SYSTEM
WITH NEUMANN BOUNDARY DATA
ALOK KUMAR SAHOO AND BHAKTI BHUSAN MANNA
Abstract. In this article we have described the role of the coefficients a(x), b(x) and c(x)
to determine the concentration profile of the positive least energy solutions to the following
anisotropic elliptic system:

−ε
2∆u+ c(x)u = b(x)vq, and − ε2∆v + c(x)v = a(x)up in Ω
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ω
Ω is a smooth bounded domain in Rn, and n ≥ 3. As a consequence of this result, we have
also shown the existence of some higher dimensional concentrating solutions for some singularly
perturbed elliptic systems.
1. Introduction
We consider the following singularly perturbed elliptic system:
(1.1)


−ε2∆u+ c(x)u = b(x)vq, and − ε2∆v + c(x)v = a(x)up in Ω
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ω
where Ω is a smooth bounded domain in Rn, ε is a small positive parameter and n ≥ 3. The
exponents p, q satisfy p, q > 1 and
(1.2)
1
p+ 1
+
1
q + 1
>
n− 2
n
i.e p and q are below the critical hyperbola (for reference look at [9]). The weights a, b and c are
taken to be smooth non-negative functions bounded away from 0.
Our primary purpose in studying the anisotropic elliptic system is to find the solutions having
higher dimensional concentration behavior. The symmetry of domain and the invariance of the
operator plays an important role in establishing such results. For the single equation, Ambrosetti,
Malchiodi, and Ni studied the existence of spherical concentrating solutions in [1, 2]. Later in
[6, 7, 17] the authors proved the existence of solutions concentrating on higher dimensional (S1,S3
and S7) orbits. The orbits of concentration produced by a reduction process (Hopf Fibration)
which leads to an anisotropic problem in lower dimensions. Later in [13, 20] the authors also
encountered some anisotropic equation, which produces layered solutions concentrating in higher
dimensional orbits. In this work, we have established some of these results for some coupled
nonlinear elliptic systems.
The singularly perturbed elliptic system, with Neumann boundary condition, was first studied
by Avila and Yang in [5]. In this work the authors have shown, for ε small, there exist nontrivial
positive solutions whose point of maximums approaches to a common point on the boundary.
This result was generalized by Ramos and Yang for some general convex nonlinearities in [19].
Then in [3] Pistoia and Ramos proved the concentration happens at the point of maximum of
the mean curvature of the boundary. In these results, the authors established the existence of
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point concentrating solutions and the profile of the concentration. In [8] the authors studied the
existence of radial solutions for a Neumann system with radial weights.
To the best of our knowledge, this is the first study for the anisotropic elliptic system with
Neumann boundary condition. We have considered general weight functions which, we shall
see later, helps us to find many other higher dimensional layered solutions for similar type of
systems. We observed that the concentration profile of the solutions depends upon not only the
mean curvature of the boundary but also the coefficients a, b and c. The main result in this
paper is the following,
Theorem 1.1. Under assumption (1.2), there is an ε0 such that for all 0 < ε < ε0 the equation
(1.1) has non constant positive solutions uε, vε ∈ C
2(Ω). Moreover, both solutions concentrate
for ε→ 0 on a common point Pε ∈ ∂Ω, with Pε satisfying:
(i) limε→0 Pε = infx∈∂Ω Λ(x) if Λ is not constant.
(ii) limε→0 Pε = supx∈∂ΩH(x)γ + η if Λ is constant.
Where Λ is given by 3.10, H is the mean curvature of the boundary and γ, η are functions on
∂Ω given in Lemma4.4
As an immediate consequence of this result, we get the following: Let A = {x ∈ Rn : a < |x| <
b}, with 0 < a < b. We consider the following equation,
(1.3)


−ε2∆u+ u = vq, and − ε2∆v + v = up in A
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂A
Then
Theorem 1.2. (i) for n = 4 and 1p+1 +
1
q+1 > 1/3 the equation 1.3 has a solution concen-
trates on a S1 orbit in the inner boundary.
(ii) for n = 8 and 1p+1 +
1
q+1 > 3/5 the equation 1.3 has a solution concentrates on a S
3 orbit
in the inner boundary.
(iii) for n = 16 and 1p+1 +
1
q+1 > 7/9 the equation 1.3 has a solution concentrates on a S
7
orbit in the inner boundary.
Also, with the weight functions in an annular domain, we have the following result,
Theorem 1.3. Under assumptions
1
p+ 1
+
1
q + 1
>
1
3
and a(x) = |x|α, b(x) = |x|β, and c(x) = 1, in the annular domain Ω = A there is an ε0 such
that for all 0 < ε < ε0 the equation (1.1) has non constant positive solutions uε, vε ∈ C
1(A¯).
Moreover, both solutions concentrate for ε → 0 on a common S1-orbit S(rε), where rε denotes
the radius of the circle orbit, and satisfies:
(i) rε → b for 2α(p + 1) + 2β(q + 1) > pq − 1
(ii) rε → a for 2α(p + 1) + 2β(q + 1) < pq − 1
(iii) Orbit of x0 for 2α(p + 1) + 2β(q + 1) = pq − 1
where x0 maximizes the function H(x)γ(x) + η(x) in ∂Ω
Note that the concentration profile of the solution depends on the weight functions only unless
the function Λ becomes constant. The following system in Rn plays an important role in finding
3the asymptotic profile of the solutions.
(1.4) −∆u+ u = vq and −∆v + v = up, u, v > 0 in Rn.
The energy functional Jε(u, v) : H
1(Ω)×H1(Ω)→ R associated to equation (1.1) is given by
(1.5) Jε(u, v) =
∫
Ω
[ε2〈∇u,∇v〉+ c(x)uv − a(x)F (u) − b(x)G(v)]dx
with F (s) = 1p+1 |s|
p+1 and G(s) = 1q+1 |s|
q+1. First note that under assumption (1.2) one can
have q + 1 > 2∗ > p + 1 and so Jε may not be well defined over H
1(Ω) ×H1(Ω). But using a
modified problem as in [19], we can see that the solutions are bounded and hence the integrals
are well defined (One can see from[18] also). Hence for the moment, we assume 2 < p ≤ q < N+2N−2 .
Then, denoting E = H1(Ω)×H1(Ω), the functional Jε is well defined and belongs to C
2(E,R).
Furthermore
(1.6) DJε(u, v)(φ,ψ) = 〈u, ψ〉ε + 〈φ, v〉ε −
∫
Ω
[a(x)upφ+ b(x)vqψ]dx
where the inner product is defined as
(1.7) 〈u, v〉ε =
∫
Ω
[ε2〈∇u,∇v〉+ c(x)uv]dx
This paper is organized as follows. In the second section, by the use of dual variational method,
we shall prove the existence of non constant least energy positive solutions (uε, vε) for ε small
enough. In the third section, we shall discuss and recall some behavior of the solutions and the
solutions of the limit problem. In the fourth and fifth section, we shall show the upper and lower
energy estimate of the energy functional, which gives us the proof of our main theorem. Finally,
in section six, we shall discuss some applications, as mentioned earlier.
2. The dual variational method and the existence
Under the change of variable y = xε the equation 1.1 takes the form
(2.1)


−∆u+ c(εx)u = b(εx)vq, −∆v + c(εx)v = a(εx)up in
Ω
ε
= Ωε
u > 0, v > 0 in Ωε, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ωε
Now we will investigate the nontrivial positive solution of (2.1) in the application of the dual
variational principle as in [5]. We recall the following lemma 2.1 (See [22] and second chapter
of [14]) Which is crucial for the Dual variational setting of our problem. To define the dual
formulation of the problem (2.1), we inspect both quadratic and nonlinear parts separately. For
the quadratic part, we use lemma2.1 and Legendre-Fenchel transformation for the nonlinear part.
Lemma 2.1. Let C : Ω¯ → R be a nonnegative continuous function. Let r ∈ (1,∞). Then for
every h ∈ Lr(Ωε) the Neumann problem (2.2)
(2.2)


−∆u+ c(εx)u = h,x ∈ Ωε
∂u
∂ν
= 0on Ωε
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possesses a unique solution u ∈ W 2,r(Ωε). Moreover, there is a constant K > 0 independent
of ε such that
(2.3) ‖u‖W 2,r(Ωε) ≤ K ‖h‖Lr(Ωε) .
Now define X = Lq+1(Ωε)× L
p+1(Ωε) so its dual X
∗ = L
q+1
q (Ωε)× L
p+1
p (Ωε). We define the
operators,
(2.4) Kp : L
p+1
p (Ωε)→W
2, p
p+1 (Ωε) Kq : L
q+1
q (Ωε)→W
2, q
q+1 (Ωε)
as Kp = Kq = (−∆+ c(εx)Id)
−1. From lemma 2.1, it is easy to see that Kp and Kq are bounded
linear operators. From Sobolev space compact embedding and critical hyperbola condition, we
have the following compact embedding.
(2.5) W
2, p
p+1 (Ωε) →֒ L
q+1(Ωε) W
2, q
q+1 (Ωε) →֒ L
p+1(Ωε)
Kp : L
p+1
p (Ωε)→ L
q+1(Ωε) Kq : L
q+1
q (Ωε)→ L
p+1(Ωε)
So we see that Kp and Kq are compact bounded linear operators.
Define a operator T :=
(
0 Kp
Kq 0
)
: L
q+1
q × L
p+1
p (Ωε)→ L
q+1 × Lp+1(Ωε)
From Holder’s inequality, T (f, g)[(φ,ψ)] :=
∫
Ωε
φKpg+ψKqf is well defined for (f, g), (φ,ψ) ∈
L
q+1
q (Ωε)×L
p+1
p (Ωε). Using integration by-parts formula,it is easy to verify Self-adjoint property
of T i.e.
T (f, g)[(φ,ψ)] = T (φ,ψ)[(f, g)]
With all above information, We define the Dual functional on X∗
Jε(w1, w2) =
p
p+ 1
∫
Ωε
|w2|
p+1
p
|a(εx)|
1
p
+
q
q + 1
∫
Ωε
|w1|
q+1
q
|b(εx)|
1
q
−
1
2
T (w1, w2)[(w1, w2)]
Hence Jε ∈ C
1(X∗,R), with
J ′ε(w1, w2)(h, k) =
∫
Ωε
|w2|
1−p
p w2k
|a(εx)|
1
p
+
∫
Ωε
|w1|
1−q
q w1h
|b(εx)|
1
q
− T (w1, w2)[(h, k)]
Observe that if w = (w1, w2) ∈ X
∗ is a critical point of Jε, then
J ′ε(w1, w2)(h, k) = 0 ∀ (h, k) ∈ X
∗.
i.e. ∫
Ωε
|w2|
1−p
p w2k
|a(εx)|
1
p
+
∫
Ωε
|w1|
1−q
q w1h
|b(εx)|
1
q
=
∫
Ωε
hKpw2 + kKqw1. ∀(h, k) ∈ X
∗.
(2.6)
|w1|
1−q
q w1
|b(εx)|
1
q
= Kpw2,
|w2|
1−p
p w2
|a(εx)|
1
p
= Kqw1
5Set Kpw2 = v, Kqw1 = u,
i.e. w2 = −∆v + c(εx)v, w1 = −∆u+ c(εx)u,
From (2.6) |u|p−1u = w2|a(εx)| , so |a(εx)||u|
p−1u = w2 ,
similarly |b(εx)||v|q−1v = w1
Now setting above estimations, we have
(2.7) −∆u+ c(εx)u = |b(εx)||v|q−1v, −∆v + c(εx)v = |a(εx)||u|p−1u
So, we are interested in the existence of a positive critical point of Jε. One can easily see that
Jε(w1, w2) = Iε(u, v) by the transformation Kpw2 = v, Kqw1 = u. As lemma 2.3 in [22], there
is a one to one correspondence between strong solutions of (2.7) and critical points of Jε.
We will be verifying the mountain-pass geometry of the Dual functional Jε.
Lemma 2.2. 1. Jε(0, 0) = 0.
MP-1. There exist R, ρ > 0 such that Jε(x, y) ≥ ρ > 0 ∀(x, y) ∈ ∂b(0, R) in X
∗.
MP-2. there exist a v¯ ∈ X∗ such that Jε(v¯) ≤ 0.
Proof. It is clear that Jε(0, 0) = 0.
Recall,
Jε(w1, w2) =
p
p+ 1
∫
Ωε
|w2|
p+1
p
|a(εx)|
1
p
+
q
q + 1
∫
Ωε
|w1|
q+1
q
|b(εx)|
1
q
−
1
2
T (w1, w2)[(w1, w2)]
Let C be a constant from the boundness of Weight function a(x) and b(x) in Ω. So we have
following inequality,
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Jε(w1, w2)
≥ C
[ p
p+ 1
∫
Ωε
|w2|
p+1
p +
q
q + 1
∫
Ωε
|w1|
q+1
q
]
−
1
2
∫
Ωε
w1Kpw2 + w2Kqw1.
≥ C
[ p
p+ 1
‖w2‖
p+1
p +
q
q + 1
‖w1‖
q+1
q
]
−
1
2
∫
Ωε
|w1Kpw2|+ |w2Kqw1|.
≥ C
[ p
p+ 1
‖w2‖
p+1
p +
q
q + 1
‖w1‖
q+1
q
]
−
1
2
[
‖w1‖
L
q+1
q
‖Kpw2‖Lq+1 + ‖w2‖
L
p+1
p
‖Kqw1‖Lp+1
]
.
≥ C
[ p
p+ 1
‖w2‖
p+1
p +
q
q + 1
‖w1‖
q+1
q
]
−
D
2
[
‖w1‖
L
q+1
q
‖w2‖
L
p+1
p
+ ‖w2‖
L
p+1
p
‖w1‖
L
q+1
q
]
.
≥
Cp
p+ 1
‖w2‖
p+1
p
L
p+1
p
+
Cq
q + 1
‖w1‖
q+1
q
L
q+1
q
−
D
2
‖w1‖
2
L
q+1
q
−
D
2
‖w2‖
2
L
p+1
p
.
As q+1q < 2 and
p+1
p < 2 hence MP-1 follows.
Also, it is easy to see that
Jε(tw, tw) ≤ C
[pt p+1p
p+ 1
‖w‖
p+1
p
L
p+1
p
+
qt
q+1
q
q + 1
‖w‖2
L
q+1
q
]
−
t2
2
T (w,w)[(w,w)]
We choose W = (w,w) such that T (w,w)[(w,w)] > 0, From definition of T , this is easy to see
that same will hold for all text function. Then for a large t, MP-2 follows. 
Define mountain-pass level
(2.8) Cε = inf
γ∈Γ
sup
t∈[0,1]
Jε(γ(t)).
Where
(2.9) Γ = {γ ∈ c([0, 1],X∗) | γ(0) = 0, γ(1) = W¯ such that Jε(W¯ ) ≤ 0}
Lemma 2.3. Jε satisfies PS condition.
Proof. First of all, by the method of contradiction, we shall prove that every PS sequence is
bounded. Let (wn1 , w
n
2 ) ∈ X
∗ be a PS sequence. Now,
Jε(w
n
1 , w
n
2 ) =
p
p+ 1
∫
Ωε
|wn2 |
p+1
p
|a(εx)|
1
p
+
q
q + 1
∫
Ωε
|wn1 |
q+1
q
|b(εx)|
1
q
−
1
2
T (wn1 , w
n
2 )[(w
n
1 , w
n
2 )]
J ′ε(w
n
1 , w
n
2 )(w
n
1 , w
n
2 ) =
∫
Ωε
|wn2 |
1+p
p
|a(εx)|
1
p
+
∫
Ωε
|wn1 |
1+q
q
|b(εx)|
1
q
− T (wn1 , w
n
2 )[(w
n
1 , w
n
2 )]
7So
Jε(w
n
1 , w
n
2 )−
1
2
J ′ε(w
n
1 , w
n
2 )(w
n
1 , w
n
2 )
=
[ p
p+ 1
−
1
2
] ∫
Ωε
|wn2 |
p+1
p
|a(εx)|
1
p
+
[ q
q + 1
−
1
2
] ∫
Ωε
|wn1 |
q+1
q
|b(εx)|
1
q
The fact ‖J ′ε(w
n
1 , w
n
2 )‖ := µn → 0 as n→∞ and
[
p
p+1 −
1
2
]
,
[
q
q+1 −
1
2
]
> 0
[ p
p+ 1
−
1
2
] ∫
Ωε
|wn2 |
p+1
p
|a(εx)|
1
p
+
[ q
q + 1
−
1
2
] ∫
Ωε
|wn1 |
q+1
q
|b(εx)|
1
q
≤ ‖Jε(w
n
1 , w
n
2 )‖+
1
2
∥∥J ′ε(wn1 , wn2 )∥∥ ‖(wn1 , wn2 )‖
⇒ C1
∫
Ωε
|wn2 |
p+1
p + C2
∫
Ωε
|wn1 |
q+1
q ≤ C +
1
2
µn ‖(w
n
1 , w
n
2 )‖
⇒ C1 ‖w
n
2 ‖
p+1
p
L
p+1
p
+ C2 ‖w
n
1 ‖
q+1
q
L
q+1
q
≤ C +
1
2
µn ‖(w
n
1 , w
n
2 )‖
⇒ C1 ‖w
n
2 ‖
p+1
p
L
p+1
p
+ C2 ‖w
n
1 ‖
q+1
q
L
q+1
q
≤ C +
1
2
µn(‖w
n
2 ‖
L
p+1
p
+ ‖wn1 ‖
L
q+1
q
)
⇒ ‖wn2 ‖
L
p+1
p
[
C1 ‖w
n
2 ‖
1
p
L
p+1
p
−
1
2
µn
]
+ ‖wn1 ‖
L
q+1
q
[
C2 ‖w
n
1 ‖
1
q
L
q+1
q
−
1
2
µn
]
≤ C
Which is a contradiction if ‖(wn1 , w
n
2 )‖ → ∞. In order to get a convergent subsequence, consider
J ′ε(w1, w2)(h, k) =
∫
Ωε
|w1|
1−q
q w1h
|b(εx)|
1
q
+
∫
Ωε
|w2|
1−p
p w2k
|a(εx)|
1
p
− T (w1, w2)[(h, k)]
= Ψ(w1, w2)[h, k] −Φ(w1, w2)[h, k]
Where Ψ : X∗ → X∗∗ is a Topological Homeomorphism and Φ : X∗ → X∗∗ is a linear compact
bounded operator. We fix same index, (wn1 , w
n
2 ) ⇀ (w1, w2). So by compactness of operator
Φ , Φ(wn1 , w
n
2 ) → Φ(w1, w2) in X
∗∗. Ψ(wn1 , w
n
2 ) = J
′
ε(w
n
1 , w
n
2 ) + Φ(w
n
1 , w
n
2 ). So Ψ(w
n
1 , w
n
2 ) →
J ′ε(w
n
1 , w
n
2 ) + Φ(w
n
1 , w
n
2 ). As Ψ
−1 is continuous, (wn1 , w
n
2 )→ Ψ
−1Φ(w1, w2) = (w¯1, w¯2).

Proposition 2.1. The Dual functional Jε has a non trivial mountain-pass critical point (w1, w2)
with Jε(w1, w2) = Cε.
Proof. From lemma 2.2 , lemma 2.3 and Mountain pass lemma, we obtained a nontrivial critical
point of Jε. From the dual pairing Kpw2 = vε, Kqw1 = uε, it is straight forward to see that
Jε(w1, w2) = Cε = I(uε, vε). 
8 ALOK KUMAR SAHOO AND BHAKTI BHUSAN MANNA
It is straightforward to check that (2.1) does not have any nontrivial constant solution for
small ε. Now using the similar line of proof in Lemma 3.1 and Proposition 3.1 of [5] we get the
solutions (uε, vε) are positive, and the corresponding energy functional satisfies
Lemma 2.4.
C∗ε = inf
W∈X∗
sup
t∈(0,∞)
Jε(tW ).
Then C∗ε = Cε
Lemma 2.5. For ε small enough, there exists a constant C > 0 independent of ε, with
max{‖uε‖∞ , ‖vε‖∞} ≤ C
Proof. Basically proof is based on two different cases and in each case we will use Blow-up argu-
ment to apply Liouville-type result for elliptic system as in [10] . We argue by contradiction. Sup-
pose up to a subsequence un := uεn and vn := vεn , such that max{‖un‖∞ , ‖vn‖∞} → ∞. From
regularity theory, solutions are Holder continuous, so there exist xn, yn such that un(xn) = ‖un‖∞
and vn(yn) = ‖vn‖∞. Let’s assume that un(xn) = ‖un‖∞ → ∞ and up to a subsequence
xn → x0 ∈ Ω¯.
Let x0 ∈ Ω, Choose a positive sequence λn and constants β1, β2 such that λ
β1
n ‖un‖∞ = 1
and λβ2n ‖vn‖∞ = 1. So λn → 0. Define Ω˜ :=
Ω−xn
εnλn
w1,n(y) = λ
β1
n un(εnλny + xn), w2,n(y) = λ
β2
n vn(εnλny + xn), y ∈ Ω˜
w1,n(y) and w2,n(y) satisfy following pde,
∆w1,n(y) + λ
2
nc(εnλny + xn)w1,n(y) = b(εnλny + xn)λ
β1+2−β2q
n w
p
2,n(y).
∆w2,n(y) + λ
2
nc(εnλny + xn)w2,n(y) = b(εnλny + xn)λ
β2+2−β1p
n w
p
1,n(y).
Set β1 =
2(1+q)
pq−1 and β2 =
2(1+p)
pq−1
(2.10)
{
∆w1,n(y) + λ
2
nc(εnλny + xn)w1,n(y) = b(εnλny + xn)w
p
2,n(y).
∆w2,n(y) + λ
2
nc(εnλny + xn)w2,n(y) = a(εnλny + xn)w
p
1,n(y).
w1,n(y)→ w1 in C
2,α
loc (R
n) so as n→∞,
(2.11)
{
∆w1(y) = b(x0)w
p
2(y).
∆w2(y) = a(x0)w
p
1(y).
Has only trivial solution which contradicts to the fact, w1,n(0) = 1 = w1(0). Now, if x0 ∈ ∂Ω
then we will use boundary flattening to achieve same result for half space.

93. Preliminary estimates
Let uε, vε ∈ H be any ground-state solutions for system (2.1). Then uε > 0, vε > 0 and we let
xε ∈ Ω¯ be such that
max
Ω¯
uε = uε(xε).
Let us fix a sequence εj in such a way that xj := xεj → x0 ∈ Ω¯ and zj → z0 ∈ ∂Ω where zj ∈ ∂Ω
such that
dj := dist(xj , ∂Ω) = |xj − zj |
We denote uj := uεj and vj := vεj . The re-scaled solutions
(3.1) u¯j(x) := uj(εjx+ xj), v¯j(x) := vj(εjx+ xj), x ∈ Ωj :=
1
εj
(Ω− xj)
solve the system
(3.2)


−∆u¯j + c(εjx+ xj)u¯j = b(εjx+ xj)v¯
q
j , and
−∆v¯j + c(εjx+ xj)v¯j = a(εjx+ xj)u¯
p
j in Ωj
u¯j > 0, v¯j > 0 in Ωj, and
∂u¯j
∂ν
= 0 =
∂v¯j
∂ν
on ∂Ωj
Furthermore, the corresponding energy functional of 3.2 takes in Cartesian coordinates the
form.
Ij(uj , vj) =∫
Ωj
〈∇uj ,∇vj〉+ c(xj + εjx)ujvj − a(xj + εjx)F (uj)− b(xj + εjx)G(vj)dx(3.3)
where F (x) = x
p+1
p+1 and G(x) =
xq+1
q+1 . The critical points of the functional (3.3) are now the
solutions of the following system of equations and by Lp and the Schauder estimate, we have the
convergence in H1(Rn) and in C2loc(R
n) to a nonzero solution of the limit system
(3.4)
{
−∆u+ c(x0)u = b(x0)v
q, and
−∆v + c(x0)v = a(x0)u
p in U
where U is the open set U = {x ∈ Rn : 〈x, n(x0)〉 < ρ0}, where
ρ0 = lim
j→∞
ρj, ρj := dj/εj
The corresponding energy functional is
(3.5) I|x0|(u, v) =
∫
U
[
〈∇u,∇v〉 + c(x0)uv − a(x0)F (u) − b(x0)G(v)
]
dx
Without loss of generality we can take U = Rn+. Then as in [4] we have the following lemma:
Lemma 3.1. limj→∞ ρj = 0.
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Now we consider the change of variable
U(x) =
(
b(x0)
c(x0)
)α1 (a(x0)
c(x0)
)β1
u(
x√
c(x0)
)(3.6)
V (x) =
(
b(x0)
c(x0)
)α2 (a(x0)
c(x0)
)β2
v(
x√
c(x0)
)(3.7)
where α1 =
1
(pq−1) , α2 =
p
(pq−1) , β1 =
q
(pq−1) and β2 =
1
(pq−1) . Then we have
∆u =
(
b(x0)
c(x0)
)−α1 (a(x0)
c(x0)
)−β1
c(x0)∆U
∆v =
(
b(x0)
c(x0)
)−α2 (a(x0)
c(x0)
)−β2
c(x0)∆V ,
and the system (3.4) takes the form
(3.8)


−∆U + U = V q, and −∆V + V = Up in Rn+
U > 0, U > 0 in Rn+, and
∂U
∂ν
= 0 =
∂V
∂ν
on ∂Rn+.
We denote the energy
(3.9) I∞(u, v) =
∫
Rn+
[
〈∇u,∇v〉 + uv − F (u)−G(v)
]
dx
and
(3.10) Λ(x) =
(
b(x)
c(x)
)−α1−α2 (a(x)
c(x)
)−β1−β2
(c(x))1−
n
2
Under the above change of variable, the first term for the energy (3.5) takes the form :∫
Rn+
[
〈∇u,∇v〉
]
dx
=
∫
Rn+
[(b(x0)
c(x0)
)−α1−α2 (a(x0)
c(x0)
)−β1−β2
〈∇U(
√
c(x0)x),∇V (
√
c(x0)x)〉
]
dx
=
∫
Rn+
(
b(x0)
c(x0)
)−α1−α2 (a(x0)
c(x0)
)−β1−β2 [
c(x0)〈∇U,∇V 〉
]
(c(x0))
−n
2 dx
=Λ(x0)
∫
Rn+
〈∇U,∇V 〉dx
Similar calculation implies:∫
Rn+
a(x0)F (u)dx = Λ(x0)
∫
Rn+
F (U)dx
∫
Rn+
b(x0)G(v)dx = Λ(x0)
∫
Rn+
G(V )dx
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These calculations show that the energy functional changes to
I|x0|(u, v) =
(
b(x0)
c(x0)
)−α1−α2 (a(x0)
c(x0)
)−β1−β2
(c(x0))
1−n
2 I∞(U, V )(3.11)
= Λ(x0) I∞(U, V )
It is well known (see [12]) that all strong positive solutions of (3.8) are radially symmetric,
and there exists a ground state radially symmetric solution U, V of (3.8) such that U(x) = U(|x|)
and V (x) = V (|x|), satisfying the decay estimates
(3.12) |DαU(x)|, |DαV (x)| ≤ C exp(−δ|x|),
for some c, δ > 0 and for all |α| ≤ 2.
Lemma 3.2. Let uj, vjs be the solutions of 3.2. Then
(a) There exists C, ε0 > 0 such that for any 0 < ε ≤ ε0 ,uj has a maximum point xj satisfying
dist(xj , ∂Ω) ≤ Cε
(b) xj ∈ ∂Ω for j sufficiently large.
(c) xj is also the unique max point of vj for j sufficiently large.
Proof. Using the method of contradiction, the proof follows merely as Theorem 2.1 and Theorem
4.1 of [19]. 
4. Upper Energy estimation
Theorem 4.1. Let (uε, vε) be a minimal energy solution of system (3.2) with the corresponding
functional (3.3). Then we have
(4.1) cεj ≤ ε
n
j
(
Λ(x0) I∞(u, v)− εj [(n− 1)H(x0)γ + η] + o(εj)
)
for j sufficiently large.
let xj ∈ ∂Ω is the point of maximum of (uj , vj) the solution of 3.2, with limit x0 ∈ ∂Ω. With-
out loss of generality we can assume x0 = 0 and the inner normal at x0 to ∂Ω directed towards
positive xn-axis.
Then there exists neighborhood Bδ1(0) of 0 in R
n, B˜δ2(0) of 0 in R
n−1 and a map ψ : B˜δ2(0)→
R such that ∂Ω ∩Bδ1(0) is the graph of ψ. Now define a map Φ : B˜δ2(0)× R→ R
n by
Φj(y) =


yj − yn
∂ψ
∂xj
(y′) for j = 1, 2, . . . , n− 1
yn + ψ(y
′) for j = n
(4.2)
Since ∇ψ(0) = 0, we note that DΦ(0) = Id and hence Φ is locally invertible at 0 i.e. there exists
balls Bδ(0) , Bδ′(0) and a map Ψ : Bδ′(0)→ Bδ(0) such that Ψ = Φ
−1 and DΨ(0) = DΦ(0)−1.
Now let us take Ωj :=
Ω−x0
εj
and for x ∈ Ωj define y = εjx + x0 ∈ Ω and w = Ψ(y) =
Ψ(εjx+x0) ∈ R
n for y ∈ domain of Ψ and z = wεj =
Ψ(y)
εj
=
Ψ(εjx+x0)
εj
. Then note that y = Φ(εjz)
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let χ ∈ C∞(Rn,R) is radially symmetric, χ = 1 in B(0, δ) and χ = 0 in Rn\B(0, 2δ). For a
small δ > 0, such that B = B+(0, 2δ) subset of domain of Φ. Define for x ∈ Ωj ∩B+(0, 2δ)
uj(x) = u
(Ψ(εjx+ x0)
εj
)
χ(Ψ(εjx+ x0)
vj(x) = v
(Ψ(εjx+ x0)
εj
)
χ(Ψ(εjx+ x0)
Where (u, v) solves the limit problem 3.4 over Rn+.
It has been shown in appendix (A) that uj , vj ∈ H
1(Ωj) and they solves following PDE over
Ωj
(4.3)


−∆uj + c(x0)uj = b(x0)v
q
j + µj(x),
−∆vj + c(x0)vj = a(x0)u
p
j + νj(x) in Ωj
u > 0, v > 0 in Ωj, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ωj
Where µj and νj are given in 7.3 and 7.4.
Let H(p) denote the mean curvature of ∂Ω at the point p then we have ∆ψ(0) = (n− 1)H(0)
and
(4.4) |D(Φ(y))| = 1− (n − 1)H(0)yn +O(|y|
2).
We denote the energy Ij(uj , vj)
=
∫
Ωj
[
〈∇uj ,∇vj〉+ c(x0 + εjx)ujvj − a(x0 + εjx)F (uj)− b(x0 + εjx)G(vj)
]
dx
By application of 4.3 we have,
=
∫
Ωj
[1
2
b(x0)g(vj)vj −G(vj)b(x0 + εjx)
]
+
1
2
[
µjvj + νjuj
]
+
[1
2
a(x0)f(uj)uj − F (uj)a(x0 + εjx)
]
+
[
ujvjc(εjx+ x0)− c(x0)ujvj
]
For very small |x|,
a(εjx+ x0) = a(x0) + εj < ∇a(x0), x > +o(εj)(4.5)
b(εjx+ x0) = b(x0) + εj < ∇b(x0), x > +o(εj)(4.6)
c(εjx+ x0) = c(x0) + εj < ∇c(x0), x > +o(εj)(4.7)
Lemma 4.1.∫
Ωj
1
2
a(x0)f(uj)uj − F (uj)a(x0 + εjx)dx
=
∫
Rn+
a(x0)
(1
2
f(u)u− F (u)
)
dx− εj
(
(n− 1)H(x0)γ(f) + η(f)
)
+ o(εj).
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Where γ(f) and η(f) given by
γ(f) := a(x0)
∫
Rn+
(1
2
f(u)u− F (u)
)
xndx
η(f) :=
∫
Rn+
F (u) < a′(x0), x > dx
Proof. By application of (4.5), we have
∫
Ωj
1
2
a(x0)f(uj)uj − F (uj)a(x0 + εjx)dx
=
∫
Ωj
1
2
a(x0)f(uj)uj − F (uj)
[
a(x0) + εj < a
′(x0), x > +o(εj)
]
dx
=
∫
Ωj
([
1
2
f(uj)uj − F (uj)
]
a(x0)− F (uj)εj < a
′(x0), x > +o(εj)
)
dx.
Consider the first part of above integral. Note that for the change of variable z =
Ψ(εjx+x0)
εj
equivalent to x =
Φ(εjz)−x0
εj
one has
dx = [1− εj(n− 1)H(x0)zn +O(|εjz|
2)]dz
set K(x0) := (n− 1)H(x0) and we have
∫
Ωj
[
1
2
f(uj(x))uj(x)− F (uj(x))
]
dx
(p− 1)
2(p + 1)
∫
B+(0,2δ/εj )
(
u(z)χ(εjz)
)p+1
(1− εj(n− 1)H(x0)zn +O(|εjz|
2))dz
=
(p− 1)
2(p + 1)
∫
B+(0,
δ
εj
)
(
u(z)
)p+1
(1− (n− 1)H(x0)znεj +O(|εjz|
2))dz
+
(p− 1)
2(p + 1)
∫
B+(0,
2δ
εj
)\B+(0,
δ
εj
)
(
u(z)χ(εjz)
)p+1
(1− (n− 1)H(x0)znεj)dz
As we already seen (u, v) has exponential decay. By straight-froward calculation, we have
∫
Ωj
[
1
2
f(uj(x))uj(x)− F (uj(x))
]
dx
=
(p− 1)
2(p + 1)
∫
Rn+
up+1(z)[1 − εj(n− 1)H(x0)zn]dz + o(εj)(4.8)
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For the second term,∫
Ωj
up+1j (x) < a
′(x0), x > dx
=
∫
B+(0,2δ/εj )
(
u(z)χ(εjz)
)p+1
(1− εjK(x0)zn) < a
′(x0),
Φ(εjz)− x0
εj
> dz
=
∫
B+(0,
δ
εj
)
(
u(z)
)p+1
(1−K(z0)znεj) < a
′(x0), εjz) > dz + o(εj)
=
∫
B+(0,
δ
εj
)
(
u(z)
)p+1
(1− εjK(x0)zn) < a
′(x0), εjx > dz + o(εj)
=εj
∫
Rn+
(
u(z)
)p+1
< a′(x0), x > dz + o(εj)(4.9)
Hence lemma follows from 4.8 and 4.9. 
As in lemma 4.1, in similar way we define the following estimations,
γ(g) := b(x0)
∫
Rn+
(1
2
g(v)v −G(v)
)
x3dx
η(g) :=
∫
Rn+
G(v) < b′(x0), x > dx
Θ :=
∫
Rn+
uv < c′(x0), x > dx
Lemma 4.2.
(1)
∫
Ωj
[1
2
b(x0)g(vj)vj −G(vj)b(x0 + εjx)
]
dx
=
∫
Rn+
b(x0)
(1
2
g(v)v −G(v)
)
dx− εj
(
(n− 1)H(x0)γ(g) + η(g)
)
+ o(εj)
(2)
∫
Ωj
[
ujvjc(εjx+ x0)− c(x0)ujvj
]
dx = εjΘ+ o(εj)
From (7.3) and (7.4), we have a following result.
Lemma 4.3. ∫
Ωj
[
µjvj + νjuj
]
dx = 2εj(n− 1)H(x0)(ξ − τ) + o(εj)
where ξ =
∫
Rn+
∂u
∂zk
(z) ∂v∂zk (z)zndz for any 1 ≤ k ≤ n− 1 and τ =
∫
∂Rn+
uvdσ
Combining all the above Lemmas, we get
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Lemma 4.4.
(4.10) Ij(uj , vj) = I|x0|(u, v) − εj [(n− 1)H(x0)γ + η] + o(εj)
where
(4.11) γ = γ(f) + γ(g)− 2ξ + 2τ, η = η(f) + η(g)−Θ
.
Lemma 4.5.
sup
E−
⊕
R+(uj ,vj)
Ij = Ij(uj , vj) + o(εj)
Proof. refer [ [3], lemma 3.3]

Proof of Theorem 4.1. From the way of construction of least energy solution and from lemma
2.4 , we have
Ij(u˜j , v˜j) ≤ sup
E−
⊕
R+(uj ,vj)
Ij
Where
u˜j(x) := uεj(εjx+ x0), v˜j(x) := vεj(εjx+ x0), x ∈ Ωj :=
1
εj
(Ω− x0)
with least energy solution (uεj , vεj ) to the problem (1.1). It is easy to see,
cε = ε
nIj(u˜j , v˜j).
Hence the theorem follows.

5. Lower Energy estimation
Theorem 5.1. Let (uε, vε) be a minimal energy solution of system (1.1) with the corresponding
functional (1.5). Then we have
cεj ≥ ε
n
j
(
Λ(xj) I∞(u, v)− εj [(n− 1)H(xj)γ + η] + o(εj)
)
for ε sufficiently small.
As in the previous lemma, we can take a particular coordinate system such that xj = 0 and
the inner normal at xj to ∂Ω directed towards the positive xn axis. And we define ψ
j , Φj and
Ψj in a similar way such that
I. ∇ψj(0) = 0
II. DΦj(0) = Id and
III. (Ψj)−1 = Φj
Define,
u¯j(z) = u˜j
(Φj(εjz)− xj
εj
)
χ(Φj(εjz)− xj)
v¯j(x) = v˜j
(Φj(εjz)− xj
εj
)
χ(Φj(εjz)− xj) , z ∈ R
n
+.
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Where (u˜, v˜) solves the problem 3.2. Similarly as in Proposition 5.1 of [5] we get positive
constants c, θ such that
(5.1) u˜j(x) ≤ ce
−θ|x| and v˜j(x) ≤ ce
−θ|x|
Now from lemma8.3 we see that u¯j , v¯j ∈ H
1(Rn+) and they solve following PDE over R
n
+ with
neumann boundary condition.
(5.2)
{
−∆u¯j(z) + c(Φ
j(εjz))u˜j(x) = b(Φ
j(εjz))v˜
q
j (x) + µ¯j(z) and
−∆v¯j(z) + c(Φ
j(εjz))v¯j(x) = a(Φ
j(εjz))u˜
p
j (x) + ν¯j(z)
where x =
Φj(εjz)−xj
εj
and µ¯j(z) , ν¯j(z) is given in Lemma8.3.
Now note that
I|xj |(u¯j , v¯j) =
∫
Rn+
[
〈∇u¯j ,∇v¯j〉+ c(xj)u¯j v¯j − a(xj)F (u¯j)− b(xj)G(v¯j)
]
dx
=
∫
Rn+
b(Φj(εjx))
(1
2
g(v¯j)v¯j −G(v¯j)
)
+ a(Φj(εjx))
(1
2
f(u¯j)u¯j − F (u¯j)
)
+
1
2
(
µ¯j v¯j + u¯j ν¯j
)
+
(
c(xj)− c(Φ
j(εjz))
)
u¯j v¯j
−
(
a(xj)− a(Φ
j(εjz))
)
F (u¯j)−
(
b(xj)− b(Φ
j(εjz))
)
G(v¯j) + o(εj)
Lemma 5.1. ∫
Rn+
[1
2
g(v¯j)v¯jb(Φ
j(εjz))− b(Φ
j(εjz))G(v¯j)
]
dz
=
∫
Ωj
(
1
2
g(v˜j)v˜j −G(v˜j)
)
b((εjx+ xj))dx
+ εj(n− 1)H(xj)b(xj)
∫
Rn+
(1
2
g(v)v −G(v)
)
zndz + o(εj)
Proof. ∫
Rn+
[1
2
b(Φj(εjz))g(v¯j)v¯j − b(Φ
j(εjz))G(v¯j)
]
dz
=
[1
2
−
1
q + 1
] ∫
Rn+
b(Φj(εjz))v¯
q+1
j dz
=
[1
2
−
1
q + 1
] ∫
Rn+
b(Φj(εjz))v˜
q+1
j
(Φj(εjz)− xj
εj
)
χq+1(Φj(εjz)− xj)dx
Under the change of variable Φj(εjz) − xj = εjx, dz = (1 + ynK(xj) + o(|y|)dx, K(xj) :=
(n− 1)H(xj) we get
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=
∫
Ωj∩B(0,
2δ
εj
)
b(εjx+ xj)v˜
q+1
j (x)χ
q+1(εjx)[1 + εjxnK(xj) +O(|εjx|
2)]dy
=
∫
Ωj∩B(0,
δ
εj
)
b(εjx+ xj)v˜
q+1
j (x)[1 + εjxnK(xj) +O(|εjx|
2)]dx
+ ε−n
∫
Ωj∩[B(0,
2δ
εj
)\B(0, δ
εj
)]
b(εjx+ xj)v˜
q+1
j (x)χ
q+1(εjx)[1 + εjxnK(xj)]dx
=
∫
Ωj
b(εjx+ xj)v˜
q+1
j (x)[1 + εjxnK(xj) +O(|εjx|
2)]dx
−
∫
Ωj∩(b(0,
δ
εj
))c
b(εjx+ xj)v˜
q+1
j (x)[1 + εjxnK(xj) +O(|εjx|
2)]dx
+
∫
Ωj∩[b(0,
2δ
εj
)\b(0, δ
εj
)]
b(εjx+ xj)v˜
q+1
j (x)χ
q+1(εjx)[1 + εjxnK(xj) + o(εj)]dx
=
∫
Ωj
b(εjx+ xj)v˜
q+1
j (x)dx+ εj(n− 1)H(xj)
∫
Ωj
b(εjx+ xj)v˜
q+1
j (x)xn + o(εj)
Consider the second term,∫
Ωj
b(εjx+ xj)v˜
q+1
j (x)xndx
=
∫
Ωj∩b(0,
δ
εj
)
b(εjx+ xj)v˜
q+1
j (x)χ(xεj)xndx+ o(εj)
=
∫
Rn+∩b(0,
λ
εj
)
b(Φj(εjz))v˜
q+1
j
(Φj(εjz)− zj
εj
)
[Φjn(εjz)− (zj)n]|DΦ
j(εjz)|dz
We shall use the following expansions:
|DΦj(εjz)| = [1−K(xj)znεj + o(εj)]
b(Φj(εjx)) = b(xj) + εj < B
′(xj), z > +o(εj)
[Φjn(εjz)− (xj)n] = znεj + o(εj).
=
∫
Rn+∩b(0,
λ
εj
)
b(xj)v˜
q+1
j
(Φj(εjz)− xj
εj
)
zndz + o(εj)
=
∫
Rn+∩b(0,
λ
εj
)
b(xj)v˜
q+1
j
(Φj(εjz)− xj
εj
)
χ(Φj(εjz)xndx+ o(εj)
=
∫
Rn+
b(xj)v
q+1(x)zndx+ o(εj) =
∫
Rn+
b(xj)v
q+1(x)zndx+ o(εj)
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
Hence in a similar way,
Lemma 5.2. ∫
Rn+
[1
2
f(u¯j)u¯ja(Φ
j(εjz))− a(Φ
j(εjz))F (u¯j)
]
dz
=
∫
Ωj
(
1
2
−
1
p+ 1
)
u˜p+1j a((εjz + xj))dz
+ εjK(xj)a(xj)
∫
Rn+
(
1
2
−
1
p+ 1
)
up+1zndz + o(εj)
Lemma 5.3.
(i)
∫
Rn+
u¯j v¯j
[
c(xj)− c(Φ
j(εjz))
]
dz = −εj
∫
Rn+
uv < ∇c(xj), z > dz + o(εj)
(ii)
∫
Rn+
G(v¯j)
[
b(Φj(εjz))− b(xj)
]
dz = εj
∫
Rn+
G(v) < B′(xj), z >
]
dz
(iii)
∫
Rn+
F (u¯j)
[
a(Φj(εjz))− a(xj)
]
dz = εj
∫
Rn+
F (u) < A′(xj), z >
]
dz
And from lemma8.4 and Lemma8.5 we get:
Lemma 5.4. ∫
Rn+
[
µ¯j v¯j + ν¯j u¯j
]
dx = −2εjK(xj)(ξ − τ) + o(εj)
where ξ :=
∫
Rn+
∂u
∂zk
(z) ∂v∂zk (z)zndz for any 1 ≤ k ≤ n− 1 and τ :=
∫
∂Rn+
uvdσ
I|xj |(u¯j , v¯j)
=Ij(u˜j , v˜j) + εj [K(xj)(γ(f) + γ(g) − 2ξ + 2τ) + (η(f) + η(g) −Θ)] + o(εj)
=Ij(u˜j , v˜j) + εj [K(xj)γ + η] + o(εj).
At the end of this section, We recall a result from [3] to conclude the whole ideas.
Lemma 5.5.
(5.3) I|xj |(u, v) ≤ I|xj |(u¯j , v¯j) + o(εj).
Proof. Proof follows from [[3],lemma 4.1].

Proof of Lemma5.1. From Lemma5.5,
19
I|xj|(u, v) ≤ Ij(u˜j , v˜j) + εj [K(xj)γ + η] + o(εj)
Ij(u˜j , v˜j) ≥ I|xj|(u, v) − εj [K(xj)γ + η] + o(εj)
cε ≥ ε
n[I|xj |(u, v) − εj [K(xj)γ + η] + o(εj)]
Hence we have lower estimate.

proof of Theorem 1.1.
Case (I): Note if Λ is non constant and xj converges to x0 we get from lemma4.1 and lemma5.1
that the point of concentration is at the minimum point of the function Λ.
Case (II): If Λ is constant then from the first order approximation of the energy cεj and using
the fact that xj → x0, we get the point of concentration x0, which minimizes the function
H(x)γ(x) + η(x) in ∂Ω. 
6. Applications: Concentration on higher dimensional orbits
Now we shall apply theorem1.1 to prove the theorems 1.2 and 1.3.
To prove 1.2 recall the only spheres which have group structure are S0, S1, S3, S7, S15 (Hurwitz,
1898). And using the group structure one has the following classical Hopf fibration:
S0 →֒ S1 → RP1 S1 →֒ S3 → CP1 ≡ S2
S3 →֒ S7 → HP1 ≡ S4 S7 →֒ S15 → OP1 ≡ S8
where RP,CP,HP,OP are real, complex, quaternionic and octonionic projective spaces respec-
tively. If π is the corresponding Hopf maps in the above then π is Harmonic Morphism, i.e. (J.
C. Wood [25])
∆S3 −→ ∆S2
∆S7 −→ ∆S4
∆S15 −→ ∆S8
And one can easily determine the map π reduces the system 1.3 to the following
(6.1)


−ε2∆u+
1
2 |x|
u =
1
2 |x|
vq, − ε2∆v +
1
2 |x|
v =
1
2 |x|
up in Ω
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ω
where Ω = (a
2
2 ,
b2
2 )× S
m−1, m = 3, 5, 9 (for details see[7]).
proof of Theorem 1.2.
We observe that the equation 6.1 is an anisotropic system with coefficients a(x) = b(x) = c(x) =
1
2|x| which gives Λ(x) = (2 |x|)
n/2−1 for n = 3, 5, 9 As this function attains infimum in the inner
boundary of the annulus we have from the main result the point of concentration for the reduced
problem is on the inner boundary. And hence the corresponding solution for the original problem
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concentrates on the corresponding 1, 3, and 7-dimensional spheres lying on the inner boundary
of A respectively. 
Now consider the following equation with weights:
(6.2)


−ε2∆u+ u = |x|β vq, and − ε2∆v + v = |x|α up in A
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂A
where A is the annulus A = {x ∈ R4 : 0 < a < |x| < b}, α, β any real number. The exponents
p, q satisfy p, q > 1 and
(6.3)
1
p+ 1
+
1
q + 1
>
1
3
We look for the solutions (uε, vε) which are invariant under S
1 action i.e. in the space:
H1♯ (A) = {u ∈ H
1(A) : u(Tτ (z)) = u(z),∀τ ∈ [0, 2π)}.(6.4)
where Tτ is the following fixed point free one parameter group action on A
(6.5) Tτ (z) = z(r, t, θ1 + τ, θ2 + τ)
for τ ∈ [0, 2π). And the co-ordinate system we consider here is A = I ×r S
3.
Using the S1 action we get the following reduced equation (similarly as in [6])
(6.6)


−ε2∆u+
u
2 |x|
=
vq
(2 |x|)1−
β
2
, and − ε2∆v +
v
2 |x|
=
up
(2 |x|)1−
α
2
in Ω
u > 0, v > 0 in Ω, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ω
where Ω = {x ∈ R3 : a
2
2 ≤ |x| ≤
b2
2 }
Note that the equation 6.6 is the anisotropic problem 1.1 with a(x) = (2 |x|)1−
α
2 , b(x) =
(2 |x|)1−
β
2 and c(x) = (2 |x|)−1. And hence we get Λ(x) = |x|
pq−1−α(q+1)−β(p+1)
pq−1 .
Now we can conclude from Theorem1.1
proof of Theorem 1.3.
Case (i): Under the assumption 2α(p + 1) + 2β(q + 1) > pq − 1 the minimum of Λ(x) occurs at
the outer boundary of Ω, i.e at r = b
2
2
Case (ii): Under the assumption 2α(p+ 1) + 2β(q +1) < pq− 1 the minimum of Λ(x) occurs at
the inner boundary of Ω, i.e at r = a
2
2
Case (iii): For the exponents satisfying α(q+1)+β(p+1) = pq−1, note that Λ becomes constant
and we go for the first order approximation to locate the concentration. And we get the point
of concentration for the reduced problem (6.6) maximizes H(x)γ(x) + η(x) in ∂Ω. Accordingly
we get the circle of concentration as the orbit of this point. 
7. Appendix A
7.1. Calculation of µj and νj : let y = εjx+ x0 and w = Ψ(y) and z =
w
εj
,
∂uj(x)
∂xi
=
[ ∂u
∂zl
(z)
∂Ψl
∂yi
(y)
]
χ(w) + εju(z)
[ ∂χ
∂wl
(w)
∂Ψl
∂yi
(y)
]
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And hence
∂2uj(x)
∂x2i
=
[ ∂2u
∂zl∂zk
(z)
∂Ψk
∂yi
(y)
∂Ψl
∂yi
(y) + εj
∂u
∂zl
(z)
∂2Ψl
∂y2i
(y)
]
χ(w)
+ 2εj
[ ∂u
∂zl
(z)
∂Ψl
∂yi
(y)
][ ∂χ
∂wk
(w)
∂Ψk
∂yi
(y)
]
+ ε2ju(z)
[ ∂2χ
∂wl∂zk
(w)
∂Ψk
∂yi
(y)f∂Ψl∂yi(y) +
∂χ
∂wl
(w)
∂2Ψl
∂y2i
(y)
]
So we get
∆uj =
[ ∂2u
∂zl∂zk
∂Ψk
∂yi
∂Ψl
∂yi
]
χ(w) + εj
[ ∂u
∂zk
∂2Ψk
∂2zi
χ(w) + 2
∂u
∂zk
∂Ψk
∂yi
∂χ
∂wl
∂Ψl
∂yi
]
+ ε2ju
[ ∂2χ
∂wk∂wl
∂Ψk
∂yi
∂Ψl
∂yi
+
∂χ
∂wk
∂2Ψk
∂y2i
]
=(A1 + εjA2)χ(w) + εjA3 + ε
2
jA4 (say)(7.1)
Lemma 7.1. A1 = ∆u(z) + 2εj
∑n−1
k,l=1
∂2u
∂zl∂zk
∂2ψ
∂xk∂xl
(0)zn +O(|εjz|
2)
Proof. From [21, 24] we get:
For 1 ≤ k, l ≤ n− 1
n∑
i=1
∂Ψk
∂yi
(y)
∂Ψl
∂yi
(y)
=
n−1∑
i=1
(
δki +
∂2ψ
∂xi∂xk
(w′)wn
)(
δli +
∂2ψ
∂xl∂xi
(w′)wn
)
+
∂ψ
∂xk
∂ψ
∂xl
(w′) +O(|w|2)
= δkl + 2
∂2ψ
∂xk∂xl
(w′)wn +O(|w|
2)
= δkl + 2
∂2ψ
∂xk∂xl
(0)wn +O(|w|
2)
Similarly for 1 ≤ j ≤ n− 1 and k = n, using ∇ψ(0) = 0, we get
n∑
i=1
∂Ψn
∂yi
(y)
∂Ψl
∂yi
(y) = O(|w|2)
and for k = l = n we have
n∑
i=1
(∂Ψn
∂yi
(y)
)2
=
n−1∑
i=1
(
−
∂ψ
∂xi
(w)
)2
+ 1 +O(|w|2) = 1 +O(|w|2)
Hence from 3.12 we get
A1 = ∆u(z) + 2εj
n−1∑
k,l=1
∂2u
∂zl∂zk
∂2ψ
∂xk∂xl
(0)zn +O(|εjz|
2 e−δ|z|)

Using the fact ∆Ψk(0) = 0 and ∆Ψn(0) = −∆ψ(0) we get
Lemma 7.2. A2 = −
∂u
∂zn
(z)∆ψ(0) +O(|εjz| e
−δ|z|)
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Lemma 7.3. uj, vj satisfies
(7.2)


−∆uj + c(x0)uj = b(x0)v
q
j + µj(x),
−∆vj + c(x0)vj = a(x0)u
p
j + νj(x) in Ωj
u > 0, v > 0 in Ωj, and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ωj
where (with Einstein summation, 1 ≤ k, l ≤ (n− 1))
µj(x) = 2εj
∂2u
∂zl∂zk
(z)
∂2ψ
∂xk∂xl
(0)zn − εj
∂u
∂zn
(z)∆ψ(0) + ε2jO(|z|
2 e−δ|z|)(7.3)
νj(x) = 2εj
∂2v
∂zl∂zk
(z)
∂2ψ
∂xk∂xl
(0)zn − εj
∂v
∂zn
(z)∆ψ(0) + ε2jO(|z|
2 e−δ|z|)(7.4)
Proof. Using the fact u and v decays exponentially, 1 − χ vanishes in B(0, δ) we get the result
easily from 7.1, Lemma7.1 and Lemma7.2. 
Lemma 7.4.
ξ∆ψ(0) +O(εj) =
n−1∑
k,l=1
∂2ψ
∂xk∂xl
(0)
∫
Ωj
∂2u
∂zl∂zk
znvj(z)dx
=
n−1∑
k,l=1
∂2ψ
∂xk∂xl
(0)
∫
Ωj
∂2v
∂zl∂zk
znuj(z)dx
where ξ =
∫
Rn+
∂u
∂zk
(z) ∂v∂zk (z)zndz for 1 ≤ k ≤ n− 1
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Proof. Using the exponential decay estimate 3.12 we get∫
Ωj
∂2u
∂zl∂zk
(z)znvj(z)dx
=
∫
Ωj
∂2u
∂zl∂zk
(Ψ(εjx+ x0)
εj
)Ψn(εjx+ x0)
εj
v
(Ψ(εjx+ x0)
εj
)
χ(Ψ(εjx+ x0))dx
= ε−nj
∫
Ω
∂2u
∂zl∂zk
(Ψ(y)
εj
)Ψn(y)
εj
v
(Ψ(y)
εj
)
χ(Ψ(y))dy
= ε−nj
∫
Rn+
∂2u
∂zl∂zk
(w
εj
)wn
εj
v
(w
εj
)
χ(w) |det(DΦ(w))| dw
=
∫
Rn+
∂2u
∂zl∂zk
(z)znv(z)χ(εjz) |det(DΦ(εjz))| dz
=
∫
Rn+
∂2u
∂zl∂zk
(z)znv(z)χ(εjz)(1 − (n− 1)H(0)εjzn +O(|εjz|
2))dz
=
∫
Rn+
∂2u
∂zl∂zk
(z)znv(z)(1 − (n− 1)H(0)εjzn +O(|εjz|
2))dz
−
∫
Rn+\B(0,δ/εj )
∂2u
∂zl∂zk
(z)znv(z)(1 − (n− 1)H(0)εjzn +O(|εjz|
2))dz
+
∫
Rn+\B(0,δ/εj )
∂2u
∂zl∂zk
(z)znv(z)χ(εjz)(1 − (n − 1)H(0)εjzn +O(|εjz|
2))dz
=
∫
Rn+
∂2u
∂zl∂zk
(z)znv(z)(1 − εj(n− 1)H(0)zn))dz + o(εj)
Now for 1 ≤ k, l ≤ n− 1 we have
∫
Rn+
∂2u
∂zl∂zk
(z)znv(z)dz =
∫
Rn+
∂u
∂zl
(z)
∂v
∂zk
(z)zndz
hence using the symmetry in the integral we get
n−1∑
k,l=1
∂2ψ
∂xk∂xl
(0)
∫
Ωj
∂2u
∂zl∂zk
znvj(z)dx
=
n−1∑
k=1
∂2ψ
∂xk∂xl
(0)
∫
Rn+
∂u
∂zk
(z)
∂v
∂zk
(z)zndz
= ξ∆ψ(0)
Similar calculation shows the other equality. 
Lemma 7.5. ∫
Rn+
[ ∂u
∂zn
v + u
∂v
∂zn
]
dz =
∫
∂Rn+
uvdσ
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Proof. Proof is obvious from integration by parts formula. 
8. Appendix B
8.1. Calculation of µ¯j and ν¯j : let w = εjz and y = Φ(w) and x =
y−xj
εj
,
∂u¯j(z)
∂zi
=
[ ∂u˜
∂xl
(x)
∂Φl
∂yi
(w)
]
χ(εjx) + εju˜(x)
[ ∂χ
∂wl
(εjx)
∂Φl
∂yi
(w)
]
Then
∂2u¯j(z)
∂x2i
=
[ ∂2u˜
∂xl∂xk
(x)
∂Φk
∂wi
(w)
∂Φl
∂wi
(w) + εj
∂u˜
∂xl
(x)
∂2Φl
∂w2i
(w)
]
χ(εjx)
+ 2εj
[ ∂u˜
∂xl
(x)
∂Φl
∂yi
(y)
][ ∂χ
∂wk
(w)
∂Φk
∂yi
(y)
]
+ ε2j u˜(x)
[ ∂2χ
∂xl∂xk
(εjx)
∂Φk
∂wi
(w)
∂Φl
∂wi
(w) +
∂χ
∂xl
(εjx)
∂2Φl
∂w2i
(w)
]
Hence
∆u¯j =
[ ∂2u˜
∂xl∂xk
∂Φk
∂wi
∂Φl
∂wi
]
χ(εjx) + ε
2
j u˜
[ ∂2χ
∂xk∂xl
∂Φk
∂wi
∂Φl
∂wi
+
∂χ
∂xk
∂2Φk
∂w2i
]
+ εj
[ ∂u˜
∂xk
∂2Φk
∂2wi
χ(εjx) + 2
∂u˜
∂xk
∂Φk
∂wi
∂χ
∂xl
∂Φl
∂wi
]
=(A1 + εjA2)χ(w) + εjA3 + ε
2
jA4 (say)(8.1)
Lemma 8.1. A1 = ∆u˜(x) + 2εj
∑n−1
k,l=1
∂2u˜
∂xl∂xk
∂2ψ
∂zk∂zl
(0)zn +O(|εjz|
2)
Proof. From [21, 24] we get:
For 1 ≤ k, l ≤ n− 1
n∑
i=1
∂Φk
∂yi
(y)
∂Φl
∂yi
(y)
=
n−1∑
i=1
(
δki −
∂2ψ
∂xi∂xk
(y′)yn
)(
δli −
∂2ψ
∂xl∂xi
(y′)yn
)
+
∂ψ
∂xk
(y′)
∂ψ
∂xl
(y′) +O(|y|2)
= δkl − 2
∂2ψ
∂xk∂xl
(y′)yn +O(|y|
2)
= δkl − 2
∂2ψ
∂xk∂xl
(0)yn +O(|y|
2)
Similarly for 1 ≤ j ≤ n− 1 and k = n, using ∇ψ(0) = 0, we get
n∑
i=1
∂Φn
∂yi
(y)
∂Φl
∂yi
(y) = O(|y|2)
and for k = l = n we have
n∑
i=1
(∂Φn
∂yi
(y)
)2
=
n−1∑
i=1
( ∂ψ
∂xi
(y)
)2
+ 1 +O(|y|2) = 1 +O(|y|2)
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Hence from 3.12 we get
A1 = ∆u˜j(x)− 2εj
n−1∑
k,l=1
∂2u˜j
∂xl∂xk
∂2ψ
∂zk∂zl
(0)zn +O(|εjz|
2 e−θ|z|)

Lemma 8.2. A2 =
∂u˜j
∂zn
(z)∆ψ(0) +O(|εjz| e
−δ|z|)
Proof. A direct calculation shows that:
∆Φk(0) = 0 and ∆Φn(0) = ∆ψ(0).
hence A2 =
∂u˜j
∂zn
(z)∆ψ(0) +O(|εjz| e
−δ|z|)

Lemma 8.3. uj, vj satisfies
(8.2)


−∆u¯j + c(εjx+ xj)u˜j = b(εjx+ xj)v˜
q
j + µ¯j(z), in Ωj
−∆v¯j + c(εjx+ xj)v˜j = a(εjx+ xj)u˜
p
j + ν¯j(z) in Ωj
u > 0, v > 0 in Ωj , and
∂u
∂ν
= 0 =
∂v
∂ν
on ∂Ωj
where (with Einstein summation, 1 ≤ k, l ≤ (n− 1))
µ¯j(z) = −2εj
∂2u˜
∂xl∂xk
(x)
∂2ψ
∂zk∂zl
(0)zn + εj
∂u˜
∂xn
(x)∆ψ(0) + ε2jO(|z|
2 e−θ|z|)(8.3)
ν¯j(z) = −2εj
∂2v˜
∂xl∂xk
(x)
∂2ψ
∂xk∂xl
(0)zn + εj
∂v˜
∂xn
(x)∆ψ(0) + ε2jO(|z|
2 e−θ|z|)(8.4)
Proof. Using the fact u˜ and v˜ decays exponentially, 1−χ vanishes in B(0, δ) we get the result. 
Also using the C2loc convergence and by dominated convergence theorem we get the following
Lemma 8.4.
ξ∆ψ(0) +O(εj) =
n−1∑
k,l=1
∂2ψ
∂xk∂xl
(0)
∫
Rn+
∂2u˜
∂xl∂xk
(x)znv¯j(z)dz
=
n−1∑
k,l=1
∂2ψ
∂xk∂xl
(0)
∫
Rn+
∂2v˜
∂xl∂xk
(x)znu¯j(z)dz
where ξ =
∫
Rn+
∂u
∂zk
(z) ∂v∂zk (z)zndz for 1 ≤ k ≤ n− 1
Lemma 8.5. ∫
Rn+
[ ∂u˜j
∂xn
(x)v¯j(z) + u¯j(z)
∂v˜j
∂xn
]
dz =
∫
∂Rn+
uvdσ +O(εj)
Proof. Proof is obvious from integration by parts formula. 
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