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Abstract
We show that very weak topological assumptions are enough to ensure the existence of a Helly-
type theorem. More precisely, we show that for any non-negative integers b and d there exists
an integer h(b, d) such that the following holds. If F is a finite family of subsets of Rd such that
β˜i (
⋂G) ≤ b for any G ( F and every 0 ≤ i ≤ dd/2e−1 then F has Helly number at most h(b, d). Here
β˜i denotes the reduced Z2-Betti numbers (with singular homology). These topological conditions
are sharp: not controlling any of these dd/2e first Betti numbers allow for families with unbounded
Helly number.
Our proofs combine homological non-embeddability results with a Ramsey-based approach to
build, given an arbitrary simplicial complex K, some well-behaved chain map C∗(K)→ C∗(Rd).
1 Introduction
Helly’s classical theorem [Hel23] states that a finite family of convex subsets of Rd must have a point in
common if any d + 1 of the sets have a point in common. Together with Radon’s and Caratheodory’s
theorems, two other “very finite properties” of convexity, Helly’s theorem is a pillar of combinatorial
geometry. Along with its variants (eg. colorful or fractional), it underlies many fundamental results in
discrete geometry, from the centerpoint theorem [Rad46] to the existence of weak ε-nets [ABFK92] or
the (p, q)-theorem [AK95].
In the contrapositive, Helly’s theorem asserts that any finite family of convex subsets of Rd with
empty intersection contains a sub-family of size at most d+ 1 that already has empty intersection. This
inspired the definition of the Helly number of a family F of arbitrary sets. If F has empty intersection
then its Helly number is defined as the size of the largest sub-family G ⊆ F with the following properties:
G has empty intersection and any proper sub-family of G has nonempty intersection; if F has nonempty
intersection then its Helly number is, by convention, 1. With this terminology, Helly’s theorem simply
states that any finite family of convex sets in Rd has Helly number at most d+ 1.
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Helly already realized that bounds on Helly numbers independent of the cardinality of the family are
not a privilege of convexity: his topological theorem [Hel30] asserts that a finite family of open subsets
of Rd has Helly number at most d + 1 if the intersection of any sub-family of at most d members of
the family is either empty or a homology cell.1 Such uniform bounds are often referred to as Helly-type
theorems. In discrete geometry, Helly-type theorems were found in a variety of contexts, from simple
geometric assumptions (eg. homothets of a planar convex curve [Swa03]) to more complicated implicit
conditions (sets of line intersecting prescribed geometric shapes [Tve89, GHP+06, CGHP08], sets of
norms making a given subset of Rd equilateral [Pet71, Theorem 5], etc.) and several surveys [Eck93,
Wen04, Tan13] were devoted to this abundant literature. These Helly numbers give rise to similar
finiteness properties in other areas, for instance in variants of Whitney’s extension problem [Shv08] or
the combinatorics of generators of certain groups [Far09].
Many Helly numbers are established via ad hoc arguments, and decades sometimes go by before a
conjectured bound is effectively proven, as illustrated by Tverberg’s proof [Tve89] of a conjecture of
Gru¨nbaum [Gru¨58]. This is true not only for the quantitative question (what is the best bound? ) but
also for the existential question (is the Helly number uniformly bounded? ); in this example, establishing
a first bound [Kat86] was already a matter of decades. Substantial effort was devoted to identify general
conditions ensuring bounded Helly numbers, and topological conditions, as opposed to more geometric
ones like convexity, received particular attention. The general picture that emerges is that requiring
that intersections have trivial low-dimensional homotopy [Mat97] or have trivial high-dimensional ho-
mology [CGG14] is sufficient (see below for a more comprehensive account).
1.1 Problem statement and results
In this paper, we focus on the existential question and give the following new homological sufficient
condition for bounding Helly numbers. Throughout the paper, we consider homology with coefficients2
in Z2, and denote by β˜i(X) the ith reduced Betti number (over Z2) of a space X. Furthermore, we use
the notation
⋂F := ⋂U∈F U as a shorthand for the intersection of a family of sets.
Theorem 1. For any non-negative integers b and d there exists an integer h(b, d) such that the following
holds. If F is a finite family of subsets of Rd such that β˜i (
⋂G) ≤ b for any G ( F and every 0 ≤ i ≤
dd/2e − 1 then F has Helly number at most h(b, d).
Our proof, which we sketch in Subsection 1.4, hinges on a general principle, which we learned from
Matousˇek [Mat97] but which already underlies the classical proof of Helly’s theorem from Radon’s lemma,
to derive Helly-type theorems from results of non-embeddability of certain simplicial complexes. The
novelty of our approach is to examine these non-embeddability arguments from a homological point of
view. This turns out to be a surprisingly effective idea, as homological analogues of embeddings appear
to be much richer and easier to build than their homotopic counterparts. More precisely, our proof of
Theorem 1 builds on two contributions of independent interest:
• We reformulate some non-embeddability results in homological terms. We obtain a homological
analogue of the Van Kampen-Flores Theorem (Corollary 13) and, as a side-product, a homological
version of Radon’s lemma (Lemma 15). This is part of a systematic effort to translate various
homotopy technique to a more tractable homology setting. It builds on, and extends, previous
work on homological minors [Wag11].
• By working with homology rather than homotopy, we can generalize a technique of Matousˇek [Mat97]
that uses Ramsey’s theorem to find embedded structures. In this step, roughly speaking, we con-
struct some auxiliary (chain) map, with certain homological constraints, inductively by increasing
the dimension of the preimage complex while decreasing the size of it. This approach turned
out to be also useful in a rather different setting, regarding the (non-)embeddability of skeleta of
complexes into manifolds [GMP+15].
1By definition, a homology cell is a topological space X all of whose (reduced, singular, integer coefficient) homology
groups are trivial, as is the case if X = Rd or X is a single point. Here and in what follows, we refer the reader to standard
textbooks like [Hat02, Mun84] for further topological background and various topological notions that we leave undefined.
2The choice of Z2 as the ring of coefficient ring has two reasons. On the one hand, we work with the van Kampen
obstruction to prove certain non-embeddability results, and the obstruction is naturally defined either for integer coefficients
or over Z2 (it is a torsion element of order two). On the other hand, the Ramsey arguments used in our proof require
working over a fixed finite ring of coefficients to ensure a finite number of color classes (cf. Claim 1).
2
v1
v2
v3
v4
bv5 v6
v1
v2
v3
v4
v5
v6
Figure 1: The simplex ∆ (left) and the 1-skeleton of Γ′3 (right).
Our method also proves:
• A bound of d+ 1 on the Helly number of any family F of subsets of Rd such that β˜i (
⋂G) = 0 for
all G ( F and all i ≤ d (see Corollary 24), which generalizes Helly’s topological theorem as the sets
of F are, for instance, not assumed to be open. (In the original proof, this assumption is crucial
and used to ensure that the union of the sets must have trivial homology in dimensions larger than
d; this may fail if the sets are not open.)
• A bound of d+ 2 on the Helly number of any family F of subsets of Rd such that β˜i (
⋂G) = 0 for
all G ( F but only for i ≤ dd/2e − 1 (see Corollary 23).
In both cases the bounds are tight.
Quantitatively, the bound on h(b, d) that we obtain in the general case is very large as it follows from
successive applications of Ramsey’s theorems. The conditions of Theorem 1 relax the conditions of a
Helly-type theorem of Amenta [Ame96] (see the discussion below) for which a lower bound of b(d+ 1) is
known [Lar68]; a stronger lower bound is possible for h(b, d) (see Example 2) but we consider narrowing
this gap further to be outside the scope of the present paper. Qualitatively, Theorem 1 is sharp in the
sense that all (reduced) Betti numbers β˜i with 0 ≤ i ≤ dd/2e−1 need to be bounded to obtain a bounded
Helly number (see Example 3).
Example 2. First, we observe that for every d ≥ 2 there is a geometric simplicial complex Γd with d+ 2
vertices, embedded in Rd, such that every nonempty induced subcomplex L of Γd is connected and
satisfies β˜i(L) = 0 for i 6= d− 1 and β˜d−1(L) ≤ 1.
Indeed, we can take Γd to be the stellar subdivision of the d-simplex (i.e., the cone over the boundary
of the d-simplex): Among the vertices of Γd, d+ 1 of them, say v1, . . . , vd+1, form a d-simplex, and the
last one, say w, is situated in the barycenter of that simplex. The maximal simplices of Γd contain w and
d of the vertices vi. Given an induced subcomplex L, either L misses one of the v-vertices, and then L
is a k-simplex for some k ≤ d; or L contains all the vi, in which case either L = Γd or L is the boundary
of the simplex spanned by the vertices vi.
Now, let Γb,d be a complex that consists of b disjoint copies of Γd, embedded in Rd. For a vertex v of
Γb,d, let Uv be the union of all simplices of Γb,d not containing v (i.e., Uv is the geometric realization of the
induced subcomplex of Γb,d on all vertices but v). We define F to be the collection of all subcomplexes
Fv, where v ranges over all vertices of Γb,d. Thus, by construction, F contains b(d + 2) sets,
⋂F = ∅,
and for any nonempty proper subsystem G ⊂ F , the intersection ⋂G is nonempty, and by the properties
of Γd, the reduced Betti numbers of
⋂G are bounded by b.3
Example 3. Let us fix some k with 0 ≤ k ≤ dd/2e − 1. For n arbitrarily large, consider a geometric
realization in Rd of the k-skeleton of the (n − 1)-dimensional simplex (see [Mat03, Section 1.6]); more
3We remark that this construction can be further improved (at the cost of simplicity). For example, for d = 3, it
is possible to find a geometric simplicial complex Γ′3 with six vertices (instead of five) with properties analogous to Γ3:
Consider a simplex ∆ ⊆ R3 with vertices v1, v2, v3 and v4. Let b the barycenter of this simplex and we set v5 to be the
barycenter of the triangle v1v2b and v6 to be the barycenter of v3v4b. Finally, we set Γ′3 to be the subdivision of ∆ with
vertices v1, . . . , v6 and with maximal simplices 1245, 1235, 3416, 3426, 5613, 5614, 5623, and 5624 where the label ABCD
stands for conv{vA, vB , vC , vD}. One can check that this indeed yields a simplicial complex with the required properties.
See the 1-skeleton of Γ′3 in Figure 1. We believe that an analogous example can be also constructed for d ≥ 4.
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specifically, let V = {v1, . . . , vn} be a set of points in general position in Rd and consider all geometric
simplices σA := conv(A) spanned by subsets A ⊆ V of cardinality |A| ≤ k + 1.
Similarly as in the previous example, let Uj be the union of all the simplices not containing the
vertex vj , for 1 ≤ j ≤ n. We set F = {U1, . . . , Un}. Then,
⋂F = ∅, and for any proper sub-family
G ( F , the intersection ⋂G is either Rd (if G = ∅) or (homeomorphic to) the k-dimensional skeleton of
a (n − 1 − |G|)-dimensional simplex. Thus, the Helly number of F equals n. Moreover, the k-skeleton
∆
(k)
m−1 of an (m − 1)-dimensional simplex has reduced Betti numbers β˜i = 0 for i 6= k and β˜k =
(
m−1
k+1
)
.
Thus, we can indeed obtain arbitrarily large Helly number as soon as at least one β˜k is unbounded.
1.2 Relation to previous work
The search for topological conditions that ensure bounded Helly numbers started with Helly’s topological
theorem [Hel30] (see also [Deb70] for a modern version of the proof) and organized along several directions
related to classical questions in topology. Theorem 1 unifies topological conditions originating from two
different approaches:
• Helly-type theorem can be derived from non-embeddability results, in the spirit of the classical
proof of Helly’s theorem from Radon’s lemma. Using this approach, Matousˇek [Mat97] showed
that it is sufficient to control the low-dimensional homotopy of intersections of sub-families to
ensure bounded Helly numbers: for any non-negative integers b and d there exists a constant c(b, d)
such that any finite family of subsets of Rd in which every sub-family intersects in at most b
connected components, each (dd/2e − 1)-connected, has Helly number at most c(b, d). (We recall
that a topological space X is k-connected, for some integer k ≥ 0, if every continuous map Si → X
from the i-dimensional sphere to X, 0 ≤ i ≤ k, can be extended to a map Di+1 → X from the
(i + 1)-dimensional disk to X.) By Hurewicz’ Theorem and the Universal Coefficient Theorem
[Hat02, Theorem 4.37 and Corollary 3A.6], a k-connected space X satisfies β˜i(X) = 0 for all i ≤ k.
Thus, our condition indeed relaxes Matousˇek’s, in two ways: by using Z2-homology instead of the
homotopy-theoretic assumptions of k-connectedness4, and by allowing an arbitrary fixed bound b
instead of b = 0.
• Helly’s topological theorem can be easily derived from classical results in algebraic topology re-
lating the homology/homotopy of the nerve of a family to that of its union: Leray’s acyclic
cover theorem [Bre97, Sections III.4.13, VI.4 and VI.13] for homology, and Borsuk’s Nerve the-
orem [Bor48, Bjo¨03] for homotopy (in that case one considers finite open good covers5). More
general Helly numbers were obtained via this approach by Dugundji [Dug66], Amenta [Ame96]6,
Kalai and Meshulam [KM08], and7 Colin de Verdie`re et al. [CGG14]. The outcome is that if a
family of subsets of Rd is such that any sub-family intersects in at most b connected components,
each a homology cell (over Q), then it has Helly number at most b(d + 1). This therefore re-
laxes Helly’s original assumption by allowing intersections of sub-families to have β˜0’s bounded
by an arbitrary fixed bound b instead of b = 0. Theorem 1 makes the same relaxation for the
β˜1’s, β˜2’s, . . . β˜dd/2e−1’s and drops all assumptions on higher-dimensionnal homology, including
the requirement that sets be open (which is used to control the (> d)-dimensional homology of
intersections).
Let us highlight two Helly-type results that stand out in this line of research as not subsumed (qual-
itatively) by Theorem 1. On the one hand, Eckhoff and Nischke [EN09] gave a purely combinatorial
argument that derives the theorems of Amenta [Ame96] and Kalai and Meshulam [KM08] from Helly’s
convex and topological theorems. On the other hand, Montejano [Mon14] relaxed Helly’s original as-
sumption on the intersection of sub-families of size k ≤ d + 1 from being a homology cell into having
4We also remark that our condition can be verified algorithmically since Betti numbers are easily computable, at least
for sufficiently nice spaces that can be represented by finite simplicial complexes, say. By contrast, it is algorithmically
undecidable whether a given 2-dimensional simplicial complex is 1-connected, see, e.g., the survey [Soa04].
5An open good cover is a finite family of open subsets of Rd such that the intersection of any sub-family is either empty
or is contractible (and hence, in particular, a homology cell).
6The role of nerves is implicit in Amenta’s proof but becomes apparent when compared to an earlier work of Weg-
ner [Weg75] that uses similar ideas.
7The result of Colin de Verdie`re et al. [CGG14] holds in any paracompact topological space; Theorem 1 only subsumes
the Rd case.
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trivial d−k homology (so only one Betti number needs to be controlled for each intersection, but it must
be zero). These results neither contain nor are contained in Theorem 1.
We remark that another non-topological structural condition, known to ensure bounded Helly num-
bers, also falls under the umbrella of Theorem 1. As observed by Motzkin [Mot55, Theorem 7] (see
also Deza and Frankl [DF87]), any family of real algebraic subvarieties of Rd defined by polynomials of
degree at most k has Helly number bounded by a function of d and k (more precisely, by the dimen-
sion of the vector subspace of R[x1, x2, . . . , xd] spanned by these polynomials); since the Betti numbers
of an algebraic variety in Rn can be bounded in terms of the degree of the polynomials that define
it [Mil63, Tho65], this also follows from Theorem 1. We give some other examples in Section 1.3, where
we easily derive from Theorem 1 generalizations of various existing Helly-type theorems.
Note that Theorem 1 is similar, in spirit, to some of the general relations between the growth of
Betti numbers and fractional Helly theorems conjectured by Kalai and Meshulam [Kal04, Conjectures 6
and 7]. Kalai and Meshulam, in their conjectures, allow a polynomial growth of the Betti numbers in
|⋂G|. As the following example shows, Theorem 1 is also sharp in the sense that even a linear growth
of Betti numbers, already in R1, may yield unbounded Helly numbers. In particular, the conjectures of
Kalai and Meshulam cannot be strengthened to include Theorem 1.
Example 4. Consider a positive integer n and open intervals Ii := (i − 1.1; i + 0.1) for i ∈ [n]. Let
Xi := [0, n] \ Ii. The intersection of all Xi is empty but the intersection of any proper subfamily is
nonempty. In addition, the intersection of k such Xi can be obtained from [0, n] by removing at most k
open intervals, thus the reduced Betti numbers of such an intersection are bounded by k.
1.3 Further consequences
We conclude this introduction with a few implications of our main result.
New geometric Helly-type theorems. The main strength of our result is that very weak topological
assumptions on families of sets are enough to guarantee a bounded Helly number. This can be used to
identify new Helly-type theorems, for instance by easily detecting generalizations of known results, as
we now illustrate on two Helly-type theorems of Swanepoel.
A first example is given by a Helly-type theorem for hollow boxes [Swa99], which generalizes (quali-
tatively) as follows:
Corollary 5. For all integers s, d ≥ 1, there exists an integer h′(s, d) such that the following holds.
Let S be a set of s nonzero vectors in Rd, and let F = {U1, U2, . . . , Un} where each Ui is a polyhedral
subcomplex of some polytope Pi in Rd which can be obtained as an intersection of half-spaces with normal
vectors in S. Then F has Helly number at most h′(s, d).
Swanepoel’s result corresponds to the case S = {±e1,±e2, . . . ,±ed} where e1, . . . , ed form a basis of Rd.
Proof of Corollary 5. We verify the assumptions of Theorem 1, i.e., we consider a subfamily G = {Ui : i ∈
I} ⊆ F and we check that β˜i(
⋂G) is bounded by a function of s and d for any i ≥ 0 (to apply Theorem 1,
it would be sufficient to consider i ≤ dd/2e−1, but in the present setting, there is no difference in reasoning
for other values of i).
Let P = P(S) be the set of all polytopes which can be obtained as an intersection of half-spaces with
normal vectors in S. Let Pi ∈ P be a polytope such that Ui is a polyhedral subcomplex of Pi.
Let us consider the polytope P =
⋂
i∈I Pi. From the definition of P we immediately deduce that
P ∈ P. Moreover, the intersection U := ⋂G is a polyhedral subcomplex of P . (The faces U are of form⋂
i∈I σi where σi is a face of Ui; see [RS72, Exercise 2.8(5) + hint].)
Since P ∈ P we deduce that it has at most 2s facets. By the dual version of the upper bound theo-
rem [Zie95, Theorem 8.23], the number of faces of P is bounded by a function of s and d. Consequently,
β˜i(U) is bounded by a function of s and d, since U is a subcomplex of P .
A second example concerns a Helly-type theorem for families of translates and homothets of a convex
curve [Swa03], which are special cases of families of pseudo-circles. More generally, a family of pseudo-
spheres is defined as a set F = {U1, U2, . . . , Un} of subsets of Rd such that or any G ⊆ F , the intersection
∩(G) is homeomorphic to a k-dimensional sphere for some k ∈ {0, 1, . . . , d− 1} or to a single point. The
case b = 1 of Theorem 1 immediately implies the following:
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Corollary 6. For any integer d there exists an integer h(d) such that the Helly number of any finite
family of pseudo-spheres in Rd is at most h(d).
We note that the special case of Euclidean spheres falls under the umbrella of intersections of real
algebraic varieties of bounded degree, for which the Helly number is bounded as observed by Motzkin
and others, as discussed above [Mae89, DF87]. For the more general setting pseudo-spheres, however, the
above result is new, to the best of our knowledge. An optimal bound h(d) = d+ 1 as soon as the family
contains at least d+ 3 pseudo-spheres was obtained by Sosnovec [Sos15], after discussing the contents of
Corollary 6 with us.
Generalized linear programming. Theorem 1 also has consequences in the direction of optimization
problems. Various optimization problems can be formulated as the minimization of some function f :
Rd → R over some intersection ⋂ni=1 Ci of subsets C1, C2, . . . , Cn of Rd. If, for t ∈ R, we let Lt =
f−1 ((−∞, t]) and Ft = {C1, C2, . . . , Cn, Lt} then
min
x∈⋂ni=1 Ci f(x) = min
{
t ∈ R :
⋂
Ft 6= ∅
}
.
If the Helly number of the families Ft can be bounded uniformly in t by some constant h then there
exists a subset of h− 1 constraints Ci1 , Ci2 , . . . , Cih−1 that suffice to define the minimum of f :
min
x∈⋂ni=1 Ci f(x) = minx∈⋂h−1j=1 Cij f(x).
A consequence of this observation, noted by Amenta [Ame94], is that the minimum of f over C1∩C2∩. . .∩
Cn can
8 be computed in randomized O(n) time by generalized linear programming [SW92] (see de Loera
et al. [dLPS] for other uses of this idea). Together with Theorem 1, this implies that an optimization
problem of the above form can be solved in randomized linear time if it has the property that every
intersection of some subset of the constraints with a level set of the function has bounded “topological
complexity” (measured in terms of the sum of the first dd/2e Betti numbers). Let us emphasize that
this linear-time bound holds in a real-RAM model of computation, where any constant-size subproblems
can be solved in O(1)-time; it therefore concerns the combinatorial difficulty of the problem and says
nothing about its numerical difficulty.
1.4 Proof outline
Let us briefly sketch the proof of Theorem 1.
Consider the simplified setting where we have subsets A1, A2, . . . , A5 of R2 such that any four have
non-empty intersection and any three have path-connected intersection. Draw K5, the complete graph
on 5 vertices, inside the union of the five sets by picking points pi ∈ ∩j 6=iAj and connecting any two
points pu, pv inside the intersection ∩j 6=u,vAj . The (stronger form of the) non-planarity of K5 ensures
that two edges that share no vertex must cross, and the intersection point witnesses that ∩5i=1Ai is
non-empty (cf. Figure 3). This idea, more systematically, ensures that any family of planar sets with
path-connected intersections has Helly number at most 4.
Now consider subsets A1, A2, . . . , An of R2 such that the intersection of any proper subfamily is
nonempty and has at most b path-connected components. We can again pick pi ∈ ∩j 6=iAj . Two
points pu, pv may end up in different connected components of ∩j 6=u,vAj , but among any b + 1 points
pi1 , pi2 , . . . , pib+1 , two can be connected inside ∩j 6=i1,i2,...,ib+1Aj . We can thus still draw a large graph
inside the union, but each edge misses an extra set of Ai’s. A Ramsey-type argument ensures that for
n large enough, we can find a copy of K5 where each edge misses distinct extra sets, and therefore that
∩ni=1Ai is non-empty.
These arguments generalize to higher dimension: once we can draw pupv, pvpw and pupw inside the
intersection of some family of subsets, we can fill the triangle in that intersection if it is 1-connected
(in homotopy). More systematically, given a family of subsets of R2k whose proper intersections are
8This requires f and C1, C2, . . . , Cn to be generic in the sense that the number of minima of f over ∩i∈ICi is bounded
uniformly for I ⊆ {1, 2, . . . , n}.
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k-connected (in homotopy), we can draw ∆
(k)
2k+2 inside their union and find, via the Van Kampen-Flores
theorem, that the complete intersection is non-empty (and similarly in odd dimensions). This is, in
short, Matousˇek’s theorem [Mat97].
We extend Matousˇek’s approach to allow intersections to have
bounded but non-trivial homotopy in dimension 1 or more. The main
difficulty is that we may not be able to fill any elementary cycle: as illus-
trated on the right-hand figure, for n arbitrarily large, Kn can be drawn
in an annulus so that no triangle can be filled. There still exist cycles
that can be filled, for instance 2435; they are simply not boundaries of
triangles. Such cycles are more easily found by working with the addi-
tive structure of Z2-homology: the sum of any two homologous cycles
is a boundary (and therefore “fillable”), and many pairs of homologous
cycles exist because a bounded Betti number ensures a constant number
of homology classes.
1
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The key idea is, then, to look for sufficiently large sets of vertices where, as in the example above,
every triangle has the same Z2-homology, and to map the barycentric subdivision of a triangle to these
vertices (as described in Figure 7); the resulting sum of evenly many homologous simplices must be a
boundary. These large sets of vertices with homologous triangles exist as soon as the Betti number is
bounded: indeed, one can simply apply Ramsey’s theorem to the 3-uniform hypergraph on the vertices
where every triangle is “colored” by its homology class. This idea generalizes to arbitrary dimension.
Because of the switch to homology, we do not build a map of ∆
(k)
2k+2 into the target space Rd (d = 2k
or d = 2k − 1) but only a chain map from the simplicial chain complex of ∆(k)2k+2 into the singular chain
complex of Rd. Hence, we can no longer rely on the classical non-embeddability results and have to
develop homological analogs.
We set up our homological machinery in Section 2 (homological almost-embeddings, homological Van
Kampen-Flores Theorem, and homological Radon lemma). We then spell out, in Section 3, variations
of the technique that derives Helly-type theorems from non-embeddability. We finally introduce our
refinement of this technique and the proof of Theorem 1 in Section 4.
1.5 Notation
We assume that the reader is familiar with basic topological notions and facts concerning simplicial
complexes and singular and simplicial homology, as described in textbooks like [Hat02, Mun84]. As
remarked above, throughout this paper we will work with homology with Z2-coefficients unless explicitly
stated otherwise. Moreover, while we will consider singular homology groups for topological spaces in
general, for simplicial complexes we will work with simplicial homology groups. In particular, if X is
a topological space then C∗(X) will denote the singular chain complex of X, while if K is a simplicial
complex, then C∗(K) will denote the simplicial chain complex of K (both with Z2-coefficients).
We use the following notation. Let K be a (finite, abstract) simplicial complex. The underlying
topological space of K is denoted by |K|. Moreover, we denote by K(i) the i-dimensional skeleton of K,
i.e., the set of simplices of K of dimension at most i; in particular K(0) is the set of vertices of K. For
an integer n ≥ 0, let ∆n denote the n-dimensional simplex.
Acknowledgments
We would like to express our immense gratitude to Jiˇr´ı Matousˇek, not only for raising the problem
addressed in the present paper and valuable discussions about it, but, much more generally, for the
privilege of having known him, as our teacher, mentor, collaborator, and friend. Through his tremendous
depth and insight, and the generosity with which he shared them, he greatly influenced all of us.
We further thank Ju¨rgen Eckhoff for helpful comments on a preliminary version of the paper, and
Andreas Holmsen and Gil Kalai for providing us with useful references.
7
2 Homological Almost-Embeddings
In this section, we define homological almost-embedding, an analogue of topological embeddings on the
level of chain maps, and show that certain simplicial complexes do not admit homological almost-
embeddings in Rd, in analogy to classical non-embeddability results due to Van Kampen and Flores.
In fact, when this comes at no additional cost we phrase the auxiliary results in a slightly more general
setting, replacing Rd by a general topological space R. Readers that focus on the proof of Theorem 1
can safely replace every occurrence of R with Rd.
2.1 Non-Embeddable Complexes
We recall that an embedding of a finite simplicial complex K into Rd is simply an injective continuous
map |K| → Rd. The fact that the complete graph on five vertices cannot be embedded in the plane has
the following generalization.
Proposition 7 (Van Kampen [vK32], Flores [Flo33]). For k ≥ 0, the complex ∆(k)2k+2, the k-dimensional
skeleton of the (2k + 2)-dimensional simplex, cannot be embedded in R2k.
A basic tool for proving the non-embeddability of a simplicial complex is the so-called Van Kampen
obstruction. To be more precise, we emphasize that in keeping with our general convention regarding
coefficients, we work with the Z2-coefficient version9 of the Van Kampen obstruction, which will be
reviewed in some detail in Section 2.3 below. Here, for the benefit of readers who are willing to accept
certain topological facts as given, we simply collect those statements necessary to motivate the definition
of homological almost-embeddings and to follow the logic of the proof of Theorem 1.
Given a simplicial complex K, one can define, for each d ≥ 0, a certain cohomology class od(K)
that resides in the cohomology group Hd(K) of a certain auxiliary complex K (the quotient of the
combinatorial deleted product by the natural Z2-action, see below); see the paragraph on obstructions
following Lemma 19 for a more proper definition of od(K). This cohomology class od(K) is called the
Van Kampen obstruction to embeddability into Rd because of the following fact:
Proposition 8. Suppose that K is a finite simplicial complex with od(K) 6= 0. Then K is not embeddable
into Rd. In fact, a slightly stronger conclusion holds: there is no almost-embedding f : |K| → Rd, i.e.,
no continuous map such that the images of disjoint simplices of K are disjoint.
Another basic fact is the following result (for a short proof see, for instance, [Mel09, Example 3.5]).
Proposition 9 ([vK32, Flo33]). For every k ≥ 0, o2k
(
∆
(k)
2k+2
)
6= 0.
As a consequence, one obtains Proposition 7, and in fact the slightly stronger statement that ∆
(k)
2k+2
does not admit an almost-embedding into R2k.
2.2 Homological Almost-Embeddings and a Van Kampen–Flores Result
For the proof of Theorem 1, we wish to replace homotopy-theoretic notions (like k-connectedness) by
homological assumptions (bounded Betti numbers). The simple but useful observation that allows us
to do this is that in the standard proof of Proposition 8, which is based on (co)homological arguments,
maps can be replaced by suitable chain maps at every step.10 The appropriate analogue of an almost-
embedding is the following.
Definition 10. Let R be a (nonempty) topological space, K be a simplicial complex, and consider a
chain map11 γ : C∗(K)→ C∗(R) from the simplicial chains in K to singular chains in R.
9There is also a version of the Van Kampen obstruction with integer coefficients, which in general yields more precise
information regarding embeddability than the Z2-version, but we will not need this here. We refer to [Mel09] for further
background.
10This observation was already used in [Wag11] to study the (non-)embeddability of certain simplicial complexes. What
we call a homological almost-embedding in the present paper corresponds to the notion of a homological minor used in
[Wag11].
11We recall that a chain map γ : C∗ → D∗ between chain complexes is simply a sequence of homomorphisms γn : Cn → Dn
that commute with the respective boundary operators, γn−1 ◦ ∂C = ∂D ◦ γn.
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(i) The chain map γ is called nontrivial12 if the image of every vertex of K is a finite set of points
in R (a 0-chain) of odd cardinality.
(ii) The chain map γ is called a homological almost-embedding of a simplicial complex K in R if it is
nontrivial and if, additionally, the following holds: whenever σ and τ are disjoint simplices of K,
their image chains γ(σ) and γ(τ) have disjoint supports, where the support of a chain is the union
of (the images of) the singular simplices with nonzero coefficient in that chain.
Remark 11. Suppose that f : |K| → Rd is a continuous map.
(i) The induced chain map13 f] : C∗(K)→ C∗(Rd) is nontrivial.
(ii) If f is an almost-embedding then the induced chain map is a homological almost-embedding.
Moreover, note that without the requirement of being nontrivial, we could simply take the constant zero
chain map, for which the second requirement is trivially satisfied.
We have the following analogue of Proposition 8 for homological almost-embeddings.
Proposition 12. Suppose that K is a finite simplicial complex with od(K) 6= 0. Then K does not admit
a homological almost-embedding in Rd.
As a corollary, we get the following result, which underlies our proof of Theorem 1.
Corollary 13. For any k ≥ 0, the k-skeleton ∆(k)2k+2 of the (2k + 2)-dimensional simplex has no homo-
logical almost-embedding in R2k.
We conclude this subsection by two facts that are not needed for the proof of the main result but are
useful for the presentation of our method in Section 3.
If the ambient dimension d = 2k + 1 is odd, we can immediately see that ∆
(k+1)
2k+4 has no homological
almost-embedding in R2k+1 since it has no homological almost-embedding in R2k+2; this result can be
slightly improved:
Corollary 14. For any d ≥ 0, the dd/2e-skeleton ∆(dd/2e)d+2 of the (d + 2)-dimensional simplex has no
homological almost-embedding in Rd.
Proof. The statement for even d is already covered by the case k = d/2 of Corollary 13, so assume that
d is odd and write d = 2k + 1. If K is a finite simplicial complex with od(K) 6= 0 and if CK is the cone
over K then od+1(CK) 6= 0 (for a proof, see, for instance, [BKK02, Lemma 8]). Since we know that
o2k(∆
(k)
2k+2) 6= 0 it follows that o2k+1(C∆(k)2k+2) 6= 0. Consequently, o2k+1(∆(k+1)2k+3 ) 6= 0 since C∆(k)2k+2 is a
subcomplex of ∆
(k+1)
2k+3 and there exists an equivariant map from the deleted product of the subcomplex
to the deleted product of the complex. Proposition 12 then implies that ∆
(k+1)
2k+3 admits no homological
almost-embedding in R2k+1.
The next fact is the following analogue of Radon’s lemma, proved in the next subsection along the
proof of Proposition 12.
Lemma 15 (Homological Radon’s lemma). For any d ≥ 0, od(∂∆d+1) 6= 0. Consequently, the boundary
of (d+ 1)-simplex ∂∆d+1 admits no homological almost-embedding in Rd.
2.3 Deleted Products and Obstructions
Here, we review the standard proof of Proposition 8 and explain how to adapt it to prove Proposition 12,
which will follow from Lemma 19 and Lemma 20 (b) below. The reader unfamiliar with cohomology and
willing to accept Proposition 12 can safely proceed to Section 3.
12If we consider augmented chain complexes with chain groups also in dimension −1, then being nontrivial is equivalent
to requiring that the generator of C−1(K) ∼= Z2 (this generator corresponds to the empty simplex in K) is mapped to the
generator of C−1(R) ∼= Z2.
13The induced chain map is defined as follows: We assume that we have fixed a total ordering of the vertices of K. For a
p-simplex σ of K, the ordering of the vertices induces a homeomorphism hσ : |∆p| → |σ| ⊆ |K|. The image f](σ) is defined
as the singular p-simplex f ◦ hσ .
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Z2-spaces and equivariant maps. We begin by recalling some basic notions of equivariant topology:
An action of the group Z2 on a space X is given by an automorphism ν : X → X such that ν ◦ ν = 1X ;
the action is free if ν does not have any fixed points. If X is a simplicial complex (or a cell complex),
then the action is called simplicial (or cellular) if it is given by a simplicial (or cellular) map. A space
with a given (free) Z2-action is also called a (free) Z2-space.
A map f : X → Y between Z2-spaces (X, ν) and (Y, µ) is called equivariant if it commutes with
the respective Z2-actions, i.e., f ◦ ν = µ ◦ f . Two equivariant maps f0, f1 : X → Y are equivariantly
homotopic if there exists a homotopy F : X × [0, 1] → Y such that all intermediate maps ft := F (·, t),
0 ≤ t ≤ 1, are equivariant.
A Z2-action ν on a space X also yields a Z2-action on the chain complex C∗(X), given by the induced
chain map ν] : C∗(X) → C∗(X) (if ν is simplicial or cellular, respectively, then this remains true if we
consider the simplicial or cellular chain complex of X instead of the singular chain complex), and if
f : X → Y is an equivariant map between Z2-spaces then the induced chain map is also equivariant (i.e.,
it commutes with the Z2-actions on the chain complexes).
Spheres. Important examples of free Z2-spaces are the standard spheres Sd, d ≥ 0, with the action
given by antipodality, x 7→ −x. There are natural inclusion maps Sd−1 ↪→ Sd, which are equivariant.
Antipodality also gives a free Z2-action on the union S∞ =
⋃
d≥0 Sd, the infinite-dimensional sphere.
Moreover, one can show that S∞ is contractible, and from this it is not hard to deduce that S∞ is a
universal Z2-space, in the following sense (see [Mil56] or also [Koz08, Prop. 8.16 and Thm. 8.17] for a
more detailed textbook treatment).
Proposition 16. If X is any cell complex with a free cellular Z2-action, then there exists an equivariant
map f : X → S∞. Moreover, any two equivariant maps f0, f1 : X → S∞ are equivariantly homotopic.
Any equivariant map f : X → S∞ induces a nontrivial equivariant chain map f] : C∗(X)→ C∗(S∞).
A simple fact that will be crucial in what follows is that Proposition 16 has an analogue on the level of
chain maps.
We first recall the relevant notion of homotopy between chain maps: Let C∗(X) and C∗(Y ) be
(singular or simplicial, say) chain complexes, and let ϕ,ψ : C∗(X) → C∗(Y ) be chain maps. A chain
homotopy η between ϕ and ψ is a family of homomorphisms ηj : Cj(X)→ Cj+1(Y ) such that
ϕj − ψj = ∂Yj+1 ◦ ηj + ηj−1 ◦ ∂Xj
for all j.14 If X and Y are Z2-spaces then a chain homotopy is called equivariant if it commutes with
the (chain maps induced by) the Z2-actions.15
Lemma 17. If X is a cell complex with a free cellular Z2-action then any two nontrivial equivariant
chain maps ϕ,ψ : C∗(X)→ C∗(S∞) are equivariantly chain homotopic.16
Proof of Lemma 17. Let the Z2-action on X be given by the automorphism ν : X → X. For each
dimension i ≥ 0, the action partitions the i-dimensional cells of X (the basis elements of Ci(X)) into
pairs σ, ν(σ). For each such pair, we arbitrarily pick one of the cells and call it the representative of the
pair.
We define the desired equivariant chain homotopy η between ϕ and ψ by induction on the dimension,
using the fact that all reduced homology groups of S∞ are zero. (This just mimics the argument for the
existence of an equivariant homotopy, which uses the contractibility of S∞.)
We start the induction in dimension at j = −1 (and for convenience, we also use the convention that
all chain groups, chain maps, and ηi are understood to be zero in dimensions i < −1). Since we assume
that both ϕ and ψ are nontrivial, we have that ϕ−1, ψ−1 : C−1(X)→ C−1(S∞) are identical, and we set
η−1 : C−1(X)→ C0(S∞) to be zero.
Next, assume inductively that equivariant homomorphisms ηi : Ci(X) → Ci(S∞) have already been
defined for i < j and satisfy
ϕi − ψi = ηi−1 ◦ ∂ + ∂ ◦ ηi (1)
14Here, we use subscripts and superscripts on the boundary operators to emphasize which dimension and which chain
complex they belong to; often, these indices are dropped and one simply writes ϕ− ψ = ∂η + η∂.
15We also recall that if f, g X → Y are (equivariantly) homotopic then the induced chain maps are (equivariantly) chain
homotopic. Moreover, chain homotopic maps induce identical maps in homology and cohomology.
16We stress that we work with the cellular chain complex for X.
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for all i < j (note that initially, this holds true for j = 0).
Suppose that σ is a j-dimensional cell of X representing a pair σ, ν(σ). Then ∂σ ∈ Cj−1(X), and so
ηj−1(∂σ) ∈ Cj(S∞) is already defined. We are looking for a suitable chain c ∈ Cj+1(S∞) which we can
take to be ηj(σ) in order to satisfy the chain homotopy relation (1) also for i = j, such a chain c has to
satisfy ∂c = b, where
b := ϕj(σ)− ψj(σ)− ηj−1(∂(σ)).
To see that we can find such a c, we compute
∂b = ∂ϕj(σ)− ∂ψj(σ)− ∂ηj−1(∂(σ))
= ϕj−1(∂σ)− ψj−1(∂σ)−
(
ϕj−1(∂σ)− ψj−1(∂σ)− ηj−2(∂∂σ)
)
= 0
Thus, b is a cycle, and since Hj(S∞) = 0, b is also a boundary. Pick an arbitrary chain c ∈ Cj+1(S∞)
with ∂c = b and set ηj(σ) := c and ηj(ν(σ)) := ν](c). We do this for all representative j-cells σ and
then extend ηj by linearity. By definition, ηj is equivariant and (1) is now satisfied also for i = j. This
completes the induction step and hence the proof.
Deleted products and Gauss maps. Let K be a finite simplicial complex. Then the Cartesian
product K ×K is a cell complex whose cells are the Cartesian products of pairs of simplices of K. The
(combinatorial) deleted product K˜ of K is defined as the polyhedral subcomplex of K×K whose cells are
the products of vertex-disjoint pairs of simplices of K, i.e., K˜ := {σ×τ : σ, τ ∈ K,σ∩τ = ∅}. The deleted
product is equipped with a natural free Z2-action that simply exchanges coordinates, (x, y) 7→ (y, x).
Note that this action is cellular since each cell σ × τ is mapped to τ × σ.
Lemma 18. If f : |K| ↪→ Rd is an embedding (or, more generally, an almost-embedding) then17 there
exists an equivariant map f˜ : K˜ → Sd−1.
Proof. Define f˜(x, y) := f(x)−f(y)‖f(x)−f(y)‖ . This map, called the Gauss map, is clearly equivariant.
For the proof of Proposition 12, we use the following analogue of Lemma 18.
Lemma 19. Let K be a finite simplicial complex. If γ : C∗(K) → C∗(Rd) is a homological almost-
embedding then there is a nontrivial equivariant chain map (called the Gauss chain map) γ˜ : C∗(K˜) →
C∗(Sd−1).
The proof of this lemma is not difficult but a bit technical, so we postpone it until the end of this
section.
Obstructions. Here, we recall a standard method for proving the non-existence of equivariant maps
between Z2-spaces. The arguments are formulated in the language of cohomology, and, as we will see,
what they actually establish is the non-existence of nontrivial equivariant chain maps.
Let K be a finite simplicial complex and let K˜ be its (combinatorial) deleted product. By Propo-
sition 16, there exists an equivariant map GK : K˜ → S∞, which is unique up to equivariant homotopy.
By factoring out the action of Z2, this induces a map GK : K → RP∞ between the quotient spaces
K = K˜/Z2 and RP∞ = S∞/Z2 (the infinite-dimensional real projective space), and the homotopy class
of the map GK depends only
18 on K. Passing to cohomology, there is a uniquely defined induced
homomorphism
G
∗
K : H
∗(RP∞)→ H∗(K).
It is known that Hd(RP∞) ∼= Z2 for every d ≥ 0. Letting ξd denote the unique generator of Hd(RP∞),
there is a uniquely defined cohomology class
od(K) := G
∗
K(ξ
d),
17We remark that a classical result due to Haefliger and Weber [Hae63, Web67] asserts that if dimK ≤ (2d− 3)/3 (the
so-called metastable range) then the existence of an equivariant map from K˜ to Sd−1 is also sufficient for the existence of
an embedding K ↪→ Rd (outside the metastable range, this fails); see [Sko08] for further background.
18We stress that this does not mean that there is only one homotopy class of continuous maps K → RP∞; indeed, there
exist such maps that do not come from equivariant maps K˜ → S∞, for instance the constant map that maps all of K to a
single point.
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called the van Kampen obstruction (with Z2-coefficients) to embedding K into Rd. For more details and
background regarding the van Kampen obstruction, we refer the reader to [Mel09].
The basic fact about the van Kampen obstruction (and the reason for its name) is that K does not
embed (not even almost-embed) into Rd if od(K) 6= 0 (Proposition 8). This follows from Lemma 18 and
Part (a) of the following lemma:
Lemma 20. Let K be a simplicial complex and suppose that od(K) 6= 0.
(a) Then there is no equivariant map K˜ → Sd−1.
(b) In fact, there is no nontrivial equivariant chain map C∗(K˜)→ C∗(Sd−1).
Together with Lemma 19, Part (b) of the lemma also implies Proposition 12, as desired. The simple
observation underlying the proof of Lemma 20 is the following
Observation 21. Suppose ϕ : C∗(K˜)→ C∗(S∞) is a nontrivial equivariant chain map (not necessarily
induced by a continuous map). By factoring out the action of Z2, ϕ induces a chain map ϕ : C∗(K) →
C∗(RP∞). The induced homomorphism in cohomology
ϕ∗ : H∗(RP∞)→ H∗(K)
is equal to the homomorphism G
∗
K used in the definition of the Van Kampen obstruction, hence in
particular
od(K) = ϕ∗(ξd).
Proof. By Lemma 17, ϕ is equivariantly chain homotopic to the nontrivial equivariant chain map (GK)]
induced by the map GK . Thus, after factoring out the Z2-action, the chain maps ϕ and (GK)] from
C∗(K) to C∗(RP∞) are chain homotopic, and so induce identical homomorphisms in cohomology.
Proof of Lemma 20. If there exists an equivariant map f : K˜ → Sd−1, then the induced chain map
f] : C∗(K˜) → C∗(Sd−1) is equivariant and nontrivial, so (b) implies (a), and it suffices to prove the
former.
Next, suppose for a contradiction that ψ : C∗(K˜)→ C∗(Sd−1) is a nontrivial equivariant chain map.
Let i : Sd−1 → S∞ denote the inclusion map, and let i] : C∗(Sd−1) → C∗(S∞) denote the induced
equivariant, nontrivial chain map. Then the composition ϕ = (i]◦ψ) : C∗(K˜)→ C∗(S∞) is also nontrivial
and equivariant, and so, by the preceding observation, for the induced homomorphism in cohomology,
we get
od(K) = (i] ◦ ψ)∗(ξd) = ψ∗
(
i
∗
(ξd)
)
.
However, i
∗
(ξd) ∈ Hd(RPd−1) = 0 (for reasons of dimension), hence od(K) = 0, contradicting our
assumption.
Remark 22. The same kind of reasoning also yields the well-known Borsuk–Ulam Theorem, which asserts
that there is no equivariant map Sd → Sd−1, using the fact that the inclusion i : RPd → RP∞ (induced
by the equivariant inclusion i : Sd → S∞) has the property that i∗(ξd), the pullback of the generator
ξd ∈ Hd(RP∞), is nonzero.19 In fact, once again one gets a homological version of the Borsuk–Ulam
theorem for free: there is no nontrivial equivariant chain map C∗(Sd)→ C∗(Sd−1).
Proof of Lemma 15. It is not hard to see that the deleted product ∂˜∆d+1 = ∆˜d+1 of the boundary
of (d + 1)-simplex is combinatorially isomorphic to the boundary of a certain convex polytope and
hence homeomorphic to Sd(respecting the antipodality action), see [Mat03, Exercise 5.4.3]. Thus, the
assertion od(∂∆d+1) 6= 0 follows immediately from the preceding remark (the homological proof of the
Borsuk–Ulam theorem). Together with Proposition 12, this implies that there is no homological almost-
embedding of ∂∆d+1 in Rd.
The proof of Proposition 12 is complete, except for the following:
19In fact, it is known that H∗(RP∞) is isomorphic to the polynomial ring Z2[ξ], that H∗(RPd) ∼= Z2[ξ]/(ξd+1), and that
i
∗
is just the quotient map.
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Proof of Lemma 19. Once again, we essentially mimic the definition of the Gauss map on the level of
chains. There is one minor technical difficulty due to the fact that the cells of K˜ are products of simplices,
whereas the singular homology of spaces is based on maps whose domains are simplices, not products of
simplices (this is the same issue that arises in the proof of Ku¨nneth-type formulas in homology).
Assume that γ : C∗(K)→ C∗(Rd) is a homological almost-embedding. The desired nontrivial equiv-
ariant chain map γ˜ : C∗(K˜) → C∗(Sd−1) will be defined as the composition of three intermediate non-
trivial equivariant chain maps
C∗(K˜)
γ˜=p]◦β◦α
33
α // D∗
β
// C∗(R˜d)
p]
// C∗(Sd−1).
These maps and intermediate chain complexes will be defined presently.
We define D∗ as a chain subcomplex of the tensor product C∗(Rd) ⊗ C∗(Rd). The tensor product
chain complex has a basis consisting of all elements of the form s ⊗ t, where s and t range over the
singular simplices of Rd, and we take D∗ as the subcomplex spanned by all s⊗ t for which s and t have
disjoint supports (note that D∗ is indeed a chain subcomplex, i.e., closed under the boundary operator,
since if s and t have disjoint supports, then so do any pair of simplices that appear in the boundary of
s and of t, respectively). The chain complex C∗(K˜) has a canonical basis consisting of cells σ × τ , and
the chain map α is defined on these basis elements by “tensoring” γ with itself, i.e.,
α(σ × τ) := γ(σ)⊗ γ(τ).
Since γ is nontrivial, so is α, the disjointness properties of γ ensure that the image of α does indeed lie
in D∗, and α is clearly Z2-equivariant.
Next, consider the Cartesian product Rd×Rd with the natural Z2-action given by flipping coordinates.
This action is not free since it has a nonempty set of fixed points, namely the “diagonal” ∆ = {(x, x) :
x ∈ Rd}. However, the action on Rd ×Rd restricts to a free action on the subspace R˜d := (Rd ×Rd) \∆
obtained by removing the diagonal (this subspace is sometimes called the topological deleted product of
Rd). Moreover, there exists an equivariant map p : R˜d → Sd−1 defined as follows: we identify Sd−1 with
the unit sphere in the orthogonal complement ∆⊥ = {(w,−w) ∈ Rd : w ∈ Rd} and take p : R˜d → Sd−1 to
be the orthogonal projection onto ∆⊥ (which sends (x, y) to 12 (x− y, y− x)), followed by renormalizing,
p(x, y) :=
1
2 (x− y, y − x)
‖ 12 (x− y, y − x)‖
∈ Sd−1 ⊂ ∆⊥.
The map p is equivariant and so the induced chain map p] is equivariant and nontrivial.
It remains to define β : D∗ → C∗(R˜d). For this, we use a standard chain map
EML: C∗(Rd)⊗ C∗(Rd)→ C∗(Rd × Rd),
sometimes called the Eilenberg–Mac Lane chain map, and then take β to be the restriction to D∗.
Given a basis element s ⊗ t of C∗(Rd) ⊗ C∗(Rt), where s : ∆p → Rd and t : ∆q → Rd are singular
simplices, we can view s ⊗ t as the map s ⊗ t : ∆p × ∆q → Rd × Rd with (x, y) 7→ (s(x), t(y)). This is
almost like a singular simplex in Rd×Rd, except that the domain is not a simplex but a prism (product
of simplices). The Eilenberg–Mac Lane chain map is defined by prescribing a systematic and coherent
way of triangulating products of simplices ∆p × ∆q that is consistent with taking boundaries; then
EML(s⊗ t) ∈ Cp+q(Rd×Rd) is defined as the singular chain whose summands are the restrictions of the
map σ ⊗ τ : ∆p ×∆q to the (p + q)-simplices that appear in the triangulation of ∆p ×∆q. We refer to
[GDR05] for explicit formulas for the chain map EML. What is important for us is that the chain map
EML is equivariant and nontrivial. Both properties follow more or less directly from the construction
of the triangulation of the prisms ∆p × ∆q, which can be explained as follows: Implicitly, we assume
that the vertex sets {0, 1, . . . , p} and {0, 1, . . . , q} are totally ordered in the standard way. The vertex
set of ∆p ×∆q is the grid {0, 1, . . . , p} × {0, 1, . . . , q}, on which we consider the coordinatewise partial
order defined by (x, y) ≤ (x′, y′) if x ≤ x′ and y ≤ y′. Then the simplices of the triangulation are all
totally ordered subsets of this partial order. Thus, if σ = {(x0, y0), (x1, y1), . . . , (xr, yr)} is a simplex that
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∆p
∆q
∆q
∆p
Figure 2: A simplex in a triangulation of ∆p ×∆q and its twin in ∆q ×∆p.
appears in the triangulation of ∆p×∆q then the simplex σ = {(y0, x0), (y1, x1), . . . , (yr, xr)} obtained by
flipping all coordinates appears in the triangulation of ∆q ×∆p; see Figure 2. This implies equivariance
of EML (and it is nontrivial since it maps a single vertex to a single vertex).
3 Helly-type theorems from non-embeddability
We now detail the technique outlined in Section 1.4 and illustrate it on a few examples before formalizing
its ingredients.
Notation. Given a set X we let 2X and
(
X
k
)
denote, respectively, the set of all subsets of X (including
the empty set) and the set of all k-element subsets of X. If f : X → Y is an arbitrary map between
sets then we abuse the notation by writing f(S) for {f(s) | s ∈ S} for any S ⊆ X; that is, we implicitly
extend f to a map from 2X to 2Y whenever convenient.
3.1 Homotopic assumptions
Let F = {U1, U2, . . . , Un} denote a family of subsets of Rd. We assume that F has empty intersection and
that any proper subfamily of F has nonempty intersection. Our goal is to show how various conditions
on the topology of the intersections of the subfamilies of F imply bounds on the cardinality of F . For
any (possibly empty) proper subset I of [n] = {1, 2, . . . , n} we write UI for
⋂
i∈[n]\I Ui. We also put
U
[n]
= Rd.
Path-connected intersections in the plane. Consider the case where d = 2 and the intersections⋂G are path-connected for all subfamilies G ( F . Since every intersection of n − 1 members of F is
nonempty, we can pick, for every i ∈ [n], a point pi in U{i}. Moreover, as every intersection of n − 2
members of F is connected, we can connect any pair of points pi and pj by an arc si,j inside U{i,j}. We
thus obtain a drawing of the complete graph on [n] in the plane in a way that the edge between i and
j is contained in U{i,j} (see Figure 3). If n ≥ 5 then the stronger form of non-planarity of K5 implies
that there exist two edges {i, j} and {k, `} with no vertex in common and whose images intersect (see
Proposition 8 and Lemma 9). Since U{i,j}∩U{k,`} =
⋂F = ∅, this cannot happen and F has cardinality
at most 4.
dd/2e-connected intersections in Rd. The previous argument generalizes to higher dimension as
follows. Assume that the intersections
⋂G are dd/2e-connected20 for all subfamilies G ( F . Then
we can build by induction a function f from the dd/2e-skeleton of ∆n−1 to Rd in a way that for any
simplex σ, the image f(σ) is contained in Uσ. The previous case shows how to build such a function
from the 1-skeleton of ∆n−1. Assume that a function f from the `-skeleton of ∆n−1 is built. For every
20Recall that a set is k-connected if it is connected and has vanishing homotopy in dimension 1 to k.
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Figure 3: Two edges (arcs) with no common vertices intersect (in this case s1,4 and s2,5). The point in
the intersection then belongs to all sets in F .
(`+ 1)-simplex σ of ∆n−1, for every facet τ of σ, we have f(τ) ⊂ Uτ ⊆ Uσ. Thus, the set⋃
τ facet of σ
f(τ)
is the image of an `-dimensional sphere contained in Uσ, which has vanishing homotopy of dimension `.
We can extend f from this sphere to an (` + 1)-dimensional ball so that the image is still contained in
Uσ. This way we extend f to the (`+ 1)-skeleton of ∆n−1.
The Van Kampen-Flores theorem asserts that for any continuous function from ∆
(k)
2k+2 to R2k there
exist two disjoint faces of ∆
(k)
2k+2 whose images intersect (see Proposition 8 and Lemma 9). So, if
n ≥ 2dd/2e + 3, then there exist two disjoint simplices σ and τ of ∆(dd/2e)2dd/2e+2 such that f(σ) ∩ f(τ) is
nonempty. Since f(σ) ∩ f(τ) is contained in Uσ ∩ Uτ =
⋂F = ∅, this is a contradiction and F has
cardinality at most 2dd/2e+ 2.
By a more careful inspection of odd dimensions, the bound 2dd/2e + 2 can be improved to d + 2.
We skip this in the homotopic setting, but we will do so in the homological setting (which is stronger
anyway); see Corollary 23 below.
Contractible intersections. Of course, the previous argument works with other non-embeddability
results. For instance, if the intersections
⋂G are contractible for all subfamilies then the induction yields
a map f from the d-skeleton of ∆n−1 to Rd with the property that for any simplex σ, the image f(σ)
is contained in Uσ. The topological Radon theorem [BB79] (see also [Mat03, Theorem 5.1.2]) states
that for any continuous function from ∆d+1 to Rd there exist two disjoint faces of ∆d+1 whose images
intersect. So, if n ≥ d+ 2 we again obtain a contradiction (the existence of two disjoint simplices σ and
τ such that f(σ) ∩ f(τ) 6= ∅ whereas Uσ ∩ Uτ =
⋂F = ∅), and the cardinality of F must be at most
d+ 1.
3.2 From homotopy to homology
The previous reasoning can be transposed to homology as follows. Assume that for i = 0, 1, . . . , k − 1
and all subfamilies G ( F we have β˜i(
⋂G) = 0. We construct a nontrivial21 chain map f from the
simplicial chains of ∆
(k)
n−1 to the singular chains of Rd by increasing dimension:
• For every {i} ⊂ [n] we let pi ∈ U{i}. This is possible since every intersection of n− 1 members of
F is nonempty. We then put f({i}) = pi and extend it by linearity into a chain map from ∆(0)n−1 to
Rd. Notice that f is nontrivial and that for any 0-simplex σ ⊆ [n], the support of f(σ) is contained
in Uσ.
• Now, assume, as an induction hypothesis, that there exists a nontrivial chain map f from the
simplicial chains of ∆
(`)
n−1 to the singular chains of Rd with the property that for any (≤ `)-simplex
21See Definition 10.
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σ ⊆ [n], ` < k, the support of f(σ) is contained in Uσ. Let σ be a (` + 1)-simplex in ∆(`+1)n−1 .
For every `-dimensional face τ of σ, the support of f(τ) is contained in Uτ ⊆ Uσ. It follows that
the support of f(∂σ) is contained in Uσ, which has trivial homology in dimension ` + 1. As a
consequence, f(∂σ) is a boundary in Uσ. We can therefore extend f to every simplex of dimension
` + 1 and then, by linearity, to a chain map from the simplicial chains of ∆
(`+1)
n−1 to the singular
chains of Rd. This chain map remains nontrivial and, by construction, for any (≤ ` + 1)-simplex
σ ⊆ [n], the support of f(σ) is contained in Uσ.
If σ and τ are disjoint simplices of ∆
(k)
n−1 then the intersection of the supports of f(σ) and f(τ) is contained
in Uσ ∩ Uτ =
⋂F = ∅ and these supports are disjoint. It follows that f is not only a nontrivial chain
map, but also a homological almost-embedding in Rd. We can then use obstructions to the existence
of homological almost-embeddings to bound the cardinality of F . Specifically, since we assumed that F
has empty intersection and any proper subfamily of F has nonempty intersection, Corollary 14 implies:
Corollary 23. Let F be a family of subsets of Rd such that β˜i(
⋂G) = 0 for every G ( F and i =
0, 1, . . . , dd/2e − 1. Then the Helly number of F is at most d+ 2.
The homological Radon’s lemma (Lemma 15) yields (noting ∂∆d+1 = ∆
(d)
d+1):
Corollary 24. Let F be a family of subsets of Rd such that β˜i(
⋂G) = 0 for every G ( F and i =
0, 1, . . . , d− 1. Then the Helly number of F is at most d+ 1.
Remark 25. The following modification of Example 3 shows that the two previous statements are sharp
in various ways. First assume that for some values k, n there exists some embedding f of ∆
(k)
n−1 into Rd.
Let Ki be the simplicial complex obtained by deleting the ith vertex of ∆
(k)
n−1 (as well as all simplices
using that vertex) and put Ui := f(Ki). The family F = {U1, . . . , Un} has Helly number exactly n,
since it has empty intersection and all its proper subfamilies have nonempty intersection. Moreover, for
every G ⊆ F , ⋂G is the image through f of the k-skeleton of a simplex on |F \G| vertices, and therefore
β˜i(
⋂G) = 0 for every G ⊆ F and i = 0, . . . , k − 1. Now, such an embedding exists for:
k = d and n = d+ 1, as the d-dimensional simplex easily embeds into Rd. Consequently, the bound of
d+ 1 is best possible under the assumptions of Corollary 24.
k = d− 1 and n = d+ 2, as we can first embed the (d− 1)-skeleton of the d-simplex linearly, then add
an extra vertex at the barycentre of the vertices of that simplex and embed the remaining faces
linearly. This implies that if we relax the condition of Corollary 24 by only controlling the first
d− 2 Betti numbers then the bound of d+ 1 becomes false. It also implies that the bound of d+ 2
is best possible under (a strengthening of) the assumptions of Corollary 23.
(Recall that, as explained in Example 3, the dd/2e − 1 in the assumptions of Corollary 23 cannot be
reduced without allowing unbounded Helly numbers.)
Constrained chain map. Let us formalize the technique illustrated by the previous example. We
focus on the homological setting, as this is what we use to prove Theorem 1, but this can be easily
transposed to homotopy.
Considering a slightly more general situation, we let F = {U1, U2, . . . , Un} denote a family of subsets
of some topological space R. As before for any (possibly empty) proper subset I of [n] = {1, 2, . . . , n}
we write UI for
⋂
i∈[n]\I Ui and we put U[n] = R.
Let K be a simplicial complex and let γ : C∗(K)→ C∗(R) be a chain map from the simplicial chains
of K to the singular chains of R. We say that γ is constrained by (F ,Φ) if:
(i) Φ is a map from K to 2[n] such that Φ(σ ∩ τ) = Φ(σ) ∩ Φ(τ) for all σ, τ ∈ K and Φ(∅) = ∅.
(ii) For any simplex σ ∈ K, the support of γ(σ) is contained in U
Φ(σ)
.
See Figure 4. We also say that a chain map γ from K is constrained by F if there exists a map Φ such
that γ is constrained by (F ,Φ). In the above constructions, we simply set Φ to be the identity. As
we already saw, constrained chain maps relate Helly numbers to homological almost-embeddings (see
Definition 10) via the following observation:
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Figure 4: An example of a constrained map γ : K → R2. A label at a face σ of K denotes Φ(σ). Note, for
example, that the support of γ({a, b, c}) needn’t be a triangle since we work with chain maps. Constrains
by Φ mean that a set Ui must contain cover images of all faces without label i. It is demonstrated by
U3 and U8 for example.
Lemma 26. Let γ : C∗(K)→ C∗(R) be a nontrivial chain map constrained by F . If
⋂F = ∅ then γ is
a homological almost-embedding of K.
Proof. Let Φ : K → 2[n] be such that γ is constrained by (F ,Φ). Since γ is nontrivial, it remains to
check that disjoint simplices are mapped to chains with disjoint support. Let σ and τ be two disjoint
simplices of K. The supports of γ(σ) and γ(τ) are contained, respectively, in U
Φ(σ)
and U
Φ(τ)
, and
U
Φ(σ)
∩ U
Φ(τ)
= U
Φ(σ)∩Φ(τ) = UΦ(σ∩τ) = UΦ(∅) = U∅ =
⋂
F .
Therefore, if
⋂F = ∅ then γ is a homological almost-embedding of K.
3.3 Relaxing the connectivity assumption
In all the examples listed so far, the intersections
⋂G must be connected. Matousˇek [Mat97] relaxed this
condition into “having a bounded number of connected components”, the assumptions then being on the
topology of the components, by using Ramsey’s theorem. The gist of our proof is to extend his idea to
allow a bounded number of homology classes not only in the first dimension but in any dimension. Let
us illustrate how Matousˇek’s idea works in two dimension:
Theorem 27 ([Mat97, Theorem 2 with d = 2]). For every positive integer b there is an integer h(b) with
the following property. If F is a finite family of subsets of R2 such that the intersection of any subfamily
has at most b path-connected components, then the Helly number of F is at most h(b).
Let us fix b from above and assume that for any subfamily G ( F the intersection ⋂G consists of at
most b path-connected components and that
⋂F = ∅. We start, as before, by picking for every i ∈ [n],
a point pi in U{i}. This is possible as every intersection of n − 1 members of F is nonempty. Now, if
we consider some pair of indices i, j ∈ [n], the points pi and pj are still in U{i,j} but may lie in different
connected components. It may thus not be possible to connect pi to pj inside U{i,j}. If we, however,
consider b+ 1 indices i1, i2, . . . , ib+1 then all the points pi1 , pi2 , . . . , pib+1 are in U{i1,i2,...,ib+1} which has
at most b connected components, so at least one pair among of these points can be connected by a path
inside U{i1,i2,...,ib+1}. Thus, while we may not get a drawing of the complete graph on n vertices we can
still draw many edges.
To find many vertices among which every pair can be connected we will use the hypergraph version
of the classical theorem of Ramsey:
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Theorem 28 (Ramsey [Ram29]). For any x, y and z there is an integer Rx(y, z) such that any x-
uniform hypergraph on at least Rx(y, z) vertices colored with at most y colors contains a subset of z
vertices inducing a monochromatic sub-hypergraph.
From the discussion above, for any b+1 indices i1 < i2 < . . . < ib+1 there exists a pair {k, `} ∈
(
[b+1]
2
)
such
that pik and pi` can be connected inside U{i1,i2,...,ib+1}. Let us consider the (b+ 1)-uniform hypergraph
on [n] and color every set of indices i1 < i2 < . . . < ib+1 by one of the pairs in
(
[b+1]
2
)
that can be
connected inside U{i1,i2,...,ib+1} (if more than one pair can be connected, we pick one arbitrarily). Let t
be some integer to be fixed later. By Ramsey’s theorem, if n ≥ Rb+1
((
b+1
2
)
, t
)
then there exist a pair
{k, `} ∈ ([b+1]2 ) and a subset T ⊆ [n] of size t with the following property: for any (b+ 1)-element subset
S ⊂ T , the points whose indices are the kth and `th indices of S can be connected inside US .
Now, let us set t = 5 +
(
5
2
)
(b − 1) = 10b − 5. We claim that we can find five indices in T , denoted
i1, i2, . . . , i5, and, for each pair {iu, iv} among these five indices, some (b + 1)-element subset Qu,v ⊂ T
with the following properties:
(i) iu and iv are precisely in the kth and `th position in Qu,v, and
(ii) for any 1 ≤ u, v, u′, v′ ≤ 5, Qu,v ∩Qu′,v′ = {iu, iv} ∩ {iu′ , iv′}.
We first conclude the argument, assuming that we can obtain such indices and sets. Observe that from
the construction of T , the iu’s and the Qu,v’s we have the following property: for any u, v ∈ [5], we can
connect piu and piv inside UQu,v . This gives a drawing of K5 in the plane. Since K5 is not planar, there
exist two edges with no vertex in common, say {u, v} and {u′, v′}, that cross. This intersection point
must lie in
UQu,v ∩ UQu′,v′ = UQu,v∩Qu′,v′ = U{iu,iv}∩{iu′ ,iv′} = U∅ =
⋂
F = ∅,
a contradiction. Hence the assumption that n ≥ Rb+1
((
b+1
2
)
, t
)
is false and F has cardinality at most
Rb+1
((
b+1
2
)
, 10b− 5
)
− 1, which is our h(b).
The selection trick. It remains to derive the existence of the iu’s and the Qu,v’s. It is perhaps better
to demonstrate the method by a simple example to develop some intuition before we formalize it.
Example. Let us fix b = 4 and {k, `} = {2, 3} ∈ ([4+1]2 ). We first make a ‘blueprint’ for the construction
inside the rational numbers. For any two indices u, v ∈ [5] we form a totally ordered set Q′u,v ⊆ Q
of size b + 1 = 5 by adding three rational numbers (different from 1, . . . , 5) to the set {u, v} in such a
way that u appears at the second and v at the third position of Q′u,v. For example, we can set Q
′
1,4
to be {0.5; 1; 4; 4.7; 5.13}. Apart from this we require that we add a different set of rational numbers
for each {u, v}. Thus Q′u,v ∩ Q′u′,v′ = {u, v} ∩ {u′, v′}. Our blueprint now appears inside the set
T ′ :=
⋃
1≤u<v≤5Q
′
u,v; note that both this set T
′ and the set T in which we search for the sets Qu,v have
35 elements. To obtain the required indices iu and sets Qu,v it remains to consider the unique strictly
increasing bijection pi0 : T
′ → T and set iu := pi0(u) and Qu,v := pi0(Q′u,v).
The general case. Let us now formalize the generalization of this trick that we will use to prove Theorem 1.
Let Q be a subset of [w]. If e1 < e2 < . . . < ew are the elements of a totally ordered set W then we call
{ei : i ∈ Q} the subset selected by Q in W .
Lemma 29. Let 1 ≤ q ≤ w be integers and let Q be a subset of [w] of size q. Let Y and Z be two finite
totally ordered sets and let A1, A2, . . . , Ar be q-element subsets of Y . If |Z| ≥ |Y |+ r(w − q), then there
exist an injection pi : Y → Z and r subsets W1,W2, . . . ,Wr ∈
(
Z
w
)
such that for every i ∈ [r], Q selects
pi(Ai) in Wi. We can further require that Wi ∩Wj = pi(Ai ∩Aj) for any two i, j ∈ [r], i 6= j.
Proof. Let pi0 denote the monotone bijection between Y and [|Y |]. For i ∈ [r] we let Di denote a set of
w − q rationals, disjoint from [|Y |], such that Q selects pi0(Ai) in Di ∪ pi0(Ai). We further require that
the Di are pairwise disjoint, and put Z
′ = [|Y |] ∪
(⋃
i∈[r]Di
)
. Since |Z| ≥ |Y | + r(w − q) = |Z ′| there
exists a strictly increasing map ν : Z ′ → Z. We set pi := ν ◦ pi0 and Wi := ν(Di ∪ pi0(Ai)) ∈
(
Z
w
)
. The
desired condition is satisfied by this choice. See Figure 5.
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Figure 5: Illustration for the proof of Lemma 29. We assume that w = 4 and Q = {1, 3, 4}.
4 Constrained chain maps and Helly number
We now generalize the technique presented in Section 3 to obtain Helly-type theorems from non-
embeddability results. We will construct constrained chain maps for arbitrary complexes. As above,
F = {U1, U2, . . . , Un} denotes a family of subsets of some topological space R and for I ⊆ [n] we keep
the notation UI as used in the previous section (see the beginning of Subsection 3.1). Note that although
so far we only used the reduced Betti numbers β˜, in this section it will be convenient to work with
standard (non-reduced) Betti numbers β, starting with the following proposition.
Proposition 30. For any finite simplicial complex K and non-negative integer b there exists a constant
hK(b) such that the following holds. For any finite family F of at least hK(b) subsets of a topological
space R such that
⋂G 6= ∅ and βi (∩G) ≤ b for any G ( F and any 0 ≤ i < dimK, there exists a
nontrivial chain map γ : C∗(K)→ C∗(R) that is constrained by F .
The case K = ∆
(k)
2k+2, with k = dd/2e and R = Rd, of Proposition 30 implies Theorem 1.
Proof of Theorem 1. Let b and d be fixed integers, let k = dd/2e and let K = ∆(k)2k+2. Let hK(b + 1)
denote the constant from Proposition 30 (we plug in b + 1 because we need to switch between reduced
and non-reduced Betti numbers). Let F be a finite family of subsets of Rd such that β˜i (
⋂G) ≤ b for any
G ( F and every 0 ≤ i ≤ dimK = dd/2e − 1, in particular βi (
⋂G) ≤ b + 1 for such G. Let F∗ denote
an inclusion-minimal sub-family of F with empty intersection: ⋂F∗ = ∅ and ⋂(F∗ \ {U}) 6= ∅ for any
U ∈ F∗. If F∗ has size at least hK(b+ 1), it satisfies the assumptions of Proposition 30 and there exists
a nontrivial chain map from K that is constrained by F∗. Since F∗ has empty intersection, this chain
map is a homological almost-embedding by Lemma 26. However, no such homological almost-embedding
exists by Corollary 13, so F∗ must have size at most hK(b+ 1)− 1. As a consequence, the Helly number
of F is bounded and the statement of Theorem 1 holds with h(b, d) = hK(b+ 1)− 1.
The rest of this section is devoted to proving Proposition 30. We proceed by induction on the dimension of
K, Section 4.1 settling the case of 0-dimensional complexes and Section 4.3 showing that if Proposition 30
holds for all simplicial complexes of dimension i then it also holds for all simplicial complexes of dimension
i+ 1. As the proof of the induction step is quite technical, as a warm-up, we provide the reader with a
simplified argument for the induction step from i = 0 to i = 1 in Section 4.2. We let V (K) and v(K)
denote, respectively, the set of vertices and the number of vertices of K.
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Figure 6: Injecting V (K) into V (∆s) by f in a way that the constrained chain map γ
′ from V (∆s) (top)
can give rise to a constrained chain map from V (K) (bottom); for the sake of illustration we use maps
instead of chain maps. The situation considered here is simple, for instance γ′(a + b) is a boundary in
U
Ψ({a,b}) so γ
′ ◦ f] can be extended to the edge {f−1(a), f−1(b)} of K. Note that if we wanted to use
the edge ad, since γ′(a+ d) is not a boundary in U
Ψ({a,d}) we would need to add “dummy” elements to
Ψ({a, d}).
4.1 Initialization (dimK = 0)
If K is a 0-dimensional simplicial complex then Proposition 30 holds with hK(b) = v(K). Indeed, consider
a family F of at least v(K) subsets of R such that all proper subfamilies have nonempty intersection.
We enumerate the vertices of K as {v1, v2, . . . , vv(K)} and define Φ({vi}) = {i}; in plain English, Φ is a
bijection between the set of vertices of K and {1, 2, . . . , v(K)}. We first define γ on K by mapping every
vertex v ∈ K to a point p(v) ∈ U
Φ(v)
, then extend it linearly into a chain map γ : C0(K) → C0(R). It
is clear that γ is nontrivial and constrained by (F ,Φ), so Proposition 30 holds when dimK = 0.
4.2 Principle of the induction mechanism (dimK = 1)
As a warm-up, we now prove Proposition 30 for 1-dimensional simplicial complexes. While this merely
amounts to reformulating Matousˇek’s proof for embeddings [Mat97] in the language of chain maps, it
still introduces several key ingredients of the induction while avoiding some of its complications. To
avoid further technicalities, we use the non-reduced version of Betti numbers here.
Let K be a 1-dimensional simplicial complex with vertices {v1, v2, . . . , vv(K)} and assume that F is a
finite family of subsets of a topological space R such that for any G ( F , ⋂G 6= ∅ and β0 (∩G) ≤ b. Let
s ∈ N denote some parameter, to be fixed later. We assume that the cardinality of F is large enough
(as a function of s) so that, as argued in Subsection 4.1, there exist a bijection Ψ : ∆
(0)
s → [s + 1]
and a nontrivial chain map γ′ : C∗(∆
(0)
s ) → C∗(R) constrained by (F ,Ψ). We extend Ψ to ∆s by
putting Ψ(σ) = ∪v∈σΨ(v) for any σ ∈ ∆s and Ψ(∅) = ∅. Remark that for any σ, τ ∈ ∆s we have
Ψ(σ ∩ τ) = Ψ(σ) ∩Ψ(τ).
We now look for an injection f of V (K) into V (∆s) such that the chain map γ
′◦f] : C∗(K(0))→ C∗(R)
can be extended into a chain map γ : C∗(K) → C∗(R) constrained by F . Let e = {u, v} be an edge in
K. If we could arrange that γ′(f(u) + f(v)) is a boundary in U
Ψ({f(u),f(v)}) then we could simply define
γ(e) to be a chain in U
Ψ({f(u),f(v)}) bounded by γ
′(f(u) + f(v)) (see Figure 6). Unfortunately this is too
much to ask for but we can still follow the Ramsey-based approach of Subsection 3.3: we add “dummy”
vertices to {Ψ({f(u), f(v)})} to obtain a set We such that γ′(f(u) + f(v)) is a boundary in UWe . If
we use different dummy vertices for distinct edges then setting γ(e) to be a chain in UWe bounded by
γ′(f(u) + f(v)) still yields a chain map constrained by F . We spell out the details in four steps.
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Step 1. Any set S of 2b + 1 vertices of ∆s contains two vertices uS , vS ∈ S such that γ′(uS + vS) is
a boundary in U
Ψ(S)
.22 Indeed, notice first that for any u ∈ S, the support of γ′(u) is contained
in U
Ψ(S)
. The assumption on F about bounded Betti numbers of intersections of subfamilies of
F then ensures that there are at most 2b distinct elements in H0(UΨ(S)), as H0(UΨ(S)) ' Zm2
for some m ≤ b. Thus, there are two vertices uS , vS ∈ S such that γ′(uS) and γ′(vS) are in
the same homology class in H0(UΨ(S)). Since we consider homology with coefficients over Z2,
the sum of two chains that are in the same homology class is always a boundary. In particular,
γ′(uS + vS) = γ′(uS) + γ′(vS) is a boundary in UΨ(S).
Step 2. We use Ramsey’s theorem (Theorem 28) to ensure a uniform “2-in-(2b + 1)” selection. Let t
be some parameter to be fixed in Step 3 and let H denote the (2b + 1)-uniform hypergraph with
vertex set V (∆s). For every hyperedge S ∈ H there exists (by Step 1) a pair QS ∈
(
[2b+1]
2
)
that
selects a pair whose sum is mapped by γ′ to a boundary in U
Ψ(S)
. We color H by assigning to every
hyperedge S the “color” QS . Ramsey’s theorem thus ensures that if s ≥ R2b+1
((
2b+1
2
)
, t
)
then
there exist a set T of t vertices of ∆s and a pair Q
∗ ∈ ([2b+1]2 ) so that Q∗ selects in any S ∈ ( T2b+1)
a pair {uS , vS} such that γ′(uS + vS) is a boundary in UΨ(S).
Step 3. Now, let r be the number of edges of K and let σ1, σ2, . . . , σr denote the edges of K. We define
hK(b) = R2b+1
((
2b + 1
2
)
, r(2b − 1) + v(K)
)
+ 1
and assume that s ≥ hK(b)−1. We set the parameter t introduced in Step 2 to t = r(2b−1)+v(K).
We can now apply Lemma 29 with Y = V (K), Z = T , q = 2, w = 2b + 1, and Ai = σi for i ∈ [r].
As a consequence, there exist an injection f : V (K)→ T and W1,W2, . . . ,Wr in
(
T
2b+1
)
such that
(i) for each i, Q∗ selects f(σi) in Wi, and (ii) Wi ∩Wj = f(σi ∩ σj) for i, j ∈ [r], i 6= j.
Step 4. We define Φ by
Φ(∅) = ∅
Φ({vi}) = Ψ(f(vi)) for i = 1, 2, . . . , v(K)
Φ(σi) = Ψ(Wi) for i = 1, 2, . . . , r
We define γ on the vertices of K by putting γ(v) = γ′(f(v)) for any v ∈ V (K). Now remark
that for any edge σi = {u, v} of K, γ′(f(u) + f(v)) is a boundary in UΨ(Wi); this follows from the
definition of T and the fact that Q∗ selects {f(u), f(v)} in Wi. We can therefore define γ({u, v})
to be some (arbitrary) chain in U
Ψ(Wi)
with boundary γ′(f(u) + f(v)). We then extend this map
linearly into a chain map γ : C∗(K)→ C∗(R).
To conclude the proof of Proposition 30 for 1-dimensional complexes it remains to check that the
chain map γ and the function Φ defined in Step 4 have the desired properties.
Observation 31. γ is a nontrivial chain map constrained by (F ,Φ).
Proof. First, it is clear from the definition that γ is a chain map. Moreover, the definition of γ′ ensures
that for every vertex v ∈ K the support of γ(v) is a finite set of points with odd cardinality. So γ is
indeed a nontrivial chain map.
The map Φ is from K to 2[s+1] and Φ(∅) is by definition the empty set. The next property to check
is that the identity Φ(σ∩ τ) = Φ(σ)∩Φ(τ) holds for all σ, τ ∈ K. When σ and τ are vertices this follows
from the injectivity of Ψ and f . When σ and τ are edges this follows from the same identity for Ψ and
the fact that Step 4 guaranteed that Wi ∩Wj = f(σi ∩ σj) for i, j ∈ [r], i 6= j. The remaining case is
when σ = σi is an edge and τ a vertex. Then, by construction, τ ∈ σi if and only if f(τ) ∈Wi, and
Φ(σi) ∩ Φ(τ) = Ψ(Wi) ∩Ψ(f(τ)) = Ψ(Wi ∩ f(τ)) =
{
Ψ(∅) if f(τ) /∈Wi
Ψ(f(τ)) if f(τ) ∈Wi
}
= Φ(σi ∩ τ).
22We could require that γ′ sends every vertex to a point in U
Ψ(S)
, i.e. is a chain map induced by a map, and simply argue
that since U
Ψ(S)
has at most b connected components, any b+ 1 vertices of ∆s contains some pair that can be connected
inside U
Ψ(S)
. This argument does not, however, work in higher dimension. Since Section 4.2 is meant as an illustration of
the general case, we choose to follow the general argument.
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It remains to check that for any simplex σ ∈ K, the support of γ(σ) is contained in U
Φ(σ)
. When
σ = {v} is a vertex then γ(σ) = γ′(f(v)). Since γ′ is constrained by (F ,Ψ), the support of γ′(f(v)) is
contained in U
Ψ(f(v))
= U
Φ(v)
, so the property holds. When σ = σi is an edge, γ(σi) is, by construction,
a chain in U
Ψ(Wi)
= U
Φ(σi)
and the property also holds.
4.3 The induction
Let k ≥ 2, let K be a simplicial complex of dimension k and assume that Proposition 30 holds for all
simplicial complexes of dimension k− 1 or less. Let F be a finite family of subsets of a topological space
R such that for any G ( F and any 0 ≤ i ≤ k − 1, ⋂G 6= ∅ and βi (∩G) ≤ b. Assuming that F contains
sufficiently many sets, we want to construct a nontrivial chain map γ : C∗(K) → C∗(R) constrained
by F .
Preliminary example. When going from k = 0 to k = 1, the first step (as described in Section 4.2)
is to start with a constrained chain map γ′ : C∗(K(0)) → C∗(R) and observe that for some 1-simplices
1
2 3 4 5
{u, v} ∈ K the chain γ′(∂{u, v}) must already be a boundary. To
see that this is not the case in general, consider the drawing of
∆
(1)
4 in an annulus depicted in the figure on the left. Observe
that for every triangle {i, j, k} ∈ ∆(2)4 the image, in this drawing,
of ∂{i, j, k} is a cycle going around the hole of the annulus and
is therefore not a boundary. So, if we start with a chain map γ′
corresponding to that drawing, we will not be able to extend it by
“filling” any triangle directly. This is not a peculiar example, and
a similar construction can easily be done with arbitrarily many
vertices. Observe, though, that the cycle going from 1 to 2, then
4, then 3 and then back to 1 is a boundary; in other words, if we
replace, in the triangle ∂{1, 2, 3}, the edge from 2 to 3 by the concatenation of the edges from 2 to 4
and from 4 to 3, we build, using a chain map of ∆
(1)
4 where no 2-face can be filled, a chain map of ∆
(2)
2
where the 2-face can be filled. We systematize this observation using the barycentric subdivision of K.
Barycentric subdivision. The idea behind the notion of barycentric subdivision is that the geometric
realization of a simplicial complex K ′ can be subdivided by inserting a vertex at the barycentre of every
face, resulting in a new, finer, simplicial complex, denoted sdK ′, that is still homeomorphic to K ′.
Formally, the vertices of sdK ′ consist of the faces of K ′, except for the empty face, and the faces of
sdK ′ are the collections {σ1, . . . , σ`} of faces of K ′ such that
∅ 6= σ1 ( σ2 ( · · · ( σ`.
In other words, the set of vertices of sdK ′ is K ′ \ {∅} and the faces of sdK ′ are the chains of K ′ \ {∅}.
For σ ∈ K ′ we abuse the notation and let sdσ denote the subdivision of σ regarded as a subcomplex of
sdK ′, that is,
sdσ = {{σ1, . . . , σ`} ⊆ K ′ : ∅ 6= σ1 ( σ2 ( · · · ( σ` ⊆ σ}.
We will mostly manipulate barycentric subdivisions through the sdσ. For further reading on barycentric
subdivisions we refer the reader, for example, to [Mat03, Section 1.7].
Overview of the construction of γ. Let s ∈ N be some parameter depending on K and to be
determined later. To construct γ we will define three auxiliary chain maps
C∗
(
K(k−1)
)
α−−−→ C∗
(
(sdK)(k−1)
) β]−−−−−→ C∗ (∆(k−1)s ) γ′−−−→ C∗(R)
As before, γ′ is a chain map from C∗(∆
(k−1)
s ) constrained by F and is obtained by applying the induction
hypothesis. Unlike in Section 4.2, we do not inject the vertices of K into those of ∆s directly but proceed
through sdK, the barycentric subdivision of K. We “inject” K(k−1) into sdK(k−1) by means of a chain
map α (which will be the standard chain map corresponding to a subdivision). We then construct an
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injection β of the vertices of sdK into the vertices of ∆s which we extend linearly into a chain map β].
The key idea is the following:
The boundary of any k-simplex σ of K is mapped, under α, to a sum of k! boundaries of
k-simplices of sdK, all of which are mapped through β] to chains with the same homology
in some appropriate UWσ .
Since k! is even and we consider homology with coefficients in Z2, it follows that γ′ ◦ β] ◦ α(σ) is a
boundary in UWσ . We therefore construct γ as an extension of γ
′ ◦ β] ◦ α.
Definition of γ′. Since ∆(k−1)s has dimension k − 1, the induction hypothesis ensures that if the
cardinality of F is large enough then there exists a nontrivial chain map γ′ : C∗(∆(k−1)s ) → C∗(R)
constrained by F . We denote by Ψ a map such that γ′ is constrained by (F ,Ψ). Remark that Ψ must
be monotone over ∆
(k−1)
s as for any σ ⊆ τ ∈ ∆(k−1)s we have Ψ(σ) = Ψ(σ ∩ τ) = Ψ(σ) ∩ Ψ(τ) ⊆ Ψ(τ).
It follows that for any σ ∈ ∆(k−1)s we have
Ψ(σ) =
⋃
τ∈∆(k−1)s ,τ⊆σ
Ψ(τ)
We use this identity to extend Ψ to ∆s, that is we define:
∀A ⊆ V (∆s), Ψ(A) =
⋃
τ∈∆(k−1)s ,τ⊆A
Ψ(τ).
Remark that the extended map still commutes with the intersection:
Lemma 32. For any A,B ⊆ V (∆s) we have Ψ(A) ∩Ψ(B) = Ψ(A ∩B).
Proof. For any A,B ⊆ V (∆s) we have
Ψ(A) ∩Ψ(B) =
 ⋃
σ∈∆(k−1)s ,σ⊆A
Ψ(σ)
 ∩
 ⋃
τ∈∆(k−1)s ,τ⊆B
Ψ(τ)

Distributing the union over the intersections we get
Ψ(A) ∩Ψ(B) =
⋃
σ,τ∈∆(k−1)s ,σ⊆A,τ⊆B
Ψ(σ) ∩Ψ(τ)
and as Ψ(σ ∩ τ) = Ψ(σ) ∩Ψ(τ) if σ, τ are simplices of ∆(k−1)s , this rewrites as
Ψ(A) ∩Ψ(B) =
⋃
σ,τ∈∆(k−1)s ,σ⊆A,τ⊆B
Ψ(σ ∩ τ).
Finally, observing that
{σ ∩ τ : σ, τ ∈ ∆(k−1)s , σ ⊆ A, τ ⊆ B} = {ϑ : ϑ ∈ ∆(k−1)s , ϑ ⊆ A ∩B}
we get
Ψ(A) ∩Ψ(B) =
⋃
ϑ∈∆(k−1)s ,ϑ⊆A∩B
Ψ(ϑ) = Ψ(A ∩B)
which proves the desired identity.
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σ α(σ)
α(∂σ)
∑
τ∈sdσ
dim τ=dimσ
∂τ
=
Figure 7: The map α applied to a simplex σ (left) and to ∂σ (right). Significant parts of the boundaries
∂τ cancel out.
Definition of α. Now we define a chain map α : C∗
(
K(k−1)
)→ C∗ (sdK(k−1)) by first putting
α : σ ∈ K(k−1) 7→
∑
τ∈sdσ
dim τ=dimσ
τ,
and then extending that map linearly to C∗
(
K(k−1)
)
. See Figure 7. Remark that α behaves nicely with
respect to the differential:
α(∂σ) =
∑
τ∈sdσ
dim τ=dimσ
∂τ.
Note that the formula above makes sense and is valid even if σ is a k-simplex although we define α only
up to dimension k − 1.
Definition of β. We now construct the injection β : V (sdK)→ V (∆s) and, for constraining purposes,
an auxiliary function κ associating with every k-dimensional simplex of K some simplex of ∆s. We want
these functions to satisfy:
(P1) For any simplex σ ∈ K, κ(σ) ∩ Imβ = β(V (sdσ)).
(P2) For any k-simplices σ, τ ∈ K, κ(σ) ∩ κ(τ) = β(V (sdσ)) ∩ β(V (sd τ)).
(P3) For any k-simplex σ ∈ K, when τ ranges over all k-simplices of sdσ, all chains γ′ ◦ β](∂τ) have
support in U
Ψ(κ(σ))
and are in the same homology class in Hk−1(UΨ(κ(σ))).
The intuition behind these properties is that κ(σ) should augment β(V (sdσ)) by “dummy” vertices (P1)
in a way that distinct simplices use disjoint sets of “dummy” vertices (P2). Property (P3), will allow
building γ over k-simplices as explained in the preceding overview.
We start the construction of β and κ with a combinatorial lemma. Let ` = 2k+1 − 1 stand for the
number of vertices of the barycentric subdivision of a k-dimensional simplex, and set m = Rk+1(2
b, `).
Claim 1. For any integer t, if s ≥ Rm
((
m
`
)
, t
)
then there exist a set T of t vertices of ∆s and a set
Q∗ ∈ ([m]` ) such that Q∗ selects in any M ∈ (Tm) a subset LM with the following property: when σ
ranges over all k-simplices of ∆s with σ ⊆ LM , all chains γ′(∂σ) are in the same homology class in
Hk−1
(
U
Ψ(M)
)
.
Proof. Let M be a subset of m vertices of ∆s. Since γ
′ is constrained by (F ,Ψ), for every k-simplex
σ ⊆ M the support of γ′(∂σ) is contained in U
Ψ(∂σ)
⊆ U
Ψ(σ)
⊆ U
Ψ(M)
. We can therefore color the
(k + 1)-uniform hypergraph on M by assigning to every hyperedge σ the homology class of γ′(∂σ) in
U
Ψ(M)
. Since βk−1
(
U
Ψ(M)
)
≤ b, there are at most 2b colors in this coloring. As m = Rk+1(2b, `),
Ramsey’s Theorem implies that there exists a subset L ⊂ M of ` vertices inducing a monochromatic
hypergraph. We let QM denote an element of
(
[m]
`
)
that selects such a subset L.
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It remains to find a subset T of vertices of ∆s so that all m-element subsets M ⊆ T give rise to the
same QM . This is done by another application of Ramsey’s theorem to the m-uniform hypergraph on
the vertices of ∆s where each hyperedge M is colored by the `-element subset QM . The subset T can
have size t as soon as s ≥ Rm
((
m
`
)
, t
)
, which proves the statement.
Now, back to the construction of β and κ. We first want a subset of V (∆s) with a “uniform `-in-m
selection” property of Claim 1 large enough so that we can inject V (sdK) using Lemma 29. We set:
t = v(sdK) + r(m− `) and s∗ = Rm
((
m
`
)
, t
)
,
and assume that s ≥ s∗; since s∗ only depends on b and K, this merely requires that F is large enough,
again as a function of b and K, so that γ′ still exists. We let T and Q∗ denote the subset of V (∆s)
and the element of
(
[m]
`
)
whose existence follows from applying Claim 1. Let σ1, σ2, . . . , σr denote the
k-dimensional simplices of K. We apply Lemma 29 with
Y = V (sdK), Z = T, Ai = V (sdσi), q = `, and w = m,
and obtain an injection pi : Y → Z and W1,W2, . . . ,Wr ∈
(
Z
m
)
such that (i) for every i ≤ r, Q∗ selects
pi(Ai) in Wi, and (ii) for any i 6= j ≤ r, Wi ∩Wj = pi(Ai ∩ Aj). This injection pi is our map β and we
put κ(σi) = Wi. It is clear that Property (P1) holds, and since
κ(σi) ∩ κ(σj) = Wi ∩Wj = pi(Ai ∩Aj) = β(V (sdσi) ∩ V (sdσj)) = β(V (sdσi)) ∩ β(V (sdσj)),
Property (P2) also holds. The set Q∗ selects pi(Ai) in Wi (Lemma 29) so Claim 1 ensures that when τ
ranges over all k-simplices of ∆s with τ ⊆ pi(Ai), all chains γ′(∂τ) have support in UΨ(Wi) and are in
the same homology class in Hk−1
(
U
Ψ(Wi)
)
. Substituting pi(Ai) = β(V (sdσi)) and Wi = κ(σi), we see
that (P3) holds.
Construction of γ. Recall that we have the chain maps23:
C∗
(
K(k−1)
)
α−−−→ C∗
(
(sdK)(k−1)
) β]−−−−−→ C∗ (∆(k−1)s ) γ′−−−→ C∗(R).
We define γ = γ′ ◦ β] ◦ α as a chain map from C∗
(
K(k−1)
)
to C∗(R). Let σ be a k-dimensional simplex
of K. From the definition of α we have
γ (∂σ) =
∑
τ∈sdσ
dim τ=dimσ
γ′ ◦ β](∂τ).
By property (P3), all summands in the above chain have support in U
Ψ(κ(σ))
and belong to the same
homology class in Hk−1
(
U
Ψ(κ(σ))
)
. There is an even number of summands, namely k! and we are using
homology over Z2, so γ′ ◦ β] ◦ α(∂σ) has support in UΨ(κ(σ)) and is a boundary in UΨ(κ(σ)). We can
therefore extend γ into a chain map from C∗(K) to C∗(R) in a way that for any k-simplex σ of K, the
support of γ(σ) is contained in U
Ψ(κ(σ))
.
Properties of γ. First we verify that γ is nontrivial. If v is a vertex of K then sd v consists of a single
simplex, also a vertex. The chain α(v) is thus a single vertex of sdK, and β] ◦α(v) is still a single vertex
β(sd v). Since γ′ is nontrivial, the support of γ(v) is an odd number of points and therefore γ is also
nontrivial. It remains to argue that γ is constrained by (F ,Φ) where:
Φ :
 K → 2
F
σ 7→
{
Ψ(β(V (sdσ))) if dimσ ≤ k − 1
Ψ(κ(σ)) if dimσ = k
It is clear that Φ(∅) = Ψ(∅) = ∅ by definition of Ψ. Also, the construction of γ immediately ensures that
for any σ ∈ K the support of γ(σ) is contained in U
Φ(σ)
. To conclude the proof that γ is constrained by
(F ,Φ) and therefore the induction it only remains to check that Φ commutes with the intersection:
23β] is the chain map induced by β restricted to chains of dimension at most (k − 1).
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Claim 2. For any σ, τ ∈ K, Φ(σ ∩ τ) = Φ(σ) ∩ Φ(τ).
Proof. The claim is obvious for σ = τ , so from now on assume that this is not the case. First assume
that σ and τ have dimension at most k − 1. Then,
Φ(σ) ∩ Φ(τ) = Ψ(β(V (sdσ))) ∩Ψ(β(V (sd τ))) = Ψ(β(V (sdσ)) ∩ β(V (sd τ))),
the last equality following from Lemma 32. Since the map β on subsets of V (∆s) is induced by a map β
on vertices of ∆s we have β(V (sdσ)) ∩ β(V (sd τ)) = β(V (sdσ) ∩ V (sd τ)). Moreover, by the definition
of the barycentric subdivision we have V (sdσ) ∩ V (sd τ) = V (sd(σ ∩ τ)). Thus,
Ψ(β(V (sdσ)) ∩ β(V (sd τ))) = Ψ(β(V (sd(σ ∩ τ)))) = Φ(σ ∩ τ),
and the statement holds for simplices of dimension at most k − 1.
Now assume that σ and τ are both k-dimensional so that
Φ(σ) ∩ Φ(τ) = Ψ(κ(σ)) ∩Ψ(κ(τ)) = Ψ(κ(σ) ∩ κ(τ)) = Ψ(β(V (sdσ)) ∩ β(V (sd τ))),
the last identity following from Property (P2) of the map κ. Again, from the definition of β and the
barycentric subdivision we have
β(V (sdσ)) ∩ β(V (sd τ)) = β(V (sd(σ ∩ τ))).
We thus obtain
Φ(σ) ∩ Φ(τ) = Ψ ◦ β ◦ V (sd(σ ∩ τ)) = Φ(σ ∩ τ),
the last identity following from the definition of Φ on simplices of dimension at most k−1. The statement
also holds for simplices of dimension k.
Finally assume that σ and τ are of dimension k and at most k − 1 respectively. Then, applying
Lemma 32 we have:
Φ(σ) ∩ Φ(τ) = Ψ(κ(σ)) ∩Ψ(β(V (sd τ))) = Ψ(κ(σ) ∩ β(V (sd τ))).
Note that β(V (sd τ)) ⊆ Imβ and that, by property (P1), κ(σ) ∩ Imβ = β(V (sdσ)). We thus have
κ(σ) ∩ β(V (sd τ)) = β(V (sdσ)) ∩ β(V (sd τ)) = β(V (sd(σ ∩ τ))),
the last equality following, again, from the definition of barycentric subdivision. As σ ∩ τ has dimension
at most k − 1 we have
Φ(σ) ∩ Φ(τ) = Ψ(β(V (sd(σ ∩ τ)))) = Φ(σ ∩ τ)
and the statement holds for the last case.
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