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InSAR Data processing11
We processed all 33 Synthetic Aperture Radar acquisitions from the Envisat satel-12
lite from 2003 to 2010 along track 368 with the NSBAS processing chain, based on the13
ROI_PAC software [Rosen et al., 2004], to derive 96 interferograms with a final pixel size14
of 650 m [Doin et al., 2011]. We remove perturbations induced by tropospheric delays15
using the predictions from the ERA-Interim atmospheric re-analysis [Agram et al., 2013;16
Dee et al., 2011; Jolivet et al., 2011]. We then perform a time series analysis that accounts17
for residual atmospheric noise and allows inclusion of acquisitions with variable spatial18
coverage to combine interferograms into a continuous velocity field extending from the19
Mejillones peninsula to the Arica bend [Jolivet and Simons, 2018]. Our approach allows20
us to extract the surface displacement rate in the satellite line-of-sight in between earth-21
quakes for the period 2003 to 2010 as well as the coseismic displacement fields for the22
2005 Mw7.8 Tarapaca and 2007 Mw7.7 Tocopilla earthquakes.23
Fault geometry, Green’s functions and inverse problem setup24
We consider GNSS displacement rates measured during the interseismic period as25
the combination of a translation and rotation related to the motion of the Andean sliver26
[Metois et al., 2016], motion resulting from locking on the megathrust and an areal strain27
tensor for additional potential contraction of the forearc not related to coupling on the28
megathrust.29
Our fault geometry is based on the SLAB1.0 model [Hayes et al., 2012]. We mesh30
the fault surface with triangles of variable size from triangles with 20-km-long sides at the31
trench to triangles 10 km aside beneath the coastline. Slip on the fault is the linear inter-32
polation of slip values at the nodes. We compute the slip Green’s functions (i.e. surface33
displacements due to unit slip on the megathrust) in a stratified elastic halfspace based on34
previous tomographic models of the region [Husen et al., 1999; Duputel et al., 2015]. We35
compute the coupling Green’s functions so that a coupling of 1 – the fault is fully locked36
– corresponds to a backslip rate of 56 mm/yr, consistent with a 67 mm/yr convergence37
rate and a 11 mm/yr sliver motion [Metois et al., 2016]. We fix the rake of the slip vector38
parallel to the direction of convergence.39
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Bayesian Sampling accounting for data uncertainties and prediction errors -40
Considering a model m, Bayes’ theorem describes the a posteriori Probability Den-41
sity Function (PDF) of m given a set of data d as42
p(m|d) ∝ p(m)p(d|m), (1)
where p(m) is the a priori PDF of the model m and p(d|m) is the data likelihood. The a43
priori PDF describes our knowledge of the problem before realizing an observation. The44
likelihood measures how a model matches observations. We assume a Gaussian formula-45
tion of the likelihood such that,46
p(d|m) = 1√
2pi |Cχ |
e−
1
2 (Gm−d)TC−1χ (Gm−d), (2)
where G is the Green’s functions matrix built so that the product Gm is a prediction com-47
parable to the data d and Cχ is the sum of the data covariance matrix Cd and of the error48
prediction covariance matrix Cp . The data covariance matrix, Cd , describes the uncertain-49
ties and the associated covariances of the observations. The error prediction covariance50
matrix, Cp , describes the uncertainties and associated covariances corresponding to limi-51
tations of the model assumptions. Here, Cp is derived from uncertainties in the assumed52
elastic model, assuming a 10% error on the P- and S-wave velocities and material density.53
The model, m, contains the coupling values at each node of the fault mesh, the54
translation, rotation and strain components and the reference for the InSAR velocity map.55
For each of these parameters, we consider a uniform a priori PDF bounded between large56
values for the geometric parameters and between -0.1 and 1.1 for coupling (we extend the57
bounds from 0 and 1 to -0.1 and 1.1 to ensure the full range between 0 and 1 is sampled58
properly). We generate 250,000 models using the AlTar solver based on the Catmip al-59
gorithm [Minson et al., 2013; Duputel et al., 2014; Jolivet et al., 2015] to sample the a60
posteriori PDF of fault coupling.61
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Model performance and moments of the posterior PDF distribution62
We present below the model performance and the different moment of the posterior63
PDF. We specifically point to the fact that residuals shown in Figure 1 are correlated and64
aligned with the direction of convergence. The prior PDF of coupling is a uniform distri-65
bution between 0 and 1, therefore the posterior PDF is bounded as well between 0 and 166
and the mean model might not necessarily (and quite unlikely) correspond to the best fit-67
ting model. Most of the posterior marginals can be approximated by Dirichlet distributions68
with a sharp drop, hence a mean model slightly off the most likely parameter. Therefore,69
the mean model predicts displacement rates that are slightly lower than what the best fit-70
ting model would. To the contrary, the marginals PDFs of the prior on the translation pa-71
rameters (i.e. sliver motion) are uniform distributions between extreme values, hence the72
posterior marginals on these parameters are gaussians and the mean model is very close73
to the best fitting model. In our prediction, we therefore combine predictions on the low74
end (i.e. mean coupling model) with accurately predicted sliver motion, hence correlated75
residuals aligned with plate convergence in Figure 1.76
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Figure 1. Mean model prediction for GNSS data – Data (black arrows) and predictions (red arrows) from
the mean model for the GNSS data. Residuals, defined as data minus predictions, are shown in blue.
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Figure 2. Sliver motion and areal strain – Left: Prediction for the mean translation term. Inset shows the
posterior PDF of the East-West and North-South translation terms. Right: Prediction for the mean areal strain
term.
79
80
81
0.00
0.05
0.10
Co
va
ria
n
ce
 
(m
m
2 )
0 10 20 30 40
Distance (km)
= 0.3 mm
= 7 km
Figure 3. InSAR covariance – Empirical covariance and function parameterization for the construction of
the InSAR data covariance matrix. Blue line is a fit to the empirical covariance (dots).
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Figure 4. Mean model prediction for InSAR velocity map – Data (left), prediction from the mean model
(center) and residuals (right) for the InSAR velocity map.
84
85
–7–
Confidential manuscript submitted to GRL
72˚W 70˚W
70˚W
68˚W
68˚W
24˚S
22˚S
24˚S
22˚S
20˚S
72˚W
20˚S
72˚W 70˚W
70˚W
68˚W
68˚W
24˚S
22˚S
20˚S
72˚W
24˚S
22˚S
20˚S
72˚W 70˚W
70˚W
68˚W
68˚W
24˚S
22˚S
20˚S
72˚W
24˚S
22˚S
20˚S
70˚W 68˚W72˚W
70˚W 68˚W72˚W
−2 −1 0 1 2
Skewness
0.0 0.25 0.5
Std Deviation
−6 −4 −2 0 2 4 6
Kurtosis
1
Kulback−Lieber 
divergence
10-210-4
Figure 5. Posterior PDF description – Moments of the posterior PDF of the coupling model (standard
deviation, skewness and kurtosis). The Kulback-Lieber divergence is calculated on each of the marginal PDF,
allowing to determine which marginal posterior significantly differs from its prior. Regions with high values
are areas where a lot of information as been gained from the data.
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Relationship between short and long term uplift rates without interpretation and90
data location fromMelnick [2016]91
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Figure 6. Quaternary and interseismic uplift rates – Quaternary uplift rates inferred by Melnick [2016],
as a function of interseismic uplift rates predicted from the interseismic coupling model. This figure is similar
to the bottom right plot of Figure 4 of the main manuscript without any interpretation.
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Figure 7. Location of the points for which estimates of quaternary uplift rates are available – Left:
Location of the points for which uplift rates have been inferred by Melnick [2016] Color indicates latitude of
the points and refer to the plot on the right. Numbers refer to the plot on the right. Right: Quaternary uplift
rates inferred by Melnick [2016], as a function of interseismic uplift rates predicted from the interseismic cou-
pling model. Color indicates latitude of the point. Numbers refer to the map on the left. This plot highlights
the spatial consistency of the groups of points forming what we interpret as two distinct relationships.
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Validation of the predicted vertical interseismic rates against independent data101
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Figure 8. Comparison against GNSS-derived vertical rates – Blue dots are predicted vertical rates and
uncertainties (standard deviation) from our interseismic coupling model. Dark dots are GNSS-derived and
uncertainties produced using the MIDAS approach, available at http://geodesy.unr.edu/velocities/
midas.IGS14.txt , downloaded on Feb 27th, 2020 at 21:20 Western Europe Time [Blewitt et al., 2016].
Grey line and shading corresponds to uplift rate and uncertainties predicted by our model along the coastline
of Chile. The later is averaged over uplift predicted at less than 10 km of the coastline.
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Bayesian regression accounting for uncertainties on both short and long term uplift108
rates109
In order to estimate the amount of interseismic vertical rates that translates into per-110
manent uplift, we compute, for each data set (i.e. separated between regions with active111
faulting and without) a linear regression using a Bayesian approach to account for both112
uncertainties on the short and long term rates. We aim at deriving the Probability Density113
Function of the slope and constant terms of the linear trend by sampling for all possible114
models. We assume Gaussian uncertainties for both short and long term rates and use115
a Gaussian formulation for the likelihood. Therefore, the PDF of the slope and constant116
terms, s and c, given the short term, rs , and long term rl rates writes as117
p(s,c|rs,rl) ∝ p(s,c)p(rs,rl |s,c)p(rs)p(rl), (3)
where p(s,c) is the prior likelihood on the slope and constant terms (i.e. here taken as118
uniform distributions), p(rs,rl |s) is the likelihood function defined as119
p(rs,rl |s,c) ∝ e− 12 (robsl −srobss −c), (4)
where robs
l
and robss are the observed long and short term rates. p(rl) and p(rs) are the120
PDFs of the observations, defined as normal distributions centered on robs
l
and robss , re-121
spectively, with standard deviations equal to the uncertainties shown in Figure 4 of the122
main manuscript. We use a Monte Carlo Markov Chain approach to sample the posterior123
PDF of the slope and constant terms, performing 105 sampling steps and rejecting the first124
504 models (i.e. as a burning phase). We use the MCMC sampler implemented in the125
PyMC python library [Patil et al., 2010]. We show below the posterior PDF of slopes and126
constant terms for both data sets.127
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Figure 9. Posterior PDFs of slopes and constant terms – Posterior probability density functions of the
slope and constant terms of the linear regression shown in figure 4 of the main text. Blue (resp. black) his-
togram is the marginal PDF for the case with (resp. without) active quaternary faulting. Blue and black lines
are the corresponding kernel density estimates representing the marginal PDF.
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Trench-coastline distance132
The distance between the coastline and the trench has also been proposed as a po-133
tential indicator of vertical displacements within the forearc [e.g. Saillard et al., 2017]. It134
has also been proposed that the down-dip end of the seismogenic, coupled zone along the135
megathrust is located underneath the coastal domain (i.e. the domain that extends from the136
coast to the shelf) [Béjar-Pizarro et al., 2013]. Our results confirm that the coastline in-137
deed sits on top of the down-dip end of coupled segments on average, but we observe that138
coupling offshore decreases with the distance between the coast and the trench.139
We compute the distance between the trench and the coastline using the surface pro-140
jection of our model and the coastline. We extract coupling 50 km from the trench in141
the direction of convergence (i.e. roughly halfway between the coastline and the trench)142
and measure the trench-coastline distance for all these points. If any, we observe an anti-143
correlation between the coastline-trench distance and coupling. This is consistent with our144
proposed hypothesis, if we consider that coastline is an actual marker of long-term uplift145
along the subduction. A coupled segment will lead to more anelastic deformation within146
the forearc, hence more uplift.147
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Figure 10. Comparison between the Trench-Coastline distance and offshore coupling – Left shows the
along strike distribution of coupling for a given latitude with the trench-coastline distance. Right shows the
correlation between these two quantities. Constant values of coupling of 0.4 for large distances correspond
to the northernmost part of our model, near the Arica bend, where we have no data, hence no resolution (i.e.
posterior PDF equals prior PDF)
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Visco-plastic deformation model of quartz153
We consider the low temperature, visco-plastic behavior of a single mineral type154
to illustrate a testable hypothesis proposed in this study [Bhat et al., 2011]. We consider155
strain rate, Û , is the combination of elastic, Ûel and inelastic Ûan strain rates, so that156
Û = Ûel + Ûan. (5)
Elastic strain is given by Hooke’s law. For inelastic strain rate, we use a flow law assum-157
ing deformation is accommodated through dislocation glide [Ashby et al., 1978] such as158
159
Ûan = cp
( τ
G
)2
exp
{
−∆Fp
kT
[
1 −
( τ
τˆ
) 3
4
] 4
3
}
, (6)
where cp is the pre-exponential for lattice resistance (cp = 1011 s−1), τ is the shear stress,160
G is the shear modulus (here, G = E/(2(1 + ν)) with E = 96e9 Pa the Young’s modulus of161
quartz and ν = 0.25 the Poisson ratio), ∆Fp is the activation energy for lattice resistance162
(∆Fp = 0.05), k is Boltzmann’s constant (k = 1.3806485e−23 kgm2s−2K−1), T is the tem-163
perature and τˆ is the lattice resistance (τˆp = 34.176 MPa). We solve for the strain stress164
relationship using a Newton-Raphson scheme (see below for details of the implementa-165
tion).166
Integration of the material model using a Newton-Raphson iteration procedure167
Let σi j be the stress tensor. Then the deviatoric stress is defined as si j = σi j −168
1
3σkkδi j , where σkk is its trace (i.e. confining pressure). The invariant measure of shear169
stress, τ, is then τ =
√
1
2 si j si j . Total strain rate, Ûi j is the sum of elastic strain rate, Ûel ,170
and anelastic strain rate, Ûanij . Anelastic strain rate, Ûanij , is obtained from171
Ûanij = F [τ]
si j
2τ
(7)
where F [τ] = cp
( τ
G
)2
exp
{
−∆Fp
kT
[
1 −
( τ
τˆ
)3/4]4/3}
, (8)
(9)
where cp is the pre-exponential for lattice resistance, τ is the shear stress, G is the shear172
modulus, ∆Fp is the activation energy for lattice resistance, k is Boltzmann’s constant173
(k = 1.3806485 × 10−23 kgm2s−2K−1), T is the temperature and τˆ is the lattice resistance.174
To determine the evolution of elastic and anelastic strains for a given stress, we de-175
fine the anelastic strain rate increment, ∆anij , for a time step ∆t as a function of a plastic176
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multiplier, p, so that177
∆
p
ij = ∆p
si j
2τ
and ∆p = F (τ)∆t . (10)
We define a time step for the experiment. Its definition can be arbitrarily given as it178
only controls the number of points in the stress/strain space we want. Then, for each time179
step, we use the following constitutive update algorithm.180
1. Determine the elastic trial stress for step n (the tr superscript stands for “trial”):181
σ
tr ,(n+1)
i j = σ
(n)
i j + 2G∆
(n+1)
i j + λδi j∆
(n+1)
kk
str ,(n+1)i j = σ
tr ,(n+1)
i j −
1
3
σ
tr ,(n+1)
kk
δi j
τtr ,(n+1) =
√
1
2
str ,(n+1)i j s
tr ,(n+1)
i j
2. Define the quantities ha, hb , hc and hd:182
ha = τtr ,(n+1) − µ∆p ; hb =
∆Fp
kT
; hc = 1 −
(
ha
τˆ
)3/4
; hd = exp
{
−hbh4/3c
}
3. Use Newton-Raphson iterations to find the plastic strain increment:183
F [∆p] = h
2
ahdcp
G2
∂F
∂∆p
= −cpha
7/4hbhc1/3hd
τˆ3/4G
− 2cphahd
G
d∆p =
F (∆p)∆t − ∆p
1 −
(
∂F
∂∆p
)
∆t
∆p(k+1) = ∆p(k) + d∆p
Iterate above steps until |∆p(k+1) − ∆p(k) |  1184
4. Use the plastic multiplier increment to determine plastic and elastic strains and185
stress increments:186
∆
p
ij =
∆p str ,(n+1)i j
2τtr ,(n+1)
∆ei j = ∆i j − ∆ pij
∆σi j = 2µ∆ei j + λδi j∆
e
kk
5. Update all quantities to the end of the time increment.187
σ
(n+1)
i j = σ
(n+1)
i j + ∆σi j
p(n+1) = p(n) + ∆p
This numerical implementation is available in a Python tool together with the exam-188
ple of quartz shown in the main text (code will be made available on http:github.io).189
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