This paper proposes an efficient method for the production of high quality radiosity solutions which makes use of the a-priori knowledge of the dynamic properties of the scene in order to exploit temporal coherence. The method is based on a two-pass strategy that provides user-control on the final frame quality. In the first pass, it computes a coarse global solution of the radiosities along a time interval and then, in the second pass, it performs a frame-to-frame incremental gathering step using hardware graphics accelerators. The frame production computing cost is thus reduced because the method takes advantage of frame-to-frame coherence by identifying the changes produced by dynamic objects, and by decoupling them from computations that remain unchanged. The input data is a dynamic model of the environment through a period of time corresponding to the same camera recording. The method proceeds by incrementally updating two data structures: a space-time hierarchical radiosity solution for a given interval of time, and a hierarchical tree of textures representing 1 the space-time final illumination of the visible surfaces. These data structures are computed for a given viewpoint, either static or dynamic. The main contribution of this work is the efficient construction of the texture tree by identifying the changes produced by dynamic objects and by recomputing only these changes.
Introduction
Giving a dynamic behaviour of the objects, as well as providing interactive navigation through the environments greatly improve the perception of realism. A further step in realistic image synthesis is thus the production of animations using global illumination models. Up to now, progress in this field has been limited by the high computational cost of realistic animation synthesis.
In static environments, the energy transport between scene elements remains constant. Navigation through such scene poses the problem of obtaining accurate image quality as the viewer comes closer to specific regions and moves further away from other ones. Walkthrough radiosity algorithms thus require adaptive refinements and coarsening of the energy transport solution. In dynamic environments, the movement of an object causes changes in the visibility between scene elements, and therefore it modifies the energy transport. However, the extent of these changes is generally limited.
Computing each frame from scratch does not seem a reasonable choice since successive frames are not too much different one from the other. In order to take advantage of frame-to-frame coherence in dynamic environments, it is necessary to identify changes and to update the previous solution.
There have been several attempts to characterize the visibility changes produced by moving objects in order to incrementally compute the form factors, as well as to update the energy transport. These methods, briefly overviewed in section 2, provide means of interactively manipulating complex radiosity scenes. However, they all focus on updating the global radiosity solution. Global finite-element solutions with reasonable refinement thresholds are sufficient in many interactive applications. However, highquality realistic rendering, such as it is often needed in animation, requires a final per-pixel gathering pass in order to provide better visual appearance. The cost of this second pass often ranges from twice to ten times the global pass, making the use of acceleration techniques even more necessary. Up to now, no specific solution has been proposed to speed-up the final gathering step. It is the goal of the work presented herein. This paper presents a method for the efficient production of photo-realistic animations using radiosity, which can be outlined as follows. With a user given error level, it reconstructs the continuous global illumination function of the environment over a time interval, as it is seen along the camera path. The motion of the objects and the camera is supposed to be known a priori, an hypothesis which, although being restrictive, seems reasonable, taking into account that, in the design stage of an animation sequence, simple local illumination models are generally sufficient. On the basis of this assumption, an incremental two-pass strategy is designed, which computes two data structures: a hierarchical spatio-temporal radiosity solution of the environment, and a spatio-temporal hierarchical texture tree that represents the final illumination of the visible surfaces. These data structures have the minimum size in order to produce a given frame n, and they are updated when frame n + 1 is requested.
The paper is structured as follows. First, the previous work is reviewed in Section 2. Section 3 presents a brief overview of the method along with a review of a previously published two-pass method for static scenes that is used as the starting point of our work. Next, the method is depicted in detail in Section 4. Section 5 explains how frameto-frame coherence is used within the method to speed-up computations. Results of the experiments performed are presented in Section 6 to analyze the behaviour of the proposed method. Finally, Section 7 presents the conclusions and the future work.
Background
Several radiosity methods have been proposed that deal with dynamic objects in the context of progressive strategies [1, 2, 3, 4] , as well as of hierarchical solutions [5, 6, 7] .
Most methods suppose an a-priori knowledge of the movement [8, 5] although others allow restricted interactive changes [7] .
A common idea of these papers is to provide means of identifying changes in the visibility as well as in the energy transport. In finite element methods, the visibility tests are embedded in the form factor calculations. The a-priori knowledge of the movements allows the construction of swept volumes that restrict the part of the scene that is affected by the motion. In an early paper [8] , the form factors between patches that do not interact with moving objects were identified using this strategy, computed in a preprocess and stored. In addition, modified form factors were incrementally computed by using reprojection techniques. First restricted to 2D [9] , and later extended to 3D [10] , a mechanism for the prediction of changes in form factors has been proposed, which is based on a geometrical data structures called visibility complex and visibility skeleton.
In the progressive radiosity context, an incremental computation of the radiosity solution was proposed in [1, 2] . At each frame, moving patches first shoot a negative energy to undo their effect in the previous frame, and then they shoot their current radiosity. This mechanism, called redistribution, has proven to be valuable for interactive indoor design where the frame rate can be low. A similar technique called re-propagation stores a dynamic array called Shadow Form Factor List, which allows us to exactly re-propagate radiosity only on the parts of the scene affected by changes [3] . Although it allows near real-time animations, it is restricted to one change per frame. In addition, as it is based on a fixed initial meshing, artifacts may appear due to a coarse refinement.
In [5] , the hierarchical radiosity is extended to dynamic environments by updating the hierarchy of links between static objects affected by moving occluders. Links can be refined, coarsened and temporally occluded. As the moving objects are known in advance, the link events are easily predictable. However, links involving a dynamic patch are recomputed from scratch. The main limitation of this approach is that it cannot handle light source movements. A similar idea is described in [6] , which introduces shadow links with information on occluders that allow dynamic events to be easily identified. An approach towards interactive changes in clustering-based hierar-chical radiosity is presented in [7] . It keeps a line space hierarchy associated to the links between elements of the scene, whose traversal provides a fast identification of the links that have changed and an accelerate solution of the modified system. The major drawback of the line-space hierarchy is its huge memory consumption. This problem is addressed in [11] , which propose a dynamic management of shafts storage. In [12] and [13] , the idea of developing general frameworks to deal with space-time hierarchical radiosity was proposed.
A different approach from the previously cited is to compute a radiosity solution for a time interval rather than frame-to-frame updating the solution. This is done in [14] by using a global Monte Carlo method, which removes the necessity for performing repeated light transports. In [15] , the 4D space (3D space+time) is represented by a set of discrete samples which are eventual views of the scene. Any camera path can then be reconstructed from these samples. This method has proven to be efficient, although choosing the optimum set of samples is an open problem.
In summary, significant advances have been made towards using temporal coherence in radiosity and, specifically, in hierarchical radiosity. However, these previous works deal with the global solution of the system. For high quality rendering, this global solution is not sufficient unless unaffordable refinement levels of the solution are reached. On the contrary, high quality images require a final gathering step [16] .
Different two-pass strategies have been developed in the literature [17, 18, 19, 20, 21] , but none of them has been adapted to a dynamic environment. Analyzing the cost of the two steps, it is clear that the local pass cost is considerably higher than the global one: from twice to ten times more expensive depending on the type of scene and on the gathering computations. Therefore, the acceleration of the local pass is crucial for reducing the overall computational cost.
Furthermore, temporal coherence is by no means less important at the frame level than globally. In classical key-frame animation, the interpolation between key-frames is precisely based on frame-to-frame coherence. In a recent paper [22] , this coherence is taken into account to render walkthrough animation sequences, by combining inexpensive Image-Based Rendering techniques and ray-tracing calculations. An Ani-mated Quality Metric is proposed to guide the decision of which of the two rendering techniques must be used. This paper addresses high quality rendering of dynamic radiosity environments.
The main difference with previous work is the use of frame-to-frame coherence in the gathering step, which significantly reduces its computational cost. As mentioned above, frame-to-frame coherence has only been applied to the global pass. Our method provides means of obtaining high quality images that could not be obtained only with a global pass.
In the context of two-pass radiosity animation, temporal coherence should be used in the local pass to adaptively reconstruct the illumination function at the pixel level, trying to minimize the number of computations while keeping a high image quality.
The pixels could be either replicated from the previous frame, interpolated between two key-frames or actually recomputed. In [23] a two-pass radiosity algorithm for static scenes has been proposed. This method allows an adaptive reconstruction step, which computes pixel intensities either through an actual gathering process or by simple interpolation. This strategy, which fits the requirements explained above, will be extended to cope with dynamic environments in the next sections.
Overview of the Method
As mentioned above, the goal of the proposed method is to efficiently reconstruct the radiosity function of a dynamic environment as a moving observer along a given period of time sees it. The changes in the scene due to object motion or camera changes affect not only the illumination across the surface but also the perception of the illumination. The method herein proposed is based on an incremental two-pass strategy. We argue that the former type of changes (illumination variation) should be detected and processed mainly in the global pass, whereas modifications of the perception are mostly related to the second pass. However, unless very deep refinements of the solution are performed, the global pass fails at detecting small changes that may be perceptually noticeable. Thus, the local pass may need to recompute some energy transfer at higher image precision level.
As exposed above, the method is conceived as an extension of the two-pass method presented in the background section [23] . This method produces high quality radiosity images and it stores the results as textures, which are extended to the temporal dimension. Thus, the hierarchical structure computed to represent an animation sequence is made up of nodes that contain a space-time representation of the radiosity function.
Each node is stored as a temporal sequence of textures of the same size that can be considered as a texture movie for a given patch in a given interval of time. The key of the method is to use frame-to-frame coherence to minimize the computations of these texture movies by only recomputing the changes produced by the dynamic behavior of the scene objects.
Two-Pass Method for Static Scenes
The method presented in [23] uses a hierarchical radiosity global pass (GP) in order to compute a global illumination solution that guides a second pass (SP) which builds the details of the illumination function. The global pass provides at the end a set of links for each polygon of the scene. This set of links represents the contribution of the scene to that polygon. The key of the method presented here is to identify in the gathering step the subset of these links that should be recomputed with higher accuracy (bad links). The remaining links, whose contributions do not need to be recomputed, can be used directly (good links). Graphic hardware accelerators are used to recompute the bad links without introducing an unacceptable computing overhead. Different criteria can be proposed to classify links [19] . Specifically, a link is classified as good if the error estimation is within given bounds. This means that the illumination corresponding to that link is accurate enough. A conservative implementation of this definition is to classify as bad links those corresponding to direct illumination onto visible patches, and good links the remaining ones.
No modification has been introduced in the basic GP algorithm and the original brightness-weighted oracle is used [24] . As the second pass analyzes the interactions at the polygon level it is necessary to keep all the links corresponding to the same polygon-to-polygon interaction grouped. Therefore, in contrast to the classical HR method, in the global pass when a link is refined it is not removed and the whole link hierarchy is stored.
Once the global solution has been computed the illumination of the visible surfaces has to be reconstructed. The final goal of this step is to produce a texture for each visible patch that represents accurately its diffuse illumination and then to project all the visible patches using texture mapping to render the final image.
The method determines the visible patches, at which level of the hierarchy the textures are computed, and the size of these textures to guarantee that radiosity is computed at pixel level. Then, for each patch that has a texture associated, the links arriving at that patch are classified into two sets (good and bad ones).
The energy carried by good links is rendered into an auxiliary texture using linear interpolation (Gouraud shading). The result is accumulated into the polygon texture.
Then bad links are traversed and the illumination for each one is computed in the auxiliary texture and then accumulated into the polygon texture. This process is performed as follows: first for each bad link of the polygon, the illumination is computed at each texel without performing visibility computations; next, the visibility is computed and stored in a texture of transmittances whose texels represent the fraction of the shooter energy that actually reaches the corresponding texel; finally, the auxiliary texture is 
Transmittance Texture Computation
The main feature of the method is that the transmittance texture is computed using the graphics hardware accelerator, which makes the second pass very fast. The way of taking advantage of the hardware accelerator is to use the frame-buffer as the transmittance texture and to compute the visibility using projective shadows. This process is done in three steps:
1. Selection of a set of N random sample points on the shooter polygon corresponding to the bad link being recomputed. These sample points will be used to approximate the visibility in a similar way to the one used in hardware-driven soft shadow computation [25] . The number of sample points that are required to accurately approximate the visibility depends on several factors: the size of the shooter polygon, the distance between the shooter and the receiver, and the rela-tive location of the link occluders. As the last factor is very difficult to evaluate, the method takes only into account the two first factors. Concretely, the number of points is made proportional to the maximum form factor between the shooter and the texels.
2. For each sample a projective transformation is computed taking the sample as the viewpoint and the polygon as the base of the viewing pyramid. The 4 × 4 homogeneous transformation matrix computation is described in [26] . means that all the sample points are visible from that texel, while a value of N means that none of the sample points is visible from that texel.
As mentioned above, this transmittance texture is used to weight the auxiliary texture giving as a result the illumination due to the shooter polygon. Illumination from bad links and good links are finally added resulting in the polygon illumination
The texture size is such that at least one texel covers one image pixel, ensuring that radiosity is computed at pixel level in the gathering step. In [23] it is shown that the memory requirements for the textures representing the radiosity of the visible patches is approximately one order of magnitude higher that the memory required for the image.
Space-Time Hierarchical Representation
The two-pass method described in the previous section produces a hierarchical representation of the radiosity as textures for the visible patches. The natural extension is to add the temporal dimension to the texture representation. This new structure is made of temporal texture spans that represent the radiosity function for a given patch This hierarchical representation of radiosity is computed from a coarse classical hierarchical radiosity solution that guides the two-pass temporal computations as in the static case. This global solution also has to be extended to the temporal dimension and it has to be efficiently recomputed. The problem of recomputing hierarchical solutions due to dynamic changes in the scene has been successfully addressed [7, 11] and it is not the goal of this work.
The Texture Movie Hierarchy
The construction of this structure is driven by the changes in the projection of the scene patches onto the camera frame-buffer along time. As textures are only created for visible patches, the creation, destruction and resizing of these textures are events that depend on how a patch is projected onto the camera frame-buffer. The fraction of the patch that is visible has to be taken into account, and the area of the camera frame-buffer covered by the visible part of that patch, for a given instant of time. The fraction of the patch that is visible determines if the patch is represented by one texture at the top level or if it is represented at lower level by a hierarchy of textures. Also, the area covered in the camera frame-buffer by the patch determines the size of texture that guarantees the desired image quality. All these events are used as a criterion to perform the spatio-temporal subdivision of the patches into texture movies.
The criteria for the texture-movie interval computation are detailed:
1. Visibility of a patch. The changes in the visibility of a given patch between frames can produce the creation or termination of texture movies:
• Create a new interval when a patch enters into the view frustum and it is not hidden by another patch, or when a hidden patch within the view frustum becomes visible (Figure 2 ).
• Close a created interval when a visible patch leaves the view frustum, or when a visible patch starts to be hidden by another patch (Figure 3 ).
2. The patch is represented at a different level of the hierarchy. There are two events that can cause this change:
• The visible portion of a patch changes and radiosity is represented at a higher or a lower level. This event is depicted in Figure 4 . When a patch is leaving the view frustum the visible fraction of that patch becomes smaller, so if it is represented one level down the patch hierarchy (textures at one level is not represented at the top level, all the children become visible and it is more efficient to represent them as one texture at one level up the hierarchy.
• The projected area of a visible patch changes and the corresponding texture has to be resized. In this event, there are no visibility changes but a modification of the texture movie resolution to maintain homogeneous image quality.
Switching the level of the texture in the hierarchy could lead to popping artifacts.
However, the texture size is computed to ensure that all the image pixels are covered by at least one texel at any frame, therefore the transition between levels is rather smooth. The artifacts are hardly noticeable in a static image, and even less in animation. Another source of artifacts could be abrupt changes in the link classifications.
In order to avoid this problem the classification of a link does not change while the receiver patch is visible.
The Global Solution Space-Time Hierarchy
The global pass constructs a hierarchical representation of the illumination function over the 4D space. In contrast to the classical hierarchy [24] , this structure keeps the history of links, i.e. links are not deleted when refined, and all the links of the hierarchy that sometimes carry radiosity during the considered time interval are stored. With each link, a set of time intervals is stored which represent the lapses of time in which the link is active. A link is considered as active during a time interval if it is used for the energy transport during this interval.
As time passes, three possible events may happen: visibility changes, geometrical factor modifications or energy transport variations. The oracle function is sensible to these three types of events that provoke a refinement or coarsening of the links.
The evolution of the hierarchy through time is thus a natural way of representing the key-instants of the links evolution.
In order to take better advantage of this information, in addition to the time intervals, information on the type of event that has produced the refinement or coarsening is also stored. Namely, a visibility flag indicates that the modification is caused by a visibility change.
Moreover, following the strategy proposed in [23] , links are labeled in their different intervals as being good or bad. A good link at a given instant is a link that provides an approximation of the illumination which does not require a final gathering step. In the global data structure, for the good links, the form factors associated to the activity intervals are also stored. These form-factors are considered to vary linearly along the activity interval.
A similar approach is used for storing a time-space representation of the radiosities.
The patch hierarchy is augmented with a list of intervals that store a linearly varying representation of the radiosity of that patch.
The time intervals associated to links and patches will be used in the second pass to recompute the radiosity of visible patches. Thus, it is not necessary to store time information for all links and patches, but only for patches that contribute to the radiosity of visible patches and for links that transport radiosity to visible patches. This restriction highly reduces the memory consumption due to temporal data associated to the global solution.
For the global pass data structure construction, temporal coherence can be exploited by using the approach presented in [7, 11] . This work introduces the line-space hierarchy method that allows to adaptively control the interactions that have changed, recompute them, and redistribute the energy changes to converge to a new solution.
This approach has not been fully implemented because the use of a coarse global solution makes not critical the energy transport recomputations. Temporal coherence is used to efficiently identify the links that change from one frame to the next using a clustered representation of the scene and shaft culling. Thus, only a small set of links is recomputed. Then, energy transport is performed from scratch. The temporal data is updated comparing the previous solution with the new solution.
The Incremental Approach
The main problem faced for the temporal data structures presented in the previous section is memory storage. If the two data structures (global pass and texture hierarchy) have to be constructed to represent a whole animation sequence, then the storage needs become unaffordable. As presented in Section 3.1, the memory required to store an image as a texture hierarchy is one order of magnitude the size of the image. For an image size of 352x240 pixels, the texture memory required is about 2.5 Megabytes.
Storing one second of animation (24 frames) would need approximately 60 Megabytes.
A short sequence of 10 seconds would consume 600 Megabytes, which is unacceptable even for high-end machines.
These requirements force the use of an incremental approach that computes only a minimum part of these hierarchies. The method proposed herein is an incremental algorithm that updates the data structures as frames are produced. The pseudo-code corresponding to the main loop is presented in Table 1 . In this algorithm, two processes are performed simultaneously:
1. The first one is performed in the computeNewInterval function and it is driven by the timeIntervals variable. This process determines the extent of the texture movie intervals, but it does not compute them. It starts at the time instant that it receives as an input parameter and it computes the texture movie intervals by evaluating the changes in visibility described in Section 4.1. These changes are evaluated by projecting the scene patches onto an item-buffer that allows to compute the projected area of each patch. Then, the item-buffer is traversed and the visibility of the patches is updated.
To update the interval structure, the top patches are traversed and the extent of corresponding texture movies are updated with the following criterion:
• If the patch is not visible, close all existing intervals corresponding to this patch and its descendants.
• If the patch is visible then its projection onto the item buffer is analyzed:
-If the patch is suitable to be represented by a texture at its level, then the optimum texture resolution is considered: Table 1 : Pseudo-code for main loop * If the patch was visible in the previous frame, then the resolution computed is compared with the resolution computed for the previous frame. If they differ, the previous interval is closed and a new one is created with the new resolution. * If the patch was not previously visible, a new interval is initialized with the computed resolution.
-If the patch has to be considered at a lower level of the patch hierarchy, then the interval corresponding to the actual patch (if any) is closed and the whole criterion is applied to the children. In order to apply the criteria, the children must be projected onto the item buffer to determine their projected area and to compute their visibility and texture size.
It should be noted that this process does not effectively compute the texture movies, but the extent of the intervals. This is, it determines the space-time subdivision of the texture hierarchy for a given interval of time. The texture movies are effectively computed in the second process, as they are needed to produce successive frames. In Section5 the use of frame-to-frame coherence to compute the texture movies is explained in more detail.
This process finishes when all the patches traversed have at least one interval that has been closed. As explained before, an interval is closed when the patch becomes invisible, it is represented at other patch level, or it reaches a maximum predefined length.
2. The second process tries to generate as many frames as possible with the intervals determined in the first process. Four actions are performed each time a frame is requested in call generateAndRenderFrame(timeGenerated):
• First, all the texture movies whose maximum time is lower than timeGenerated are deleted, because they will not be used anymore.
• Second, the patch hierarchy is traversed to find which intervals contain timeGenerated, because they will be needed for the production of the frame.
Some of these intervals have not been yet computed because it is the first time that they are requested. To compute these intervals, the global solution must be able to answer all the queries needed to perform the computations: radiosity of the visible patches, form factors of the links, ... These queries must be answered for the interval of time corresponding to the union of time intervals of the texture movies that have to be computed.
• Update the global pass for the interval of time computed in the precomputation step.
• Generate the textures corresponding to timeGenerated. 1. Frame 0 is requested and the first action is to compute the interval extent for the patches until the extent of all visible patches in frame 0 has been fully computed.
Only P 1 is visible at frame 0 so the extent computation is performed in the interval
2. The next step computes all the texture movies corresponding to patches visibles at frame 0. Again, only patch P 1 is visible so its texture movie is computed. The global pass is updated to contain information for interval [0, 9] .
Frames [0, 6] are computed and rendered using texture movie of patch P 1 .
3. Frame 7 needs patch P 2 interval to be completed. The first action is to complete interval extent computation.
4. The next step computes all the texture movies corresponding to patches visibles at frame 7. Patch P 1 has been already computed so texture movie for patch P 2 is computed. The global pass is updated to contain information for interval [7, 16] .
Frames [7, 16] are computed and rendered using texture movie of patches P 1 and
5 Frame-To-Frame Coherence For Texture Movie
Computation
As mentioned above, the local pass constructs a representation of the animation in terms of a set of texture-movies that are associated to patches at different levels of the hierarchy. The level of the hierarchy for a texture is determined by following the criterion proposed in [23] . The length of the movie is determined by changes in visibility (patches entering or leaving the image and being occluded) and projected size (zooming in and out). Each time a frame n is requested, new texture movies might be computed to ensure that all the visible surfaces have a texture representation at some level for time T n .
Texture movies are computed by examining the links transporting energy to the corresponding patch during the associated time interval. Links are traversed up and down the hierarchy, and grouped into good and bad sets. For simplicity links are classified at top level (shooter is a top-level patch), and thus all the links down the hierarchy have the same classification. Each bad link is recomputed performing a gathering step, as shown in [23] , thus generating a layer of the texture movie. These layers are accumulated, and finally the layer corresponding to all the good links is computed using the global solution data and accumulated in the texture movie. This mechanism is the same as the one used in the static method described in Section 3.1.
The key feature of this second pass is that layers corresponding to static bad links (receiver and shooter are static) can be efficiently computed by separating dynamic changes from static ones. When computing the gathering step for a bad link, the most Finally, transmittance textures are merged and used to compute the layer weighting the unoccluded illumination ( Figure 6 ).
Merging transmittance textures cannot be done by simple averaging because of the kind of information that they represent. Figure 7 shows the meaning of transmittance values and which values can yield the merging. Exact merging is not possible when taking into account only the transmittance textures values, because there is geometrical information lost in the process. In our method, we use a simple approach that allows a fast merging and gives reasonable quality shadows. Given the transmittance values T s and T d corresponding to the same texel, the following operator is applied ( Figure 7 ): However, at the moment, we have not been able to find any compression scheme faster than disk caching and without artifacts.
Results
The method proposed in this section has been implemented using the SIR framework [27] , and the timings have been measured in an Intel Pentium III 500 MHz processor.
The animations have been computed at 352x250 pixels, and the dynamic properties of the scene have been modeled with A|W Maya and exported to MGFE file format that makes them readable by the SIR framework.
The results show the speed-ups achieved by using temporal coherence with regard to the static method presented in Section 3.1. Both methods use hierarchical radiosity without any clustering in the global pass solution, and thus, they suffer from the initial quadratic number of links problem. However, the fact of using hierarchical radiosity without clustering adversely affects more the dynamic approach than the static one.
Thus, if the global pass were a clustering method, the benefits of the dynamic approach would be greater. A more detailed explanation of this fact is presented in Section 6.1, along with some experimental estimations of the benefits of using clustering.
There are three groups of tests performed to evaluate the method. In each of these tests, there is a set of parameters that are modified to measure the degree of coherence of each configuration:
• The first group of tests use a modified standard test scene (Pete Shirley's table and four chairs scene) and a single dynamic object. The parameters modified are the camera movement and the number of dynamic lights. This test is aimed at showing how the camera movement and dynamic lights affect the degree of coherence that is exploited by the method.
• The second group of tests use a similar scene. The parameter modified is the number of dynamic objects. This test shows how the increasing number of dynamic objects in a scene affects the coherence.
• The third test is an animation in a scene completely different from the previous ones. It consists on a very partitioned environment with multiple lights. There is a single moving object that is followed by the camera. This test shows the performance of the method for a non-homogeneous lighting distribution.
The first test uses a modified standard test scene (Pete Shirley's table and four chairs scene). The animations show a dynamic object (a very simplified space car) traversing the scene under different conditions. As the objects moves, the shadows that it projects onto the other surfaces change and vice-versa, yielding to recomputation of some links. In addition, as the object approaches or recedes from the camera, its texture diminishes or increases. The second pass may thus require a recomputation of its associated texture.
Along with the movement of the object, two other parameters change in the animations: the camera (static camera, center of pan animated, center of pan and eye animated) and the lights. Specifically, the camera can be static, or the center of pan can move while the viewing position remains constant, or both the center of pan and the viewing point move. The light sources can be either static or dynamic.
These two parameters influence the performance of the method because they affect the degree of coherence of the images. The camera movement causes all the visible textures to potentially change their projection onto the image. Indeed, the visible polygons can enter into the viewing frustum or disappear from it, or they may be zoomed in or out, therefore reducing the time interval in which coherence can be exploited. Moving light sources means that their associated bad links cannot be efficiently computed because all the blockers must be considered as dynamic, and thus transmittances are computed from scratch for each frame.
Six animations have been computed by combining the object's movement and the two mentioned parameters. Table 2 shows timing and memory usage of the animations.
All the animations are 400 frames long (16 seconds For each animation, the total time and the average time spent per frame are shown.
The time per frame is really low, around 11 seconds. In order to better evaluate the speed-up of the proposed method, it has also been compared to the strategy proposed in [23] , of which it is a natural extension to 4D. Thus, the frames have also been computed statically, each of them from scratch, using the static method. The speed-up has been measured as an average ratio between the time spent per frame in the static method and the dynamic one. It should be noted that the static method already supposes a great speed-up compared to classical hierarchical radiosity (one order of magnitude).
Therefore, animations of the same quality computed with hierarchical radiosity would be extremely expensive (from one to two orders of magnitude). Finally, the maximum memory used during the computations is shown. This memory includes all the data structures involving the method: textures, patches, links, etc.
The speed-up variation in the animations corresponds to the different levels of coherence related to the changes in the sequence conditions. The presence of dynamic light sources produces smaller ratios because coherence cannot be used when computing texture layers associated to dynamic bad links. Camera movement also decreases the efficiency, because visible surfaces change from one frame to another, and then less Table 2 : Timings for the six animation sequences computed in the first series of tests.
coherence can be used. It should be noted that absolute times are greater for static camera animations. This is due to the fact that the point of view of the static camera animations comprises the entire scene and then, textures must be generated for all the visible polygons. However, the camera with center of pan and eye movement exhibit the lower absolute times, because significant intervals of the animation show very few visible polygons, and fewer textures have to be computed. to a static camera, the middle row corresponds to a camera with an animated center of pan, and the bottom row corresponds to animations with a full-animated camera.
pass, and because of the increasing number of objects that cast dynamic shadows that must be recomputed each frame. The camera remains fixed in all the animations to better appreciate the influence of the dynamic objects.
Six animations have been computed with this scene. Each one has 1, 2, 4, 8, 16, and 32 dynamic objects respectively.
All the animations are 400 frames long (16 seconds approximately). The scene has 262 static polygons, and each dynamic object has 6 polygons. The six sequences computed correspond to the increasing number of dynamic objects. All the animations have been computed with the texture disk cache enabled.
For each animation, the total time and the average time spent per frame are shown.
The speed-up of the method is measured as in the previous test. The speed-up variation in the animations is shown in Table 3 , and it corresponds to the different levels of coherence related to the changes in the sequence conditions. The more dynamic objects in the scene, the more computation time needed and the less coherence can be exploited. However, the speed-up decreases slowly and the method is still capable to exploit coherence with a high number of dynamic objects. This is mainly due to the fact that most of polygons that cast shadows are static (chairs). Figure 9 shows one image of each animation. Dynamic objects are uniformly distributed over the scene so the number of links affected by these objects is nearly
proportional to the number of dynamic objects in the scenes tested. Table 4 shows the average number of links that are affected from frame to frame. As expected, this average grows with the number of dynamic objects and, if these objects are distributed uniformly, it converges approximately to the total number of links. the sequence computation, the third one (Min) shows the minimum number of links updated from frame to frame, the fourth one (Max) shows the maximum number of links updated from frame to frame, and the last one (Average) shows the average number of links updated from frame to frame (total and per cent).
The third test is an animation on a highly partitioned scene. It has a single dynamic object that is followed by the camera along a path that traverses most of the scene.
The animations show how the method performs in a sequence where lighting conditions and visible surfaces vary rapidly. Table 5 shows the timing of this animation and the speed-up of the method with respect to statically computed frames.
The results show how coherence decreases because of the fast changes in the visible surfaces, and because most of the shadows correspond to the dynamic object and then they must be recomputed from frame to frame. Figure 10 shows four frames of the animations that illustrate the different lighting conditions that the method deals with.
Performance considerations
Although speed-ups showed by the presented results are valuable, the actual implementation suffers from an unnecessary (theoretically) overhead. Since the global pass is based in classical hierarchical radiosity, the method has to cope with a quadratic number of links. As an example, the scene used in the first series of tests (∼500 poly- • The most obvious drawback is the extra visibility computations associated to the links. The quadratic initial number of links means that a huge number of rays must be traced to compute an initial solution even for simple scenes.
• Second, the use of classical hierarchical radiosity produces a high spatial density of links. For example, in the chairs scene, each patch of one chair has a bunch of links corresponding to other chair. In clustering radiosity, this bunch of links could be probably substituted by one link between that patch and a cluster representing the other chair. This bunch of links is concentrated in a thin space region, so, if a dynamic link traverses this region, all the links are likely to be affected and then they will have to be recomputed.
• The last and more subtle penalty is related to texture movie computations. Each time such a movie is computed, the global pass must be set to each of the key times corresponding to each sample of the movie. This means an entire traversal of the link structure to set the appropriate form factors. The overhead in the number of links makes this traversal too expensive compared to the size of the scene used.
In order to quantify this overhead a test has been performed to measure the computational overhead of using classical hierarchical radiosity. The assumption made to allow such a test is that the number of links used for animations presented in the first set of tests (a single moving object) would be one order of magnitude smaller with clustering. This means that all global pass related operations can be reduced to a 10%. Table 6 : Corrected speed-up for two sequences of the first set of tests.
The profiling of the executions has shown that about 25% of the total time of the sequence computations is due to the update of the links from frame to frame, and to the traversal of the link hierarchy to set the form factors. This percentage is valid for this concrete test, and would eventually increase with larger scenes due to the quadratic nature of the number of links. The use of clustering would greatly improve this overhead. Specifically, it would provide a method to produce the minimum global solution needed to drive the second pass.
Conclusions and Future Work
In this paper we have presented a method to exploit temporal coherence in the computation of animations with hierarchical radiosity. The concept of hierarchy is extended to the temporal dimension. An animation sequence is represented as a hierarchy of spatio-temporal nodes which represent the radiosity over a given surfaces in a given time interval. The main contributions are:
• A new representation of space-time radiosity is introduced. The illumination of a given scene over a given time interval is represented as a hierarchy of spatiotemporal nodes. Each node stores a texture movie that represents the illumination of the corresponding patch over a continuous interval of time.
• A refinement criterion for this hierarchical structure is introduced that takes into account the projection of the visible surfaces onto the camera frame-buffer and thus, it guarantees an homogeneous visual quality.
• Finally, an incremental construction of this data structure is presented that makes this method usable. The high storage requirements of the spatio-temporal representations make an incremental approach unavoidable. The data structure that stores the sequence is maintained as small as possible for producing the current frame.
The use of classical hierarchical radiosity imposes a limit on the size of the scenes because of the quadratic cost of the global pass. Morevover, the fact that only a coarse solution is needed in the global pass makes this drawback more obvious. Using clustering radiosity [29] would dramatically reduce the cost of the global pass for larger scenes, and the method should only be slightly modified to cope with links with clusters acting as shooters.
In addition, taking into account that the global pass is not directly used for rendering, a specific oracle could be designed to better drive the second pass, and refine more finely the links that will no further be recomputed in the second pass.
Finally, the oracles of the second pass could be improved by introducing animation criteria following the work done in [22] .
