The scour depth that develops around bridge piers is known to be related to flow intensity, particle size of bed sediment, and pier dimensions. Earlier approaches to this issue have mainly relied on empirical formulas. Even numerical simulations have not been so successful due to problems associated with interactions between water flow and streambed morphology. This necessitates the application of an artificial intelligence (AI)-type approach to understanding the effects of local scour around bridge piers. Although previous studies reported that AI-based models are better predictors, they do not predict field-scale local scour well. Motivated by this, the present study reports on the use of data quality assessment with an artificial neural network (ANN) model for predicting field-scale scour depth around bridge piers. Both univariate and multivariate methods were applied and the predicted results are compared. For the multivariate method, the Euclidean distance method and Mahalanobis distance method were used and the predicted results are compared. The ANN model was first trained and validated using laboratory data and the model was applied to data obtained in laboratory experiments. The model was then applied to field data. Quantitative descriptions are given on how much the data quality assessment improves predictions based on the use of the ANN model.
INTRODUCTION
Stream flows tend to accelerate locally when they are obstructed by instream structures such as bridge piers.
Thus, holes develop around the structure as a result of scouring. Such scour holes increase in size with increasing discharge, which threatens the safety of the structure particularly during periods of flooding. If sediment particles on the stream bed are cohesive, the scour holes are likely to be affected by a series of floods, not by a single flood (Briaud et al. ; Brandimarte et al. ) . In addition, highly three-dimensional fluid dynamics phenomena are involved in the mechanism by which the scour hole is created (Melville & Coleman ) . All of these render an analytical approach to local scour around bridge piers nearly impossible.
The conventional approach to local scour around bridge piers is typically based on dimensional analysis using experimental observations. Several formulas have been developed (Melville & Coleman ) , but a generally accepted formula is not available. An alternative approach is to use computational fluid dynamics techniques. Although it is true that this approach is capable of revealing detailed mechanisms regarding local acceleration around a cylinder The objective of this study was to improve the ANN model for predicting local scour around bridge piers using data quality assessment. Regarding methods for assessing data quality, both univariate and multivariate methods were used to identify outliers in the dataset. The methods were then applied to data obtained in both the laboratory and in the field. It was found that the data quality assessment improved the ANN model for predicting local scours in both laboratory and field at a similar level.
LOCAL SCOUR AROUND BRIDGE PIERS
The local scour around bridge piers is a time-dependent process, in which two characteristic scour depths can be defined (Raudkivi & Ettema ; Melville & Chiew ) .
Under mobile-bed conditions, the scour depth increases with the approach velocity, showing the maximum scour depth (d sm ). This is the stage of the clear water scour because the shear stress away from the pier is less than its critical value. After this peak, the live-bed scour or scour with sediment transport occurs. That is, the scour depth decreases slightly with increasing velocity and the equilibrium scour depth (d se ) is reached. It has been reported that the equilibrium scour depth is about 90% of the maximum scour depth (Breusers et al. ; Raudkivi & Ettema ) . Under live-bed conditions, the scour depth tends to fluctuate with time, which is due to bed form migration (Raudkivi & Ettema ; Melville & Chiew ) . The scour depth averaged over a period is called the equilibrium scour depth. Existing formulas for local scour are to predict the equilibrium scour depths.
The highly 3D complicated flow is known to develop the scour hole locally around bridge piers (Melville & Coleman ) . Specifically, the downflow ahead of the pier, the horseshoe vortex at the base of the pier, and the wake vortex result in the scour hole. The upstream part of the scour hole is made mostly by the downflow, and the slope at this part is most likely to be steep, being close to the angle of repose of the bed sediment. The scour hole around the upstream part of the pier generates the horseshoe vortex, which transports lifted particles away from the pier. The wake vortex, formed by the separation at the side of the pier, makes the downstream part of the scour hole.
In general, scour depth is related to fluid flow, bed sediment, and the geometry of the pier (Melville & Coleman ; Choi & Cheong ) . Local scour around a cylindrical pier of diameter b on a bed with non-cohesive uniform sediment particles is considered. If it is assumed that the flow is highly turbulent and the angle of attack is zero, then equilibrium scour depth d se is given by
where V is the approach velocity, y is the flow depth, d is the particle diameter, V c is the critical mean velocity associated with the initiation of particle motion on the bed, and b is the pier width or the diameter of the pier. A dimensional analysis of Equation (1) leads to the following form:
which is similar to the expression in Melville & Chiew () . Either Equation (1) or Equation (2) For this process, the standard error back propagation algorithm based on the delta rule is normally used.
DATA QUALITY ASSESSMENT
In general, two approaches are available for assessing data quality, namely univariate and multivariate methods. The univariate method assumes that variables associated with the given problem are independent of each other, while the multivariate method assumes the existence of a correlation between the variables. Identifying outliers using multivariate methods is known to be statistically more correct because the univariate method may not identify some outliers if the data are correlated (Robinson et al. ) . In the present study, the z-score method was used in conjunction with the univariate method, and the Euclidean distance method (EDM) and Mahalanobis distance method (MDM) were used in the case of the multivariate method.
A general procedure for assessing data quality for identifying outliers is as follows ( The z-score denotes the distance a data point is from the mean. The z-score is simply calculated by (x À μ)=σ (here,
x is the value of the data, μ is the mean, and σ is the standard deviation). To transform non-normal data to normal data, a power series transform such as the Box-Cox method is used The z-score versus experiment number is plotted in Figure 2 for the univariate method. It can be seen in the figure that most of the data are distributed within a short distance from the origin. To determine the cutoff value, the number of eliminated data versus z-score is plotted and the value of the cutoff beyond which the number of eliminated data does not change greatly is selected. For the present laboratory data, a cutoff value of 5.0 is selected. This cutoff value eliminated 15 data, 11 from the training dataset and four from the application dataset. A sensitivity study was carried out for the cutoff value of the data quality assessment. It was found that the selection of the cutoff value does not affect seriously the accuracy of the prediction.
EDM was applied to laboratory data, and the results are presented in Figure 3 . In general, it can be seen that most laboratory data are distributed within a short distance from the origin while only a limited number of data are distributed far away from the origin. Specifically, the proximity parameters of the training data are distributed dominantly within 1.0, and those of the application data are also concentrated around 1.0. However, the proximity parameters of the validation data are distributed very uniformly within 0.2. Similarly, the number of eliminated data versus the proximity parameter is plotted, and a cutoff value of 2.0 is selected. This cutoff value eliminated 7 data from the training dataset and 30 from Chiew's dataset.
MDM is now applied to laboratory data, and the result- 
Training and validation
Training the ANN model using data that cover an appropriate range is important for successful predictions using the was used: In Figure 5(a) , the results for prediction using the model without data quality assessment are given. It can be seen that all three methods for data quality assessment improve the prediction of the ANN model. Specifically, the z-score method slightly improves the prediction by the ANN model. Multivariate methods were found to work better than the univariate method. This suggests that variables associated with local scour are not independent but are correlated with each other. MAPE was reduced by 16% in the prediction by the ANN model if outliers were identified by MDM, but were 10% in the case of EDM. This indicates that data quality assessment using MDM is slightly more efficient than by the EDM.
Predictions and results
After training and validation, the ANN model was applied to data from Chiew's () experiments. The z-score method, EDM, and MDM identified four, 30, and 21 outliers, respectively, in Chiew's data. Tables 1 and 3 indicate that the ranges of variables of the application 
Assessment of data quality
Figures 7 and 8 show proximity parameters and Mahalanobis distances with experiment number for EDM and MDM, respectively. It can be seen in Figure 7 that a group of proximity parameters clearly range within a cutoff value.
However, in Figure 8 , most data for Mahalanobis distance are concentrated near the origin. As previously noted, the total number of eliminated data versus proximity parameter or Mahalanobis distance is plotted, and cutoff values of 10 for EDM and MDM were selected. These cutoff values were found to identify the total number of outliers, namely, 100 and 20 for EDM and MDM, respectively.
Predictions and results Figure 9 shows the prediction results by the ANN model when the laboratory data in Table 1 were used for training.
The total number of data used for the application was 195, half the total number of Mueller and Wagner's data. Comparisons of MAPE reveal that both EDM and MDM results in slightly improved predictions, i.e., by about 15%.
The level of improvement is less than that of the previous application in Figure 6 because the ranges of variables of the training dataset are somewhat narrower than those of the application dataset. 
