We describe the location and general properties of nine human visual field maps. The cortical location of each map, as well as many examples of the eccentricity and angular representations within these maps, are shown in a series of images that summarize a large set of functional MRI data. The organization and properties of these maps are compared and contrasted with descriptions by other investigators. We hypothesize that the human visual field maps are arranged in several clusters, each comprising a group of maps that share a common foveal representation and semicircular eccentricity map. The spatial organization of these clusters suggests that the perceptual processing within each cluster serves related functions.
INTRODUCTION
Neural signal processing takes place across an enormous range of scales. Molecular computations within the synapse take place at a sub-micron range; sensory computations may require comparisons between synaptic signals separated by hundreds of microns; and cortical structures may communicate information over a distance of many centimetres. The need to organize signals ranging from the molecular to those on the scale of the full brain places extraordinary demands on the brain structure. The nature of these demands can be seen in the startling observation that the axons in a single cubic millimetre of cortex extend 3-4 km in length (Braitenberg & Schü z 1998) .
Cortical maps are an important architectural method for organizing this information (Mountcastle 1957; Kaas 1997a) . Each cortical map facilitates the comparison and combination of the information carried by various specialized neuronal populations. For example, visual field maps preserve the spatial structure of the scene itself: nearby scene points are represented in the responses of nearby neurons. Visual field maps then facilitate computations involving spatially localized comparisons between neurons specialized for carrying information about colour, motion or orientation.
Perhaps the best understood visual field map architecture is that of the retina. The cone mosaics in the retina sample the image and form three interleaved visual field maps; each map measures a different spectral band. Subsequent retinal wiring compares and combines signals from these cone mosaics into a dozen different retinal ganglion cell mosaics with receptive fields that measure different spatial, chromatic and temporal image features of the image. These output neurons again comprise a set of mosaics that are arranged as interleaved visual field maps. The basic architecture of the retina then begins with the cone mosaics that comprise interleaved visual field maps. These mosaics measure different aspects of the signal. The interleaved maps form the basis of retinal computations that compare nearby values in the image. The output is again an interleaved array of retinal ganglion cell mosaics arranged as maps.
The spatial coordination of signals at the neuronal scale may be paralleled by a spatial coordination at a coarser level. At a scale of several centimetres, we find that human maps seem to be arranged in spatial clusters. The spatial organization of the maps themselves may also play a role in coordinating neural computations. We suspect that within each cluster neurons share common computational resources. For example, the neurons might share short-term information storage or mechanisms that coordinate neural timing . It may be that functional specializations for perception are organized around the activities within these clusters rather than single visual field maps (Bartels & Zeki 2000) .
On this view, information is organized at several scales. The interleaved neural mosaics within a visual field map permit dense interconnections between units that process very similar information. Clusters of visual field maps, in turn, coordinate information sharing between maps while minimizing long-range axonal connections (Kaas 1997b) . We hypothesize that the functions carried out in clusters represent common perceptual processes, while the functions in different clusters are relatively independent, much as audition and vision are loosely coordinated.
The ability to measure visual field maps in the human brain, using functional magnetic resonance imaging (fMRI), offers an exciting opportunity to locate the maps, see their overall spatial arrangement and clarify their computational functions. In the main portion of this review, we summarize our understanding of the position and organization of human visual field maps. Several laboratories have been actively engaged in making these measurements and there are many areas of agreement. But there are also several specific differences, and we take this opportunity to explain vigorously our position on these differences.
OVERVIEW
To evaluate experimental work on visual field maps requires some familiarity with the methods used to represent the data. The field has made good progress in simplifying and clarifying the data presentation (Goebel 1998; Dale et al. 1999; Fischl et al. 1999; Wandell et al. 2000b) , but several aspects of the methods are not widely understood. To simplify the presentation in this review, we use a single intuitive format for the images. In this section, we describe how we represent the surface of the brain and the visual field map data.
(a) Surface representations We illustrate the positions and properties of visual field maps on reconstructions of the surface boundary between brain white matter and grey matter (figure 1). This boundary is identified using anatomical MR scans that have good contrast between grey and white matter. Automated segmentation algorithms provide the initial estimate of the boundary and an experienced investigator then verifies and edits these estimates (Teo et al. 1997; Wandell et al. 2000b) . Once the boundary is identified, a triangular mesh of the surface is created. This surface mesh is used to visualize the location of the data on the surface.
The many folds in the human brain occlude much of the surface from view (figure 1a). To make more of the surface visible from a single viewpoint, we display this surface as a smoothed three-dimensional representation of the white-grey matter boundary (figure 1b). Smoothing exposes more of the surface in a single view while still retaining a general sense of the location of the main landmarks. The surface shading indicates whether each region of cortex was originally located in a sulcus (dark) or gyrus (light) on the original surface. The software used to produce these images is available from the authors.
(b) Measuring maps Human fMRI methods for measuring visual field maps, called either travelling-wave or phase-encoded methods, are described in many publications (Engel et al. 1994 (Engel et al. , 1997 Sereno et al. 1995; DeYoe et al. 1996; Wandell 1999) . Here, we offer a brief guide to the decisions investigators make when measuring visual field maps. These comments are intended to help the reader evaluate the data and interpretation of the maps.
The travelling-wave method measures the angular directions and the eccentricity bands that excite various cortical locations. For example, to measure eccentricity, a set of contrast patterns is presented in an orderly sequence from fovea to periphery. The eccentricity and angular directions of the stimulus that most effectively drives each cortical location is estimated from the pattern of responses.
Obtaining a high quality map requires choosing a set of travelling-wave stimuli that is appropriate to the cortical region under study. The stimulus set range and sampling density both influence the precision of the measurement. Suppose a region of cortex maps the central 3 degrees of vision precisely; using a sequence of stimuli outside of the map range, say positioned at 4, 8 and 16 degrees, will fail to reveal the map. If the range of the stimulus set is improved to 2, 4 and 8 degrees, the response pattern will produce some information. However, the precision of the measurements will be poor because the estimated map is derived by interpolation of the responses of a very small number of effective samples.
Some investigators focus their measurements on a small number of spatial samples, such as two angular values (horizontal and vertical meridians; see Hasson et al. 2002; Fize et al. 2003) and two to four eccentricity bands Hasson et al. 2003) . When using coarsely sampled stimuli, many cortical locations are weakly driven because no stimulus falls in their preferred visual field location. Consequently, the fMRI response at those cortical locations is determined mainly by signals that spread from nearby cortex. The estimated stimulus preference then depends on the spatial spread (blurring) of the fMRI signal. The blurring process may depend on aspects of the brain that do not reflect the neural response at that cortical location.
A thorough quantitative simulation relating receptive field properties, the spreading of the vascular signal and measurement noise would be welcome; however, we are aware of only a few quantitative treatments of this important topic (Smith et al. 2001; Baseler et al. 2002; Logothetis & Wandell 2004) . Still, with regard to visual field mapping, certain general principles are clear. First, there is no strict connection between linear receptive field size and the presence of a map. A region of cortex may contain neurons with very small linear receptive fields; however, if the receptive fields are not organized into a map, then the travelling-wave experiments will not produce a significant signal. On the other hand, regions of cortex may contain neurons with very large receptive fields that are organized into visual maps. More averaging is required to measure such maps because neurons with large receptive fields, by definition, do not respond much more to one position than another. This does not imply that the map is not present; it only implies that measuring maps in cortical regions containing large receptive fields requires a better signal. (Wandell 1999 ). The stimuli extended over the central 20 degrees of the visual field and completed six cycles during each experimental scan. The colour overlay indicates the visual field angle (a) or eccentricity (b) that produces the most powerful response at each cortical location (see the coloured legends on the right). For clarity, only responses near the calcarine cortex are shown. The graph plots the response amplitude as a function of temporal frequency as measured in a 3 mm radius disk located in the calcarine (see arrow). The response is significantly greater at the stimulus repetition frequency (6 cycles per scan, shown in red) than other temporal frequencies. The secondary peaks at integer multiples of the stimulus frequency are expected and are also significant. Throughout, we include these graphs in images to provide the reader with an assessment of the reliability of the responses. The stimulus-driven responses shown in this paper are substantially above statistical threshold ( p!0.001, uncorrected).
Second, the failure to find a map does not have the same significance as the discovery of a map. There are many technical reasons why one might fail to find a cortical map, so the inability to find a map with a few stimuli does not imply a map would not be found later. On the other hand, when a reliable map is found across multiple observers, the results should be accepted and form the basis for further study.
(c) Visual field map positions The positions of nine visual hemifield field maps are shown in figure 2. These maps are present in both hemispheres; each map represents the contralateral visual field. In humans, the positions and general properties of the three visual field maps are agreed upon by all investigators: V1, V2 and V3. The V1 map falls mainly in the calcarine sulcus though it frequently extends beyond the posterior pole onto the ventral-lateral surface. The V2 and V3 maps form cortical strips that surround V1.
There is also agreement on the existence of a human V3A map on the dorsal surface at the posterior section of the intraparietal sulcus. An additional map, V3B, abuts V3A and has been described by two groups (Smith et al. 1998; Press et al. 2001) . This small hemifield map shares a foveal representation with V3A and extends generally in the lateral direction. Two groups have identified a third hemifield map, V7, located anterior to V3A and V3B Press et al. 2001) . The V7 foveal representation is distinct and anterior to that of V3A and V3B.
Our group has identified two ventral surface visual maps that represent the full contralateral hemifield Brewer et al. submitted) . These maps extend into the temporal lobe. One map (hV4) abuts the ventral V3 representation. The second (VO-1) is anterior and adjacent to hV4.
There is good agreement on the presence of a region of motion selectivity on the lateral surface of the occipital lobe near the temporal lobe (Zeki et al. 1991; Wandell 1999; Zeki 2004 ). This region, hMTC, includes at least one map (Huk et al. 2002) . The 'C' symbol is appended to the name because, in addition to the human homologue of macaque MT (V5), hMTC is likely to contain additional cortical maps. Sereno et al. (2001) identified a distinct visual map in the posterior parietal cortex that they describe as associated with eye movements and saccades. We remark briefly on the location and activity in this region because we measure activation there without eye movements and saccades. Our data are too preliminary to confidently label this region as a visual field map or as Sereno's posterior parietal map. A topographic area in macaque, V6 (PO), has been identified (Colby et al. 1988; Galletti et al. 1999) and there is a proposed human homologue of it in the parietal-occipital sulcus (Jousmaki et al. 1996) . Because the topography of this region is not established in humans, this topic is not further reviewed (Portin & Hari 1999; Dechent & Frahm 2003) .
The size, visual field representations, and functional signals of these visual field maps differ considerably. Also, the perceptual consequences of damage in the regions of each of these maps differ. In the following, we offer specific descriptions about the position and properties of these maps, and we relate our discussion to other descriptions in the literature. This paper represents a progress report, not a final report. We have no doubt that additional maps are present.
POSTERIOR-MEDIAL MAPS (V1, V2, V3)
The posterior-medial surface, extending from the occipital pole anterior along the calcarine sulcus, contains three hemifield maps. The primary visual cortex (V1), which receives direct input from the retino-geniculate pathway, occupies the calcarine cortex. Two additional maps (V2, V3) occupy a strip of cortex, roughly 1-3 cm wide, which encircles V1. Within these maps, the cortex responds powerfully to many visual stimuli. Localized cortical damage typically results in a general loss of visual function restricted to a corresponding region within the visual field (Horton & Hoyt 1991a,b) . Although damage causes severe visual dysfunction, in some neurological cases residual visual capabilities remain (Cowey 2004; Weiskrantz 2004) .
The V1/V2/V3 hemifield maps can be identified from fMRI measurements of the eccentric and angular representations (figure 3; Engel et al. 1994 Engel et al. , 1997a Sereno et al. 1995; DeYoe et al. 1996) . Measurements of the eccentricity representation, using an expanding ring stimulus, produce a single, large, continuous eccentricity map (figure 3b). Central visual field stimuli are represented on the ventral-lateral surface near the occipital pole; peripheral field stimuli are represented at increasingly anterior positions forming a semicircular pattern.
The angular measurements divide this unified eccentricity representation into several distinct maps. Combining the eccentricity and angular representations, we find a continuous hemifield map in calcarine (V1), as well as two additional maps, V2 and V3, that comprise two long strips of cortex surrounding V1. Each of these strips contains a discontinuous hemifield map, which is divided along the horizontal meridian. This discontinuity has the effect of producing maps with one long edge representing the horizontal meridian and a second representing the vertical meridian. The organization of these three visual field maps is much the same in humans and macaques.
These three maps are arranged in a configuration that co-registers several features of the maps. Figure 3b shows clearly that the eccentricity representations of these maps are in register. In addition, vertical meridian representations of V1/V2 are adjacent to one another, as are the horizontal meridian representations of V2/V3. Perhaps the only way to bring the various maps into closer alignment would be to do away with the distinct maps altogether and merge the cell mosaics in these three maps into a single map. Given the large number of mosaics known to exist in V1, incorporating additional mosaics may exceed the required incremental wiring within grey matter.
The cortical surface area representing the central visual field far exceeds that devoted to the peripheral field (Inouye 1909; Talbot & Marshall 1941; Daniel & Whitteridge 1961) . Several groups have reported measurements of the absolute size and relative magnification of these human maps using fMRI (Horton & Hoyt 1991b; Dougherty et al. 2003; Ejima et al. 2003) . The surface area of human V1 and V2 varies by more than a factor of two between individuals, and the surface area of the primary visual cortex is strongly correlated with the size of the lateral geniculate nucleus and optic nerve (Andrews et al. 1997) . There is also a large difference in the cone density across observers (Curcio et al. 1987 (Curcio et al. , 1990 . While the cone density and V1 surface area have not yet been measured in the same individual, this should be possible using adaptive optics. Hence, it is possible to test the hypothesis that the source of the V1 area variation begins with the determination of cone density (Roorda & Williams 1999; Artal et al. 2004 ).
(a) Related work As Brodmann emphasized in his remarkable book, the general properties of the layers and cells in the primary visual cortex (V1) are common across many species, including monkeys and humans (Brodmann 1909; Garey 1999) . In these two species, the V2 map is roughly 80% of the surface area of the V1 map Dougherty et al. 2003) . In addition, the spatial arrangement of human V1 and V2 maps matches that in the macaque visual cortex. However, significant quantitative differences exist. The macaque V1 has only half the surface area ( Comparisons between human and macaque V3 maps suggest some quantitative differences, although these comparisons are complicated by the fact that estimates of the relative size of macaque V3 differ considerably. Lyon & Kaas (2002) describe measurements of the macaque V3 as spanning roughly 5-8 mm at different eccentricities. Previous anatomical estimates proposed that the V3 strip is only 2-4 mm wide Gattass et al. 1988) . Using fMRI in macaque, Brewer et al. (2002) measured the width along the surface of the folded cortex and found it to be 9 mm, comparable to that measured by Lyon and Kaas. Fize et al. (2003) replicated most of the results in Brewer et al., and specifically describe a V3 map. Measuring on the flattened representation, their strip appears 3 mm wide (see their figs. 1 and 8). However, estimates from flat maps are unreliable because of their distortions, and the identification of two boundaries separated by 3 mm is improbably small given that they used a voxel size of 2 mm followed by spatial smoothing. Hence, although they describe their data as consistent with that of Gattass, we conclude that their data follow those of Brewer and are consistent with the larger estimates of Lyon and Kaas.
VENTRAL MAPS (hV4, VO-1)
The ventral surface, extending from occipital into temporal cortex, is presently the subject of intense investigation. This region of cortex responds powerfully and selectively during object recognition tasks as subjects view a series of targets including faces, objects, text or even simple coloured patterns (Kanwisher et al. 1997; Epstein & Kanwisher 1998; Cohen et al. 2000; Ishai et al. 2000) . Damage in this region can result in face blindness, colour dysfunction or alexia (Meadows 1974a,b; Damasio et al. 1980 Damasio et al. , 1982 Michel et al. 1986 Michel et al. , 1989 Sakurai 2004) .
Our group has documented two hemifield maps in the ventral cortex, summarized in figure 4 Brewer et al. submitted) . One map directly abuts the ventral portion of V3 and shares a common eccentricity orientation with V1/V2/V3. We refer to this map as hV4 because part of this map has already been named V4 by other investigators. We add the 'h' to clarify that this map may not be homologous to V4 in other species. The hV4 eccentricity representation parallels that of V1/V2/V3, although the map may differ quantitatively (Ejima et al. 2003) .
There is a second ventral hemifield map, VO-1, anterior to hV4. The data from the 3 degree expanding ring and rotating wedge experiments are shown in figure 4. The posterior portion of VO-1 is adjacent to the relatively peripheral visual field representation of hV4; the VO-1 map also abuts the peripheral V3v representation on the lingual gyrus (the peripheral V3 border is not shown for these 3 degree data). The posterior border of VO-1 represents the lower vertical meridian (red/yellow) and the anterior region represents the upper vertical meridian (cyan/blue). In this subject, the angular map runs in the anterior-ventral to medial direction; the direction of map is variable across observers compared with other maps, such as V1.
The VO-1 map extends into the temporal lobe, does not share a common eccentricity map with hV4 and has a distinct anterior foveal representation. We refer to this second ventral hemifield map as VO-1 because it is found in the ventral-occipital (VO) cortex, and we wish to allow for the possibility that additional maps (VO-2, VO-3, etc.) may be identified in the future.
There is a large emphasis on the foveal representation on the ventral surface; stimuli in the central 5 degrees evoke powerful responses within this region and there are much weaker responses to stimuli in the peripheral visual field. Hence, the ventral occipital maps are clarified by using stimuli with a range and sampling density that emphasize the central 5 degrees of the visual field.
(a) Related work There is a significant dispute concerning the organization of ventral maps. The dispute includes two types of measurements: visual field maps and responses to colour stimuli. The summary of the maps provided above is based on our measurements; we do not mean to suggest that there is a consensus. Our understanding of the differences and an explanation of our view follow. Zeki and his colleagues described a region of the ventral cortex that responds powerfully as one introduces colour into a monochrome pattern (Lueck et al. 1989; Zeki et al. 1991) . McKeefry & Zeki (1997) Visual field map clusters B. A. Wandell and others 697 further showed that the posterior part of this region is retinotopically organized and represents an entire hemifield. They did not measure the other visual field maps near this region, such as V2 and V3, leaving open how their map is positioned with respect to these other maps.
Tootell's group described two ventral visual field maps ). The first is an upper quarterfield map, which they refer to as V4v, that abuts the central visual field representation of V3v with an eccentricity map paralleling V1/V2/V3. This is one half of the map we identify as hV4. They found no adjacent lower quarterfield map. Instead, they describe a hemifield map with an eccentricity representation that runs perpendicular to the V4v quarter field, (fovea-periphery running lateral-medial). They named this map V8.
However, what of the lower quarterfield representation that one might expect to find associated with their putative V4v? Following the model of a macaque cortex, searched for this quarterfield map in the dorsal cortex. They failed to find the map and concluded that it does not exist. We differ from this conclusion: specifically, we measure a lower quarterfield representation on the ventral surface adjacent to the upper quarterfield map they label as V4v Brewer et al. submitted) .
We have considered the possibility that the only difference between the V4v/V8 model and our data is that Hadjikhani et al. (1998) missed this lower quarterfield in hV4. In this case, one might argue that hV4 and V8 coexist and that VO-1 is really the same as V8. This predicts a modified V8 visual field map with (i) its peripheral representation abutting the hV4 lower vertical meridian and (ii) an angular representation, which runs parallel to the hV4 eccentricity map. As we explain in detail elsewhere, this model does not fit the VO-1 data (Brewer et al. submitted) .
The data we present are consistent with data from Kastner et al. (2001) who describe a hemifield adjacent to V3v and find no evidence for the V8 visual field map.
Oddly, Tootell's group subsequently published data consistent with a full visual hemifield map adjacent to V3v (Sasaki et al. 2001, fig. 5; Tootell & Hadjikhani 2001, figs. 5 and 6) . The organization of the ventral maps was secondary in those papers, and the authors did not discuss this aspect of their measurements. The presence of a full hemifield representation abutting V3 coupled with the VO-1 map obviates the proposed V4v/V8 model, although further study may justify a modification based on the quarter-field insertion concept.
While there is agreement that the ventral occipital cortex is essential for normal colour perception, the localization of colour processing with respect to individual maps is in dispute Zeki et al. 1998; Zeki & Bartels 1999; Bartels & Zeki 2000) . Zeki and his colleagues describe a V4-complex, whose position generally overlaps hV4 and the VO cluster, as the essential region for colour perception. Tootell and his colleagues propose that V8 is essential. While both laboratories identify essential colour signals by measuring the response to alternating stimulus pairs, the stimulus pairs are not comparable. The Zeki laboratory uses a pattern of rectangles and modulated chromatic contrast while maintaining luminance contrast constant. The Tootell laboratory uses harmonic patterns and alternates between a 95% luminance and isoluminant stimuli; for this alternation both luminance and chrominance vary. These two types of stimulus exchanges should not produce identical cortical responses. For example, the Zeki stimuli would produce no modulation in pure luminance areas while the Tootell stimulus would.
As we explain elsewhere, these methods are not sufficiently precise to characterize the properties of cortical colour signals . A variety of factors, such as the spatial inhomogeneity of the retinal encoding of signals and better control of stimulus contrast, are essential for clarifying the colour signals present in the ventral surface (e.g. Engel et al. 1997b; Wandell et al. 2000a; ). 
DORSAL MAPS (V3A, V3B, V7)
The dorsal surface, extending from the posterior portion of the intraparietal sulcus forward, contains several small maps (400-700 mm 2 ). Tasks involving motion and depth perception produce powerful responses in this region (Tootell et al. 1997; Paradis et al. 2000; Backus et al. 2001) . Damage in this region can result in deficits when interpreting local motion signals (Vaina et al. 1998 (Vaina et al. , 2003 .
Three visual field maps (V3A, V3B and V7) can be measured in this region. Eccentricity maps from three subjects, representative of more than a dozen such maps, are shown in figure 5 . The confluence of V1/V2/ V3 forms a large foveal representation on the lateral aspect of the occipital pole. Two smaller foveal representations, separated from the V1/V2/V3 confluent foveal representation, are reliably found on the dorsal surface in the intraparietal sulcus (Press et al. 2001) . In figure 5 , the data from LG and JL were measured using expanding ring stimuli that swept out the central 3 degrees of the visual field. The measurements from BW were made using rings that extended to 20 degrees. The foveal representations have a natural variation in sulcal position comparable to that of other eccentricity maps (e.g. Dougherty et al. 2003) .
To define the hemifield map requires coordinating eccentricity and angular maps; two representative angular maps are shown in figure 6 (see also Press et al. 2001; Dumoulin et al. 2003) . These maps overlay the two dorsal foveal representations, one angular map overlaying the posterior and the other overlaying the anterior foveal representation. Measuring from the posterior to the anterior cortex, the angular representations cover the lower to upper to lower vertical meridians.
To understand how the eccentricity and angular measurements define three hemifield maps consider the LG data. The eccentricity map near the foveal representation in the posterior intraparietal sulcus represents increasingly peripheral locations in the visual field in both lateral and medial directions. The corresponding angular map spans both the lateral and medial eccentricity representations. Hence, these measurements define two hemifield maps that share a confluent fovea. The relatively medial map is V3A; the relatively lateral map is V3B. Just as visual maps V1/V2/V3 share a common foveal region with a semicircular eccentricity representation that emanates outward, so do V3A and V3B.
The anterior eccentricity representation runs lateralmedial (fovea-periphery) and the angular representation runs posterior-anterior (upper-lower). This defines a third hemifield map, V7 Press et al. 2001) . We believe that further signal processing or improvements in techniques will identify additional maps within the intraparietal sulcus.
(a) Related work A human V3A map was discussed in early cortical mapping papers (DeYoe et al. 1996) ; however, the first substantive study of the human V3A was from Tootell et al. (1997) . The V3B map was suggested by Smith et al. (1998) and confirmed and clarified by others (Press et al. 2001; Dumoulin et al. 2003) . Tootell et al. (1998) established the presence of at least a quarterfield V7 map; the existence of the map was confirmed and shown to represent hemifield by Press et al. (2001) .
These intraparietal maps are difficult to measure because (i) the surface areas of the V3A, V3B and V7 maps (400-700 mm 2 ) are smaller than that of the V1 map (4000 mm 2 ) and (ii) signals in the intraparietal sulcus produced by simple rings and wedges are weaker than those in V1.
The literature concerning visual field maps near V3/V3A contains errors and inconsistencies. Tootell et al. (2003) describe only two hemifield maps, V3A and V7, and they incorrectly assert that V3B and V7 are the same. In recent reports, they do not describe the distinct foveal representation of V3A and V3B, although they were the first to suggest its presence (Tootell et al. 1997) . The review by Orban et al. (2004) echoes this description by omitting V3B and incorrectly placing the human V3A foveal representation as confluent with that of V1/V2/V3.
Finally, we note an additional confusion about the responses in this general region. In an earlier analysis, Orban and his colleagues proposed the name KO to describe a cortical region particularly responsive to kinetic boundaries (Dupont et al. 1997; Van Oostende et al. 1997 ). They did not locate this region with respect to the retinotopic maps. Zeki et al. (2003) showed that KO was not uniquely responsive to kinetic boundaries as had been claimed. They speculated that the location of KO might be consistent with that of V3B. In an abstract and recent talks, Tyler et al. (2003) 
LATERAL MAPS (hMTC, LOC)
The lateral surface, extending from the occipital pole to the superior temporal sulcus, responds heterogeneously to visual stimuli. The anterior portion of the lateral occipital (LO) lobe, extending into the superior temporal sulcus, responds powerfully to motion and attention (Zeki et al. 1991; Tootell & Taylor 1995; Tootell et al. 1997; Culham et al. 1998; Brefczynski & DeYoe 1999) . In one neurological case, extensive damage that includes this region caused a deficit in many, but not all, aspects of motion perception (Zihl et al. 1983; Shipp et al. 1994; Rizzo et al. 1995) . Disruption of electrical signalling in this region of cortex, using transcranial magnetic stimulation or intracranial electrical stimulation, interferes specifically with motion perception (Hotson et al. 1994; Beckers & Zeki 1995) . Investigators commonly describe the posterior portion as the LO complex. In this region, the cortex responds powerfully during certain object recognition tasks Grill-Spector et al. 1998) . The surface area of the LO complex is commensurate with that of V1. Huk et al. (2002; see also Dukelow et al. 2001 ) reported the existence of coarse maps within the motion responsive region hMTC. The small size of the hMTC cortical map and the highly folded nature of the cortex make this region difficult to study. Nevertheless, since the original reports, we have been able to improve the quality of the measurements, and several examples of maps in hMTC are illustrated in figures 7 and 8. While the presence of at least one map is certain, there may be multiple small maps in this region.
Our group routinely observes retinotopically organized responses on the lateral surface between V3 and hMTC, overlapping with the LO complex. As the data in figures 7 and 8 illustrate, there are both eccentricity and angular maps in this region. In our early experimental measurements on the ventral surface we also occasionally saw maps. As we optimized and adequately averaged the stimulus properties, these ventral maps became increasingly clear and certain. The LO maps are not yet visible in every scan, and the pattern of data reminds us of our preliminary studies of ventral maps. We believe that as we continue to investigate and optimize the stimuli and methods, we will be able to confidently identify the organization of the visual field maps in this LO region.
(a) Related work Tootell et al. (2001) measured eccentricity and angular representations in the LO cortex. They focused their search for a quarterfield representation that might be the homologue of monkey V4d, and reported being unable to measure retinotopic maps in this region. Instead, they suggested that this region has an eccentricity bias in which adjacent regions respond preferentially to central and preferentially peripheral stimuli. Tootell and colleagues refer to the region of dorsal cortex where they fail to find the lower quarterfield map either as LOC/LOP (meaning lateral occipital central and lateral occipital peripheral, subdivisions), or the V4d-topo. In subsequent papers, the region is proposed as a visual area (Tootell et al. 2003; Tsao et al. 2003) . Malach and his colleagues also suggest that the ventral and lateral cortex regions have eccentricity bias, but no angular maps (Levy et al. 2001; Hasson et al. 2002 Hasson et al. , 2003 . Reviews by Van Essen (2003) and Orban et al. (2004) echo this view without additional data. Contrary to this summary, we find responses to both expanding ring and rotating wedge stimuli in the cortex between V3d and hMTC (see figures 7 and 8) and on the ventral surface ( figure 4) .
The LO data in Tootell et al. (2001) bear little resemblance to the data here. For example, in their fig.  7A the authors describe a sudden transition from central peripheral representation. This plot shows a preferred eccentricity change of 8 to 10 degrees of visual angle over a 2.5 mm cortical distance with sample spacing of 400 mm. Yet the inplane fMRI spatial resolution for each subject was 3.1!3.1 mm 2 (slice thickness 3-4 mm; p. 300). In any single subject, the entire transition would take place within a single voxel. Hence, we think the authors made an error in quantifying these data.
Malach's group suggests that it is possible to measure eccentricity biases in this region of cortex, but not angular maps (Levy et al. 2001) . Figure 8 illustrates two of several subjects in which we have measured strong responses to rotating wedges. We suspect that with better methods, including more averaging, different stimulus parameters and detailed study, reliable visual field maps will be identified on the lateral surface. We propose that maps in this region should follow the naming convention LO-1, LO-2, and so forth.
DISCUSSION (a) Visual map clusters
In the Introduction we suggested that visual field maps coordinate signals across multiple levels of spatial resolution. Specifically at fine scales, it is beneficial to arrange neurons so that synaptic values that must be compared, differenced or summed are in close proximity. The visual field map data prompt the question of whether there are principles at a coarse scale that organize the spatial arrangements of the maps and nearby cortex.
We suggest that there is a similar principle that applies to the organization of the visual maps. Specifically, the maps are arranged in clusters when the neural mosaics in these maps serve similar common computational goals. We speculate that these map clusters share resources such as circuitry that coordinates the timing of neural signals or temporarily stores local calculations (short-term memory; Wandell et al. 2002) .
This view contrasts with a suggestion by Malach and his colleagues (Levy et al. 2001; Hasson et al. 2002 Hasson et al. , 2003 . They propose 'a new organizing principle in which object representations are arranged according to a central versus peripheral visual field bias' (Levy et al. 2001, abstract) . According to this model, the visual cortex has a hierarchical organization that begins with the precise visual field maps in V1, V2 and V3. Retinotopic organization degrades, so that the lateral and ventral regions contain coarse eccentricity maps but 'the polar angle representation in these areas is cruder, and orderly representations of the visual field meridians are absent' (Levy et al. 2001, p. 533) . As visual field maps degrade, they propose that the cortex is organized around representations of perceptual entities, such as faces, places, objects and the theoretical entities introduced by cognitive psychologists. Although these object-selective regions do not have a map organization, the positions of the object-selective regions align with the eccentricity maps. In particular, regions that respond best to foveated stimuli (letters, faces) are extensions of those portions of the early cortex that represent central vision; regions that respond best to large-scale representations (navigation, houses, places) align with those portions of the early cortex that represent peripheral vision. The model gives a prominent role to the eccentricity bias in that it might 'encompass essentially the entire extent of the human visual cortex' (Hasson et al. 2002, p. 479) . This eccentricity bias is a unifying principle in that 'the entire set of object-related occipital-temporal regions could be placed, with minor distortions, into a single unified map of centre-periphery organization' (Hasson et al. 2003 (Hasson et al. , p. 1028 ). An overview of this model can be found in Grill-Spector & Malach (2004; p. 668 et seq. and fig. 12 ).
We find two problems with the eccentricity bias hypothesis, one theoretical and one empirical. First, no compelling computational principle has been identified to suggest why neurons would be arranged with an eccentricity, but no angular, bias. Second, we have not measured the regions of the cortex that have an eccentricity bias and no angular map. The data in figures 7 and 8 demonstrate detailed eccentricity and angular maps on the lateral and ventral surfaces. As the graphs in the figures illustrate, the responses to the travelling-wave stimuli are quite significant and this can only occur if the neurons in these cortical regions have a map-like organization. Because we frequently see eccentricity and angular maps in lateral and ventral occipital cortex, we explain a failure to find these maps as a limitation of the experimental methodology, not a property of the cortex.
Why do Malach and his colleagues find an eccentricity bias and no angular maps? Perhaps the differences can be explained by methodologies. Their studies were conducted using a 1.5 T magnet, while we used a 3 T magnet. They measured angular maps using only horizontal and vertical patterns, while we measured with 8 different orientations. And why did they see only an eccentricity bias rather than the detailed maps we describe? A further difference is that they measured with 3 eccentricity bands and left unstimulated gaps between these bands.
For these reasons, we propose an alternative model. The visual cortex appears to contain several distinct clusters of maps. Each cluster shares a confluent fovea Visual field map clusters B. A. Wandell and others 701 with semicircular eccentricity bands. The posterior cluster, centred on the occipital pole, is the most obvious. This cluster includes V1, V2, V3 and hV4. This semicircular map extends laterally, towards hMTC; it remains to be seen how much of LO is an independent cluster and how much is part of the posterior cluster. This organization is repeated for the smaller distinct foveal representations, such as V3A/V3B and hMTC. We speculate that further measurements will identify new clusters near VO-1, V7 and the anterior portions of the intraparietal sulcus. The positions of these visual map clusters are indicated in figure 9. (b) The myth of the physiological gold standard Studies of human visual field mapping have been guided from the beginning by the extensive literature on the monkey visual cortex, and specifically macaque visual areas. This served as an excellent starting point for regions near the primary visual cortex. However, we question whether the macaque model of visual areas should continue to serve as a gold standard to guide analysis of human visual field maps (Zeki 2003) .
In this chapter, we thought it important to describe measurements of 'visual field maps' and to avoid the phrase 'visual area'. We did this because the definition of a human visual field map is clear and closely coupled to a specific type of measurement. Visual area definitions, however, are based on a potentially conflicting set of criteria. As Van Essen writes, 'The identification of distinct visual areas is generally based on finding reliable differences in one or more characteristics related to: (i) architecture, (ii) connectivity, (iii) visual topography, and/or (iv) functional characteristics' (Van Essen 2003) . According to this definition, any measured difference may be used to propose the presence of a visual area and the role of visual field maps (topography) can become secondary. This makes the connection between visual areas and visual field maps tenuous.
The history of the third visual field map in macaque, V3, exemplifies how the definition of visual field maps and visual areas can diverge. Well aware of the presence of a visual hemifield map, Van Essen and colleagues identified a variety of differences between the upper and lower field V3 representations. They proposed that these portions of the map be considered as different visual areas (V3 and VP; ). On this model, two putative visual areas, V3 and VP, form a single hemifield map. Following in this direction, Orban and colleagues are exploring the hypothesis that the macaque V4 map should be broken into two visual areas (Orban et al. 2004, p. 320-321) . Perhaps the most extreme example is that of Tootell et al. (2001) , who use the inability to measure a visual map predicted from macaque as a rationale to label a human visual area (V4d-topo).
A second reason for refraining from the use of visual areas in macaque to guide our understanding of human visual field maps flows from considerations of the relationship between maps and stimulus responsivity. Differences in stimulus responsivity across the map are considered as a reason to divide the map into distinct visual areas; however such a principle is problematic. For example, consider the midget ganglion cell visual field maps. There are many receptive field differences between foveal and peripheral midgets, both with respect to size, sampling density, colour tuning and so forth. Yet it would be unwise to divide this mosaic into different 'retinal areas'; similarly, it would be unwise to divide cortical areas, such as V1, into two areas based on the different stimulus responsivity in the fovea and periphery. As we develop an understanding of cortical organization, it seems important to separate the measurements of maps and the measurements of stimulus responsivity. The integration of measurements used to define visual areas creates significant complexity and confusion.
Another reason often given for using macaque visual areas to guide the interpretation of human visual field maps is based on a common misunderstanding of the Figure 9 . Six candidate visual map clusters. A suggested organization of the visual clusters in a typical subject (SN). Each cluster contains a foveal representation, semicircular eccentricity map and one or more hemifield maps. The images show a lateral (left) and ventral (right) view. The inset is a schematic flat map of the cluster organization. At least one map has been identified in five clusters, but others may be found. No maps have been securely identified in LOc, but the data in figures 7 and 8 suggest that maps will be found. Figure 8 . Angular measurements in the lateral occipital cortex. Rotating wedge measurements using 3 degree stimuli are shown for subject AB (a) and subject JL (b). The graphs indicate that there are significant responses to these stimuli in the lateral occipital cortex (3 mm radius disk). These data suggest that it will be possible to identify visual field maps. In this region, responses to 3 degree stimuli tend to be larger than responses to 20 degree stimuli (cf. figure 7) . Other details as in figure 3.
Visual field map clusters B. A. Wandell and others 703 current state of these fields. Although it comes as a surprise to many of our colleagues in psychology and neuroimaging, there is no consensus view on macaque visual areas (Van Essen 2003) . Given the heroic nature of the methods required to obtain the macaque data, it will be some time before consensus is reached. The human literature should look to the physiological literature for guidance where there is consensus, as for V1, V2 and MT. However, beyond these visual areas, the limited consensus and enormous differences in the methodologies diminish the value of macaque visual areas as a gold standard for the human cortex.
Finally, efforts to integrate macaque visual areas with human visual field maps are strained because of the significant differences between the two species. We have noted several major differences, both quantitative and qualitative, in this review. These differences are not surprising given the 25 million years of evolutionary divergence (Hedges & Kumar 2003) and may be more substantial than can be captured by map deformations (Van Essen et al. 2001) . Visual map clusters and individual visual maps may exist in one species but not the other.
CONCLUSION
We described the organization of nine human visual hemifield maps that are present in each hemisphere. These maps were identified using a very limited number of experimental conditions. Expanding the range of stimuli and measurement conditions is likely to reveal additional maps, particularly in the LO cortex and along the intraparietal sulcus.
We introduced a specific hypothesis concerning the spatial organization of visual maps: we proposed that maps are organized into clusters. These clusters share a confluent fovea and a semicircular eccentricity map. This organizational principle is an alternative to the eccentricity bias theory recently proposed by Malach and collaborators, and the two theories have different implications for development and function. Rather than proposing a single unifying structure for all of the visual cortex, we suggest that there are several independent structures and that each serves a different perceptual computation. On this theory, one might expect that signals within map clusters are more thoroughly integrated than signals communicated between clusters. We might also expect that the maps within a cluster will have a similar developmental time course.
We are very hopeful that new neuroimaging techniques will permit tests of these hypotheses. For example, diffusion tensor imaging (DTI) provides a valuable measurement of brain structure. DTI coupled with fibre-tracing algorithms should become an important tool in determining how maps are connected (Conturo et al. 1999; Xue et al. 1999; Basser et al. 2000) . Also, the spatial resolution of magnetic resonance spectroscopy is steadily increasing (Pfeuffer et al. 1999) . The new high field (7 T) magnets may provide estimates of the chemical composition within different visual maps, providing insights about commonalities, differences and development.
As we imagine a future with many new methods, we can find inspiration in the pioneers who came before us. Brodmann, who we honour here, has influenced the work of generations by his experimental work and by establishing broad and ambitious goals. In summarizing his work, Brodmann wrote in very modern terms: 'my ultimate goal was the advancement of a theory of function and its pathological deviations' (Brodmann 1909, p. 243) . The enormous influence of that work is based on its breadth, precision and his choice to make measurements in the service of far-reaching goals (Brodmann 1909; Garey 1999) . Modern tools will help us advance toward these goals if we strive to follow Brodmann's scientific standards and goals.
