Perturbed proximal point algorithms for general quasi-variational-like inclusions  by Ding, Xie Ping & Lou, Chun Lin
Journal of Computational and Applied Mathematics 113 (2000) 153{165
www.elsevier.nl/locate/cam
Perturbed proximal point algorithms for general
quasi-variational-like inclusions(
Xie Ping Dinga ; ∗, Chun Lin Luob
aDepartment of Mathematics, Sichuan Normal University, Chengdu, Sichuan 610066, People's Republic of China
bDepartment of Mathematics, Kangding Teacher's College, Kangding, Sichuan 626001, People's Republic of China
Received 6 October 1998
Abstract
In this paper, we introduce two new concepts of -subdierential and -proximal mappings of proper functionals on
Hilbert spaces. The existence and Lipschitz continuity of -proximal mapping of a proper functional are proved. By
applying these concepts, we introduce and study a class of general quasi-variational-like inclusions and develop some new
perturbed -proximal point algorithms of Mann and Ishikawa type for nding the approximate solutions of the general
quasi-variational-like inclusions. The convergence criteria of the sequences of approximate solutions generated by these
new algorithms are also discussed. Our algorithms and results improve and generalize many known results in the literature.
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1. Introduction
Variational inequality theory has become a very eective and powerful tool for studying a wide
range of problems arising in pure and applied sciences which include work on dierential equa-
tions, mechanics, contact problems in elasticity, control problems, general equilibrium problems in
economics and transportation, and unilateral, obstacle, moving, and free boundary problems, see
for instance [2,7,8,10,14]. Recently, Hassouni and Mouda [11] introduced and studied a class of
variational inclusions and developed a perturbed algorithm for nding approximate solutions of the
variational inclusions. Since then, Adly [1], Huang [12], Kazmi [13] and Ding [3{5] have obtained
some important extensions and generalizations of the results in [11] in various dierent directions.
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We know that one of the most important and dicult problems in variational inequality theory is
the development of an ecient and implementable iterative algorithm for solving various classes of
variational inequalities and variational inclusions.
In this paper, we rst introduce two new concepts of -subdierential and -proximal mapping of
a proper functional on Hilbert spaces and show the existence and Lipschitz continuity of -proximal
mapping of a proper functional. By using the new concepts, we study a new class of general
quasi-variational-like inclusions and show its equivalence with a xed point problem. By applying the
equivalence, some novel and innovative perturbed -proximal point algorithm of Mann and Ishikawa
type for nding approximate solutions of the general quasi-variational-like inclusions are suggested
and analyzed. The convergence criteria of the algorithms are also discussed. Our results improve
and generalize many known results of nonlinear quasi-variational inequalities and quasi-variational
inclusions in literature.
2. Preliminaries
Let H be a real Hilbert space endowed with a norm jj  jj and a inner product h; i. In order to
show the main results, we need the following concepts and results.
Denition 2.1. A mapping g :H!H is said to be
(i) -strongly monotone if there exists a constant > 0 such that
hg(x)− g(y); x − yi>jjx − yjj2; 8x; y2H:
(ii) -Lipschitz continuous if there exists a constant >0 such that
jjg(x)− g(y)jj6jjx − yjj; 8x; y2H:
Denition 2.2. A functional f:H  H!R [ f+1g is said to be 0-diagonally quasi-concave (in
short, 0-DQCV) in x (see [22]) if for any nite set fx1; : : : ; xngH and for any y=Pni=1 ixi with
i>0 and
Pn
i=1 i = 1,
min
16i6n
f(xi; y)60:
Denition 2.3 (Noor [17]). A mapping  :H  H!H is said to be
(i) -strongly monotone if there exists a constant > 0 such that
h(x; y); x − yi>jjx − yjj2; 8x; y2H:
(ii) -Lipschitz continuous if there exists a constant > 0 such that
jj(x; y)jj6jjx − yjj; 8x; y2H:
Denition 2.4. Let  :H H!H be a single-valued mapping. A proper functional  :H!R [
f+1g is said to be -subdierentiable at a point x2H if there exists a point f 2H such that
(y)− (x)>hf; (y; x)i; 8y2H;
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where f is called a -subgradient of  at x. The set of all -subgradients of  at x is denoted by
(x). The mapping  :H! 2H dened by
(x) = ff 2H : (y)− (x)>hf; (y; x)i; 8y2Hg (2.1)
is said to be -subdierential of .
Remark 2.5. If (y; x) = y − x; 8y; x2H , then Denition 2.4 reduces to the usual denitions of
subdierential of a functional . If  is dierentiable at x2H and satises
(x + (y; x))6(y) + (1− )(x); 8y2H; 2 [0; 1];
then  is -subdierentiable at x2H , see Noor [18, p. 424].
Denition 2.6. Let :H!R [ f+1g be a proper functional. For any given x2H and any > 0,
if there exist a mapping  :H H!H and a unique point u2H such that
hu− x; (y; u)i>(u)− (y); 8y2H; (2.2)
then the mapping x 7! u, denoted by J (x), is said to be -proximal mapping of .
By (2.1) and the denition of J  (x), we have x − u2 (u). It follows that
J (x) = (I + )
−1(x);
where I is the identity mapping on H .
Now, let T; A; g: H!H and  :H H!H be single-valued mappings and : H H!R [
f+1g be a proper functional such that for each xed y2H , (; y) :H!H is lower semicontinuous
and -subdierentiable on H and g(H) \ dom(; y) 6= ;: We will consider the following general
quasi-variational-like inclusion problem (GQVLIP):
Find x2H such that g(x)2 dom(; x) and
hT (x)− A(x); (y; g(x))i>(g(x); x)− (y; x); 8y2H: (2.3)
2.1. Special cases
(I) If (x; y) = (x) and (y; x) = y − x for all x; y2H , then the GQVLIP (2.3) reduces to the
following variational inclusion problem:
Find x2H such that g(x)2 dom and
hT (x)− A(x); y − g(x)i>(g(x))− (y); 8y2H: (2.4)
Problem (2.4) was introduced and studied by Hassouni and Mouda [11] and Huang [12], Kazmi
[13] and Ding [3{5] consider the set-valued generalizations of problem (2.4).
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(II) If K :H! 2H is a given set-valued mapping such that each K(x) is a closed convex subset of
H (or K(x)=m(x)+K where m :H!H and K is a closed convex subset of H) and if (x; y)=x−y
for all x; y2H ,  :H  H!H is dened by
(x; y) = IK(y)(x); 8x; y2H;
where IK(y)(x) is the indicator function of K(y), i.e.,
IK(y)(x) =

0 if x2K(y);
+1 otherwise;
then the (GQVLIP)(2.3) reduces to the following strongly nonlinear quasi-variational inequality
problem:
Find x2H such that g(x)2K(x) and
hT (x)− A(x); y − g(x)i>0; 8y2K(x): (2.5)
Problem (2.5) includes a number classes of variational inequalities, quasi-variational inequalities,
complementarity and quasi-complementarity problems, studied previously by many authors, see [9,
15{21].
The proof of the following result can be found in Ding and Tan [6].
Lemma 2.7. Let D be a nonempty convex subset of a topological vector space and f:D  D!
[−1;+1] be such that
(i) for each x2D; y 7! f(x; y) is lower semicontinuous on each compact subset of D;
(ii) for each nite set fx1; : : : ; xmgD and for each y = Pmi=1 ixi with i>0 and Pmi=1 i =
1;min06i61f(xi; y)60;
(iii) there exist a nonempty compact convex subset D0 of D and a nonempty compact subset K
of D such that for each y2D n K; there is an x2 co(D0 [ fyg) satisfying f(x; y)> 0:
Then there exists y^2D such that f(x; y^)60 for all x2D.
Now we give some sucient conditions which guarantee the existence and Lipschitz continuity
of the -proximal mapping of a proper functional on a Hilbert space.
Theorem 2.8. Let  :H H!H be continuous and -strongly monotone such that (x; y)=−(y; x)
for all x; y2H and for any given x2H; the function h(y; u)= hx− u; (y; u)i is 0-DQCV in y. Let
 :H!R [ f+1g be a lower semicontinuous -subdierentiable proper functional. Then for any
given > 0 and x2H; there exist a unique u2H such that
hu− x; (y; u)i>(u)− (y); 8y2H: (2.6)
That is u= J (x):
Proof. For any given > 0 and x2H , dene a functional f:H H!R [ f+1g by
f(y; u) = hx − u; (y; u)i+ (u)− (y); 8y; u2H:
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Since (y; u) is continuous and  is lower semicontinuous, we have that for each y2H , u 7! f(y; u)
is lower semicontinuous on H . We claim that f(y; u) satises the condition (ii) of Lemma 2.7. If it
is false, then there exist a nite set fy1; : : : ; ymgH and u0 =Pmi=1 iyi with i>0 and Pmi=1 i = 1
such that
hx − u0; (yi; u0)i+ (u0)− (yi)> 0; 8i = 1; : : : ; m:
Since  is -subdierentiable at u0, there exists a point fu0 2H such that
(y)− (u0)>hfu0 ; (y; u0)i; 8y2H:
It follows that
hx − u0; (yi; u0)i>(yi)− (u0)
> hfu0 ; (yi; u0)i; 8i = 1; : : : ; m:
Hence we must have
hx − fu0 − u0; (yi; u0)i> 0; 8i = 1; : : : ; m: (2.7)
On the other hand, by assumption, h(y; u) = hx − fu0 − u; (y; u)i is 0-DQCV in y, we have
min
16i6m
hx − fu0 − u0; (yi; u0)i60;
which contradicts inequality (2.7). Hence f(y; u) satises condition (ii) of Lemma 2.7. Now take a
xed y2 dom: Since  is -subdierentiable at y, there exists a point fy 2H such that
(u)− ( y)>hfy; (u; y)i; 8u2H:
Hence we have
f( y; u) = hx − u; ( y; u)i+ (u)− ( y)
> h y − u; ( y; u)i+ hx − y; ( y; u)i+ hfy; (u; y)i
> jj y − ujj2 − jj x − yjjjj y − ujj − jjfyjjjj y − ujj
> jj y − ujj[jj y − ujj − (jj x − yjj+ jjfyjj)]:
Let r = (1=)(jj x − yjj + jjfyjj) and K = fu2H : jj y − ujj6rg: Then D0 = f yg and K are both
weakly compact convex subsets of H and for each u2H nK , there is a y2 co(D0 [ f yg) such that
f( y; u)> 0. Hence all conditions of Lemma 2.7 are satised. By Lemma 2.7, there exists an u2H
such that f(y; u)60; 8y2H; that is
h u− x; (y; u)i>( u)− (y); 8y2H:
Now, we show that u is a unique solution of problem (2.6). Suppose that u1; u2 2H are arbitrary
two solutions of problem (2.6). Then we have
hu1 − x; (y; u1)i>(u1)− (y); 8y2H; (2.8)
hu2 − x; (y; u2)i>(u2)− (y); 8y2H: (2.9)
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Taking y = u2 in (2.8) and y = u1 in (2.9), and adding these inequalities, we obtain
hu1 − x; (u2; u1)i+ hu2 − x; (u1; u2)i>0: (2.10)
Since (x; y) =−(y; x); 8x; y2H and  is -strongly monotone, it follows from (2.10) that
jju1 − u2jj26h(u1; u2); u1 − u2i60
and hence we must have u1 = u2: This completes the proof.
Remark 2.9. Theorem 2.8 shows that the existence of the -proximal mapping J :H!H of a
lower semicontinuous -subdierntiable proper functional . We emphasize that the functional 
may not be convex in Theorem 2.8. The following example shows the existence of the mapping
 :H H!H satisfying all conditions in Theorem 2:9.
Example. Let H = R be real line and :RR!R be dened by
(x; y) =
8>><
>>:
x − y if jxyj< 1;
jxyj(x − y) if 16jxyj< 2;
2(x − y) if 26jxyj:
Then it is easy to see that
(1) h(x; y); x − yi>jx − yj2 for all x; y2H , i.e.,  is 1-strongly monotone;
(2) (x; y) =−(y; x) for all x; y2R,
(3) j(x; y)j62jx − yj for all x; y2R, i.e.,  is 2-Lipschitz continuous,
(4) for any given x2H , the function h(y; u) = hx − u; (y; u)i= (x − u)(y; u) is 0-DQCV in y.
If it is false, then there exist a nite set fy1; : : : ; yng and u0 =Pni=1 iyi with i>0 and Pni=1 i = 1
such that for each i = 1; : : : ; n,
0<h(yi; u0) =
8>><
>>:
(x − u0)(yi − u0) if jyiu0j< 1;
(x − u0)jyiu0j(yi − u0) if 16jyiu0j< 2;
2(x − u0)(yi − u0) if 26jyiu0j:
It follows that (x − u0)(yi − u0)> 0 for each i = 1; : : : ; n and hence we have
0<
nX
i=1
i(x − u0)(yi − u0) = (x − u0)(u0 − u0) = 0;
which is impossible. This proves that for any given x2R the function h(y; u) is 0-DQCV in y.
Therefore,  satises all assumptions in Theorem 2.8.
Theorem 2.10. Let :H H!H be -strongly monotone and -Lipschitz continuous such that
(x; y) =−(y; x) for all x; y2H and for any given x2H; the functional h(y; u) = hx − u; (y; u)i
is 0-DQCV in y. Let :H!R be a lower semicontinuous -subdierentiable proper functional
and > 0 be a arbitrary constant. Then the -proximal mapping J  of  is =-Lipschitz
continuous.
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Proof. By Theorem 2.8, the -proximal mapping J of  is well dened. For any given x1; x2 2H ,
we have that u1 = J (x1) and u2 = J

 (x2) are such that
hu1 − x1; (y; u1)i>(u1)− (y); 8y2H; (2.11)
hu2 − x2; (y; u2)i>(u2)− (y); 8y2H: (2.12)
Taking y = u2 in (2.11) and y = u1 in (2.12), and adding thses inequalities, we obtain
hu1 − x1; (u2; u1)i+ hu2 − x2; (u1; u2)i>0:
Since  is -strongly monotone and -Lipschitz continuous, and (u1; u2) =−(u2; u1), we have
jju1 − u2jj26 h(u1; u2); u1 − u2i
6 h(u1; u2); x1 − x2i6jj(u1; u2)jjjjx1 − x2jj
6 jjx1 − x2jjjju1 − u2jj:
It follows that
jj J (x1)− J (x2)jj= jju1 − u2jj6


jjx1 − x2jj;
i.e., J is =-Lipschitz continuous.
Remark 2.11. If (x; y) = x− y for all x; y2H , then Theorem 2.10 reduces to Lemma 2:2 in [11].
3. Existence and algorithms of solutions
We rst transfer the GQVLIP (2.3) into a xed-point problem.
Theorem 3.1. x 2H is a solution of the GQVLIP (2.3) if and only if x satises the following
relation:
g(x) = J(; x) (g(x)− (T (x)− A(x))); (3.1)
where J(; x) = (I + (; x))−1 is the -proximal mapping of (; x); I is the identity mapping
and > 0 is a constant.
Proof. Assume that x 2H satises relation (3.1), i.e.,
g(x) = J(; x
∗)
 (g(x
)− (T (x)− A(x))):
The equality holds if and only if
A(x)− T (x)2(g(x); x):
By the denition of -subdierential of (; x), the above relation holds if and only if
(y; x)− (g(x); x)>hA(x)− T (x); (y; g(x))i; 8y2H;
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and hence
hT (x)− A(x); (y; g(x))i>(g(x); x)− (y; x); 8y2H;
i.e., x is a solution of the GQVLIP (2.3).
Remark 3.2. Eq. (3.1) can be written as
x = x − g(x) + J (; x) (g(x)− (T (x)− A(x))):
This xed-point formulation enables us to suggest the following iterative algorithms.
Algorithm 3.3. Let T; A; g:H!H , :H H!H and n:H H!R be such that for each given
x2H and n=1; 2; : : : ; the -proximal mapping of n(; x) exists. For any given x0 2H , the iterative
sequence fxng is dened by
xn+1 = (1− n)xn + n[xn − g(xn) + Jn(; x n) (g(xn)− (T (xn)− A(xn)))] + en;
n= 0; 1; 2; : : : ;
where > 0; n 2 [0; 1]; 8n>0 with P1n=0 n =1 and en 2H is an error to take into account a
possible inexact computation of the -proximal point. Algorithm 3:3 is called Mann-type perturbed
iterative algorithm.
Algorithm 3.4. Let T; A; g;  and n be same as in Algorithm 3:3. For any given x0 2H , the iterative
sequences fxng and fyng are dened by
yn = (1− n)xn + n[xn − g(xn) + Jn(; x n) (g(xn)− (T (xn)− A(xn)))] + rn;
xn+1 = (1− n)xn + n[yn − g(yn) + Jn(;yn) (g(yn)− (T (yn)− A(yn)))] + en;
n= 0; 1; 2; : : : ;
where n; n 2 [0; 1]; 8n>0 with P1n=0 n =1; rn; en 2H are the errors and > 0. Algorithm 3:4
is called the Ishikawa-type iterative algorithm.
Remark 3.5. If n = 0; rn = 0; 8n>0, then the Algorithm 3:4 reduces to the Algorithm 3:3. Algo-
rithms 3:3 and 3:4 contain many known iterative algorithms as special cases.
Now we prove the existence of a solution of the GQVLIP (2.3).
Theorem 3.6. Let T :H!H be -strongly monotone and -Lipschitz continuous; A:H!H be
-Lipschitz continuous and g :H!H be -strongly monotone and -Lipschitz continuous. Let
:H H!H be -strongly and -Lipschitz such that (x; y) = −(y; x); 8x; y2H and for each
given x2H; the function h(y; u) = hx − u; (y; u)i is 0-DQCV in y. Let :H H!H be such
that for each xed y2H; (; y) is a lower semicontinuous -subdierentiable proper functional
satisfying g(H)\ dom(; y) 6= ;: Suppose that there exists a constant > 0 such that for each
x; y; z 2H
jj J(; x) (z)− J(;y) (z)jj6jjx − yjj
X.P. Ding, C.L. Luo / Journal of Computational and Applied Mathematics 113 (2000) 153{165 161
and
k =  + (+ )=
p
1− 2+ 2< 1;
>(1− k) +
q
(2 − 2)(2 − 2(1− k)2);
j− (+ (k − 1))=((2 − 2))j
< (
q
[+ (k − 1)]2 − (2 − 2)[2 − 2(1− k)2])=((2 − 2)):
(3.2)
Then the GQVLIP (2.3) has a unique solution x2H .
Proof. By Theorem 3.1, it is sucient to show that there exists a unique x 2H satisfying Eq.
(3.1). Dene a mapping F :H!H by
F(x) = x − g(x) + J (; x) (g(x)− (T (x)− A(x))); 8x2H:
For any x; y2H , by the assumptions and Theorem 2.10, we have
jjF(x)− F(y)jj
6jjx − y − (g(x)− g(y))jj
+ jjJ(; x) (g(x)− (T (x)− A(x)))− J (; x) (g(y)− (T (y)− A(y)))jj
+ jjJ(; x) (g(y)− (T (y)− A(y)))− J (;y) (g(y)− (T (y)− A(y)))jj
6

1 +



jjx − y − (g(x)− g(y))jj+ 

jjx − y − (T (x)− T (y))jj
+


jjA(x)− A(y)jj+ jjx − yjj: (3.3)
Since T; g are both strongly monotone and Lipschitz continuous, we have
jj x − y − (g(x)− g(y))jj6
p
1− 2+ 2jjx − yjj;
jj x − y − (T (x)− T (y))jj6
q
1− 2+ 22jjx − yjj:
By the Lipschitz continuity of A, we have
jjA(x)− A(y)jj6jjx − yjj:
From the above inequalities and (3.3), we obtain
jjF(x)− F(y)jj
6

1 +


p
1− 2+ 2 + 

q
1− 2+ 22 + 

+ 

jj x − yjj
=

k +


t()

jj x − yjj= jjx − yjj;
where k=+(+)=
p
1− 2+ 2, t()=p1− 2+ 22 +  and = k+(=)t(). Condition
(3.2) implies < 1. Hence F is a contraction mapping and there exists a unique point x2H such
that x = F(x), i.e.,
g(x) = J(; x
∗)
 (g(x
)− (T (x)− A(x))):
Therefore x2H is a unique solution of the GQVLIP (2.3).
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Remark 3.7. Theorem 3.6 generalizes Theorem 5:1 of Noor [17], Theorem 3:2 of Ding [3], The-
orem 3.1 of Yao [21] and corresponding results in [15,16,9,19,20] to general quasi-variational-like
inclusions.
In the following we show that the Ishikawa-type iterative sequence fxng generated by Algorithm
3:2 converges strongly to the unique solution of the GQVLIP (2.3).
Theorem 3.8. Let T; A; g;  and  satisfy all conditions in Theorem 3:6. For each n = 0; 1; : : : ;
let n:H H!R be such that for any xed y2H; n(; y) :H!R is lower semicontinuous
-subdierentiable on H; and for any x; y; z 2H;
jjJn(; x) (z)− Jn(;y) (z)jj6jjx − yjj:
Suppose that
(i) for any y; z 2H , limn!1jjJn(;y) (z)− J(;y) (z)jj= 0;
(ii) limn!1jjrnjj= limn!1jjenjj= 0;
(iii)
Pn
j=0
Qn
i=j+1 (1− i(1− c)) converges for 06c< 1,
(iv) condition (3.2) holds.
Then the iterative sequence fxng dened by Algorithm 3:4 converges strongly to the unique
solution x of the GQVLIP (2.3).
Proof. By Theorem 3.6, the GQVLIP (2.3) has a unique solution x 2H such that
x= x − g(x) + J(; x∗) (g(x)− (T (x)− A(x)))
= (1− n)x + n[x − g(x) + J(; x∗) (g(x)− (T (x)− A(x)))]
= (1− n)x + n[x − g(x) + J(; x∗) (g(x)− (T (x)− A(x)))]: (3.4)
By Algorithm 3:4 and using a similar argument as in the proof of Theorem 3.6, we obtain
jjxn − x − (g(xn)− g(x))jj6
p
1− 2+ 2jjxn − xjj;
jjxn − x − (T (xn)− T (x))jj6
q
1− 2+ 22jjxn − xjj;
jjyn − x − (g(yn)− g(x))jj6
p
1− 2+ 2jjyn − xjj;
jjyn − x − (T (yn)− T (x))jj6
q
1− 2+ 22jjyn − xjj:
By setting h(x) = g(x)− (T (x)−A(x)); h(yn) = g(yn)− (T (yn)−A(yn)) and h(xn) = g(xn)−
(T (xn)− A(xn)), from Algorithm 3:4 and the assumption of , we have
jjyn − xjj
=jj(1− n)xn + n[xn − g(xn) + Jn(; x n) (h(xn))] + rn
− (1− n)x − n[x − g(x) + J(; x∗) (h(x))]jj
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6(1− n)jjxn − xjj+ njjxn − x − (g(xn)− g(x))jj
+njjJn(; x n) (h(xn))− Jn(; x n) (h(x))jj
+njjJn(; x n) (h(x))− Jn(; x
∗)
 (h(x
))jj
+njjJn(; x∗) (h(x))− J(; x
∗)
 (h(x
))jj+ jjrnjj
6(1− n)jjxn − xjj+ njjxn − x − (g(xn)− g(x))jj
n


jjh(xn)− h(x)jj+ njjxn − xjj+ nn + jjrnjj
6(1− n)jjxn − xjj
+n

1 +



jjxn − x − (g(xn)− g(x))jj
+n


[jjxn − x − (T (x)− T (x))jj+ jjA(xn)− A(x)jj]
+njjxn − xjj+ nn + jjrnjj
6(1− n)jjxn − xjj+ n

1 +


p
1− 2+ 2jjxn − xjj
+n


q
1− 2+ 22jjxn − xjj+ n jjxn − x
jj
+njjxn − xjj+ nn + jjrnjj
=(1− n)jjxn − xjj+ njjxn − xjj+ nn + jjrnjj; (3.5)
where  = k + =t(), k =  + (1 + =)
p
1− 2+ 2, t() = p1− 2+ 22 +  and n =
jjJn(; x∗) (h(x))− J(; x
∗)
 (h(x
))jj: By condition (3.2), < 1, and hence we obtain
jjyn − xjj6jjxn − xjj+ n + jjrnjj: (3.6)
By Algorithm 3:4 and using a similar argument as in the proof of (3.5), we can obtain
jjxn+1 − xjj6(1− n)jjxn − xjj+ njjyn − xjj+ nn + jjenjj: (3.7)
From (3.6) and (3.7), we have
jjxn+1 − xjj
6(1− n)jjxn − xjj+ njjxn − xjj+ n(n + jjrnjj) + nn + jjenjj
6(1− n(1− ))jjxn − xjj+ 2n + jjrnjj+ jjenjj
6
nY
i=0
(1− i(1− ))jjx0 − xjj+
nX
j=0
nY
i=j+1
(1− i(1− ))(2j + jjrjjj+ jjejjj): (3.8)
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Since
P1
n=0 n =1, we have
1Y
i=0
(1− i(1− )) = 0:
Since limn!1 (2n+ jjrnjj+ jjenjj)=0, by assumption (iii) and a similar argument as in [13, p. 582],
we have
lim
n!1
nX
j=0
nY
i=j+1
(1− i(1− ))(2j + jjrjjj+ jjejjj) = 0;
and hence it follows from (3.8) that limn!1 jjxn+1 − xjj= 0: This completes the proof.
Remark 3.9. If (x; y) = x− y; n(x; y) =(x; y); rn= en=0 for all x; y2H and n=1; 2; : : : ; then
Theorem 3.8 reduces to Theorem 3:3 of Ding [3]. If (x; y)=x−y for all x; y2X , rn=0, n=0 and
n = 1 for all n= 1; 2; : : : ; Theorem 3.8 reduces to Theorem 3:4 of Ding [3] and in turn generalizes
Theorem 2:1 of Hassouni and Mouda [11]. Theorem 3.8 is also an improving variant of Theorem
4:1 of Kazmi [13].
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