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Introduction
Competing economics theories often lead to econometric models that are non-nested in the sense that one model is not obtained as a special case of the other. It is, therefore, of interest to develop statistical procedures that discriminate between non-nested models. A characteristic of the early work on nonnested hypothesis testing is that under the null hypothesis one model is assumed to be correct 1 . This is clearly a viable approach to model selection but there is, of course, the chance that the test procedures indicate that either both models are correct or that neither are correct. In these circumstances, it may be considered attractive to have some method that allows the researcher to determine which -if either -of the two models is closer to the truth in some sense. Vuong (1989) provides such a test for models estimated by Quasi Maximum Likelihood (QML). White (1982) shows that QML can be interpreted as choosing estimates to minimize the Kullback Leibler metric for the distance between the assumed probability density function (pdf) and the true pdf. Vuong (1989) exploits this interpretation to propose a test of which model is closer to the truth based on the difference of the QML's. 2 More recently, Rivers and Vuong (2002) extend Vuong's (1989) approach to provide a very general framework for the comparison of two competing dynamic models. In this more general context, inference is based on a test statistic that compares measures of goodness of fit for the two models; one model is preferred if its goodness of fit is statistically significantly smaller than its competitor. The analysis covers the case in which the measure of goodness of fit is the optimand for parameter estimation and also the case in which it is not. Rivers and Vuong (2002) provide generic conditions under which the statistic has a limiting standard normal distribution under the null hypothesis that both models are "equally good", a concept that is defined below. These generic conditions are very general and it is argued that they cover the situation in which the competing models are estimated via GMM and then compared using either the GMM minimands employed in the estimations or GMM type minimands that are different from those 1 See Cox(1961 Cox( , 1962 and Atkinson (1970) in the context of Maximum Likelihood estimation, Pesaran and Deaton (1978) , Davidson and MacKinnon (1981) and Mizon and Richard (1986) in the context of regression models.
2 Also see Sin and White (1996) for a related information criterion approach.
used in the estimation. 3 In spite of this seeming generality, Rivers and Vuong (2002) show that the aforementioned distributional result rests crucially on the assumption that a certain variance is non-zero;
for if this variance is zero, then Rivers and Vuong (2002) show that their test statistic does not have a standard normal limiting distribution under the null.
In this paper, we investigate whether these generic conditions in fact cover GMM estimators and minimands. It turns out that the analysis depends crucially on whether the models in question are correctly specified, locally misspecified or non-locally misspecified. It is shown that if both models are correctly specified or locally misspecified then Rivers and Vuong's (2002) generic conditions are not satisfied because the variance mentioned in the previous paragraph is zero. We further show, in this case, that the statistic does not converge to a limiting normal distribution but to a non-standard distribution that is a function of nuisance parameters, which may not be consistently estimable. However, if both models are non-locally misspecified then the generic conditions are satisfied and the Rivers and Vuong's (2002) statistic does converge to the limiting standard normal distribution. The latter result indicates that there is scope for using the Rivers and Vuong statistic to compare two misspecified models estimated via GMM.
However, we argue that some caution needs to be exercised in its use because the outcome of the statistic depends on the choice of weighting matrix. This dependence raises the possibility that the "ranking" of the models is determined by the choice of weighting matrix. Whether or not this is a weakness depends on the setting. In some cases, economic theory dictates an appropriate choice of weighting matrix and so only the outcome with this choice of weighting matrix is of interest. However, absent these economic considerations, the choice of the weighting matrix becomes arbitrary for in misspecified models -unlike in correctly specified models -there is no statistical theory to guide the choice of the weighting matrix.
4
It is in this case that the dependence of the outcome on the weighting matrix becomes troublesome.
An outline of the paper is as follows. Section 2 presents a review of the Rivers and Vuong's (2002) 3 See Rivers and Vuong (2002)[p.3 and p.13] . The latter version of the test has been employed by Carpentier and Weaver (1997) and Nauges and Thomas (2003) . For other approaches to non-nested hypothesis testing within the GMM framework, see Singleton (1985) , Ghysels and Hall (1990) and Smith (1992) . 4 See Hall and Inoue (2003) .
statistic in the context of GMM estimation. Section 3 analyzes the limiting distribution of the statistic under the null hypothesis in the case where both models are two correctly specified or two locally misspecified models. Section 4 studies the limiting distribution when the two models are misspecified.
Section 5 considers the problem of testing whether the key variance (mentioned above) is zero, and Section 6 briefly considers some extensions. The main proofs are relegated to a Mathematical Appendix. 5
Framework and Test Statistic
and let {v t } be a stationary and ergodic
Suppose it is desired to compare two models denoted M 1 and M 2 , and that each implies a population moment condition as follows:
It is assumed that the parameters of both models are estimated via GMM; these estimators are defined as follows:θ
where
and
T is the weighting matrix. The population analog of the GMM minimands is for i = 1, 2,
Rivers and Vuong (2002) introduce a very general framework that includes the cases where the metric of model comparison either involves the minimands employed in the estimation or some other measure of goodness of fit. We consider the case in which the metric involves the GMM minimands and so the test statistic is:
T is a consistent estimator of σ 2 0 , the limiting variance of the numerator of (4). This variance and its estimator are discussed below.
To present the null and alternative hypotheses of the test, we must introduce notation for the probability limits ofθ
T . Accordingly, we define plim T →∞θ
This convergence result can be established under certain regularity conditions which are omitted for brevity here as they are now standard in the literature. 6 The null hypothesis of the test is that: M 1 and M 2 are asymptotically equivalent, that is
There are two alternative hypotheses of interest: M 1 is asymptotically better than M 2 , that is
and M 2 is asymptotically better than M 1 , that is
Rivers and Vuong (2002) present regularity conditions under which N T converges to a standard normal distribution under H 0 . For the purposes of our subsequent analysis, it is useful to highlight just one of these conditions, namely σ 2 0 > 0.
Apart from the standard assumption that the weighting matrix W
T is positive semi-definite and converges in probability to a positive definite limit, it is assumed that W (i) depends on a vector of nuisance parameters τ
0 and thatτ
T is an estimator of τ
0 . So that we have, with an obvious abuse of notation,
T ). It is assumed that the nuisance parameters satisfy:
for some symmetric matrix of constants A (i) and vector Y (i) t ; and that the weighting matrix satisfies 7 :
for some matrix of constants
and ∆ (i) depend on the choice of weighting matrix, and are considered below on a case by case basis.
Within our framework of GMM minimands with stationary processes, σ 2 0 has the following form:
for
and ∆ (i) are defined implicitly in (8)-(9).
To conclude this section, we introduce some additional notation. On occasion, it is convenient to combine the parameters and moment functions from both models into one vector and so we de- 
Correctly and Locally Misspecified Models
In this section we examine the limiting behavior of N T under H 0 when the models are correctly specified or locally misspecified. In practice, the characterization of the model as correctly or incorrectly specified is based on the outcome of the overidentifying restrictions test. Therefore, the designation "correctly specified" is more appropriately denoted as "the overidentifying restrictions test is insignificant". Now, even in the limit, an insignificant statistic can occur with non-negligible probability not only because the model is correctly specified but also because the model is locally misspecified. 8 Therefore, even in the limit, the category "the overidentifying restrictions test is insignificant" contains both correctly specified and locally misspecified models, and, in fact, both types of model satisfy the null hypothesis of the Rivers and Vuong test.
Consider a scenario where the two models compared are locally misspecified. Within the GMM framework, this is most naturally captured via a Pitman drift on the population moment conditions. We assume that the moment conditions are invalid but the size of the violation is O(T −1/2 ) and so disappears at the limit, that is
The operator E T [.] denotes expectations with respect to the joint probability distribution of {v t , t = 1, . . ., T } and
Given the framework in Assumption 1, we must modify the definition of the population minimands as follows Q
0 (θ (i) ) = 0 for both models. Therefore, although the models are not correctly specified, the local nature of this misspecification implies that the null hypothesis of the Rivers and
Using Assumption 1 and (10)- (13), it can be seen that, for the case under consideration here, R is a null vector and hence σ 2 0 = 0. Therefore, if both models are either correctly specified or locally misspecified then the null distribution of N T does not follow from Rivers and Vuong's (2002) analysis. 10 We note that Rivers and Vuong (2002) [Section 6] provide generic conditions under which the test does not have a limiting standard normal distribution because σ 2 0 = 0. An inspection of these conditions indicates that they include the case covered here although this is not noted in their discussion of the results.
Below we present the appropriate limiting distribution theory for the test statistic in this case. To do so, it is necessary to be more specific about the construction ofσ T , and hence the weighting matrices employed. Since both models are assumed correctly specified or at most locally misspecified, we assume that the weighting matrices are chosen so that
T , a preliminary GMM estimator of θ (i) using a weighting matrix, M
T , that converges to a positive definite matrix of constants, M (i) . In this case, it follows that the matrix A (i) and vector Y (i) t in (8) are given by
and Y
T )} −1 . It then follows that 11
The exact form of
depends on the choice of covariance matrix estimator. We leave that unspecified and only impose high level assumptions on Σ (i) below. 12 Given these definitions, it is natural to set
10 The result in question is Rivers and Vuong (2002) whereR T andV T are consistent estimators of R and V constructed using the obvious sample analogs to the population quantities that make up these matrices. 13 To present the limiting distribution of N T , it is necessary to impose the following additional regularity conditions.
Assumption 2
The observed data are assumed to be a realization from a stochastic process {v t ; t = 1, 2, . . .} which satisfies the following conditions: (i)θ
, a positive definite matrix; (v) the limit distribution of the moment conditions satisfies
and S(θ ) is a positive definite matrix of finite constants.
The limiting distribution of N T is given in the following theorem.
Theorem 1 Let Assumption 2 hold ( and so M 1 and M 2 satisfy Assumption 1) then
13 See the working paper verison of this paper for further details.
where n q 1 +q 2 ∼ N (0, I q 1 +q 2 ),
It is evident from Theorem 1 that N T does not have a limiting standard normal distribution in the case where it is used to compare two models via their GMM minimands and the null hypothesis is satisfied because both models are correctly specified or locally misspecified. Furthermore, the actual limiting distribution is non-standard and depends on nuisance parameters, some of which can be consistently estimated (the long run variances and covariances of the moment conditions) and some of which cannot (the local misspecificationη).
The implication of this result is that we cannot use the test statistic N T to discriminate between two models judged correctly specified, according to the overidentification test. This conclusion is drawn from the following logical sequence: (i) the overidentification test cannot discriminate between correctly specified and locally misspecified models with probability one even in the limit, (ii) under local misspecification the limit distribution of N T is a function of the drift (iii) the drift cannot be consistently estimated. As a result, we see no way to simulate percentiles from the appropriate limit distribution.
To illustrate the sensitivity of N T to the form of local alternatives, we report the results from a small simulation study. The data generating process considered is the following:
x 1,t = z 1,t + z 2,t + z 3,t + γz 4,t + u 1,t
x 2,t = αz 3,t + z 4,t + z 5,t + z 6,t + u 2,t
and the two models we compare are
i.e. we exclude one of the two explanatory variables. The variables z 1,t , z 2,t and z 3,t will be used as instruments for the first model [equation (21)] while the variables z 4,t , z 5,t and z 6,t will be used as instruments for the second model [equation (22)]. We draw the error terms u t and the instruments z t independently from a N (0, 1). We take a sample size equal to 1000, big enough so the simulated test statistics can be considered as draws from the limit distribution. The GMM estimation is done in two steps and we use an identity matrix as weighting matrix in the first step and the optimal weighting matrix in the second step. 
Non-local misspecification
The second approach to modelling misspecification in the literature is non-local (fixed) alternatives.
Following Hall (2000) and Hall and Inoue (2003) , a model is said to be misspecified in our context if there is no parameter value at which the moment condition can be set equal to zero, that is 14 Lilliefors tests [see Lilliefors (1967) ] reject the hypothesis that the NT 's have a normal distribution. Figure 1: N T statistic for correctly specified and locally misspecified models
To implement the test, it is necessary to choose the weighting matrices. Since the models are misspecified, there is no advantage to employing a weighting matrix that converges to the inverse of the long run variance of the sample moment condition and hence to employing iterated GMM estimation. Therefore, we consider the case in which inference is based on GMM estimation with a weighting matrix that is either a matrix of constants, such as the identity matrix, or the inverse of an instrument cross product matrix. For these two cases, the construction ofσ 2 T is different. The details are relegated to the appendix.
To analyze the behavior of the test in this case we impose one of the following two sets of assumptions: Hall and Inoue (2003) [Theorems 1 and 2] provide conditions under which T 1/2 (θ
, S(θ ) ) where S(θ ) is a positive definite matrix of finite constants; (ii) rank{G
) has a limiting normal distribution, and so Assumption 4(iii) or 5(iii) could be replaced by these lower level assumptions.
The following theorem gives the limiting distribution of N T for these two choices of weighting matrix. 
Theorem 2 Let
Theorem 2 confirms the results of Rivers and Vuong (2002) in that the statistic N T has a limiting standard normal distribution under the null hypothesis if both models are misspecified in the sense of Assumption 3. This result would appear to indicate that there is scope for using this statistic to compare two misspecified models estimated via GMM. However, some caution needs to be exercised in its use as we now explain. The null hypothesis involves the population analog to the minimands. These minimands depend on the weighting matrices and also the probability limits of the estimators. In general, the relative magnitudes of the minimands, Q
, are sensitive to the choice of weighting matrices, and so the relative ranking can be reversed by changing the weighting matrices. 15 Whether or not this dependence on the weighting matrix is a weakness depends on the setting. In some cases, economic theory dictates an appropriate choice of weighting matrix and so only the outcome with this choice of the weighting matrix is of interest. Examples in this vein are the assessment of specification errors in asset pricing models, e.g. see Hansen and Jagannathan (1997) , or dynamic stochastic equilibrium models, e.g. see Dridi, Guay, and Renault (2006) . However, absent these economic considerations, the choice of the weighting matrix and the relative ranking of the models can become arbitrary. 15 An earlier version of this paper contains simulation evidence to illustrate this point.
Testing σ
As noted by Rivers and Vuong (2002) , N T only converges to a standard normal distribution under certain regularity conditions, and key amongst these conditions, is the restriction that σ 2 0 > 0. Our analysis highlights that this condition is apposite to the case where inference is based on a comparsion of GMM minimands. For on the one hand, if the null is satisfied because both models are respectively correctly specified or locally misspecifed then this variance condition fails and N T converges to a non-standard distribution. It is further shown that this limiting distribution depends upon the drift and, as a result, it is not possible to develop satisfactory inference procedures based on N T in this case. On the other hand, if the null is satisfied because both models are non-locally misspecified then the variance condition is satisfied and N T has a standard normal limiting distribution.
This dichotomy creates a problem for any researcher wishing to use the test: how can he/she assess whether σ T converges in distribution to a mixture of non-central chi-squareds with the noncentrality parameters depending on the drift parameter,η. This means that the implementation of the test is problematic because the critical value for the asymptotically valid 100α% depends onη which is itself not estimable consistently.
One solution is to adopt a decision rule based on the limiting distribution of Tσ 2 T in the case where the models are both correctly specified (η = 0) because in this case
where {z i } are a sequence of i.i.d. standard normal random variables and {w i } are the eigenvalues of
To consider the properties of such a strategy, define γ(α) to be the value such that P (ζ > γ(α)) = α where ζ ∼
Let P (Type I | α) and P (Type II | α) denote the probabilities of Type I and Type II errors respectively associated with the decision rule DR(α).
Clearly if DR(α) is implemented with a fixed α then it only yields a test satisfying lim T →∞ P (Type I | α) = α in the case where M i satisfy Assumption 1 and η (i) = 0 for i = 1, 2. 16 However, if the decision rule is implemented with a value of α that tends to zero as T → ∞ then this problem is mitigated in the limit as the following proposition demonstrates. Proposition 1 demonstrates that it is possible to develop a testing strategy that disciminates between states of the world in which σ 2 0 = 0 (correctly specified and locally misspecified models) and σ 2 0 > 0 (non-locally misspecified models) with probability one in the limit, and thus provides a justification in the limit for the use of this test as a pre-test.
Extensions
It may be desired to use a different weighting matrix in the GMM minimands used to measure the distance between the two models than the ones used in the estimation of the parameters. For example, the test has been implemented in this form by Carpentier and Weaver (1997) and Nauges and Thomas (2003) . An inspection of the proofs of Theorems 1 and 2 indicates that the same qualitative results go through whether the test is or is not based on the same weighting matrices as used in the estimations. In the case of two correctly specified models, the form of the limiting distribution changes from the one in Theorem 1 but it is not standard normal in general. Again, if the two models are correctly specified the 16 This statement assumes the other conditions of Theorem 1 hold as well.
null will hold by construction and if they are locally misspecified the limit distribution will be a function of the drift. In the case of two non-locally misspecified models, the formulae forσ T changes but once appropriately modified, the limiting distribution of N T is standard normal. However, this version of the test is also subject to the same concerns raised above.
There has been a growing interest in the estimation of moment-models via Generalized Empirical Likelihood (GEL) (Smith (1997) ) and it is reasonable to wonder if GEL suffers similar deficiencies to GMM for the kind of inference problem described here. Kitamura(2000 Kitamura( , 2002 proposes an extension of Vuong's (1989) methods to GEL estimation of conditional moment restrictions models. 17 An immediate advantage of GEL methods is that there is no weighting matrix and thus the model ranking in unambiguous. However, GEL methods do share with GMM methods the problems highlighted above concerning with the comparison of two correctly specified or locally misspecified models. Kitamura (2000) develops an analogous test for σ 2 0 = 0 within his setting. However, he concentrates on the case in which both models are correctly specified and considers its behaviour only under non-local alternatives. It is easily seen from his analysis that the same problems arise in the GEL setting when locally misspecification oc- Kitamura (2000)[p.12] does observe that his test of σ 2 0 has power against certain local alternatives but does not relate these possibilities back to the moment conditions as in our framework nor explore its implications further as done in Theorem 1 above.
(i) Proof of Theorem 1:
It is useful to begin by defining two matrices:
The proof is then as follows. The test statistic N T can be written as
Analysis of the numerator in (23) is straightforward since it is simply the difference between two overidentification test statistics. Standard analysis of the overidentifying restrictions test yields
It follows from (24) and Assumption 2 that, dropping the dependence on θ (i) in places where it is obvious so as to lighten the notation,
Now consider the denominator of (23). It is most convenient to study Tσ
T , the sample analog of R . Under our assumptions, it follows that
20 For example see Hall (2005) Using a Mean Value Theorem expansion for g T (θ T ) and the standard asymptotic representation for (θ T − θ ) (e.g. see Hall (2005) [equation (3.26)]), it follows from (26) that under our assumptions:
Now considerV T . Under our assumptions, we have thatV T p → Γ U SΓ U . Furthermore, we have
Therefore, combining these results for constituents of the denominator, we obtain
The result then follows from (25) and (27).
(ii) Construction ofσ 2 T in non-locally misspecified models
With this choice, both A (i) and ∆ (i) are null matrices and so the form of σ 2 0 simplifies to:
where S(θ ) = lim T →∞ V ar[T 1/2 g T (θ )] and
The obvious choice ofσ 2 T is therefore,
T (θ
T ) Ŝ (1) (θ
T )g
T (θ (1)
T ) Ŝ (2) (θ
T )
T ) Ŝ (1,2) (θ T )g
T ) 
It the follows from (32) that under our assumptions, we have
and hence
T (θ (2)
+ o p (1) (35)
Finally, under H 0 , we have Q
0 (θ (2) ) and so (35) can be written as
This equation simplifies further. Under our assumptions, the GMM estimator can be obtained by solving the first order conditions associated with the minimization in (1), that is:
T ) = 0. Furthermore, the probability limits must satisfy the analogous population moment condition, that is:
. Therefore, we have
Notice that Q 
Using (37) and (38), we now deduce the results for the two choices of weighting matrices considered in the theorem.
Part (a):
With W (i) T = I q i , it follows from (37) and (38) that
The result then follows immediately under the stated assumptions.
Part (b):
With W (i)
zz } −1 , it follows from (37) and (38) that
T ) = 2µ
(1) 
