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SOMMAIRE 
Dans ce mémoire, on généralise plusieurs résultats connus sur les fractales complexes, 
bicomplexes et tricomplexes. Pour ce faire, on étudie d 'abord les nombres multicomplexes, 
ou n-complexes, qui permettent de généraliser les nombres complexes en 2n dimensions. 
À partir de ceux-ci, on définit une algèbre M(n) qui permet d 'étendre plusieurs notions 
et concepts classiques liés au plan complexe en 2n dimensions. Par exemple, on peut 
redéfinir les fractales complexes, telles que les ensembles de Mandelbrot et de Julia, afin 
d 'obtenir des objets ayant 2n dimensions. 
Il est possible de visualiser ces ensembles en générant des projections tridimension-
nelles de ces derniers, aussi appelées des coupes tridimensionnelles. À priori , une fractale 
n-complexe possède e3n ) coupes distinctes. Cependant , plusieurs d 'entre elles sont simi-
laires. Effectivement , en étudiant les diverses coupes d 'une fractale, on voit que plusieurs 
d 'entre elles ont la même dynamique. En particulier , considérons l'ensemble de Mandel-
brot généralisé suivant: 
M~ = {co E M(n) : Cm+l = (cmY + Co fi 00 lorsque m ---+ oo}. 
On peut démontrer que lorsque p est pair , M~ ne possède que neuf dynamiques tridi-
mensionnelles différentes et lorsque p est impair , il n 'en possède que quatre. 
Une grande partie de cet ouvrage est donc dédiée à l'étude des espaces multicomplexes 
ainsi qu 'à la classification des dynamiques et coupes tridimensionnelles de M~. Aussi, 
on généralise la distance entre une fractale et un nombre multicomplexe à l'extérieur de 
celle-ci. Cette distance permet de générer par ordinateur des visuels des coupes fractales 
tridimensionnelles en utilisant la méthode du lancer de rayons. 
Mots-clés: nombres multicomplexes; Multibrot; ensemble de Mandelbrot généralisé; 
ensembles de Julia; dynamique multicomplexe; coupes tridimensionnelles; fractales 3D. 

ABSTRACT 
In this thesis, we generalize known results concerning complex, bicomplex and tricom-
plex fractals. To do so, we first study the multicomplex numbers , or n-complex numbers , 
which are a 2n -dimensional generalization of complex numbers. Using those numbers , we 
define an algebra M( n) which may be used to generalize many classical concepts and 
results from the complex plane to a 2n -dimensional space. For instance, complex fractals , 
such as the Mandelbrot and Julia sets , may be extended to the multicomplex space in 
order to obtain 2n -dimensional objects. 
It is possible to visualize those fractal sets by generating their tridimensional projec-
tions, or tridimensional slices. A priori , a n-complex fractal possesses e;) slices. However, 
many of them are similar. Indeed, by studying the different slices of a fractal set , we see 
that many of them have the same dynamics. Notably, consider the foIlowing generalized 
iandelbrot set: 
M~ = {co E M(n) : Cm+l = (cm)P + Co ft 00 as m -+ oo}. 
It can be shown that when p is even, M~ only possesses nine tridimensional dynamics 
and when p is odd, it only has four. 
Thus , most of this work focuses on the multicomplex spaces as weIl as the classifi-
cation of the tridimensional dynamics and slices of M~. Moreover, the distance from a 
fractal to a multicomplex number outside that fractal is generalized. Using this distance, 
the ray tracing algorithm for creating 3D images can be used to generate tridimensional 
fractal slices visuals. 
Keywords : multicomplex numbers ; Multibrot set ; generalized Mandelbrot set ; Julia 
sets; multicomplex dynamics ; tridimensional slices; 3D fractals. 
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1 ntrod uction 
Les fractales complexes intéressent les mathématiciens depuis plusieurs décennies. En 
effet, elles ont d 'abord été int rodui tes par Fatou et Julia au début du 20e siècle, qui se 
sont surtout penchés sur la dynamique de ces ensembles complexes chaotiques. Toutefois, 
ce n'est qu 'au début des années 1980 que certains mathématiciens, dont Mandelbrot , 
générèrent les premières images par ordinateur de l'ensemble du même nom. Par la 
sui te, la curiosité de plusieurs chercheurs, comme Douady et Hubbard, s'est ravivée et 
le domaine des fractales a énormément gagné en popularité. Depuis ce temps, comme 
le matériel informatique devient plus puissant d 'année en année, la qualité des images 
s'est cont inuellement améliorée. De plus, puisque les ordinateurs sont aussi devenus plus 
accessibles, les mathématiciens ne sont plus les seuls à s 'intéresser aux fractales : plusieurs 
artistes numériques sont maintenant passionnés par ces objets complexes, en particulier 
les ensembles de Mandelbrot et de Julia. 
D'ailleurs, afin d 'obtenir des images encore plus impressionnantes, il est possible de 
redéfinir les fractales en t rois dimensions. En effet , comme elles sont définies habituel-
lement dans le plan complexe, leur défini tion standard permet d 'obtenir des images en 
deux dimensions. Cependant , en les définissant sur une autre algèbre ayant plus de di-
mensions, on obt ient des ensembles fractals ayant, eux aussi, plus de dimensions. Par 
exemple, en utilisant les quaternions, il serait possible d 'obtenir des fractales en quatre 
dimensions, comme l'ont fait Katunin [18] ainsi que Dang, Kauffman et Sandin [9]. En 
considérant les projections t ridimensionnelles de celles-ci, on obtient des fractales tridi-
mensionnelles , qui peuvent être générées par ordinateur à l'aide de certaines méthodes 
de synthèse d 'image, comme le lancer de rayons [1, 15]. 
Ici, afin de généraliser les fractales , on utilisera les espaces mult icomplexes M( n) . 
Ceux-ci ont été étudiés pour les premières fois dans les années 1990 par Price [30] et 
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Rochon [31]. Les nombres multicomplexes, ou n-complexes, permettent de généraliser les 
nombres complexes en 2n dimensions. À part ir de ceux-ci, il est possible de définir une 
addition et une multiplication mtilticomplexes analogues aux opérations élémentaires 
sur les complexes. De plus, on peut démontrer que M(n) muni de l'addit ion et de la 
multiplication multicomplexes forme une algèbre associative, unitaire et commutative 
sur IR. En fait , on peut vérifier que M(n) , en tant qu'espace vectoriel, est isomorphe et 
isométrique à ]R2n . Il est aussi possible de démontrer que cette généralisation de <C forme 
un anneau unitaire commutatif. Bref, dû aux propriétés de M( n) , dont la commutativité 
de la multiplication, les calculs dans M(n) se font de manière assez intuit ive, ce qui rend 
cette généralisation de <C particulièrement intéressante. 
Ainsi, en définissant les ensembles de Mandelbrot et de Julia dans l'espace n-complexe 
plutôt que complexe, on obt ient des fractales en 2n dimensions. En choisissant trois élé-
ments d 'une base de M(n) , on peut obtenir une projection 3D d'une fractale, qu'on 
appelle aussi une coupe tridimensionnelle. Dépendant de la base et des unités choisies , il 
est possible d 'obtenir une grande variété de coupes tridimensionnelles. Cependant , cer-
taines d 'entre elles sont visuellement identiques. En établissant une relation d'équivalence 
entre les coupes en fonction de leur dynamique, on peut t rouver lesquelles sont visuelle-
ment les mêmes. En fait, dans ce mémoire, les coupes tridimensionnelles principales sont 
classées et on démontre, ent re autres, que l'ensemble de Mandelbrot généralisé ne possède 
que neuf coupes tridimensionnelles principales. Ce résultat , qui représente le cœur de ce 
travail, permet de résoudre une conjecture établie par Parisé [26] . 
Essentiellement, ce mémoire a comme objectif de généraliser et d 'unifier certaines 
notions liées aux espaces multicomplexes ainsi qu 'aux fractales définies dans ces espaces. 
En effet , plusieurs propriétés des espaces complexes, bicomplexes et tricomplexes, démon-
trées entre autres dans [21, 22, 28, 30, 32], se généralisent aux espaces multicomplexes. 
De même, certains résultats sur les fractales d 'ordre p sont démontrés dans le cas où 
p = 2 ou p = 3 dans certains ouvrages [12, 13, 26], mais plusieurs pourraient être dé-
mont rés pour tout entier p ~ 2. C'est 1 cas, par exemple, de la classification des coupes 
tridimensionnelles principales. 
En résumé, voici la structure du document. Au chapit re 1, on introduit les espaces 
multicomplexes. Ensuite, on défini t les ensembles de Mandelbrot et de Julia généralisés 
à ces espaces au chapit re 2. Puis, le principe de coupe tridimensionnelle et la relation 
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d 'équivalence entre ces coupes sont présentés au chapitre 3. Au chapitre 4, les coupes prin-
cipales des Multibrots sont classées selon la relation d 'équivalence introduite au chapitre 
précédent. Finalement , le lancer de rayons est abordé et une estimation de la distance 
entre un point et une fractale, nécessaire à l'implémentation de la méthode, est généralisée 
au chapitre 5. 
Remarque. En annexe, plusieurs concepts préalables au mémoire sont définis. Ainsi, le 




L'objectif de ce chapit re est de présenter les ensembles des nombres mult icomplexes 
et les différentes opérations définies sur ceux-ci. De plus, on élabore certains concepts 
plus avancés, ce qui permet tra de dresser un portrait général des espaces multicomplexes 
et de leurs propriétés. Aussi, on tente d 'unifier et de généraliser certains résultats connus 
sur les nombres bicomplexes et tricomplexes présentés dans d 'autres travaux, notamment 
[12, 21 , 26 , 3D, 34, 35] . 
1.1 Notions de base 
D'abord, remarquons que les nombres complexes sont obtenus en introduisant une 
unité imaginaire i telle que i 2 = - 1. En effet , on sait que 
C = {x + yi 1 x, y E lR et i 2 = - 1 } . 
Afin d 'obtenir les nombres multicomplexes, on doit int roduire d 'autres unités imaginaires 
D éfinition 1.1.1 - L'ensemble C(in) 
Soit n E N* et considérons l'unité imaginaire in telle que i~ = - 1. L'ensemble des 
nombres complexes associé à in est noté 
Les opérations d'addi tion et de mult iplication déjà connues sur C peuvent aussi 
être utilisées sur les nombres de l'ensemble C(in). Muni de ces opérations, on voit que 
l'ensemble C(in ) forme un corps. De plus, les ensembles C et C ( in) sont isomorphes. En 
1 
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effet , on vérifie facilement que l'application f( x + yi ) = x + yin est un isomorphisme 
entre ces deux ensembles, c'est-à-dire que f est bijective et , '\Izl , Z2 E C, 
De même, les ensembles C( im ) et C( in ) sont isomorphes '\lm , n E N*. Essentiellement , 
on voit donc que les unités imaginaires in , malgré qu 'elles soient distinctes, se traitent 
toutes de manière semblable '\In E N*. 
Remarquons que les nombres complexes sont obtenus, en quelque sorte, en dupliquant 
les nombres réels. Pour obtenir les nombres multicomplexes, on procède de manière sem-
blable. 
Définition 1.1.2 - Ensemble des nombres n-complexes 
Pour n E N*, l'ensemble des nombres multicomplexes d 'ordre n, ou encore l'ensemble 
des nombres n -complexes, est 
où i~ = -1 et M (O) = IR. 
Remarque. En particulier , on a M( l) = C(i l ). Ainsi, on considérera dans le reste du 
travail que l'ensemble complexe habituel C est représenté par M(l) = C(id , c'est-à-
dire que l'unité imaginaire habituelle i est équivalente à il . De plus, dans plusieurs 
ouvrages (voir [12, 13, 26 , 28] par exemple) , on note l'ensemble des nombres bicomplexes 
BC := M(2) et l'ensemble des nombres tricomplexes 1rC := M (3) . Cette notation sera 
utilisée tout au long du travail. 
Comme des opérations d 'addition et de multiplication sont déjà définies sur C , il est 
possible de les généraliser à M ( n ). 
1.1. NOTIONS DE BASE 
D éfinition 1.1.3 - Opérations élémentaires sur M(n) 
Soit n E N*, 17 = 171 + 172in et (= (1 + (2 in où 171, 172,(1,(2 E M(n- 1). Les opérations 
arithmétiques de base dans M( n) se font selon les règles suivantes : 
• 171 + 172in = (1 + (2 in {:} 171 = (1 et 172 = (2 ; 
• 17 + ( = (171 + 172in) + ((1 + (2 in) = (171 + Cd + (172 + (2)in ; 
• 17 · ( = (171 + 172in)((1 + (2 in) = (171(1 -172(2) + (171(2 + 172(1)in· 
7 
Les opérations multicomplexes de base sont donc définies de manière analogue aux 
opérations complexes. De plus, lorsque n ~ 2, on peut remarquer qu 'il existe des diviseurs 
de zéro dans M(n). À titre d 'exemple, on peut calculer que (il + i2)(i1 - i2) = o. À la 
section 1.4, on identifiera plus exactement quels nombres sont non inversibles et, par 
conséquent , des diviseurs de zéro. 
L'ensemble M(n) muni de l'addition et la multiplication telles que définies précédem-
ment permet d 'obtenir une structure algébrique riche. 
Proposition 1.1.4 
L 'ensemble M( n) muni des opérations d'addition et de multiplication form e une al-
gèbre sur IR unitaire et commutative, c'est-à-dire que 
i) l 'addition et la multiplication sont toutes deux associatives et commutatives; 
ii) il existe un neutre 0 pour l'addition et tout 17 E M( n) possède un opposé -17 ; 
iii) il existe un neutre 1 pour la multiplication; 
iv) la multiplication est bilinéaire, c'est-à-dire qu 'elle est distributive sur l 'addition. 
D ÉMONSTRATION . On peut prouver la proposition pour tout n E N par induction. 
Lorsque n = 0 ou n = 1, on sait que la proposition est vraie puisque ce sont les cas réel 
et complexe. Ensuite, en supposant que le résultat est vrai pour n - 1, on peut démon-
trer qu 'il l'est aussi pour n à partir des définitions de l'addition et de la multiplication 
multicomplexes. 
i) L'associativité et la commutativité des opérations se démontre par calcul direct. 
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ii) Le neutre pour l'addition est Q = Q + Qin et l'opposé de tout nombre rh + 'Tl2in est 
- 'Tll - 'Tl2~n' 
iii) Le neutre pour la multiplication est 1 = 1 + Qin . 
iv) Démontrons la distributivité à gauche. À partir de la définition de l'addition et de 
la multiplication, on calcule que 
'Tl (( + w) = ('Tll + 'Tl2in) (((1 + (2 in) + (Wl + W2 in) ) , 
= ('Tll + 'Tl2in) (((1 + wd + ((2 + w2)in) , 
= 'Tll((l + Wl) - 'Tl2((2 + W2) + ('Tll((2 + W2) + 'Tl2((1 + Wl) ) in. 
En suppo ant que la multiplication est bilinéaire dans M( n - 1) , on trouve donc 
que 
'Tl (( + w) = 'Tll (l + 'Tll Wl - 'Tl2(2 - 'Tl2W2 + ('Tll(2 + 'TllW2 + 'Tl2(1 + 'Tl2Wl)in, 
= 'Tll (l - 'Tl2(2 + 'Tl IWl - 'Tl2W2 + ('Tll(2 + 'Tl2(1)in + ('TllW2 + 'Tl2Wl)in, 
= ('Tll (l - 'Tl2(2) + ('Tll(2 + 'Tl2(1)in + ('TlIWl - 'Tl2W2) + ('Tll W2 + 'Tl2wdin, 
= ('Tll + 'Tl2in) ((1 + (2 in) + ('Tll + 'Tl2 in)(Wl + W2 in), 
= 'Tl( + 'TlW. 
La distributivité à droite se démontre de manière semblable. • 
1.2 Représentation canonique et conjugaisons 
À l'aide de la distributivité de la multiplication sur l'addition, on peut exprimer un 
nombre multicomplexe de plusieurs manières. 
1 Proposition 1.2.1 
Soit k, n E N tels que k < n. Tout nombre n-complexe peut être représenté à l 'aide 
de 2n - k nombres k-complexes. En particulier, tout nombre n-complexe possède une 
représentation en 2n composantes réelles. 
D ÉMONSTRATION. Cet énoncé a déjà été démontré par induction par Garant-Pelletier 
[12]. En résumé, on sait que tout 'Tl E M(n) dépend de 2 composantes 'Tll , 'Tl2 E M(n - 1). 
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De même, chacune de ces composantes rh et 'T/2 dépendent de 2 composantes de M(n- 2). 
En poursuivant ce raisonnement récursivement, on trouve le résultat. 
otamment, on peut remarquer que 2n - k correspond au nombre de combinaisons 
possibles de {ik+l' ik+2, ... , in }, la combinaison vide correspondant à l'uni té 1. Lorsque 
k = 0, chacune des composantes réelles peut donc être associée à une combinaison d 'uni-
tés imaginaires. • 
On voit , à la fin de la dernière démonstra tion , que l'ensemble des combinaisons d 'uni-
tés imaginaires joue un rôle important dans la représentation des nombres mult icom-
plexes. On introduit donc la notation suivante. 
Définition 1.2.2 
Soit n, k EN tels que k < n. On défini t alors les ensembles IIk(n) de la manière 
suivante : 
Dans le cas particulier où k = 0, on écrit II(n) := IIo(n). 
Exemple 1.2.3. Considérons l'ensemble IIk(n), où k < n. Pour n = 1, on a II( I ) = {1 , il }' 
Pour n = 2, on voit que 
et 
De même, pour n = 3 : 
II2(3) = {1 , i3 } ; 
IIl (3) = {1 , i2, i3, i2i3 }; 
L'exemple suivant permet d 'illustrer comment les éléments de IIk(n) peuvent être 
utilisés pour représenter de différentes manières un nombre mult icomplexe. 
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Exemple 1.2.4. Considérons un nombre tricomplexe 'Tl E TC Par définition des nombres 
multicomplexes, on sait qu 'il existe deux nombres bicomplexes WI, W2 E Rte, quatre 
nombres complexes Zl, Z2, Z3, Z4 E te et huit nombres réels Xl, X2, ... , Xs E IR tels que 
À partir des exemples 1.2.3 et 1.2.4, on voit que l'ensemble ITk(n) peut être utilisé 
pour représenter un nombre n-complexe. En général, on voit ainsi que tout 'Tl E M(n) 
peut être écrit sous la forme 
'Tl= L 'Tli i 
iEHk(n) 
où 'Tli E M(k) pour tout i E ITk(n). Dans le cas où k = 0, on trouve l'expression de 'Tl en 
fonction de ses 2n coefficients réels . On déduit ainsi la définition suivante. 
Définition 1.2.5 - Représentation canonique d'un nombre multicomplexe 
Soit n , kEN tels que k < n. La TepTésentation canonique en coefficients k-complexes 
d 'un nombre multicomplexe 'Tl E M(n) est donnée par l'expression 
'Tl= L 'Tli i 
i EHk(n) 
(1.1 ) 
où 'Tli E M(k). Dans le cas particulier où k = 0, on écrit IT(n) := ITo(n) pour obtenir la 
TepTésentation canonique en coefficients Téels de 'Tl : 
'Tl = L Xii. 
i EH(n) 
Par ailleurs, la notion de conjugué peut aussi être étendue aux multicomplexes. La 
conjugaison de nombres multicomplexes présentée peut être retrouvée dans [34] . 
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Définition 1.2.6 - Conjugaison multicomplexe 
Soit n, k E N* et rJ = rJl + rJ2in où rJl, rJ2 E M( n - 1). Les n conjugués n-complexes, 
notés h, où 1 :::::; k :::::; n, sont définis récursivement comme suit: 
i) rJtn = rJl - rJ2in ; 
ii) rJh = rJ!k + rJ~kin Vk < n. 
De plus , si k > n , alors rJ tk := rJ. 
La définition précédente présente donc n conjugués sur M(n). Par ailleurs , en utilisant 
la composition de fonctions , il est possible d 'obtenir d'autres conj ugués. En effet , on 
pourrait vérifier que toutes les compositions des conjugués présentés précédemment sont 
aussi des conjugaisons sur M(n). En fait , Garant-Pelletier a même démontré que , dans 
les cas n = 2 et n = 3, l'ensemble des 2n compositions de conjugués n-complexes muni 
de l'opération de composition forme un groupe commutatif [12] . Avant de démontrer cet 
énoncé dans le cas général , on présente ici quelques propriétés du conjugué multicomplexe. 
Proposition 1.2.7 
Soit n E N* et rJ, ( E M(n). Pour tout k , l E N* 
i) (rJ ± ()h = rJ tk ± (tk ; 
ii) (rJ' ()h = rJh . (tk ; 
iii) (rJh) h = rJ ; 
iv) (rJh)t l = (rJt l )h. 
DÉMONSTRATION. Démontrons d'abord les trois premières propriétés. Si k > n , les 
propriétés sont évidentes. Dans le cas où k :::::; n , démontrons ces propriétés par induction 
sur n. Lorsque n = 1, on a nécessairement que k = 1. Dans ce cas, on retrouve le conjugué 
complexe habituel et les propriétés proposées sont bien connues. Supposons maintenant 
que les trois propriétés sont vérifiées pour un certain n 2: 1 et démontrons qu'elles restent 
valides pour n + 1. 
12 CHAPITRE 1. ESPACES NIULTICOMPLEXES 
i) Lorsque k = n + 1, on vérifie facilement que 
('T/ ± ()tn+l = ( ('T/l ± (1) + ('T/2 ± (2)in+l) tn+l , 
= ('T/l ± (d - ('T/2 ± (2)in- l , 
= ('T/l - 'T/2in- l) ± ((1 - (2in- l) , 
= 'T/tn+ l ± (tn+l . 
Si k :::; n , en ut ilisant l'hypothèse d 'induction, on calcule que 
('T/ ± ()h = ('T/l ± (l)h + ('T/2 ± (2)hin+l , 
= ('T/tk ± d k) + ( 'T/~k ± çJk)in+l' 
ii) Si k = n + 1, on voit que 
= ('T/t le + 'T/~kin+l) ± (die + çJlein+l ), 
= 'T/ tI< ± ( h . 
('T/' ()tn+ \ = ( ('T/l(l - 'T/2(2) + ('T/l(2 + 'T/2(1)in+l) tn+l, 
= ('T/l(l - 'T/2(2) - ('T/l(2 + 'T/2(1)in+l , 
= ('T/l - 'T/2in- l) ((1 - (2in- l), 
Lorsque k :::; n , en utilisant la propriété 1 et l'hypothèse d 'induction, on obtient 
que 
('T/' ()t le = ( ('T/l (l - 'T/2(2)h + ('T/l(2 + 'T/2(d tl< in+l) , 
= (( ('T/l(l)h - ('T/2(2)h ) + ( ('T/l(2)tk + ('T/2(1) h ) in+l) , 
= U'T/tkd le - 'T/~ k çJ k ) + ('T/!le çJk + 'T/~ le d le )in+1 ) , 
= ('T/l le + 'T/~ k in+l)(dk + çJkin+d , 
= 'T/tk . (h. 
iii) Lorsque k = n + 1, on peut vérifier que 
Lorsque k :::; n, par l'hypothèse d 'induction , on obtient que 
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Ainsi, par le principe d 'induction , les trois premières propriétés sont vérifiées pour tout 
nE N*. 
Considérons maintenant la propriété iv ). Si k = l , l > n ou k > n, le résultat est 
évident . Posons donc, sans perte de généralité, que 1 :::; k < l :::; n . 
Lorsque l = n , pour Tl = Tll + Tl2in on calcule que 
(Tl tk) tn = (Tl{k + Tltkin ) tn , 
- 'I1h _ 'I1h ". 
- ,,1 ,,2 On , 
( . )h = Tll - Tl2'/,1 , 
Si l < n , on procède par induction. Avec k = 1, l = 2 et n = 3, on voit que, pour 
Tl = Wl + W2 i3 où Wl = Zl + Z2i2 et W2 = Z3 + Z4i2, 
(Tlh)b = (W!1 )b + (wt1)b i3, 
= (zrl + Ztli2)b + (Z~l + zlli2)hi3' 
= (zr1 - Ztli2) + (Z~l - z11i2 ) i 3 , 
= (Zl - Z2i2 )h + (Z3 - Z4i2)h i3, 
_ ( h) tl ( h)tl. 
- wl + W2 '/,3, 
= (Tlh)h. 
En supposant donc que la propriété iv) est vraie pour un entier n , on voit que, pour tout 
Tl = Tll + Tl2in+l , 
( tk) tl _ ( h) tl ( tk)tl. _ ( tl )h ( tl )h. _ ( tl) fk Tl - Tll + Tl2 '/,n+ l - Tll + Tl2 '/,n+l - Tl . 
On conclut donc que la quatrième propriété est aussi valide pour tous les conjugués . 
• 
Par ailleurs, lorsque k < n , il est possible d 'interpréter le conjugué h plus intuitive-
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ment. En effet, de l'équation 1.1 à la définition 1.2.5, on sait que, pour tout TI E M(n), 
TI = L Tlii , 
i Ell k(n) 
= L (Tli,l + Tli ,2i k) i 
i Ellk(n) 
où Tli,l, Tli ,2 E M(k - 1) pour tout i E lIk(n). On obtient donc que 
L (Tli ,l + Tli ,2i k) tk i = L (Tli,l - Tli ,2i k) i. 
i Ellk(n) i Ellk(n) 
Ainsi, le conjugué Tltk d TI E M(n) peut être obtenu en changeant le signe de tous les 
t rmes contenant l'unité ik . 
Exemple 1.2 .8. Considérons le nombre tricomplexe 
On peut obtenir les trois conjugués suivants : 
TItI = Xa - xliI + X2i2 + X3i3 - X4ili2 - X5ili3 + X6i2i3 - X7ili2i3 , 
Tlh = Xa + xliI - X2 i 2 + X3 i 3 - X4i l i2 + X5i l i3 - X6 i 2i 3 - X7i l i2i3, 
Tlh = Xa + xliI + X 2i 2 - X3i3 + X4ili2 - X5i l i3 - X6 i 2i 3 - X7i l i2i3· 
Proposition 1.2.9 
Soit n E N* et considérons l 'ensemble + de toutes les 2n compositions de conjugués 
h où 1 ::; k ::; n (on inclut dans + l 'identité ta telle que TI to = TI ) . L 'ensemble + muni 
de la composition forme un groupe commutatif. 
D ÉMONSTRATION. La fermeture de l'ensemble + sur la composition est évidente par 
définition de + et par les propriétés de la composition. De plus, on sait déjà que la 
composit ion de fonctions, dans ce cas-ci de conjugués, est associative. Le neutre est 
évidemment l'identité ta. On déduit ensuite que tout conjugué est son propre inverse et 
que la composition est commutative à partir des propriétés iii) et iv) de la proposition 
1.2.7. • 
1.3. REPRÉSENTATION IDEMPOTENTE 15 
Dans le même ordre d'idée , Garant-Pelletier [12] a démontré que (:L 0) forme un 
groupe isomorphe au groupe commutatif (Z"2, +2). On définit Z"2 comme l'ensemble 
contenant tous les vecteurs à n composantes dans Z2 = {O, 1} tandis que l'opération 
+2 représente l'addition modulo 2. Dans le cas particulier où n = 2, (Z~, +2) est aussi 
connu sous le nom de groupe de Klein. 
Essentiellement , pour démontrer l'isomorphisme entre (t, 0) et (Z"2, +2), il suffit d 'as-
socier chaque conjugué h à la k e composante. Par exemple, dans le cas bicomplexe, la 
bijection 
to r--+ (0,0); 
tl r--+ (1,0); 
h r--+ (0,1); 
tl 0 h r--+ (1,1); 
forme un isomorphisme entre le groupe des conjugués (:L 0) et le groupe de Klein (Z~, +2). 
1.3 Représentation idempotente 
Comme suggéré à la proposition 1.2.1 , il est possible d'exprimer tout nombre n-
complexe en fonction de 2n composantes réelles ou encore en fonction de 2n-k compo-
santes k-complexes. Malgré que la représentation en composantes réelles est plutôt intui-
tive, la représentation idempotente est primordiale afin d 'établir les fondements des fonc-
tions multicomplexes. Celle-ci est présentée dans plusieurs ouvrages (voir , par exemple, 
[12, 30, 35]). 
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Proposition 1.3.1 
Soit k , l E N* tels que k =1=- l et considérons les deux nombres n -complexes 
'Yk ,l = 
Ces nombres possèdent les propriétés suivantes : 
"'k
2 
1 = "'k l 'Y2k 1 = 'Yk l "'k ,l'Yk ,l = 'Yk ,l"'k ,l = 0 et "'k ,l + 'Yk ,l = 1. l , 1 ., , " " ' 1 1 1 1 1 1 
Lorsque n ~ 2, tout nombre rJ = rJl + rJ2in E M( n) , où rJl , rJ2 E M( n - 1), peut être 
écrit sous la fo rm e 
D ÉMONSTRATION. Les quatre propriétés mentionnées se démontrent directement par 
calcul. Pour exprimer rJ en fonction de 'Yn- l ,n et 1n- l ,n' on procède ainsi: 
rJ = rJl + rJ2in = ~ (rJl - rJ2in- l + rJl i n- l in + rJ2in + rJl + rJ2in- l - rJl in- l in + rJ2in) , 
= ~( (rJl - rJ2in- d (1 + in- lin ) + (rJl + rJ2in- l )(1 - in-lin) ) , 
. 1 + in- lin ( . 1 - in- lin 
= (rJl - rJ2Zn- d 2 + rJl + rJ2Zn- l) 2 ' 
= (rJl - rJ2in- d 'Yn- l ,n + (rJl + rJ2in- l)1n- l ,n· • 
Remarque. Les nombres 'Yn- l,n et 1 n-l ,n seront fréquemment utilisés. Afin d 'alléger la 
notation, on écrira donc 'Yn := 'Yn- l ,n et 1n := 1n-l ,n, c'est-à-dire avec un seul indice. 
Remarque. Il existe une riche théorie basée sur les éléments idempotents, c'est-à-dire les 
éléments tels que 'Y2 = 'Y . Ils permettent , par exemple, de décomposer une algèbre en une 
somme directe de sous-algèbres indécomposables ou encore de classer les anneaux selon 
diverses propriétés. Pour en apprendre davantage sur le sujet , le lecteur intéressé peut se 
référer au livre de Hazewinkel, Gubareni et Kirichenko [16] ou encore celui de Lam [19]. 
Les deux premières égalités de la proposition précédente indiquent que les nombres 
'Yk ,l et 1k,1 sont idempotents , d 'où le nom de la représentation éponyme définie ci-dessous. 
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Définition 1.3.2 - R eprésentation idempotente standard 
Soit Tl = Tl1 + Tl2 in E M(n) où Tl1, Tl2 E M(n - 1) et n ;::: 2. La représentation idempo-
tente, ou la forme idempotente, de Tl correspond à l'expression 
La représentation idempotente d'un nombre peut être développée davantage. En 
effet , tout nombre multicomplexe, qu'il soit n-complexe, (n - 1)-complexe, (n - 2)-
complexe, etc., a aussi une représentation idempotente. Ainsi , on peut écrire que, pour 
tout Tl E M(n) , 
Tl = Tl'Yn ln + 'rhn "In' 
= (Tl'Yn-nn In-1 + 'rhn- l'Yn "In-1),n + (Tl'Yn- l'Yn In-1 + 'rhn- 1'Yn "In-1)"In, 
Afin d 'obtenir une notation générale, on introduit les ensembles Sk(n). 
Définition 1.3.3 - R eprésentation idempotente généralisée 
Soit n, kEN tels que 2 ~ k ~ n. On définit alors que les ensembles Sk(n) de la 
manière suivante : 
Sn(n) = {,n, "In } ; 
Sn- l(n) = {,n-On, In- 1"1n , "In-lin, "In-l"ln } ; 
La représentation idempotente en coefficients (k - 1)-complexes d 'un nombre multi-
complexe Tl E M( n) est 
où Tl'Y E M(k - 1) pour tout 1 E Sk(n). En particulier, la représentation idempotente 
en coefficients (n-1 )-complexes est la représentation idempotente standard introduite 
à la définition 1.3.2. 
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Remarque. De manière équivalente, on aurait pu définir les ensembles Sk(n) comme suit : 
Sk( k) = {-'Yk , 'h}; 
Sk(k + 1) = {/klk+1'/k1k+l,1k/k+1,1k1k+d ; 
Exemple 1.3 .4 . Considérons un nombre tricomplexe 1] = 1]1 + 1]2i3 E TC Sa forme 
idempotente standard est 
En posant 1]1 = Z1 +z2i2 et 1]2 = Z3+Z4i2, où Zj E C, on peut trouver sa forme idempotente 
en coefficients complexes : 
1] = (Z1 + Z2i2 - (Z3 + Zé2)i2) /3 + (Z1 + Z2i2 + (Z3 + Z4i2)i2)13, 
= (( Z1 + Z4) + (Z2 - z3 )i2 )/3 + (( Z1 - Z4 ) + (Z2 + z3)i2 )13' 
= ((( Z1 + Z4) - (Z2 - z3 )i1) /2 + (( Z1 + Z4 ) + (Z2 - Z3)i1)12) /3 
+ (( (Z1 - Z4) - (Z2 + z3)i1)/2 + (( Z1 - Z4 ) + (Z2 + Z3)i1)12)13, 
= (( Z1 + Z4 ) - (Z2 - z3 )i1)/2/3 + UZ1 + Z4 ) + (Z2 - z3)i1 ) 12/3 
+ (( Z1 - Z4 ) - (Z2 + z3 )i1 ) /213 + (( Z1 - Z4 ) + (Z2 + z3)i1 ) 1213 ' 
La multiplication de deux nombres sous leur forme idempotente est calculée terme 
à terme, peu importe l'ordre des coefficients. Pour démont rer cette affirmation, on doit 
d 'abord remarquer quelques propriétés sur les ensembles Sk(n). 
Lemm e 1.3 .5 . Soit n, kEN tels que 2 :S k :S n et considérons l 'ensemble Sk(n) tel que 
défini à la définition 1. 3.3. Pour tout f1 , lJ E Sk(n), on a que 
et f1lJ = 0, 
c'est-à-dire que tous les éléments sont idempotents et orthogonaux entre eux. 
DÉMONSTRATION. On sait que tous les éléments de Sk(n) sont des produits d 'éléments 
/j ou 1j' prenant donc la forme /k/k+1 .. . In ' Soit f1 E Sk(n) ayant cette forme. Pour tout 
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facteur I j de f-L , on sait que , ; = I j selon la proposition 1.3.1. Comme la multiplication 
est commutative, on trouve que 
Considérons maintenant deux éléments f-L , v E Sk(n) différents. On sait qu 'il existe 
au moins un indice j tel que le facteur I j est conjugué dans un nombre, mais pas dans 
l'autre (posons f-L = I klk+l .. ' Ij .. ' I n et v = I kl k+l ... 'Yj .. ' In sans perte de généralité). 
Comme I j'Yj = 0 par la proposition 1.3.1 , on obtient donc f-LV = o. • 
Proposition 1.3.6 
Soit n , kEN tels que 2 ::; k ::; n et considérons deux nombres 'Tl , ( E M(n) tels que 
et (= L (" , 
,ESk(n) 
La multiplication de 'Tl et ( sous leur représentation idempotente en coefficients d 'ordre 
k - 1 est obtenue en multipliant terme à terme, c 'est-à-dire 
DÉMONSTRATION. En effectuant le calcul à l'aide de la distributivité , on trouve le ré-
20 CHAPITRE 1. ESPACES MULTICOMPLEXES 
sultat directement du lemme 1.3.5 : 
rJ . (= ( L rJl"l-l ) ( L (Vl/) , 
I"ESk(n) vESk(n) 
L L rJl"(v I-ll/ , 
I"ESdn) vESdn) 
L rJl"(1"1-l2 + L rJl" (vl-ll/, 
I"ESk(n) l"'1v 
L rJl"(1"1-l + 0, 
I"ESk(n) 
L rJ"/,,y"Y · 
"!E Sk(n) • 
La multiplication terme à terme permettra de déduire plusieurs résultats sur les 
nombres multicomplexes. En effet, certaines propriétés des nombres n-complexes dé-
pendent souvent directement des propriétés de leurs composantes idempotentes (n - 1)-
complexes. Les notations suivantes s 'avéreront donc utiles à maintes reprises. 
Définition 1.3.7 - Produit M(n)-cartésien 
Soit nE N tel que n 2: 2. Le produit M(n)-cartésien déterminé par Xl , X 2 ç M(n- l ) 
est l'ensemble 
où x dénote le produit cartésien habituel. 
Définition 1.3.8 - Différence d 'ensembles M(n)-cartésiens 
Soit A = Al x "!n A2 et B = BI x "!n B 2. Alors 
où \ dénote la différence d 'ensemble habituelle. 
À partir du produit M( n )-cartésien, on peut définir des types particuliers de disques 
multicomplexes. Ceux-ci permettront plus loin de généraliser certaines notions connues 
des fractales complexes. 
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Définition 1.3.9 - Boule multicomplexe 
Soit n E N. On note Bn((, r) et Bn((, r) les boules respectivement ouverte et fermée 
centrées en ( E M(n) de rayon r > 0, c'est-à-dire 
Bn((,r) = {7] E M(n) : 117] - (lin < r} et Bn((,r) = {7] E M(n) : 117] - (lin::; r}. 
La norme Il'lln utilisée à la définition précédente correspond à la norme euclidienne 
usuelle dans ]R2n • Elle sera étudiée plus en détail à la section 1.5. 
D éfinition 1.3.10 - M(n)-disque 
Soit n E N où n ~ 2. Le M(n)-disque ouvert de rayons rI et r2 centré en (, où 
( = (1'n ln + ('Yn "in' est l'ensemble 
De même, le M(n)-disque fermé de rayons rI et r2 centré en ( est 
De plus, si rI = r2 = r, on note plutôt Dn((,r) ou Dn((,r) selon le cas. 
1.4 Inversibilité d'un nombre multicomplexe 
Comme mentionné à la section 1.1 , tout nombre multicomplexe n 'a pas forcément un 
inverse. On présente ici quelques résultats permettant de déterminer si un nombre est 
inversible ou non. 
Proposition 1.4.1 
Soit 7] = 7]1 + 7]2 in E M(n) où 7]1 , 7]2 E M(n - 1) et n ~ 2. Le nombre 7] est inversible 
ssi 7]1 - 7]2in-l et 7]1 + 7]2in-l sont inversibles. De plus, si 7] est inversible, alors 
DÉMONSTRATION. Cette proposition découle directement de la multiplication terme à 
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terme sous la forme idempotente. Posons Ul = rJ l - rJ2in- l et U2 = rJl + rJ2in- l. Aussi, on 
sait de la proposit ion 1.3. 1 que 1 = , n + 'Y n" S'il existe un nombre ( = Vl ,n + V2'Y n tel 
que rJ . ( = 1, alors 
c'est-à-dire que VI et V2 sont les inverses de Ul et U2 respectivement . Ainsi, rJ possède 
un inverse ssi ses composantes idempotentes possèdent aussi des inverses. On remarque 
aussi que l'inverse de rJ , lorsqu 'il existe, est rJ - l = ul1, n + u2" I 'Yn" 
Corollaire 1.4.2 
Soit n , kEN tels que 2 ::; k ::; n et considérons un nombre rJ E M ( n ) tel que 
rJ = L rJ'"Y' · 
'"YESk(n) 
Le nombre rJ est inversible ssi rJ, est inversible V, E Sk (n). De plus, si rJ est inversible, 
rJ - l = L rJ::/' . 
'"YESk(n) 
• 
D ÉMONSTRATION. Pour démontrer que rJ est inversible ssi ses composantes idempotentes 
(k - l )-complexes le sont aussi, on procède par induction. Pour n = 2, le résultat est 
vérifié par la proposition 1.4. 1. Ensuite, supposons que le résultat est vrai pour n - 1 et 
démontrons-le pour n . 
Lorsque k = n , on sait déjà que rJ E M(n) est inversible ssi ses composantes idempo-
tentes rJ,n E M(n - 1) et 'Thn E M (n - 1) le sont aussi par la proposition 1.4. 1. Dans le 
cas où k < n, on sait par hypothèse d 'induction que rJ,n et 'Thn sont inversibles ssi leurs 
composantes idempotentes d 'ordre k -11e sont aussi. Ainsi, en notant M(n) - 1 l'ensemble 
des nombres n-complexes inversibles, 
rJ E M(n) - 1 {:} rJ'"Yn E M(n - 1)- 1 et 'Thn E M(n - 1) - 1 par la proposit ion 1.4. 1, 
{:} rJ, E M(k - 1)- 1 V, E Sk(n) par l'hypothèse d 'induction, 
d 'où le résultat. 
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De plus, dans le cas où 'Tl est inversible, posons ( = L "'!ESk(n) 'Tl:;1, et vérifions que 
'Tl( = ('Tl = 1. D 'abord, on remarque que 1 = L "'!ESdn) ,. Effectivement, pour tout 
'Tl E M(n) , on peut calculer à l'aide de la multiplication terme à terme démontrée à la 
proposition 1.3.6 que 
'Tl L ,= ( L'Tl"'!' ) ( L , ) = L'Tl"'!, = 'Tl , 
"'!ESk(n) "'!E Sk(n) "'!E Sk(n) "'!ESk(n) 
c'est-à-dire que L "'!E Sdn) , est le neutre sur la multiplication. En utilisant encore une fois 
la multiplication terme à terme, on voit que 
'Tl( = ( L'Tl"'!' ) ( L 'Tl:;1,) , 
"'!E Sk(n) "'!ESk(n) 
L 'Tl"'! 'Tl:; 1" 
"'!E Sk(n) 
d" -1 '\" -1 
ou 'Tl = L..."'!ESdn) 'Tl"'! f. 
Corollaire 1.4.3 
Soit 'Tl E M(n) où n ~ 2. Le nombre 'Tl est inversible si et seulement si ses composantes 
idempotentes complexes 'Tl"'! E C, où , E S2(n) , sont non nulles V, E S2(n). 
• 
DÉMONSTRATION. Comme le seul nombre complexe non inversible est 0, le résultat est 
trouvé directement du corollaire 1.4.2. • 
Bref, l'inversibilité d 'un nombre multicomplexe dépend donc directement de ses com-
posantes idempotentes. Cette observation permet de caractériser tous les nombres non 
inversibles, par exemple, lorsqu 'on considère l'espace IffiC. 
Proposition 1.4.4 
Un nombre 'Tl E IffiC est non inversible si et seulem ent si il existe un nombre complexe 
z E C tel que 
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DÉMONSTRATION. Posons 'TI = Zl '"'(2 + Z2'Y2 où Zl, Z2 E te. Du corollaire 1.4.3, on sait que 
'TI est non inversible {:} Z l = 0 ou Z2 = 0, 
{:} 'TI = Z2'Y2 ou 'TI = zn2· 
1.5 Norme multicomplexe 
On peut définir récursivement la norme d 'un nombre multicomplexe comme suit. 
Proposition 1.5.1 
Soit n E N* et 'TI E M(n) tel que 'TI = 'TIl + 'TI2in où 'TIl , 'TI2 E M(n - 1). L 'application 
où 11·110 correspond à la valeur absolue 1 .1 définie sur IR, est une norme, c 'est-à-dire 
que 
i) Il'TIlln ~ 0 ; 
ii) Il'TIlln = 0 {:} 'TI = 0 ; 
iii) IIÀ'TIlln = IÀIII'TIlln V À E IR; 
iv) Il'TI + (lin ~ Il'TIlln + Il (lin V'TI , ( E M(n). 
• 
DÉMONSTRATION. On procède par induction. Lorsque n = 1, on voit que 11·111 est la 
norme complexe usuelle , donc le résultat est évident. En supposant ensuite que 11·lln-l 
est bel et bien une norme, on peut vérifier les quatre propriétés : 
i) Il'TIlln = JII'TI111~- 1 + Il'TI211~ - 1 ~ o. 
ii) Il'TIlln = 0 {:} 'TI = 0 car 
1I'TlIln = 0 {:} Jll'Tllll~- l + Il'TI211~-1 = 0, 
{:} Il'TI111~-1 = 0 et Il'TI211~- 1 = 0, 
{:} 'TIl = 0 et 'TI2 = 0, 
{:} 'TI = o. 
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iii) Pour tout À E IR , 
II À77lln = 11>.771 + À772inll n' 
= Vii À77111;-1 + 11>.77211;-1 ,
= VIÀI21177111;_1 + IÀI21177211;_l ' 
= IÀI VII77111;-1 + 1177211;-1' 
= IÀIII77lln. 
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iv) Pour vérifier que 1177 + (lin::; 1177lln + 11(lln, on utilise l'inégalité de Cauchy-Schwarz 
qui stipule que, pour tout nombres réels aj, bj E IR , 
Pour tout 77, ( E M(n) où 77 = 771 + 772in et ( = (1 + (2in, on trouve à partir de 
l'hypothèse d 'induction que 
1177 + (II~ = 11(771 + (1) + (772 + (2)in ll~ , 
= 11771 + (111~- 1 + 11772 + (211~- 1 ' 
::; (117711In-1 + 11(11In-1)2 + (117721In-1 + 11(21In-1)2, 
= 1177111~- 1 + 2117711I n-1 11(11In-1 + 11(111~- 1 
+ 1177211~- 1 + 2117721In-111(21In-1 + 11(211~- 1 ' 
= 117711~ + 2 (1177I!1 n-111(11In-1 + 117721In-111(21In-1) + II(II ~ · 
En utilisant l'inégalité de Cauchy-Schwarz avec k = 2, aj = II77j Iln-l et bj = II(j lin-l, 
on voit que 
1177 + (II~ ::; 117711~ + 2VII77111;-1 + 1177211;-1 VII(lll;- l + 11(211;-1 + II(II~ , 
= 117711~ + 21177llnll(lln + II(II~ , 
= (117711n + 11(lln)2 , 
d 'où 1177 + (lin::; 1177lln + 11(lln' • 
Il est aussi possible de calculer la norme d'un nombre multicomplexe à partir de sa 
forme canonique. Il suffit essentiellement d 'utiliser la norme euclidienne usuelle. 
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Proposition 1.5.2 
Soit n, kEN tels que k < n et considérons 'TI E M( n) tel que 'TI L 'TIi i où 
i EHk (n) 
'TIi E M(k). Alors, 
L Il'TIill ~· 
i EHk(n) 
DÉMONST RATION. La proposition se démontre par induction sur n. Si n = k+ 1, on voit 
que ITk (n) = ITn- l (n) = {l , in }. Ainsi, on peut écrire 'TI = 'TIl + 'TIin in et , par définition de 
II · lin , 
L Il 'TIill ~- l' 
i EHn- l(n) 
Ensuite , en supposant que la proposition est vraie pour une certaine valeur n - 1, dé-
montrons qu'elle l'est aussi pour n. Si k = n -1, le raisonnement ci-haut demeure valide. 
Si k < n - 1, alors on réécrit 'TI sous la forme 
Par définition de la norme et en utilisant l'hypothèse d 'induction, on arrive à calculer 
que 
L 'TIi i 
i EHk(n- l) 









On conclut donc que la proposition est vraie pour tout n , kEN tels que k < n. • 
Exemple 1.5.3. Considérons un nombre t ri complexe 'TI = Wl + w2i3 où Wl , W2 E lffiC 
Posons également Wl = Zl + Z2i2 et W2 = Z3 + Z4i2 où Zj E C pour j E ' {l , 2, 3, 4}. De 
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plus, si Zj = X2j-1 + x 2ji1 où Xj E IR , alors on peut exprimer Tl de plusieurs manières: 
Ainsi , la proposition 1.5.2 permet de calculer la norme de Tl à partir de ees trois dernières 
représentations : 
On peut aussi calculer la norme d 'un nombre en utilisant sa représentation idempo-
tente. 
Proposition 1.5.4 
Soit un entier n ~ 2 et considérons Tl E MI( n) tel que Tl 
Tl'Yn' rnn E MI( n - 1). Alors, 
Tl'Yn l n + rnn "in où 
IITl'Yn Il;-1 + Ilrnn Il;-1 
2 
DÉMONSTRATION . Ce résultat est démontré par Priee [30]. Posons Tl = Tl1 + Tl2in où 
Tll = L xii et Tl2 = L y iÎ. 
i Ell (n - l) i En(n- l) 
Par la proposition 1.5.2 , on voit donc que 
IITlII~ = IITllll~- l + IITl211~-l = L (X~ + yn . 
i Ell(n- l) 
De plus, on sait que les coefficients Tl'Yn et rnn peuvent être écrits 
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Ainsi, 
fJ'Yn = L Xii - L yi iin- l , 
iEll(n-l) iEll(n- l ) 
= ( L Xii + L Xiin_l i in- l ) - ( L yi i + L Yi in-l i in-l ) in- l, 
iEll(n- 2) iEll(n-2) iEll(n-2) iEll(n-2) 
L Xii + L Xiin _ l i i n - l - L yiiin- I + L Yiin- l i , 
iEll(n-2) iEll(n-2) iEll(n-2) iEll(n-2) 
L ( (Xi + Yi in- 1 ) i + ( Xiin_ l - Yi) i i n - l ) . 
iEll(n-2) 
De même, on calcule que 
fJ'Yn = L Xii + L yïÏ in- 1 = L ( (Xi - Yi in- l) i + (Xiin_l + Yi) i i n - l ) . 
iEll(n-l) i Ell(n - l ) iEll(n-2) 
Par conséquent , en utilisant la proposition 1.5.2, on obtient que 
lirJ'Yn ll ~-1 + II7J,J ~- 1 = L ((Xi + Yiin_l )2 + ( Xiin_l - Yi) 2) 
iEll(n-2) 
+ L ((Xi -Yiin_1 )2+ ( Xiin_ l + Yi) 2) , 
iEll(n-2) 
L (X~ + 2XiYiin_l + yfin- l + X~in_ l - 2Xiin_l Yi + yf) 
iEll (n-2) 
+ L (X~ - 2XiYi in_l + yfin- l + X~in_ l + 2Xiin_lYi + yf) , 
iEll(n-2) 
= 2 '" (x~ + x~ . + Y~ + Y~' ) L...t 1 l'L n - l 1 U n - l 
iEll(n-2) 
= 2 L (x f + yf) 
iEll(n- l ) 
d 'où le résultat. • 
Corollaire 1.5.5 
Soit n , kEN tels que 2 ::;: k ::;: n et considérons fJ E M(n) tel que fJ = L fJ'Yl où 
'YESdn) 
fJ'Y E M(k - 1) . Alors, 
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DÉMONSTRATION. La preuve se fait par induction sur n . Lorsque n = 2, on a que 
k = n = 2 et le résultat est vérifié par la proposit ion 1.5.4. Ensuite, supposons que la 
proposit ion est vérifiée pour n - 1. 
• Si k = n , le résultat est démontré par la proposition 1.5.4 . 
• Considérons le cas où 2 :s: k :s: n - 1. Tout nombre 17 E M(n) peut être exprimé 
sous la forme 
17 = L 17--/''( = L (17/"n' ' , n + 17" 'Yn' . 'Yn ) , 
,ESdn) ,ESdn-l) 
= ( L 17/"n,) , n + ( L 17" 'Yn , ) 'Yn-
,ESk(n - l) , ESk(n-l) 
On peut se convaincre de cette affirmation en utilisant l'équation 1.2 qui suit la 
définition 1.3.3. Autrement dit , les composantes 17,n' 17'Yn E M(n - 1) s'écrivent 
17,n = L 17/"n' 
,ESk(n- l) 
et 17'Yn = L 17" 'Yn , . 
,ESdn-1) 
On constate donc par l'hypothèse d 'induction que 
1117,n 11~- 1 = 2n1_k L 1117'·'n IIL1 et II17'Yn 11~-1 = 2n1_k L 1117/' 'Yn IILI' 
,ESdn-l) ,ESk(n-l) 
Ainsi, on déduit que 
2 1( 2 1 2 ) 1117lln = 2 Il17,n Il n-l + l17'Yn Iln-l 
= 2n-~+1 ( L Il 17/"n Il LI + L 1117"'Yn IILl) 
,ESk(n- l) ,ESk(n-l) 
1 
2n - k+l L 1117, II Ll 
,ESk(n) 
d 'où le résultat voulu dans le cas où 2 :s: k :s: n - 1. 




par l'équation 1.2, 
On conclut donc que la proposition est vraie pour tout entier n ~ 2. 
Corollaire 1.5.6 
Soit un entier n ~ 2 et considérons 17 E M(n) tel que 17 = L z" où z, E te. 
Alors, 
• 
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DÉMONSTRATION. Le résultat s'obtient directement du corollaire 1.5.5 dans le cas où 
k = 2. • 
Exemple 1.5 .7. Considérons un nombre tricomplexe rJ = rJl + rJ2i3 E 1rC Posons égale-
ment rJl = Zl + Z2i2 et rJ2 = Z3 + Zé2 où Zj E <C pour j E {l , 2, 3, 4}. On a déjà calculé à 
l'exemple 1.3.4 que 
rJ = (rJl - rJ2 i2h3 + (rJl + rJ2i2)1 3, 
= ((Zl + Z4) - (Z2 - z3)il ) , 2, 3 + ((Zl + Z4) + (Z2 - z3)il )1213 
+ ((Zl - Z4) - (Z2 + z3)il ) , 213 + ((Zl - Z4) + (Z2 + Z3)il )1213. 
Ainsi , d 'après la proposition 1.5.4, la norme de rJ est 
IlrJ Il ~ = Il rJl - rJ2i211 § ; Ihl + rJ2 i211 § , 
1 (Zl + Z4) - (Z2 - z3)il l2 + 1 (Zl + Z4) + (Z2 - z3)il l2 
4 
I(Zl - Z4) - (Z2 + z3)il l2 + I( Zl - Z4) + (Z2 + z3)il l2 
+ 4 
Le dernier corollaire permet de voir que la norme d'un nombre multicomplexe peut 
être obtenue à partir de ses composantes idempotentes complexes. Cet outil s'avérera 
très utile, par exemple, lors de calculs de distances dans les prochains chapitres. 
Par ailleurs, la formule de la norme démontrée à la proposition 1.5.4 permet de 
généraliser un lien intéressant de Price entre les boules En ((, r) et les M( n )-disques 
Dn(( , r) [30]. 
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Proposition 1.5.8 
Soit un entier n 2: 2. Pour ( E M(n) et rI, r2 > 0, 
Bn ((,~) ç Dn((, rI , r2) ç Bn((, R) ; 
Bn ((, ~) ç Dn((, rI , r2) ç Bn((, R). 
où ra = min {rI , r2} et R = J Ti;T~. En particulier, si rI = r2 = r, 
Bn ((, ~) ç Dn(( ,r) ç Bn((,r) ; 
Bn ((, ~) ç Dn(( ,r) ç Bn((,r) . 
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DÉMONSTRATION. Soit rI, r2 > 0, ra = min{rl ' r2} et R =JTî;T~ et vérifions les deux 
inclusions strictes Bn (( , 72) ç Dn((, rI, r2) et Dn((, rI, r2) ç Bn((, R). 
- D 'abord, vérifions que tout 7] E Bn (( , 72) est aussi dans Dn((, rI, r2). Par définition 
de Bn , on sait que 117]-(lln < 72' Aussi , comme 7]-( = (7]7n -(7nhn +(7J'Yn -(;:yJ'Yn' 
on sait de la proposition 1.5.4 que 
117] - (lin = 117]7n - ("In II~-l + II7J'Yn - (;:Yn II~-l < ~ 
2 J2 ' 
{::? 117]7n - ("In II~- l + II7J'Yn - (;:yJ~- 1 < r6· 
En particulier , on a donc que 117]7n - ("In Il n-1 < ra ::; rI et II7J'Yn - (;:Yn Il n-1 < ra ::; r2· 
Ainsi, on a que 7]7n E Bn- I ((7n, rl) et 7J'Yn E Bn- I ((;:Yn,r2), d 'où 7] E Dn((,rl,r2) 
par définition d 'un M(n)-disque. 
On peut aisément s'assurer que l'inclusion est stricte en vérifiant que, en particulier, 
7] = (+prl1n+pr2'Yn, où ~ < p < 1, est dans Dn((, rI, r2) sans être dans Bn((, 72)' 
Effectivement, comme p < 1, on voit que prl < rl et pr2 < r2, d 'où 7] E Dn((, rI, r2). 
Aussi , comme rI 2: ra , r2 2: ra et p > ~, on a de la proposition 1.5.4 que 
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- Supposons maintenant que 'Tl E Dn((, ri, r2) et vérifions que 'Tl E Bn((, R). Par 
définition d 'un M(n)-disque, on sait que Il'Tl/n - ( /n Iln-l < ri et II7fyn - (;yJn-l < r2· 
Ainsi, de la proposition 1.5.4, 
Il ( II IIrJ/n - ( /n II ~-l + II7fyn - ( ;Yn II ~- l Jrr + r§ = R 'Tl- n= 2 < 2 ' 
d 'où 'Tl E Bn((, R). 
On peut ensuite s'assurer que Dn((, ri, r2) =1 Bn((, R) en vérifiant que J-L = (+pR Yn 
et 1/ = ( + pR1n' où 1 < p < )2, sont dans Bn((, R) , mais J-L tt Dn((, ri, r2) si 
r2 ~ ri et 1/ tt Dn((, ri , r2) si ri ~ r2· En effet, de la proposition 1.5.4, comme 
p < )2, 
_ JR2 + 0 pR IIJ-L - (lin = PIIR'n + O'nlln = P 2 =)2 < R. 
De même, 111/ - (lin < R, d 'où J-L , 1/ E Bn((, R) . De plus, puisque p > 1, dans le cas 
où r2 ~ ri , 
J rr + r§ J rr + rr pR = p 2 ~ P 2 = prl > ri· 
Comme pR > ri, on déduit que J-L = (+ pR'n tt Dn((, ri , r2) lorsque r2 ~ ri. De 
même, on pourrait vérifier que si rI ~ r2 , alors pR > r2, d'où 1/ tt Dn((, ri , r2). 
Pour démontrer que Bn ((,72) ç Dn((, ri , r2) ç Bn((, R ), on procéderait de manière 
semblable : la preuve est donc omise. De plus, la deuxième partie de la proposition 
se démontre directement en posant ri = r2 = r puisque, dans ce cas, on calcule que 
ra = R = r. • 
1.6 Propriétés des espaces multicomplexes 
Pour tout n, kEN tels que k < n, il est possible de démontrer que M(n), M(n _ 1)2, 
. . . , M(k)2n - lc , ••• sont isométriquement isomorphes, où 
M(k)2n - k = M(k) x M(k) x ... x M(k) . 
" " v 
2n - 1c fois 
Pour arriver à ce résultat, il faut définir une addition , une multiplication par un scalaire, 
une multiplication interne et une norme sur M(k)2n - 1c de manière à pouvoir ensuite établir 
un isomorphisme isométrique entre M(n) et M(k)2n - k • 
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D'abord, introduisons la notation suivante. Pour n E N et kEN tels que k < n, tout 
élément 1-" E M(k)2n - k peut être noté 
où rJj E M(k). À l'aide de cette écriture, on peut plus facilement définir les opérations 
nécessaires sur M(k)2n - k : 
,j) ( )2n-k _ ()2n-k . 
o À rJj j=l - ÀrJj j=l V À E IR , 
ii) ( )2n-k (1" )2n- k ( 1" )2n- k 
rJj j=l + o.,j j=l = rJj + o.,j j=l ; 
iii) si k = n - 1, la multiplication est simplement 
si 0 ::S: k < n - 1, alors 
où Wj est tel que 
2n - k 
iv) II(rJj);:~k ll = L IlrJjll~· 
j=l 
Parmi ces opérations, on remarque que la multiplication est définie récursivement , ce 
qui rend son utilisation moins pratique. On illustre donc la multiplication dans un cas 
particulier par l'exemple suivant. 
Exemple 1.6.1. Posons rJ, ( E ]BC = M(2) tels que 
rJ = rJl + rJ2i2 = Xl + X2 i l + X3i2 + X4 i l i 2' 
( = (1 + (2i2 = YI + Y2 i l + Y3 i2 + Y4i li2. 
Les représentations de rJ et (dans C2 = M(I)2 sont donc (rJl, rJ2) et ((l, (2) respectivement. 
Comme on est dans le cas où k = 1 = n - 1, la multiplication dans C2 est 
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Ensuite, on peut calculer la multiplication dans }R4 = M(O)4. Pour calculer le produit 
(Xl, X2, X3, X4)(Yl, Y2 , Y3, Y4), comme on est ici dans le cas où k = 0 < n - 1, on doit 
d'abord effectuer la multiplication suivante: 
(Xl + X2 i l , X3 + X4 i l)(Yl + Y2 i l, Y3 + Y4 i d = (r/1, 'Tl2)((1 , (2) , 
On en déduit que le produit dans }R4 est 
= ('Tll(l - 'Tl2(2, 'Tl 1 (2 + 'Tl2(1) , 
= (( XlYl - X2Y2 - X3Y3 + X4Y4) 
+ (XlY2 + X2Yl - X3Y4 - X4Y3)i l , 
(XlY3 - X2Y4 + X3Yl - X4Y2) 
+ ( XlY4 + X2Y3 + X3Y2 + x4Yd i l ) . 
(Xl, X2 , X3, X4)(Yl, Y2, Y3, Y4) = ( XlYl - X2Y2 - X3Y3 + X4Y4, 
XlY2 + X2Yl - X3Y4 - X4 Y 3 , 
XlY3 - X2Y4 + X3Yl - X4Y2 , 
Xl Y4 + X2 Y 3 + X3 Y2 + X4Yl ) . 
On peut vérifier que ces multiplications dans C2 et }R4 concordent avec la multiplication 
dans RC puisque 
= XlYl - X2Y2 - X3Y3 + X4Y 4 , 
+ (XlY2 + X2 Yl - X3 Y4 - X4 Y3)i l , 
+ (XlY3 - X2Y4 + X3Yl - X4Y2)i 2 , 
+ (XlY4 + X2Y3 + X3 Y2 + X4Yl)i l h 
Lemm e 1.6.2 . Soitn E N* et k = n-1 et considérons l 'ensemble M(k)2n - k = M(n -1)2 
muni des opérations définies précédemment. Alors, M(n) et M(n - 1)2 sont isométrique-
ment isomorphes. 
DÉMONSTRATION. Lorsque k = n - 1, les opérations sur M(k)2n - k deviennent 
i) À('Tll , 'Tl2) = (À'Tll, À'Tl2) '\lÀ E }R; 
ii) ('Tll , 'Tl2) + ((l , (2) = ('Tll + (l, 'Tl2 + 'Tl2) ; 
iii) ('Tll ' 'Tl2)((1, (2) = ('Tll(l - 'Tl2'Tl2, 'Tl 1 (2 + 'Tl2(1) ; 
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iv) 11(7]1, 7]2)11 = Vl l77 l ll ~-l + 117]211~- 1· 
Considérons la bijection f : M(n) ---+ M(n - 1)2 telle que f(7]l + 7]2in) = (7]1,7]2). À partir 
de la définition des opérations sur M(n) à la section 1.1 , on voit clairement que f est un 
isomorphisme. De plus, par définition de la norme multicomplexe, on calcule directement 
que f est aussi une isométrie. • 
Lemme 1.6 .3 . Soit deux applications f : El ---+ E2 et 9 : E2 ---+ E3 où El , E2 et E3 sont 
des algèbres. 
i) Si f et 9 sont des isomorphismes, 9 0 f est aussi un isomorphisme. 
ii) Si f et 9 sont des isométries, 9 0 f est aussi une isométrie. 
DÉMONSTRATION. Si f et 9 sont des isomorphismes, on vérifie facilement que 9 0 f en 
est un aussi [6]. Par ailleurs, s' ils sont des isométries, on voit que, pour tout x E El, 
II(g 0 f)(x)11 = Iig (f(x))11 = Ilf(x)11 = Ilxll, 
d 'où go f est aussi une isométrie. 
Proposition 1.6.4 
Posons n, kEN tels que k < n et considérons l 'ensemble M(k)2n- k muni des opé-
rations définies précédemment. Alors, M( n) et M( k ?n-k sont isométriquement iso-
morphes. 
DÉMONSTRATION. Soit l'application fn ,k : M(k + 1)2n-k- l ---+ M(k)2n- k telle que 
'r/J-l = (7]2j - 1 + 7]2jik+dJ:~k- l = (7]1 + 7]2ik+1' 7]3 + 7]4ik+1' ... , 7]2n - L 1 + 7]2n - kik+1) , 
2n- k fn ,k(J-l) = (7]j)j=l = (7]1 , 7]2 , 7]3, ... , 7]2n - k ). 
• 
En démontrant que f n,k est un isomorphisme isométrique pour tout n , kEN tels que 
k < n, on pourra en déduire, par composition successive de l'application, que les algèbres 
M( n) , M( n - 1)2, M( n - 2)4 , ... , M( k )2n-k sont toutes isométriquement isomorphes entre 
elles. Étudions donc la bijection fn ,k. 
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Au lemme 1.6.2, on a déjà démontré que fn,k est un isomorphisme isométrique pour 
tout n E N* dans le cas où k = n - 1. Il ne reste donc qu 'à vérifier les quatre propriétés 
d 'un isomorphisme isométrique lorsque k < n - 1. Pour ce faire , posons 
( . )2n-k- l p, = TJ2j-l + TJ2j1,k+l j=l et . 2n- k- l V = ((2j-l + (2j1,k+l)j=1 , 
==:> fn,k(p') = (TJj);:~k et 2n - k fn,k(V) = ((j)j=l . 
i) Pour À E IR et p, E M(k)2n- k- l , 
ii) Pour tout p" v E M(k)2n- k- l, 
fn ,k( p' + v) = f n,k ( (TJ2j- l + TJ2jik+l);:~k- l + ((2j-l + (2jik+l);:~k- l ) , 
= f n,k ( ( ( TJ2j -l + (2j-l) + (TJ2j + (2j )ik+l) ;:~k- l ) , 
2n - k 
= (TJj + (j)j=l , 
( )2n- k ()2n-k = TJj j=l + (j j=l , 
= fn ,k(p') + fn ,k(p'). 
iii) Par définition de la multiplication sur M(k + 1)2n- k- l dans le cas où k < n - 1, on 
trouve directement que fn,k(P,)fn ,k(V) = fn,k(p,V). 
De ces trois dernières propriétés, on déduit que fn ,k est un isomorphisme. Il reste à 
démontrer que l'application fn,k conserve la norme pour conclure qu'elle est isométrique. 
iv) Pour tout P, E M(k)2n- k- l, 
2n - k 
Ilfn ,k(p') Il = L IlTJjll~ j=l 
2n - k - 1 
L (1ITJ2j-lll~ + IITJ2j IID j=l 
2n - k - 1 
définition de la norme dans M(k)2n- k, 
séparation de la somme selon la parité 
des indices, 
L 11TJ2j- 1 + TJ2jik+ lll~+1 définition de la norme (k + 1)-complexe, 
j=l 
= 11p, 11 définition de 11·11 sur M(k + l ?n- k- l. 
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L'application f n,k est donc un isomorphisme isométrique pour tout n , k EN tels que 
k < n . Ainsi, l'application Fn,k : M(n) -7 M(k)2n - k telle que 
Fn,k := f n,k 0 fn,k+1 0 fn,k+2 0 ... 0 fn,n- 1 
est aussi un isomorphisme isométrique par le lemme 1.6.3. Comme il existe un iso-
morphisme isométrique Fn,k entre M(n) et M(k)2n - k , on en conclut donc que M(n) et 
M(k)2n - k sont isométriquement isomorphes pour tous n , kEN tels que k < n . • 
L'exemple suivant permet de mieux visualiser les isomorphismes présentées dans la 
démonstration précédente. 
Exemple 1.6.5. Posons fi E 1rC tel que 
Alors, les fonctions 13,2, 13,1, 13,0 telles que définies à la démonstration de la proposition 
1.6.4 sont 
h ,2( fI ) = (fi l, fl2); 
h,1((fll, fl2)) = (Zl ,Z2,Z3, Z4) ; 
h ,0( (zl ,Z2,Z3,Z4) ) = (Xl, X2, X3,X4 , X5,X6 , X7 , XS) . 
On peut donc établir un isomorphisme isométrique entre 1rC et ]Rs à part ir de la com-
position 
La proposit ion 1.6.4 permet donc de voir que les opérations multicomplexes peuvent 
être réécrites, en particulier , comme des opérations dans M(O) 2n = ]R2n . Ce constat s'avère 
très utile pour programmer l'addi tion et la multiplication de nombres mult icomplexes à 
partir de leurs composantes réelles. 
Par ailleurs, la proposition 1.6.4 permet de vérifier, d 'une deuxième manière, la pro-
position 1.5.2, qui stipule que 
lirJ lln = L Iiflill%· iE[k(n) 
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En effet, comme M(n) et M (k) 2n - k sont isométriques, le résultat est direct . De manière 
semblable, on peut déduire que l'espace des nombres mult icomplexes est un espace de 
Banach. 
Lemme 1.6 .6. Soit deux espaces vectoriels norm és isométriquem ent isomorphes El et 
E2. A lors, El est un espace de B anach ssi E2 en est un aussi. 
D ÉMONSTRATION. Notons 1·11 et 1· 12 les normes sur El et E2 respectivement. Comme 
les deux espaces sont isométriquement isomorphes, on sait qu'il existe un isomorphisme 
f : El ---t E2 telle que If( x )1 2 = IxiI pour tout x E El ' 
~) Supposons que El est un espace de Banach. De plus, considérons une suite de 
Cauchy {Ym }~=l ç E2 , c'est-à-dire que, pour tout é > 0 
3N EN: m , n ~ N ~ IYm - Ynl2 < é. 
Comme f est une bijection, on sait qu'il existe un suite {Xm}~=l ç El telle que 
f (xm ) = Y m ' Cette suite est aussi de Cauchy car 
en posant m , n ~ N. Comme El est un espace de Banach, on sait que cet te suite 
converge vers un élément x E El , et donc pour tout é > 0, il exist e un No E N tel 
que 
Ainsi, 
Par conséquent , la suite {Ym }~=l converge nécessairement vers f( x) E E 2 , ce qui 
démontre que E2 est complet, c'est-à-dire un espace de Banach. 
{=:) L'implicat ion inverse se démontre de manière semblable en ut ilisant la bijection 
f -l. • 
Proposition 1.6.7 
Pour tout n E N, l 'ensemble M(n) muni de l 'addition, de la multiplication par un 
scalaire et de la norme n -complexe fo rm e un espace de Banach. 
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DÉMONSTRATION. Comme l'espace vectoriel M(n) est isométriquement isomorphe à l'es-
pace de Banach ]R2n (proposition 1.6.4 dans le cas où k = 0), on déduit du lemme 1.6.6 
que M(n) est aussi un espace de Banach. • 
L'espace vectoriel M(n) est donc un espace de Banach. Cependant , on ne peut pas 
affirmer que M(n) est une algèbre de Banach. En effet , pour en être une, il faudrait que, 
pour tout 'ri , ( E M(n), 
ce qui ne peut pas être vérifié. 
Proposition 1.6.8 
Soit nE N* . Pour tout 'ri , ( E M(n) , on a 
De plus, V2n - 1 est le plus petit coefficient vérifiant l 'inégalité. 
DÉMONSTRATION. Ce résultat a été démontré dans le cas où n = 2 par Martineau [21] 
et dans le cas où n = 3 par Parisé [26]. 
Pour vérifier la première affirmation dans le cas général, on procède par induction. 
Pour n = 1, on sait déjà que IZIZ21::; IZlllz21 pour tout Zl ,Z2 E C. Ainsi, supposons que 
Ila,B lln-l ::; v2n-21Ia lln_lll,BIln_1 pour tout a ,,B E M(n - 1) et démontrons que l'énoncé 
demeure vrai pour M( n) . 
Il'rI(lln = Il ('rI1 + 'rI2in)(lln, 
= Il'rll( + 'rI2(inlln, 
::; Il'rIl( lln + 11'rl2(inlln, 
= Il'rIl(l + 'ri l (2 in lin + Il'rI2(lin - 'rI2(21In, 
= VII'rll(l ll ; - l + Il'rIl (2 11 ; -1 + VII'rl2(111;-1 + Il'rI2 (2 11 ; -1' 
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En utilisant l'hypothèse d 'induction, on voit que 
11r7(lln :s; J2n-21Ir71 II ~_111(11 1 ~_1 + 2n-2 1177d ~_1 11(2 11 ~_1 
+ J2n-21 1r72 11 ~_ 111(111~_ 1 + 2n-2 1177211 ~_ 111(2 11 ~_1' 
= J2n-2 1177111 ~_1 (1I(111~- 1 + 11(211~- 1) + vr-2n--2-11-772-11 ~-_-d-II(-11-1~-_1-+-I -I(2-11 ~-_-1)' 
= y'2n-2117711In_l ll (lln + y'2n-2117721In_lll(lln, 
= y'2n - 2 (117711I n-l + 117721I n-l) 11(1 1n-
Par ailleurs , on sait que 
O:S; (117711In-l - 11 7711In-d2 , 
=? 0 :s; 11 77111 ~- 1 - 2117711I n-lI1r721In-I + 1177211 ~- 1' 
=? 211r711I n-lI1r721In-I :s; 117711l ~- 1 + 1177211 ~-1' 
=? II77d~-l + 211r711In-d7721In-l + 117721 1 ~- 1 :s; 21177111~- 1 + 21177211~_ 1' 
=? (1177dn-l + 117721In-l)2 :s; 2 (1177111 ~-1 + 11772 11 ~-1 ) , 
=? 117711In-l + 117721In-l :s; V2117711n-
Par conséquent , 
On obtient donc le résultat voulu. 
Pour ce qui est de la deuxième affirmation de la proposition, c'est-à-dire que y'2n-1 est 
optimal, il suffit de vérifier qu'il existe au moins un 77 E M(n) tel que 1177211 n = y'2n- 111 77 11~. 
Posons 77 = , E S2(n). À titre d 'exemple, on pourrait supposer que 
, = ' 213··· 'n· 
Par le lemme 1.3.5 , on sait que ,2 = , . De plus, en utilisant le corollaire 1.5.6 , on voit 
que 
IIrl ln = J 2nl_l 
Ainsi, 
Le coefficient v!2n - 1 est donc optimal. • 
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La proposition 1.6.8 permet donc de voir que l'algèbre te forme une algèbre de Banach, 
mais que ce n 'est pas le cas pour les algèbres mult icomplexes en général. 
1.7 Fonctions multicomplexes 
Il est possible d 'étendre les concepts d 'holomorphie et de différentiabilité aux espaces 
multicomplexes. Ce faisant , on arrive non seulement à généraliser ces concepts fondamen-
taux, mais aussi à généraliser les fonctions réelles et complexes couramment ut ilisées. 
Cependant , pour bien définir la différentiabili té mult icomplexe, il faut prendre en 
considération le fait que tout nombre multicomplexe n'est pas nécessairement inversible 
[30, 34]. 
D éfinition 1.7.1 - Différentiabilité multicomplexe 
Soit une fonction f : U ~ M(n) où U ç M(n) est ouvert . Pour ( E U, on dit que f 
est dérivable en ( si la limite 
f' (() := lim f (TJ ) - f (() = lim (f (TJ ) - f (())( TJ _ ()-l 
'1)-t( TJ - ( '1)-t( 
( inv. ) ( inv .) 
existe en considérant seulement les nombres TJ E U tels que (TJ - () E M(n) - l. La 
limite f' (() est alors la dérivée de f en (. 
D éfinition 1.7.2 - Holom orphie multicomplexe 
Soit une fonction f : U ~ M(n) où U ç M(n) est ouvert. Si f est dérivable pour 
tout point d 'un ensemble ouvert contenant ( E U , on di t alors qu 'elle est holomorphe 
en (. En particulier , si f est dérivable en tout point de son domaine ouvert U, alors 
f est holomorphe sur U. 
Par ailleurs, on sait que l'holomorphie complexe est intimement liée au concept de 
séries de puissances, d 'où le concept d 'analyticité de fonctions. 
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Définition 1.7.3 - analyticité multicomplexe 
Soit une fonction f : U -t M( n) où U ç M( n) est ouvert. Pour ( EU, on dit que f 
est analytique en ( s'il existe des coefficients aj E M(n) tels que 
00 
f(() = L aj(rJ - ()j 
j=O 
pour tout rJ dans un certain voisinage B n((, r) de (. 
On peut démontrer qu'une fonction complexe est holomorphe sur un certain domaine 
si et seulement si elle possède un développement en série de puissances en tout point de 
ce domaine. Un résultat analogu existe pour les fonctions multicomplexes. Pour arriver à 
le démontrer, on va étudier les composantes idempotentes des fonctions multicomplexes. 
Toutefois , certaines notions préliminaires doivent d 'abord être étudiées. 
Lemme 1.7.4. Soit aj, rJ , ( E M(n) pour tout j E N* . La série de puissances 
00 
L aj (rJ - ()j 
j=O 
converge sur une boule Bn(( , rD), où r > 0, ssi les séries 
00 




L aj,'Yn ('r}-;yn - ('Yn )j , 
j=O 
où aj = aj,'Yn l n + aj,'Yn "in, convergent sur des boules B n- l (("In' rI) et Bn- l (('Yn' r2) respec-
tivem ent où rI , r2 > O. De plus, lorsqu 'on a convergen ce, l 'égalité suivante est vérifiée : 
00 00 00 
L aj (rJ - ()j = L aj ,'Yn (rJ'Yn - ( 'YJj , n + L aj,'Yn ('r}-;yn - ('YJj"in' 
j=O j=O j=O 
D ÉMONSTRATIO N. D'abord, posons que 
m 





p- (m) = '""' a . - ('rJ". - r - )j 
"In ~ J,'Yn 'n n "' ''In . j=O 
1.7. FONCTIONS MULTICOMPLEXES 
En utilisant la multiplication terme à terme, on peut calculer que 
m . 
P(m ) = L (aj ,'Yn l n + aj,"in 'Yn) ((Tl'Yn - ('Yn hn + (Tl"in - ("iJ'YnY , j=O 
m 
= L (aj ,'Yn l n + aj,"in 'Yn) ( (Tl'Yn - ('YJj , n + (Tl"in - ("iJj'Yn) , j=O 
m 
= L (aj,'YJ Tl'Yn - ('YJj , n + aj,"iJTl"in - ("iJj'Yn) , 
j=O 
m m 
= L aj,'Yn (Tl'Yn - ('YJ j l n + L aj,"iJ Tl"in - ("iJj'Y n' j=O j=O 
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=}) Supposons que P(m) ---7 L E M(n) lorsque m ---7 00 pour tout Tl E Bn(( , r) où 
r > O. De plus, posons que L = L'Yn l n + L"in 'Yn ' Alors, de la proposition 1.5.4, on 
sait que 
IIP'Yn (m) - L'Yn Il ; -1 + IIP"in (m) - L"in Il;-1 
2 IIP(m) - Llln = (1.3) 
Comme P (m) ---7 L, on sait que II P(m) - Llln ---7 O. Ainsi , IIP'YJm) - L'Yn lln ---7 0 et 
IIP"in (m) - L"in lin ---7 O. On en déduit donc que 
et 
pour tout Tl E Bn((, r). Comme Dn((, r) C Bn((, r) de la proposition 1.5.8, c'est 
aussi vrai pour tout Tl E Dn((, r) et, par conséquent , les deux sommations P'YJm) et 
P"iJ m) convergent pour tout Tl'Yn E Bn- l (('Yn' r) et Tl"in E Bn- l (("in ' r) par définit ion 
de Dn((, r). 
-Ç=) Supposons maintenant que P'Yn (m) ---7 L'Yn E M( n - 1) et P"in (m) ---7 L"in E M( n -1) 
sur des boules Bn- l(('Yn, rl) et Bn- l (("in, r2). Alors, en posant L = L'Ynln + L"in'Yn, 
on voit de l'équation 1.3 que 
lim IIP(m) - Lll n = lim 
m-teXl m -too 
IIP'Yn (m) - L'Yn Il ; -1 + IIP"in (m) - L"in Il;-1 = o. 
2 
On déduit donc que P(m) ---7 L E M(n) pour tout Tl'Yn E Bn-l(('Yn ' rI) et pour 
tout Tl"in E Bn- l (("in ,r2). De manière équivalente, par défini tion d 'un M(n)-disque, 
P (m) converge pour tout Tl E Dn((, rI, r2) . De plus, de la proposition 1.5.8, on 
sait que Bn ((,~) C Dn((, rI, r2) où ro = min{rl' r2 }. Ainsi, P(m) converge en 
particulier sur la boule Bn ( (, ~) . • 
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Malgré que les propositions suivantes pourraient être démontrées dans le cas général 
où U ç M(n) est ouvert [30], on va supposer pour le reste de la section que U est un 
ensemble M(n)-cartésien, c'est-à-dire que U = UI x)'n U2 où UI , U2 ç M(n - 1) sont 
ouverts. Cette hypothèse permettra d 'alléger les démonstrations et les résultats ainsi 
obtenus seront suffisants pour généraliser les fonctions réelles et complexes aux espaces 
multicomplexes. 
Proposition 1. 7.5 
Considérons deux fon ctions analytiques f )'n : U1 -7 M( n - 1) et l 'in : U2 -7 M( n - 1) 
où UI , U2 ç M(n -1) sont deux ensembles ouverts. Alors, la fon ction f : U -7 M(n) , 
où U = UI X)'n U2, telle que f(() = f )'J()'J rn + hJ("iJ 'Yn est analytique. 
DÉMONSTRATION. Posons ( E U = UI X)'n U2· Alors, ( = ( )'n rn + ("in 'Yn où ( )'n E UI et 
("in E U2. Comme f )'n t h n sont analytiques , on sait qu' il existe des séri s de puissances 
convergentes pour tout 'T})'n E Bn-l (()'n' rI) et 'T/"in E Bn- l (("in' r2) telles qu 
00 
f(() = f )'J( )'Jrn + hJ("iJ'Yn = L (aj('T})'n - ( )'Jjrn + (3j('T/"in - ("iJj'Yn ) . 
j=O 
En utilisant la multiplication terme à terme, on calcule que 
00 00 
f(() = L (aj rn + (3j'Yn) (('T})'n - ( )'Jjrn + ('T/"in - ("iJj'Yn) = L (aj rn + (3j'Yn) ('T} - ()j. 
j=O j=O 
Du lemme 1.7.4, on voit que cette dernière série est convergente sur une boule Bn((, ro). 
Ainsi, on conclut que la fonction f est analytique. • 
Proposition 1.7.6 
Soit une fonction analytique f : U -7 M(n) où U = UI x)'n U2 et les en-
sembles U1 , U2 ç M( n - 1) sont ouverts. Alors, il existe deux fonctions analytiques 
f )'n : UI -7 M(n - 1) et h n : U2 -7 M(n - 1) telles que 
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DÉMONSTRATION. Comme f est analytique, on sait que, pour ( E U, 
00 
f(() = L aj('Tl - ()j 
j =O 
pour tout 'Tl dans un certain voisinage En ((, ro) de (. En utilisant la multiplication terme 
à terme et en posant aj = aj,'Yn rn + aj,"in "In ' on voit que 
00 
f(() = L(aj,'Yn rn + aj,"in "In) (('Tl'Yn - ('YJj rn + ('Tl'Yn - ("iJj"ln ) , 
j=O 
00 00 
= L aj,'Yn ('Tl'Yn - ('YJj rn + L aj,"in ('Tl'Yn - ("iJj"ln-
j~ j~ 
Du lemme 1.7.4, on sait que ces deux dernières sommations sont convergentes pour 
tout 'Tl'Yn E En- l (('Yn' rd et 'Tl'Yn E En-l (("in' r2). Elles représentent donc deux fonctions 
analytiques f 'Yn : U1 -+ MI(n - 1) et h n : U2 -+ MI(n - 1) , d 'où le résultat . • 
Ainsi, on voit de la proposition 1. 7.5 qu'on peut déterminer si une fonction f est ana-
lytique à partir de ses composantes idempotentes. Réciproquement , la proposition 1.7.6 
nous assure que toute fonction analytique a des composantes idempotentes analytiques. 
On peut trouver des résultats semblables par rapport à l'holomorphie de fonctions. 
Proposition 1. 7. 7 
Considérons deux fon ctions holomorphes f 'Yn : U1 -+ MI(n -1) et h n : U2 -+ MI(n -1) 
où U1 , U2 ç MI(n - 1) sont deux ensembles ouverts. Alors, la fon ction f : U -+ MI(n) , 
où U = U1 X 'Yn U2, telle que f(() = f 'Yn(('YJ rn + f"iJ("iJ"In est holomorphe. 
DÉMONSTRATION. Si f 'Yn et h n sont holomorphes, alors pour tout nombres 'Tl'Yn ' ('Yn E U1 
et 'Tl'Yn' ("in E U2 tels que 'Tl'Yn - ('Yn et 'Tl'Yn - ("in sont inversibles , les limites 
et 
existent . De plus, on remarque que 
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De même, 
Par ailleurs , comme fJ"In - ("In et 'Tfyn - ( Yn sont inversibles, on sait que fJ - ( est aussi 
inversible par la proposition 1.4.1 et on peut calculer que 
f(fJ) - f(() 
fJ-( 
Ainsi , on déduit que f est différentiable en ( car 
Proposition 1. 7.8 
Soit une fonction holomorphe f : U -+ M(n) où U = U1 x "In U2 et les en-
sembles U1 , U2 ç M( n - 1) sont ouverts. Alors, il existe deux fon ctions holomorphes 
f"ln : U1 -+ M(n - 1) et h n : U2 -+ M(n - 1) telles que 
• 
D ÉMONSTRATIO . Ce résultat a été vérifié par Vajiac et Vajiac (corollaire 2.4 dans 
[35]) . Essentiellement, on peut démontrer que les équations de Cauchy-Riemann se géné-
ralisent aux fonctions multicomplexes, ce qui a comme conséquence que f "ln et h n sont 
holomorphes et ne dépendent que de fJ"In et 'Tfyn respectivement. Le lecteur intéressé peut 
aussi lire [34J pour en savoir plus sur les équations de Cauchy-Riemann généralisées. • 
À partir des résultats précédents , on peut démontrer l'équivalence entre analyticité 
et holomorphie. 
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Proposi tion 1. 7.9 
Soit une fon ction f : U -7 M(n) où U = U1 X'Yn U2 et U1 , U2 ç M(n - 1) sont deux 
ensembles ouverts. Alors, la fon ction f est analytique sur U ssi elle est holomorphe 
sur U. 
DÉMONSTRATION . On sait déjà qu'une fonction complexe est analytique ssi elle est 
holomorphe. Pour n ~ 2, démontrons donc la proposition en supposant qu 'elle est vérifiée 
pour n - 1. 
:::}) Supposons d 'abord que f est analytique sur U. Alors , par la proposition 1.7.6, on 
sait que f(O = f 'YJ('Ynhn + hJ("YJ1n où f 'Yn et hn sont analytiques. Ainsi , par 
hypothèse d 'induction on sait qu'elles sont aussi holomorphes et on déduit par la 
proposit ion 1.7.7 que f doit aussi être holomorphe. 
~) Supposons maintenant que f est holomorphe sur U. De la proposition 1.7.8, on sait 
que f( () = f'YJ(hn + f"YJ01n où f 'Yn et hn sont holomorphes. On déduit ensuite 
que f 'Yn et hn sont analytiques par hypothèse d 'induction et, par la proposition 
1. 7.5 , f doit être analytique. • 
Ce dernier résultat permet de voir que les fonctions multicomplexes se comportent 
de manière semblable aux fonctions complexes. En effet, on pourrait même généraliser 
les équations de Cauchy-Riemann aux fonctions n-complexes afin d 'obtenir un système 
de 2n équations [34, 35]. 
En utilisant ces résultats, on peut aisément généraliser certaines fonctions réelles ou 
complexes aux espaces multicomplexes de deux manières différentes : soit en utilisant la 
représentation idempotente, soit en utilisant le développement en série d 'une fonction. 
Exemple 1.7.10. Considérons la fonction exponentielle complexe eZ • On peut généraliser 
cette fonction à l'espace bicomplexe IBSC de la manière suivante : pour tout nombre 
bicomplexe rJ = Zl "(2 + Z212 E IBSC, 
ou 
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On peut aisément vérifier que ces deux expressions sont égales : 
Exemple 1. 7.11. Considérons le cosinus complexe cos z . Pour tout rJ = Zl/2+Z2'Y2 E IBC, 
on peut définir que 
ou 
Ces deux expressions ont équivalentes puisque 
Mandelbrot et Julia généralisés 
Dans ce chapitre, les ensembles de Mandelbrot et de Julia généralisés sont présentés et 
certaines de leurs propriétés sont soulignées. Les résultats énoncés sont des généralisations 
de résultats démontrés dans [12, 13, 21 , 22, 26, 28, 33]. 
2.1 Multibrots 
Les fractales complexes classiques sont définies à l'aide de l'itération de polynôme. 
En effet , considérons le polynôme complexe Je(z) = Z 2 + C où cE te. On note que, pour 
mEN, 
{
z J;:( z) = 
(Je 0 J::- 1 ) (z) 
si m = 0, 
si m ~ 1. 
Autrement dit , lorsque m ~ 1, J:: correspond au polynôme Je composé m fois, c'est-à-dire 
J;: = Je 0 Je 0 ... 0 Je . 
\, " v 
m fois 
L'ensemble de Mandelbrot standard M peut être défini de la manière suivante: 
M = {c Etel {J;:(O)}~=l est bornée}. 
Pour déterminer si un nombre complexe c est dans l'ensemble de Mandelbrot , on doit 
donc itérer le polynôme Je(z) en z = a et s'assurer que la suite ainsi obtenue ne tend 
pas vers l'infini [3]. En effet , on verra à la proposition 2.1.4 que si la suite {J::(O)}~=l 
n'est pas bornée, elle doit nécessairement tendre vers l'infini . Dans le cas de l'ensemble 
2 
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FIGU RE 2.1 - L'ensemble de Mandelbrot standard 
de Mandelbrot , cette suite ne dépend que du paramètre c et les premiers termes sont 
fc(O) = 02 + c = c; 
f;(O) = Uc(0) )2 + c = c2 + c; 
f~(O ) = (1;(0))2 + c = c4 + 2c3 + c2 + c; 
f; (O) = (I~(0)) 2 + c = c8 + 4c7 + 6c6 + 6c5 + 5c4 + 2c3 + c2 + c; 
On voit donc que les calculs deviennent lourds assez rapidement. C'est pourquoi, malgré 
qu'on puisse facilement générer l'ensemble de Mandelbrot par ordinateur , il est t rès 
difficile de déterminer explicitement quels éléments le constituent. 
Comme la défini tion de l'ensemble de Mandelbrot est basée sur des opérations élé-
mentaires de base, c'est-à-dire l'addit ion et l'exponentiation, on peut aisément généraliser 
cet ensemble aux espaces mult icomplexes. La définition présentée ci-dessous est une gé-
néralisation de celles de Garant-Pelletier et Rochon [13] et de Parisé [26]. 
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(a) Mf (b) Mi 
FIGURE 2.2 - Multibrots complexes 
Définition 2.1.1 - Multibrot 
Soit n,p E N* où p ~ 2 et considérons le polynôme Qp,e : M(n) -7 M(n) tel que 
Qp,e{'T/) = ryP + cet cE M(n). Le Multibrot n-complexe d 'ordre p est l'ensemble 
M~ = {c E M(n) 1 {Q;'e(O)}~=l est bornée}. 
Remarque. Les indices supérieurs n 'ont pas toujours le même sens dépendant du contexte. 
Par exemple, le nombre p est un exposant dans l'expression cP tandis qu'il est simplement 
un indice dans la notation M~. En général , p est un exposant lorsqu'il est appliqué à 
un nombre, mais seulement un indice lorsqu 'il fait partie de la notation d 'un ensemble. 
Par ailleurs , on utilise plutôt m comme indice supérieur pour noter la composition de 
fonctions. 
Remarquons que la définition 2.1.1 ne généralise pas seulement l'ensemble de Man-
delbrot aux espaces multicomplexes : elle généralise aussi le polynôme quadratique Je à 
un polynôme Qp,e de degré entier p ~ 2. Il aurait aussi été possible d 'utiliser un nombre 
réel quelconque mais, dans le cadre de ce travail, on s' intéresse particulièrement au cas 
où l'exposant p ~ 2 est entier. 
On peut voir à la figure 2.2 quelques Multibrots complexes. Pour visualiser les Mul-
tibrots généralisés aux espaces multicomplexes, il faudra d'abord aborder les coupes 
tridimensionnelles de ces ensembles, ce qui sera fait aux prochains chapitres. 
Pour générer ces ensembles fractals , il est nécessaire d 'établir certains critères pour 
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déterminer si un nombre est compris dans l'ensemble ou non. La proposition suivante 
permet de déterminer les éléments du Multibrot M~ à partir de ceux de M~-l' Avant 
de la démontrer , un lemme est nécessaire. 
Lemme 2.1.2. Soit n ,p E N* où p ~ 2. Alors, 
D ÉMONSTRATION. Pour démontrer ce résultat , on utilise le principe d 'induction et la 
multiplication terme à terme sous la représentation idempotente. Dans le cas où m = 0, 
on calcule directement que 
Q";,cCT/ ) = (Q";,; l(7]) r + c, 
= (Q";,~~ (7]-yJ rn + Q";,~~ (rpyJ'Ynr + (C-Yn rn + C'Yn 'Yn) , 
= (Q";,~~ (7]-yJ r rn + (Q";,~~, (rpyJ r 'Yn + C-Yn rn + C'Yn 'Yn ' 
= ((Q";,~~(7]-YJr +C-Yn ) rn+ ((Q";,~~(rpyJr +C'Yn ) 'Yn , 
= Q";,C-Yn (7]-yJ rn + Q";,c,yn (rpyJ'Yn' 
Ainsi, on obt ient le résultat voulu par le principe d 'induction. 
Proposition 2.1.3 
Soit n,p E N* où p ~ 2. Le Multibrot M~ est égal au produit M(n) -cartésien 
• 
DÉMONSTRATION. Pour démontrer que ces deux ensembles sont égaux, on doit vérifier 
que 
En utilisant le lemme 2.1.2 dans le cas particulier où 7] = 0 = Orn + 0'Yn ' on voit que 
Q;'AO) = Q;'c-Yn (Ohn + Q;'c,yn (0)'Yn- De plus, on sait par la proposition 1.5.4 que la 
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norme d'un nombre multicomplexe peut être exprimée en fonction de la norme de ses 
composantes idempotentes, d 'où 
Ainsi, on en déduit que la suite {Q~c(O)}~= l est bornée ssi les suites {Q~C-YJO)}~=l 
et {Q pm c=; (0) }~=l le sont aussi. Autrement dit, par défini tion de M~, on conclut que 
, "I n 
C E M~ ssi C"!n E M~-l et c'?n E M~-l, d 'où le résultat. • 
Ce dernier résultat permet de voir qu 'il existe une relation forte ent re les Mult ibrots n-
complexes et leurs analogues (n - 1 )-complexes. Ainsi, il est possible de déduire plusieurs 
ptopriétés de M~ à partir de celles de M~-l' Par exemple, le résultat suivant, démontré 
dans le cas où n = 1 par Rochon et Parisé [28] et dans le cas où n E {2 , 3} par Parisé 
[26], se généralise dans le cas des Multibrots multicomplexes et s'avérera utile lors de la 
génération de Mult ibrots. 
Proposition 2.1.4 
Soit n,p E N* où p ~ 2 et considérons C E M(n). Alors, 
D ÉMONSTRATION. Le cas complexe, c'est-à-dire lorsque n = 1, a été démontré par 
Rochon et Parisé (théorème 3 dans [28]). On explique ici l'idée de la preuve. Pour c E C, 
supposons que I Q~c(O)1 > 2 P~1 pour un certain mEN et posons cS = I Q~c(O)I- 2 P~1 > O. 
On peut alors calculer que IQ~:k(O)1 ~ 2 P~1 + (2plc5 pour tout kEN. Comme 2p > 1, 
on voit que Q~:k(O ) -r 00 lorsque k -r 00 . Autrement dit, lorsque la suite d 'itérées 
1 {Q~c(O)}~= l sort du disque de rayon 2P- 1 , elle se met aussitôt à diverger vers l'infini . 
Généralisons maintenant le résultat en utilisant le principe d 'induction. 
~) Considérons d 'abord cE M(n) tel que II Q~c(O)L ::; 2P~1 pour tout mEN. Alors, 
la suite {Q~c(O)}~=l est bornée et on déduit immédiatement que c E M~ par 
définition des Multibrots. 
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=}) Considérons maintenant c E M~ et démontrons que IIQ~c(O)t ::; 2P':'1 pour tout 
mEN. De la proposition 2.1.3 , on sait que c"{n E M~-l et c'?n E M~-l. Par 
hypothèse d 'induction, on en déduit que 
et II Q;~ (0)11 ::; 2P':'1 'l/m E N. , "I n n-l 
De plus, le lemme 2.1.2 nous assure que Q~c(O) = Q~~n (Ohn + Q~e;yn (0)'Yn- De la 
proposition 1.5.4, on calcule donc que 
I IQ~~n (0) Il:-1 + I IQ~e;yn (0) Il :-1 < 
2 
d 'où le résultat voulu. • 
Corollaire 2.1.5 
- 1 
Soit n,p E N* où p 2:: 2. Alors, M~ ç Bn(O , 2P - 1 ) . 
1 
DÉMONSTRATION . Soit c E M~. De la proposition 2.1.4 , on sait que IIQ~c(O)l ln ::; 2p-l 
1 
pour tout mEN. Dans le cas particulier où m = 1, cette inégalité devient l!clln ::; 2p-l . 
Ainsi, 
1 _ 1 
C E M~ =} Il clin ::; 2ïJ=l =} c E Bn(O , 2 p-l ), 
- 1 
d'où M~ ç Bn(O, 2P - 1 ). • 
On voit donc que les Multibrots sont des ensembles bornés. Une propriété intéressante 
qui découle partiellement de cette observation est la compacité. 
Lemme 2.1.6. Soit n E N tel que n 2:: 2 et considérons l 'ensemble X = Xl X"{n X 2 où 
X l ,X 2 ç M(n -1). Alors, 
i) les ensembles Xl et X 2 sont connexes ssi X l 'est aussi; 
ii) les ensembles X l et X 2 sont compacts ssi X l 'est aussi. 
DÉMONSTRATION. Considérons l'application f : Xl X X 2 -+ X telle que 
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L'application f est clairement bijective. De plus, elle et son inverse sont continues, d 'où 
f est un homéomorphisme entre Xl x X 2 et X. Ainsi , on voit que [14] 
Xl et X 2 sont connexes {::} Xl X X 2 est connexe {::} Xl X'Yn X 2 est connexe. 
On peut démontrer de la même manière que Xl et X 2 sont compacts ssi X l'est aussi. • 
Proposition 2.1. 7 
Soit n, p E N* où p :::: 2. Le Multibrot M~ est compact, c'est-à-dire qu 'il est borné et 
fermé. 
DÉMONSTRATION . Du corollaire 2.1.5 , on voit que M~ est borné pour tout n E N* donc, 
en particulier , Mi est borné. De plus , il a été démontré par Parisé que Mi est fermé 
[26]. Ainsi, on déduit que Mi est compact. 
Ensuite, de la proposition 2.1.3, on sait que M~ = M~-l x'Yn M~-l' Ainsi , du lemme 
2.1.6, comme M~-l est compact, M~ doit l'être aussi. Par conséquent , on conclut par 
le principe d 'induction que M~ est compact pour tout n E N*. • 
Par ailleurs , on peut généraliser la propriété de connexité de Mi aux Multibrots 
multicomplexes M~ . 
Soit n, p E N* où p :::: 2. Le Multibrot M~ est connexe. 
DÉMONSTRATION. La proposition se démontre par induction. Dans le cas où n = 1, 
il a été vérifié par Douady et Hubbard [la] ainsi que Beardon [3] que l'ensemble de 
Mandelbrot est connexe. Leurs démonstrations peuvent être adaptées au cas général 
où p :::: 2. En effet, dans le cas où p = 2, on établit dans [3, 10] l'existence d 'une 
transformation conforme 'l/J, c'est-à-dire une bijection biholomorphe, allant de C\Mi à 
C\Bl (0 , 1). Ainsi , on déduit que C\Mi est connexe, d 'où Mi est simplement connexe 
(conséquence du théorème de l'application conforme, voir [14]) . Comme on peut aussi 
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trouver une transformation conforme 'ljJp : CC\Mf -+ CC\B1 (O , 1) (elle est présentée en 
détails à la section 5. 1) , on en déduit que Mi est simplement connexe dans pour tout 
entier p 2: 2. 
Ensuite, en supposant que M~-l est connexe, on déduit immédiatement du lemme 
2.1.6 que M~ est aussi connexe puisque M~ = M~-l x-Yn M~-l de la proposition 2.1.3 . 
• 
2.2 Ensembles de Julia remplis 
Les ensembles de Julia se définissent de manière semblable aux Multibrots. En fait , 
comme il sera possible de constater dans cette section, les deux types de fractales pos-
sèdent plusieurs propriétés analogues. 
Considérons à nouveau le polynôme quadratique complexe Je(z ) = Z2 + c où c E cc. 
L'ensemble de Julia rempli standard Ke associé au paramètre c peut être défini de la 
manière suivante : 
Ke = {z E CC 1 {J~(Z)}~=l est bornée}. 
Remarque. On précise ici que Ke est l'ensemble de Julia rempli associé à c car l'ensemble 
de Julia (non rempli) associé à c fait référence à la frontière de Ke [24]. En effet, l'ensemble 
de Julia associé au polynôme Je est J e = ôKe. Cependant, dans le cadre de ce travail, seuls 
les ensembles de Julia remplis seront étudiés. Par conséquent , même si on considérera 
toujours les ensembles de Julia remplis , il ne sera pas toujours spécifié qu 'ils sont remplis. 
Un ensemble de Julia est donc obtenu par itération de polynôme, tout comme un 
Multibrot. Cependant, pour ce qui est du Multibrot, on posait toujours que z = O. Ici , 
on cherche plutôt à déterminer quels nombres z E CC permettent d 'obtenir une suite 
bornée. Celle-ci dépend du paramètre fixé c E CC et de la variable z E CC : 
Je(z) = Z2 + c; 
J~(z) = Ue(z ))2 + c = Z4 + 2cz2 + c2 + c; 
J~ (z) = (J~ (z ) ) 2 + c = z8 + 4cz6 + 6c2 Z4 + 2cz4 + 4c3 Z2 + 4c2 Z2 + c4 + 2c3 + c2 + c; 
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(a) K:î,-1-0.2i1 (b) K:3 1,0.3+0.7i1 (c) K:5 . 1,0.5-0. 711 
FIGURE 2.3 - Ensembles de Julia complexes 
On voit donc que le processus itératif des ensembles de Julia requiert davantage de calculs 
que celui des Multibrots. les calculs deviennent lourds assez rapidement. Par conséquent, 
les propriétés des ensembles de Julia sont moins évidentes. Tout de même, l'ajout d 'un 
paramètre c permet d'obtenir une multitude d 'ensembles de Julia, ce qui amène un intérêt 
supplémentaire. 
Tout comme on l'a fait à la section précédente pour l'ensemble de Mandelbrot, il est 
possible de généraliser les ensembles de Julia aux espaces multicomplexes. La définition 
suivante est obtenue en généralisant la définition des ensembles de Julia multicomplexes 
présentée par Garant-Pelletier et Rochon [13]. 
Définition 2.2.1 - Ensembles de Julia remplis 
Soit n, p E N* où p ~ 2 et posons c E M( n). Considérons aussi le polynôme 
Qp,c : M(n) -+ M(n) tel que Qp,c CrJ) = TJP + C. L'ensemble de Julia rempli n-complexe 
d 'ordre p associé au paramètre c est l'ensemble 
On généralise ainsi les ensembles de Julia en utilisant un polynôme à valeurs mul-
ticomplexes Qp,c de degré entier p ~ 2 quelconque. D'ailleurs, il est possible de déduire 
certaines propriétés des ensembles de Julia analogues à celles des Multibrots. 
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Proposition 2.2.2 
Soit n, p E N* où p ~ 2 et posons c E M( n). L 'ensemble de Julia rempli K~ c est égal 
, 
au produit M( n) -cartésien 
DÉMONSTRATION. Pour démontrer cette égalité d 'ensembles , on doit vérifier que 
Du lemme 2.1.2, on sait que Q;'c('Tl) = Q;'c,n ('Tl'Ynhn + Q;'c,yn ('ThJ"'lw Aussi, par la pro-
position 1.5.4, on déduit que 
IIQ~c,n ('Tl'YJII: _I + II Q~c,yn ('ThJII:_I 
2 
Par conséquent , on a que la suite {Q;'c ('Tl)}~=1 est bornée ssi les suites {Q;'c,n ('Tl'Yn )}~=l 
et {Q;'c,yn ('ThJ}~=1 le sont aussi. Ainsi , par définition de K~,c, on conclut que 'Tl E K~,c 
ssi 'Tl"'n E K~_l c et '1fy E K~- l c- . • 
l , 'i'n ln , '"Yn 
Par ailleurs , on peut démontrer que tout ensemble de Julia est borné. Certains lemmes 
seront nécessaires pour y arriver. 
Lemme 2.2.3. Soit n E N tel que n ~ 2 et considérons X l , X 2 , YI , Y2 ç M(n - 1). Si 
Xl ç YI et X 2 ç Y2 , alors 
DÉMONSTRATION. Posons 'Tl E X l X'Yn X 2 · Alors, de la définition du produit M(n)-
cartésien, on sait que 'Tl = 'Tl'Yn ln + 'Thn "'ln où 'Tl'Yn E Xl et 'Thn E X 2 · Comme Xl ç YI et 
X 2 ç 1'2, on déduit que 'Tl'Yn E YI et 'Thn E 1'2 , d 'où 'Tl E YI X'Yn 1'2. • 
1 
Lemme 2.2.4. Soit c E <C et pEN tel que p ~ 2 et considérons r = max{l cl, 2P - 1 }. 
Alors, pour tout z E <C tel que Izl > r, il existe un é > 0 tel que IQ;'c(z)1 > (1 + é)mlzl 
pour tout m E N*. 
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DÉMONSTRATION. Pour arriver au résultat, on procède par induction sur m . Comme 
IzPI = IzP + c - cl ~ IzP + cl + Ici , on calcule que 
puisque Izl > r ~ Ici- Comme IzP I = IzIP, on déduit que 
l 
où Iz lP-l - 1 > 1 car Iz l > 2p-l . Posons donc Iz lp- l - 1 = 1 + é. Pour m = 1, on en 
déduit que 
IQp,c (z )1 > (1 + é) 14 
Supposons maintenant que IQ;';l(Z)1 > (1 + é)m-l Izl et vérifions que la proposition 
est vraie pour m. On calcule que 
IQ;Az)1 = IQp,c (Q;; l(Z) )1 ' 
> (1 + é) IQ;;l(Z)1 ' 
> (1 + é) (1 + é)m-l Iz l, 
= (1 + é)m Iz l. 
On conclut donc que le lemme est vrai par le principe d 'induction. 
Proposition 2.2.5 
Soit n,p E N* où p ~ 2 et posons c E M(n). 
- l 
i) Si n = 1, alors Kf,c ç B1(O,r) où r = max{lcl , 2p- 1 }. 
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i) Pour vérifier que }(i,c ç BI (0, r), on démontre la proposition contraposée, c'est-à-
dire z tf. BI(O, r) ::::} z tf. K'f. ,c· Pour z E <C tel que Iz l > r , du lemme 2.2.4, on sait 
qu 'il existe un nombre réel é > 0 tel que IQ~c ( z)1 > (1 + é)mlz l pour tout m E N*. 
Ainsi , lorsque m -+ 00 , on voit que IQ~c ( z)1 -+ 00 puisque (1 + é)m -+ 00. Par 
con équent , z tf. K'f. ,c· 
ii) Pour n ~ 2, on procède par induction. Si n = 2, on voit que C = C'Y212 + C'Y212 
1 1 
où C'Y2, C'Y2 E <C. Ainsi , posons r 'Y2 = max{lc'Y2 1,2 p-1} et r 'Y2 = max{l c'Y21 , 2p-1 } et 
considérons R = 
r2 +r~ 
1'2 2 1'2 . Du cas où n = 1, on sait que 
et K'f. c= ç BI (0, r ;Y2 )' 
, 1'2 1 
Aussi , de la proposition 2.2.2 et du lemme 2.2.3, on voit que 
Par définition d'un M(2)-disque, on a que BI(O, r 'Y2 ) X 'Y2 BI(O, r 'YJ = D2 (0, r 'Y2 ' r 'YJ. 
Par conséquent , par la proposition 1.5.8, on déduit que 
Maintenant , supposons que la proposition est vraie pour n-l et démontrons qu 'elle 
l'est aussi pour n. Pour C E M(n) , on note que 
Autrement dit , C = C'Yn l n + C'Yn 1 n où 
C'Yn = L C'Y ''Yn 1 
'YE S2(n- l) 
Ainsi , en posant que 
et 
et 
C'Yn = L C'Y''Yn l ' 
'YES2(n- l) 
1 1 
où r 'Y ''Yn = max{l c'Y''Yn l, 2P - l } et r T'Yn = max{lcT'YJ, 2 P - 1} pour tout 1 E S2(n -1) , 
on déduit par hypothèse d'induction que 
et 
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De plus, de la proposition 2.2.2 et du lemme 2.2.3, on déduit que 
Rappelons que Bn- I(O, RI) x,n Bn-I(O, R2 ) = Dn(O, RI , R2 ) par définition d 'un 
M(n)-disque. Ainsi , par la proposition 1.5.8, on trouve que 
où R = J Rî;R~ . Finalement , on peut calculer que 
R = JRi + R~ 
2 ' 
d'où le résultat voulu. • 
Corollaire 2.2.6 
Soit n,p E N* où p 2: 2 et posons c E M(n). 
1 
i) Sin = 1, alors Z E Kf,c {::} IQ;'c(z) 1 :::; r pour toutm E N où r = max{l cl, 2P - 1 }. 
ii) Si n 2: 2, alors Tl E K~,c {::} IIQ;'c(Tl) lin :::; R où 
1 
et r, = max{lc, l, 2 P - 1 } pour tout "( E S2(n). 
DÉMONSTRATION. 
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{=) Par définition des ensembles de Julia, si {Q;'c (77)}~=l est bornée, alors 77 E K~,C" 
~ ) i) Dans le cas où n = 1, démontrons la contraposée, c'est-à-dire que s' il existe 
un mo E N tel que IQ;,g(z) 1 > r, alors z t/:. Ki,c' Posons donc z Ee et 
Zo = Q;,g(z) où IQ;,g(z )1 > r. On sait de la proposition 2.2.5 que Zo t/:. Ki,c, 
d 'où Q;'c(zo) --t 00 . Ainsi , 
Par définition de Ki c' on a donc que z t/:. Ki c' , , 
ii) Dans le cas où n ~ 2, on ut ilise le principe d 'induction. Pour n = 2, on sait 
que C = C'Y2"12 + C'Y2 + 12 ' De plus, on sait que K~ c = Kfc X'Y2 Ki c;:; de la 
, , '1'2 ' "'(2 
proposition 2.2.2. Alors , si 77 E K~ c' on a nécessairement que 77'Y2 E Ki r_ et 
, '~r2 




pour tout mEN où r 'Y2 = max{l c'Y21, 2P - 1 } et r 'Y2 = max{lc'Y21, 2P - 1 }. Par 
ailleurs , du lemme 2.1.2 , on sait que Q;'c(77) = Q ;'02 (77'Y2)"(2 + Q ;'C;y2 (7];:y2)12' 
En calculant la norme de Q ;'c (77) sous sa forme idempotente, de la proposition 
1.5.4, on trouve que 
= R 
en posant R = 
r 2 +r~ 
"(2 2 "(2, d 'où le résultat lorsque n = 2. 
Pour démontrer que la proposition est vraie pour n, on suppose qu 'elle l'est 
pour n - 1 et on procède de manière semblable. Par la proposition 2.2.2 , on 
't Y p - Y P Y P A'" Y p l Y P saI que l'vn ,c - l'vn -l,0n X'Yn l'vn-l,C;yn ' 1nS1, SI 77 E l'vn,c' a ors 77'Yn E l'vn -l,0n 
et 7];:y E K~_ l c;:; . Comme 
n , ln 
C'Yn = L cT'Yn "1 
'YES2(n- 1) 
en posant que 
et 
et 
C'Yn = L c'Y''Yn "l, 
'YE S 2(n- l) 
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1 1 
où r 'Y''Yn = max{l c'Y''Yn l, 2 P - 1 } et r 'Y ''Yn = max{ic'Y''YJ , 2P- 1 } , on déduit par hy-
pothèse d'induction que 
et 
pour tout mEN. Ainsi, en utilisant le lemme 2.1.2 et la proposition 1. 5.4, on 
calcule que 
ce qui vérifie la proposition. • 
De plus, tout comme les Mult ibrots, on peut voir que les ensembles de Julia sont des 
ensembles compacts. 
Proposition 2.2.7 
Soit n,p E N* où p ~ 2 et considérons C E M(n). L 'ensemble K~,c est compact. 
DÉMONSTRATION. Il a déjà été démontré par Milnor que KL est compact [24]. De 
, 
manière générale, on voit de la proposition 2.2.2 que K~ c = K~- l r_ x '" K~- l ~ . Par 
, ' ~rn ln , "Y n 
conséquent , du lemme 2.1.6, comme K~- l ,c,n et K~- l ,C:Yn sont compacts, K~,c doit l'être 
aussi. Ainsi , par le principe d 'induction, on déduit que K~,c est compact pour tout n E N* . 
• 
Aussi, il est déjà connu que l'ensemble Ki,c est connexe si et seulement si 0 fait partie 
de l'ensemble. Cette propriété se généralise au cas multicomplexe. 
Proposition 2.2.8 
Soit n, p E N* où p ~ 2 et considérons C E M( n) . Alors, 
K~ c est connexe {::? 0 E K~ c {::? C E M~ . 
, , 
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D ÉMONSTRATION. La deuxième équivalence se trouve directement par défini tion des 
ensembles de Julia et des Multibrots. Pour ce qui est de la première, on procède par 
induction. 
Pour n = 1, on sait de Milnor [24] que l'ensemble 1C"f,c est connexe ssi il contient les 
points crit iques de Qp,c(z ), c'est-à-dire les points z Ee tels que Q~,c ( Z ) = O. Comme 
Q~,c (z ) = pZP- l , le seul point crit ique de Qp,c(z ) est 0, d 'où le résultat. 
De plus, comme 1C~,c = 1C~- l ,Cyn x 'Yn 1C~- l 'C;Yn par la proposit ion 2.2 .2, on peut voir 
que 
IC~ c est connexe {:} IC~- l r _. et IC~- l c= sont connexes par le lemme 2.1.6, 
, '~Tn ' '""Yn 
{:} 0 E 1C~- l ,Cyn et 0 E 1C~- l 'C;Yn par hypothèse d 'induction, 
{:} O, n + O'Yn E IC~- l r_ x 'Yn 1C~_ 1 c= par défini tion de x 'Yn ' 
'~Tn l "Y n 
{:} 0 E 1C~,c par la proposit ion 2.2.2. • 
Coupes fractales tridimensionnelles 
Les fractales présentées au chapitre 2 sont des objets en 2n dimensions. Ainsi, il n 'est 
pas possible de les visualiser dans leur entièreté. C'est pourquoi on introduit dans ce 
chapitre le concept de coupes tridimensionnelles. Celles-ci permettent de générer diverses 
images des Multibrots et des ensembles de Julia généralisés. Cependant , plusieurs coupes 
sont identiques. En plus de définir les coupes tridimensionnelles, on établit donc une 
relation d 'équivalence permettant d 'identifier quelles coupes sont visuellement les mêmes. 
3.1 Définitions 
Tout d 'abord, le concept central de cette section est celui de coupe tridimensionnelle 
principale. Pour le définir , la notation suivante s'avérera pratique. 
D éfinit ion 3 .1.1 
Soit n E N tel que n ~ 2 et considérons trois uni tés différentes ik, il, im E II(n). On 
note 1I'(ik, il, i m ) le sous-espace vectoriel de M(n ) tel que 
Remarque. L'utilisation des caractères gras est pour rappeler que les unités i k , il et im ne 
sont pas nécessairement des unités imaginaires de base de la forme i m . Elles peuvent aussi 
être l'unité réelle 1 ou encore un produit d 'unités imaginaires de la forme i m1 i m2 . .. imk . 
3 
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FIG URE 3.1 - Le Tétrabrot T2(1 , il, i2) 
D éfinition 3.1.2 - Coupe tridimensionnelle principale 
Soit n,p E N tels que n ,p ~ 2 et considérons trois unités différentes ik, il , im E IT(n) . 
La coupe tridimensionnelle principale de M~ associée aux unités i k , il et im est 
De même, pour c E M( n) , la coupe tridimensionnelle principale de K~ c associée aux 
, 
Remarque. Lorsqu 'il n 'y a aucune confusion possible, on écrit simplement T ou F . 
Exemple 3.1.3. Considérons les trois unités ik = 1, il = il et im = i2 avec l'entier 
p = 2. La coupe T2(1 , il, i2) de l'ensemble de Mandelbrot généralisé ainsi obtenue est le 
Tétrabrot [32, 33], présenté à la figure 3.1. • 
On étudiera davantage les coupes principales des Multibrots que celles des ensembles 
de Julia . Plus de détails sur les coupes tridimensionnelles des ensembles de Julia sont 
présentés par Katunin [17, 18] et par Wang et Song [37]. 
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De plus, on peut définir un autre type de coupe t ridimensionnelle en utilisant la 
représentation idempotente des nombres mult icomplexes. En effet , plutôt que d'utiliser 
des unités ik, il , im E IT(n) , on peut obtenir une coupe tridimensionnelle idempotente en 
choisissant trois unités a , (3 , 6 E S2(n) U i1S2(n). Par exemple, pour n = 3, on a que 
D éfinition 3.1.4 - Coupe tridimensionnelle idempotente de M~ 
Soit n ,p E N tels que n ,p ~ 2 et considérons a , (3, 6 E S2(n) U i1S2(n) , t rois unités 
différentes. La coupe tridimensionnelle idempotente de M~ associée aux unités a , (3 
et 6 est 
77(a , (3, 6) = VectlR {a , (3, 6} n M~. 
Ainsi, les coupes principales et idempotentes sont définies de manière semblable 
seules les unités choisies changent . 
Exemple 3 .1.5. Considérons les trois unités a = 1213, (3 = 1213 et 6 = 1213 avec l'entier 
p = 2. La coupe T,;(J213' 1213, 1213) correspond à l'Earthbrot [36], présenté à la figure 
3.2. • 
Dans ce mémoire, on étudie davantage les propriétés des coupes tridimensionnelles 
principales que celles des coupes idempotentes . Les coupes idempotentes sont définies 
ici simplement dans le but d 'introduire ce concept particulièrement intéressant qui est 
int imement lié aux coupes principales. En effet , le concept est très similaire et permet 
d 'obtenir des coupes tridimensionnelles remarquables. Par exemple, de la figure 3.2, on 
voit que l'Earthbrot correspond clairement à un cube. Pour en apprendre davantage sur 
les coupes idempotentes, il est conseillé de consulter le mémoire de Vallières [36] . 
Pour le reste de ce chapitre, on étudiera les coupes principales T des Multibrots 
généralisés. 
68 CHAPITRE 3. COUPES FRACTALES TRIDIMENSIONNELLES 
3.2 Équivalence entre les coupes principales T 
En générant diverses coupes tridimensionnelles par ordinateur , on réalise rapidement 
que plusieurs coupes sont similaires. Par exemple, le Tétrabrot P (l , il , i2) est identique 
à la coupe P (1 , i l , i 3 ) à symétrie près. En définissant une relation d 'équivalence ent re 
les coupes, il est possible de les classer afin de trouver lesquelles sont visuellement les 
mêmes. 
Avant de définir une relation entre les coupes, il est nécessaire d 'introduire la notation 
suivante . 
D éfinit ion 3.2.1 - E sp ace d es ité r ées 
Soit n,p E N tels que n,p ~ 2 et considérons trois unités différentes ik , il , im E IT(n). 
L'espace 
est l'espace des itérées de Q;'c(O ). 
Plus intuitivement, on peut aussi dire que ItP(ik , il , im ) est l'ensemble de toutes les 
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combinaisons linéaires d'itérées Q;'AO) finies, où C E 1I'(ik ' il , im ). Cet ensemble forme un 
sous-espace vectoriel de M( n) pouvant être égal à M( n) dans certains cas. 
Les différents espaces d'itérées seront caractérisés plus explicitement à la proposition 
4.1. 7. Pour le moment, la définition précédente est suffisante pour établir une relation 
d 'équivalence entre les coupes tridimensionnelles principales de M~. 
Définition 3.2.2 - Relation entre deux coupes tridimensionnelles princi-
pales de M~ 
Soit deux coupes principales 7?(ik ' il , im ) et J,f( iq , ir , is) de l'ensemble M~ et consi-
dérons les espaces vectoriels Nh = ItP(ik, il , im ) et M 2 = ItP(iq, ir , is)· Les coupes 71 
et T2 ont la même dynamique, noté 71 rv T2 , s'il existe un isomorphisme cp : Ml ~ NI2 
tel que cp (1I'( ik, il , im )) = 1I'(iq, ir , is) et 
Une classe d 'équivalence de la relation rv est appelée une dynamique tridimensionnelle 
de M~. 
Remarque. Notons que, dans la définition précédente, l'application cp doit être un iso-
morphisme d'espace vectoriel, c'est-à-dire qu 'elle doit être bijective et linéaire. 
La relation rv de la définition 3.2.2 est une relation d'équivalence. 
DÉMONSTRATION. On doit démontrer que rv est réflexive, symétrique et transitive. 
i) Soit la coupe principale T P(ik, il , im ) et l'ensemble NI = ItP(ik, il , im ). On peut 
facilement vérifier que T rv T en utilisant l'application identité cp('TJ) = 'TJ. 
ii) Soit les coupes principales 7?(ik, il , im ) et J,f(iq, ir , is) et considérons les ensembles 
NIl = ItP(ik, il , im ) et M2 = ItP(iq, ir , is) . Si 71 rv T2 , alors on sait qu 'il existe un 
isomorphisme cp: Ml ~ NI2 tel que cp (1I'( ik, il, im )) = 1I'(iq, ir , is) et, pour tout 
Cl E 1I'(ik ' il , im ), 
(3 .1) 
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Comme <P est bijectif, on sait que <p-l (1l'( iq, ir , is)) = 1l'(ik, il, im). De plus, posons 
C2 E 1l'(iq, ir , is). En utilisant l'égalité 3.1 avec Cl = <p-l(C2), on trouve que 
Ainsi, l'isomorphisme <p-l permet de conclure que 72 rv Tl . 
iii) Soit trois coupes principales 7?(ik' il, im), 7?(iq, ir , is) et 7?(it , iu, iv) telles que 
Tl rv 72 et 72 rv Ys . Considérons aussi Ml = ItP(ik, il, im), M2 = ItP(iq, ir , is) 
et M3 = Ie(it , iu, iv). On sait qu'il existe des isomorphismes <Pl : Ml ~ M2 et 
<P2 : NI2 ~ M3 respectant les hypothèses de la définition 3.2.2. Posons <P : Ml ~ M3 
telle que <P = <P2 0 <Pl. On voit alors que 
<P (1l'( ik, il , im)) = <P2 (<Pl (1l'( ik, il , im))) , 
= <P2 (1l'(iq, ir , is)) , 
On a aussi que, pour tout cE 1l'(ik, il, im), 
<P 0 Qp,c 0 <p - l = (<P2 0 <Pl) 0 Qp,c 0 (<plI 0 <p;-l ) , 
= <P2 0 (<PlO Qp,c 0 <PlI ) 0 <p;-l, 
Q -1 = <P2 0 P,'Pl (c) 0 <P2 , 
= Qp,'P2('Pl(C)) = Qp,<J>(c) . 
Par conséquent, on peut conclure que Tl rv Ys . • 
Des relations d 'équivalence similaires à celle définie en 3.2.2 ont été proposées dans 
d'autres ouvrages [13, 26, 29]. Par exemple, dans [13], on définit que Tl rv 72 s' il existe 
une application <P telle que (<p 0 Qp,c<p-l) (rJ) = Qp,'P(c) (rJ), mais aucune hypothèse sup-
plémentaire sur <P et rJ n 'est spécifiée: la définition 3.2.2 se veut donc plus précise. 
Par ailleurs , Parisé présente dans [26] une définition d 'équivalence plus pointue que 
celle dans [13], mais qui diffère tout de même légèrement de la définition 3.2.2. En effet, 
considérons deux coupes 7?(ik, il, im) et 7?(iq, in is) . À la définition 3.2.2, pour que 
Tl rv 72 , on demande que <P soit telle que 
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La définition 3.8 dans [26] stipule plutôt que i.p doit respecter l'énoncé suivant : 
On peut s'assurer que ces deux hypothèses sont équivalentes dans le contexte . 
Lemme 3.2.4 (Corollaire 3.36 dans [23]) . Soit deux espaces vectoriels El et E2 tels que 
dim El = dim E2 < 00 . Pour toute application linéaire L : El -+ E2' 
L est injective {:::> L est surjective {:::> L est bij ective. 
DÉMONSTRATION. On présente ici un résumé de la preuve. Le résultat découle en grande 
partie du théorème du rang, qui stipule que 
dimEl = dimK + dimI 
où K := {x E El 1 L (x) = O} est le noyau de L et l := L(Ed est l'image de L. De 
plus, pour arriver au résultat , on ut ilise les propriétés suivantes sur l'injectivité et la 
surjectivité d 'applications linéaires définies sur des espaces de dimensions finies [23] : 
i) On peut vérifier que L est injective {:::> K = {O} {:::> dim K = O. Par conséquent, 
L est injective {:::> dim K = O. 
ii) Puisque dim E2 < 00, on pourrait démontrer que 
L est surjective {:::> dim l = dim E2 . 
Ainsi, on obtient que 
L est injective {:::> dim K = 0 
{:::> dim El = dim l 
{:::> dim E2 = dim l 
{:::> L est surjective 
par l'équivalence 3.2, 
par le théorème du rang, 
de l'hypothèse dim El = dim E2, 
par l'équivalence 3.3. 
(3. 2) 
(3.3) 
De cette équivalence, on déduit ensuite aisément que L est surjective ssi L est bijective . 
• 
Proposition 3.2.5 
Pour n = 3, la définition 3.2.2 est équivalente à la définition 3.8 dans !26j. 
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Remarque. On spécifie que n = 3 car la définition 3.8 dans [26J ne s'applique que dans 
ce cas. Tout de même, les arguments utilisés dans la preuve demeurent valides lorsqu 'on 
généralise la défini tion 3.8 au cas général où n ~ 2. 
D ÉMONSTRATION. Rappelons la différence entre les deux définitions : 
(1) dans la définit ion 3.2.2 , on pose que rp est telle que 
rp (1I' (ik, il , im)) = 1I'(iq , ir , is); 
(2) dans la définition de Parisé, on dit plutôt que 
Pour démontrer que les deux définitions sont équivalentes, il suffit donc de vérifier 
que (1) {:} (2). Posons donc Ml = Ie(ik, il , im) et NI2 = Ie(iq, ir , is) et considérons un 
isomorphisme rp : Ml -7 M2. 
::::}) Si rp(1I'( ik, il, im)) = 1I' (iq, ir , is), on a directement que, pour tout C2 E 1I'(iq, ir , is), 
il existe un Cl E 1I'(ik, il , im) tel que rp(CI) = C2. 
{:::) Maintenant, supposons que pour tout C2 E 1I'(iq, in is), il existe un Cl E 1I'(ik ' il , im) 
tel que rp(CI) = C2. Comme rp est bijectif, on sait que rp-l existe. On peut donc 
réécrire cet énoncé comme suit : 
Aut rement dit, on a que rp-l (1I'( iq, ir , is)) ç 1I' (ik, il, im). De plus, on sait que l'appli-
cation rp-l restreinte au sous-domaine 1I' (iq, ir , is) est injective. Du lemme 3.2.4, on 
déduit que rp- l form donc nécessairement une bijection de 1I'(iq, in is) à 1I'(ik ' il , im) 
puisque dim 1I'(iq, ir , is) = dim 1I'(ik ' il , im) = 3 < 00. Par conséquent, on conclut 
que rp- l (1I'( iq, in is)) = 1I' (ik, il , im), d 'où rp (1I'(ik, il , im)) = 1I'(iq, ir , is). • 
Il existe une aut re définition d 'équivalence similaire à la définition 3.2.2 proposée par 
Rochon et Parisé dans [29J dans le cas où n = 3. Effectivement, dans cet art icle, on ne 
demande pas que rp (1I' (ik, il , im)) = 1I'(iq, ir , is) : on st ipule plutôt que l'équation 3.4 doit 
être respectée, comme dans la définit ion 3.8 de Parisé [26J. Aussi, en plus des hypothèses 
inclues dans la définit ion 3.2.2 , rp doit nécessairement être définie sur tout l'espace M (n ) 
et l'égali té 
(3 .5) 
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doit être vérifiée en tout point ry E M(n). Rappelons que la définition 3.2.2 demande 
seulement que rp soit définie sur l'espace des itérées ItP(ik, il , im ) et que l'égalité précédente 
soit respectée sur ce domaine. 
Lemme 3.2.6. Soit Ml = ItP(ik, il , im ) et M 2 = ItP(iq , ir , is) et considérons un isomor-
phisme rp : Nh -+ NI2. Si l 'égalité (rp 0 Qp,c 0 rp-1 ) (ry) = Qp,cp(c)(ry) est vérifiée pour tout 
c E 'll'( ik ' il , im ) et pour tout ry E M2' alors 
Remarque. Le lemme reste valide lorsque rp : M( n) -+ M( n). 
DÉMONSTRATION. Par hypothèse, on sait que l'égalité est vérifiée dans le cas où m = 1. 
On déduit donc que 
(rp 0 Qp,c) (() = (Qp,cp(c) 0 rp ) (() \I( E NIl 
en composant par rp de chaque côté de l'égalité. Maintenant , supposons que l'égalité est 
vérifiée pour un certain mEN. Alors , on calcule que 
(rp 0 Q;':l 0 rp-1 ) (ry) = (rp 0 Qp,c 0 Q;'c 0 rp-1 ) (ry) , 
= (Q p,cp(c) 0 rp 0 Q;'c 0 rp-1 ) (ry) , 
= (Q p,cp(c) 0 Q;'cp(C) ) (ry), 
= Q;':(~)(ry). 
Par le principe d 'induction , on obtient donc le résultat voulu. 
Proposition 3.2.7 
Soit deux coupes principales 7?(ik ' il , im ) et Ti(iq , ir , is). Si Ti rv T2 au sens de la 
définition 4 dans (29), alors Ti rv T2 au sens de la définition 3.2.2. 
• 
DÉMONSTRATION. Considérons deux coupes principales 7?(ik, il , im ) et Ti (iq , ir , is) de 
M~. Posons aussi les ensembles Ml = ItP(ik, il , im ) et M 2 = Ie(iq , i r , is). 
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Supposons que ~ rv T2 au sens de la définition 4 dans [29], c'est-à-dire qu'il existe 
un isomorphisme rp : M(n) -t M(n) tel que l'équation 3.4 est respectée et 
(rp 0 Qp,c 0 rp-l ) (ry) = Qp,<p(c)( ry) Vc E 1I'(Îk, Îl , Îm) , Vry E M(n). (3.6) 
Comme cette égalité est vraie Vry E M(n), elle l'est en particulier Vry E M 2 . De plus, par 
preuve de la proposition 3.2.5, on sait que rp(1I'(Îk, Îl, Îm)) = 1I'(Îq, Îr, Îs) . Il ne reste donc 
qu'à vérifier que rp(Md = M 2 · 
Du lemme 3.2.6, on a 
(rp 0 Q;'c 0 rp-l ) (ry) = Q;'<p(c)(ry) Vc E 1I'(Îk, Îl , Îm) , Vry E M(n), 
{:} rp (Q;'c(ry)) = Q;'<p(c) (rp(ry)) Vc E 1I'(Îk , Îl, Îm) , Vry E M(n) . (3.7) 
Par définition de Ml , on sait que tout ( E lVh peut être écrit comme une combinaison 
linéaire d 'itérées, c'est-à-dire que 
J 
( = L ajQ;'~j (0) où aj E IR. 
j=l 
Par la linéarité de rp et par l'équation 3.7, on trouve donc que 
'1'( () = '1' (t, ajQ;:1/0)) = t, aj 'P ( Q;:1j (0)) = t, ajQ;~('j) (0) 
Comme rp(Cj) E 1I'(Îq, Îr , Îs) pour tout Cj E 1I'( Îk , Îl , Îm) , on déduit que rp(() E M2 par 
définition de M2 . Ainsi , on a rp (MI ) ç M2 . 
Pour montrer que M2 ç rp (MI ) , on doit s'assurer que tout ç E M2 possède une 
préimage X E Ml' Par définit ion de M2 , on peut poser que ç s'écrit sous la forme 
K 
ç = L akQ;'~k (0) E M2 
k=l 
où Ck E 1I'(Îq, Îr, Îs) pour tout k = 1,2, ... , K . On vérifie aisément que 
K 
X = L akQ;~- l(Ck)(O) E Ml 
k= l 
est tel que rp(X) = ç. Par conséquent , lVI2 ç rp(MI ) . 
Ainsi , rp(MI ) = lVI2 et on en déduit que la fonction rp restreinte à Ml forme une 
bijection de Ml à M 2 , c'est-à-dire que la définition 4 dans [29] implique la définition 
3.2.2. • 
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Conjecture 3.2.8. La réciproque de la proposition 3.2.7 est vraie. Autrement dit, deux 
coupes principales équivalentes au sens de la définition 3.2.2 le sont aussi au sens de la 
définition 4 dans (29). 
Pour démontrer cette conjecture, il faudrait prouver que s' il existe un isomorphisme 
r.p entre Ml = ItP(ik, il , im ) et M 2 = ItP(iq, ir , is ) tel que r.p (1r(ik, il, im )) = 1r(iq, ir , is) 
et r.p 0 Qp,c 0 r.p-l = Qp,<p(c) , alors on peut aussi définir un isomorphisme <I> sur tout 
l 'espace M(n) ayant les mêmes propriétés. On peut vérifier que ce constat est vrai dans 
plusieurs cas. En effet, dans le cas tricomplexe par exemple, il semble toujours possible 
de généraliser r.p : Ml ---7 M 2 à <I> : 1re ---7 1re en s'assurant que 
On construit ainsi un isomorphisme d 'algèbre sur 1re, c'est-à-dire que <I>(7]() = <I>(7])<I>(() 
pour tout 7] , ( E 1rC Par conséquent , il devient évident que <I>(7]P) = <I>(7])P et on en 
déduit que <I> 0 Qp,c 0 <I> - l = Qp,if>(c) sur tout l'espace 1rC Cependant , une preuve formelle 
de ce constat est difficile à établir . 
Exemple 3.2.9. Soit Ml = It2(1, il, i2) et M 2 = It2(1, il, i3). On démontrera à la pro-
position 4.1. 7 que 
Ainsi , on pourrait vérifier que la bijection r.p : Nh ---7 NI2 telle que 
est un isomorphisme tel que , pour tout cE 1r(1, il, i2) et tout 7] E Ml , 
(3.8) 
Pour étendre cet isomorphisme à tout le domaine 1re, posons <I> : 1re ---7 1rC tel que 
<I>(7]) = r.p(7]) pour tout 7] E Ml· Par la suite, il suffit de bien choisir les images <I>(i3) , 
<I>(i li3), <I>(i2i3) et <I> (i li2i3). 
Plusieurs choix sont possibles : on pourrait, par exemple, poser <I> ( i3) = i2 ou 
<I>(i3) = ili2i3 puisque i~ = i~ = (ili2i3)2 = -1. Posons arbitrairement <I> (i3) := i2. 
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Ensuite, on peut en déduire les autres images <I>(i1i3), <I>(i2i3) et <I>( i l i2i3) de la manière 
suivante : 
<I>(i l i3) := <I>( i l )<I> (i3) = i l i2; 
<I>(i2i3) := <I>( i2)<I> (i3) = i3i2 = i2i3; 
<I>(i l i2i3) := <I>( i l )<I>(i2)<I> (i3) = ili3i2 = ili2i3' 
Ainsi, on pourrait démontrer que l'isomorphisme <I> : 1I'C -+ 1I'C tel que 
<I> (XI + X2il + X3i2 + X4ili2 + X5i3 + X6i li3 + X7i2i3 + X8i li2i3) 
= Xl + X2 i l + X3i3 + Xéli3 + X5i2 + X6i l i2 + X7i2i3 + X8i l i2i3' 
satisfait aussi l'égalité 3.8 pour tout TJ E M(n) en vérifiant que <I>(TJ() = <I> (TJ)<I>(()· 
3.3 Implication de la relation d 'équivalence 
La relation d 'équivalence définie en 3.2.2 n'est pas très intuit ive. Tout de même, elle 
possède un sens géométrique. En effet , lorsque deux coupes Ti et 0. sont équivalentes 
selon la relation rv, on peut démontrer que l'isomorphisme <p allant de NIl à NI2 forme 
en fait une bijection de Ti à 0. . 
Proposition 3.3.1 
Soit deux coupes principales 7?(ik, il, im) et 7l(iq, ir , is) et considérons les ensembles 
Ml = Ie(ik, il, im) et NI2 = ItP(iq, ir , is). Si Ti rv 0., alors il existe un isomorphisme 
<p: Ml -+ NI2 tel que <p (Ti) = 0.. 
Autrement dit, deux coupes équivalentes Ti et 0. sont obtenues l 'une de l 'autre par 
une transformation linéaire. 
D ÉMONSTRATION . Puisque Ti rv 0., on sait qu'il existe un isomorphisme <p : NIl -+ NI2 
tel que <p(1I'( ik, il, im)) = 1I'(iq, ir , is) et 
( <p 0 Qp,c 0 <p- l) (TJ) = Qp,cp(c)(TJ) Ve E 1I'(ik, il, im), VTJ E M2 . 
Par définition de Ti , on sait que Ti ç 1I'(ik, il, im). De plus, pour tout e E 1I'(ik, il , im), 
on sait que e = Qp,c(O) E Ml' Par conséquent , Ti ç 1I'(ik, il, im) ç Ml : l'isomorphisme 
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cp est donc défini sur tout l'ensemble ~ . Par un raisonnement semblable, on déduit que 
T2 ç M 2 · 
Aussi, comme cp est linéaire, on sait que Il cp(7]) li n::; CII7]l ln \/7] E Ml pour une certaine 
constante C E ]R*. En effet , cette propriété est connue pour les applications linéaires sur 
]R2n et l'espace vectoriel normé M(n) est isométrique à ]R2n . On en déduit donc qu 'elle 
est vraie aussi sur M ( n). De même, il existe une certaine constante D E ]R* telle que 
Il cp-l (7])lln ::; DII7]ll n pour tout 7] E M 2 · Comme cp est une bijection , on peut dire de 
manière équivalente que 1I"71 1n ::; DI ICP( 7] )lln pour tout 7] E M l' 
De plus, par la linéarité de cp-\ on a nécessairement que cp- l (0) = O. Ainsi, 
De même, 
IIQ;'c(O)!In = Il (Q;'c ° cp-l) (0) !In 
~ ~ Il (cp ° Q;'c ° cp-l) (O)!In 
= ~ IIQ;'cp(c) (0) !In 
IIQ;'cp(c) (O)!In = Il (cp ° Q;'c ° cp-l) (0) !In 
~ ~ Il ( Q;'c ° cp-l) (0) !In 
= ~ IIQ;'c(O)!In 
car 0 = cp - 1 ( 0 ) , 
1 
car 117]l ln ~ C Il cp( 7]) lin, 
par le lemme 3.2.6. 
par le lemme 3.2.6, 
1 
car Il cp(7]) lin ~ DII7] lln, 
car cp - 1 ( 0) = o. 
En utilisant ces deux derniers résultats, on obtient donc que 
c E ~ {:} {Q;'c (O ) } :=1 est bornée, 
{:} {Q;'cp(c) (0) } :=1 est bornée, 
{:} cp (c) E T2 . 
Comme c E ~ {:} cp(c) E T2 , on conclut que cp forme une bijection entre les coupes ~ et 
T2. • 
Géométriquement, ce dernier résultat signifie que deux coupes équivalentes selon la 
relation rv telle que définie en 3.2.2 sont liées par une transformation linéaire, c'est-à-dire 
une composition de réflexions (ce qui inclut les rotations), de dilatations (ce qui inclut 
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FIGURE 3.3 - Transformation linéaire L(x , y , z ) = e; -y , x + y + ~ , ~ + 3; ) appliquée 
sur un cube unitaire 
les homothéties) et de transvections [25] . Un exemple d 'une telle transformation dans]R3 
est présenté à la figure 3.3. 
Comme on peut le voir , la proposit ion 3.3.1 ne garantit pas que deux coupes équi-
valentes sont isomét riques. Tout de même, c'est ce qu'on peut observer en pratique. Ce 
constat demeure cependant à démontrer . 
Classification des coupes principales de M~ 
Dans ce chapitre, on présente les différentes classes d 'équivalence de coupes princi-
pales T . Pour ce faire, on étudie d 'abord les espaces des itérées afin de leur trouver une 
base finie. Ainsi, ces espaces pourront être exprimés de manière moins abstraite qu'au 
chapitre précédent. Ensuite, il sera possible de définir des isomorphismes <p : NIl ---+ M 2 
entre les espaces Nh et M 2 ayant des propriétés similaires afin d 'établir les coupes qui 
sont équivalentes. 
Ce chapitre aborde donc plus en détail les résultats de Brouillette et Rochon [5], qui 
sont essentiellement une généralisation de ce qui avait été trouvé par Parisé [26] . 
4.1 Explicitation des espaces des itérées 
Afin de classer les coupes tridimensionnelles principales , les notations suivantes seront 
ut iles. 
Définition 4. 1.1 
Soit n E N tel que n 2:: 2 et considérons trois uni tés différentes ik, il, irn E TI(n) . On 
défini t 
4 
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Définition 4.1.2 
Soit n E N tel que n ~ 2 et considérons trois unités différentes ik, il , im E ll(n) . On 
définit 
Remarque. En particulier, on voit que §(il , i2, i3) = TC. 
Lemme 4.1.3. Soit n E N tel que n ~ 2 et considérons trois unités ik, il , im E ll(n) 
différentes. Alors, 
i) le sous-espace MI( l , il , im) est fermé sous la multiplication; 
ii) le sous-espace §(ik, il , im) est aussi f ermé sous la multiplication; 
iii) si TJ E MI(ik, il , im), alors TJP E MI(ik ' il , im) lorsque p est impair. 
D ÉMONSTRATION. Les trois énoncés se démontrent par vérification algébrique. 
i) Considérons TJ , ( E MI( l , il , im) tels que 
On a que TJ . ( E MI( l , il , im) puisque 
TJ . ( = (Xl + X2 il + X3 im + x4iâm)(YI + Y2 il + Y3 im + Y4iâm ), 
·2 ·2 ·2·2 
= XIYI + X2Y211 + X3Y3 1m + X4Y4111m 
+ (XIY2 + X2YI + X3Y4i~ + X4Y3 i~) il 
+ (XIY3 + X3YI + X2Y4 i? + X4Y2 i?) im 
+ (X2Y3 + X3Y2 + XIY4 + x4Yd iâm . 
ii) Pour tout TJ , ( E §(ik, il , im), on trouve que TJ . ( E §(ik, il , im) de manière similaire 
au cas précédent. 
iii) Pour le dernier énoncé, posons TJ E MI(ik ' il , im) tel que 
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On voit que 
et 
·2 ·2 ·2 ·2 ·2·2 
'Tl' IL = XIYl 1k + X2Y2 l l + X3Y3 l m + X4Y4lk1l1m 
+ (XIY2 + X2YI + X3Y4 i~ + X4Y3 i~) ikil 
+ (XIY3 + X3YI + X2Y4 i ; + X4Y2 in ikim 
+ (X2Y3 + X3Y2 + XIY4 i~ + x4Yâ~)iIÏm 
'Tl' v = (XIWI + X2W2 i ; + X3W3i~ + X4W4i; i~) ik 
+ (X2WI + Xl w2 i~ + X3W4i~ + X4W3i~ i~) il 
+ (X3WI + XIW3i~ + X2W4 i ; + X4W2 i~ in im 
+ (X4W I + Xl W4 + X2W3 + X3W2)ikiIÏm ' 
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Autrement dit, 'Tl' IL E M(ikil ' ikim, iIÏm) et 'Tl' v E M(ik ' il , im). À partir de ces 
deux arguments , on vérifie que 
Par la suite, on peut vérifier par induction que 'TlP E M(ik, il , im) pour tout p impair 
de manière similaire. • 
Le prochain lemme permet d'établir les conditions nécessaires pour simplifier un 
nombre multicomplexe de l'espace §(ik, il, im). 
Lemme 4.1.4. Soit n E N tel que n ;::: 2 et considérons trois unités ik, il , im E ll(n) 
différentes. Soit 'Tl E §(ik, il , im) tel que 
Le nombre 'Tl peut être exprimé en fonction de moins de huit composantes réelles ssi 
iIÏm = ± ik ou une des unités ikl il ou im est 1. 
DÉMONSTRATION. Pour que 'Tl puisse être exprimé en fonction de moins de huit com-
posantes réelles, il faut qu'au moins une des unités parmi les huit soit égale à une autre 
unité (au signe près) . Par exemple, il faudrait que l'unité associée à Xl, qui est 1, soit 
équivalente à l'unité associée à une autre composante X i ' Pour ce cas particulier, en 
considérant toutes les unités X i ou i =1= 1, on trouve les possibilités suivantes: 
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i) 1 = ± ik =? 1 = ik ; 
ii) 1 = ± il =? 1 = il ; 
iii) 1 = ± im =? 1 = im ; 
iv) 1 = ± ikil =? ik = il ; 
v) 1 = ± ikim =? ik = im ; 
vi) 1 = ± ilim =? il = im ; 
vii) 1 = ± ikilim =? iJÏm = ± ik ou ikim = ± il ou ikil = ± im. 
Remarquons que les cas iv), V) et vi) ne peuvent être considérés car les unités sont toutes 
distinctes par hypothèse. Ainsi, en supposant que l'unité associée à Xl est équivalente à 
une autre unité, on trouve qu'une des unités doit être 1 ou qu'une des unités doit être le 
produit des deux autres. De plus, 
c'est-à-dire que si une unité peut être exprimée en fonction des deux autres, alors c'est le 
cas pour les trois unités. Par conséquent , dans ce cas, on trouve que iJÏm = ± ik ou un 
des unités ik, il ou im est 1. 
Si on suppose que l'unité associée à Xi, où i E {1 , 2, ... , 8}, est équivalente à une 
autre unité, on arrive aux mêmes conclusions que précédemment. En vérifiant tous les 
cas possibles, on obtient donc le résultat voulu. • 
Remarque. Pour le reste du travail , si une des unités ik, il ou im est 1, alors on considérera 
que i k = 1 sans perte de généralité. 
On voit donc du dernier lemme qu 'un nombre Tl E §(ik, il , im) peut seulement être 
simplifié lorsque certaines conditions sont vérifiées. Ce constat permet de trouver plu-
sieurs résultats en considérant séparément le cas où Tl est simplifiable et le cas où Tl ne 
l'est pas. 
Lemme 4.1.5. Soit n,p E N tels que n ,p > 2 et considérons trois unités différentes 
ik , il , im E TI(n). Soit M = ltP(ik , il , im). 
i) Si p est pair et que ik = 1 ou ilim = ± ik, alors dim M ~ 4. 
ii) Si p est pair mais que ik =1- 1 et iJÏm =1- ± ik, alors dim M ~ 8. 
iii) Si p est impair, alors dim M ~ 4. 
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D ÉMONSTRATION . Soit l'espace vectoriel M = Ie(ik, il , im). En résumé, dépendant du 
cas à prouver, il suffit de trouver quatre ou huit vecteurs linéairement indépendants dans 
NI : ici, les vecteurs sont des valeurs de la forme Q;'c(O). 
Dans tous les cas, les trois valeurs Qp,ik (0) = i k , Qp,il (0) = il et Qp,irn (0) = im sont des 
vecteurs de M linéairement indépendants. Par la suite, chacun des cas doit être considéré 
séparément. 
i) Supposons d 'abord que p est pair et que ik = 1 ou ilim = ± ik . Considérons 
Cl = al il + im où al E IR,* . On peut trouver au moins une valeur al E IR,* telle 
que (a Ô I + im)P = Xn + x l2itim avec des valeurs Xn, X l 2 E IR,* non nulles. En effet , 
en développant l'expression (aÔI + im)P à l'aide du théorème binomial, on obtient 
Ces deux dernières sommes sont en fait des polynômes réels en al de degrés p et 
p - 1 respectivement. Ainsi, il existe au plus 2p - 1 valeurs réelles al telles qu'un 
de ces polynômes est nul. Par conséquent , il existe une infinité de valeurs a l telles 
que ces deux sommes sont non nulles. 
Posons donc al E IR, tel que c!{ = (a Ô I + im)P = Xn + X12 ilim où XU, Xl2 E IR,* sont 
non nulles. On obtient donc que 
Comme les quatre vecteurs Qp,ik(O) , Qp,il (O), Qp, irn(O) et Q~,C! (0) sont linéairement 
indépendants, on déduit que dim NI 2: 4. 
ii) Supposons maintenant que p est pair mais que ik =1= 1 et ilim =1= ± ik . Considérons 
la même constante Cl ainsi que les deux nouvelles constantes C2 = a2ik + il et 
C3 = a 3i k + im telles que ~ = X21 + X22 ikil et ~ = X31 + X32ikim où les composantes 
X21 , X22, X31, X32 E IR,* sont non nulles. Ces constantes existent par un raisonnement 
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semblable au cas précédent. On a donc que 
Q; ,Cj (0) = Xll + a l i l + im + X12 i JÏ ITI , 
Q;,C2 (0) = X 2l + a2 ik + il + X22 i k i l , 
Q;,C3 (0) = X3l + a 3ik + im + X32 ikim ' 
De plus, posons Co = ik + il + i m . On peut calculer que 
où Yj E lR et Ys -=J- O. Par conséquent , considérant ces cinq derniers vecteurs ainsi que 
les trois vecteurs Qp,ik (0) , Qp,il (0) et Qp,irJ O), on voit qu'on peut t rouver au moins 
huit vecteurs linéairement indépendants dans M , c'est-à-dire que dim M 2 8. 
iii) Finalement , supposons que p est impair. En ut ilisant de nouveau Co = ik + il + i m , 
on peut calculer que 
où Uj E lR et U 4 -=J- O. En considérant cet te itérée ainsi que Qp,ik (0), Qp,dO ) et 
Qp,im (0), on voit que dim NI 2 4. • 
De ces derniers résultats, il est possible de t rouver une base de l'espace ItP(ik, il , im ) , 
et ce, peu importe les hypothèses posées sur l'exposant p et sur les unités i k , il et i m . 
Pour ce faire, la notion suivante d 'algèbre linéaire sera utile. 
Lemme 4.1.6 (Théorème 4.17 dans [20]) . Soit deux espaces vectoriels E l et E 2 de di-
m ensions fin ies. Si E l ç E 2' on a dim E l ~ dim E 2 . En particulier, si dim E l = dim E 2' 
alors E l = E 2 · 
Proposition 4.1. 7 
Soit n , p EN tels que n , p 2 2 et considérons trois unités différentes ik, il , im E IT( n) . 
Considérons l'ensemble M = ItP(ik, il , im ). Alors, 
i) si p est pair et que ik = 1 ou iJÏm = ± ik, alors M = M( l , il , im ) ; 
ii) si p est pair m ais que ik -=J- 1 et ilim -=J- ± ik, alors M = S(ik, il , im ) ; 
iii) si p est impair, alors NI = M( ik, il , i m ) . 
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D ÉMONSTRATION . Posons NI = ItP(ik, il , im ). 
i) Supposons d 'abord que p est pair. Alors , dans le cas où ik = 1 ou iâm = ± ik, on 
peut démontrer que Q;'c(O) E M(1 , il , im ) Vm EMet Ve E 1I'(ik ' il , im ). En effet , on 
vérifie facilement que 
si ik = 1, 
c'est-à-dire que Qp,c (O) E M(I , il , im ). Ensuite, supposons que Q;'c(O) E M(I , il , im ) 
pour un certain mEN. On sait du lemme 4.1.3 que M(I , il , im ) est fermé sous la 
multiplication et l'addition. Comme Q;,: l(O) = (Q;'c(O) r + e, on en déduit que 
Q;,:l(O) E M(I , il , im ). On conclut ainsi que Q;'c( O) E M(I, il , im ) Vm E M par le 
principe d 'induction, d 'où NI ç M(I, il , im ). 
De plus, on sait du lemme 4.1.5 que dim M ~ 4. Aussi, comme M ç M(I, il , im ), 
on sait du lemme 4.1.6 que dim M :::; dim(M(I , il , im )) = 4. Ainsi , on trouve que 
dim NI = 4 = dim(M(1 , il , im )) . Comme M ç M(I , il , im ), on en déduit du lemme 
4.1.6 que M = M(I , il , im ). 
ii) Supposons maintenant que p est pair mais que ik =1 1 et ilim =1 ±ik. On voit 
facilement que Qp,c(O) E §(ik, il , im ). Ensuite, de manière semblable au cas précé-
dent , on peut démontrer que Q;'AO) E §(ik, il , im ) Vm E M par induction puisque 
§(ik, il , im ) est fermé sous l'addition et la multiplication selon le lemme 4.1.3. Ainsi, 
M ç §(ik, il , im ). 
Par conséquent, on déduit que dim M :::; dim(§(ik, il , im )). Du lemme 4.1.5, on 
sait que dim NI ~ 8 = dim(§(ik, il , im )) et donc dim M = dim(§(ik, il , im )). Sa-
chant que M ç §(ik, il , im ) et dim M = dim(§(ik, il , im )), on peut conclure que 
M = §(ik , il , im ). 
iii) Finalement, supposons que p est impair. On sait que Qp,c(O) E M(ik, il , im ). De plus, 
on a du lemme 4.1.3 que 'rIP E M(ik, il , im ) lorsque 'ri E M(ik, il , im ) et M(ik ' il , im ) 
est fermé sous l'addition. Ainsi, on peut vérifier que Q;'c(O) E M(ik, il , im ) pour 
tout m E M, d'où M ç M(ik, il , im ). 
On déduit donc que dim M :::; dim(M(ik' il , im ). Du lemme 4.1.5, on sait aussi que 
dim M ~ 4 = dim(M(ik, il , im )) , d 'où dim M = dim(M(ik, il , im )). Étant donné que 
M ç M(ik ' il , im ) et dim M = dim(M(ik, il , im )) , on conclut que M = M(ik ' il , im ) . 
• 
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Ce théorème permet donc de voir que l'espace ItP(ik, il , irn ) est engendré par seulement 
quelques unités qui dépendent de ik, il et irn . Bref, pour trouver la base de ltP(ik, il , irn ) , 
il suffit essentiellem nt de vérifier si p est impair et, dans le cas contraire, si une des trois 
unités est 1 ou si une unité peut être exprimée en fonction des deux autres. 
4.2 Classes d'équivalence des coupes principales T 
Les coupes tridimensionnelles principales des Multibrots tricomplexes M~ et M~ ont 
déjà été classées par Parisé [26]. Il est possible de g'néraliser cette classification aux 
M ultibrots multicomplexes. 
Proposition 4.2.1 
Soit n ,p E N tels que n 2 2 et p E {2 , 3} et considérons ik, il , irn , iq, ir , is E ll(n) telles 
que ik, il et irn sont différentes deux à deux et iq, ir et is le sont aussi. 
De plus, posons comme hypothèse que i~ = i~ , if = i~ et i~ = i; et 
i) si p = 2 et ik = 1 ou ilirn = ± ik, on pose alors comme hypothèse que iq = 1 ou 
iris = ± iq selon le cas; 
ii) si p = 2 mais ik -=1= 1 et iJÏrn -=1= ± ik, on pose que iq -=1= 1 et iris -=1= ± iq ; 
iii) si p = 3, on ne pose aucune hypothèse supplémentaire. 
Dans chacun des cas précédents, on a que 7?(ik, il , irn ) rv 7?(iq, ir , is). 
DÉMONSTRATION. Cette démonstration est principalement inspirée de preuves présen-
tées par Garant-Pelletier et Rochon [13] ainsi que Parisé [26] . 
Soit Ml = ItP(ik, il , irn ) et M 2 = ltP(iq , ir , is). Pour démontrer que Ti rv 72 , on 
considère séparément chacun des cas i), ii) et iii). 
i) D'abord, considérons le cas où p = 2 en posant l'hypothèse que l k 1 ou 
ilirn = ± ik· De la proposition 4.1.7, on sait que Ml = M( l , il, irn ). 
a) Si ik = 1, considérons des unités iq , ir , is E ll( n) telles que iq = 1, i~ = if 
et i; = i~. Ainsi, par la proposition 4.1.7, on sait que M 2 = M( l , ir , is). Par 
conséquent , considérons la bijection linéaire cp : Ml ----7 M 2 telle que 
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On remarque que <p(c) E 1I'(l , ir , is) pour tout C = Cl +C2il +C3im E 1I' (l , il , im). 
De plus, pour tout TJ = Xl + X2ir + X3 is + X4iris E M2, comme if = i; et i~ = i;, 
on peut calculer que 
Q2,c(<p-I(TJ )) = (Xl + X2 il + X3im + X4ilim)2 + Cl + C2 il + C3irri , 
= (xi + x~ i~ + x~ i:n + x~ i~ i:n + cd 
+ (2XIX2 + 2X3X4 i:n + c2) il 
+ (2 XIX3 + 2X2X4 i~ + c3 )im 
+ (2XIX4 + 2X2X3) ilim, 
= (xi + x~ i; + x~ i; + x~ i; i; + Cl) 
+ (2XIX2 + 2X3X4 i; + c2) il 
+ (2XIX3 + 2X2X4 i; + c3) im 
+ (2XIX4 + 2X2X3 )iJÏm. 
De la même manière, on trouve que 
Q2,cp(c) (TJ ) = (Xl + X2 ir + X3 is + X4iris? + Cl + C2 ir + C3is, 
= (xi + x~ i; + x~ i; + x~ i; i; + cd 
+ (2XIX2 + 2X3X4 i; + c2 )ir 
+ (2XIX3 + 2X2X4 i; + c3 )is 
+ (2XIX4 + 2X2X3 )iris. 
Ainsi, pour tout cE 1I'(l , il , im) et tout TJ E M2' on a que 
Par définit ion de la relation rv, on conclut donc que ~ rv T2 . 
b) Lorsque ilim = ± ik, en plus des hypothèses i~ = i~ , i; = if et i; = i~ , on 
pose que iris = ± iq . Ainsi, on a que M 2 = M( l , ir , is) et on peut considérer la 
même application <p : Ml --t M2 telle que 
Ensuite, on peut démontrer de manière semblable au cas précédent que 
d 'où ~ rv T2 . 
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ii) Dans le cas où p = 2 mais ik =1= 1 et ilim =1= ± ik, on sait de la proposition 4. 1. 7 que 
M l = §(ik , il , im) . En posant que iris =1= ± iq, on a aussi que M 2 = §(iq, ir , is) . Par 
conséquent, on peut définir une bijection linéaire <p : Nh -+ M 2 en posant 
<P(X I + X2 ik + X3il + X4 im + X5 ikil + X6ikim + X7ilim + XSikilim) 
= Xl + X2 iq + X3 ir + X4 is + X5 iqir + X6iqis + X7iris + xS iqiris. 
De plus, pour tout c = cl ik+C2il +C3im E 1l'(ik, il , im) , on voit que <p(c) E 1l' (iq, ir , is). 
Ainsi, en posant 
·2 ·2 ·2 ·2 ·2 ·2 l l comme I k = I q , II = I r et l m = l s , on peut ca cu er que 
Q 2,c (<p - I("l )) = (Xl + X2 ik + X3 il + X4im + X5ikil 
+ X6ikim + X7ilim + Xsikilim) 2 + cl ik + C2 il + C3im, 
= (xi + x~ i~ + x~ i~ + x~i~ 
+ x~ i~ i~ + x~i~ i~ + x~i~ i~ + x~i~ i~ i~ ) 
+ (2 X IX2 + 2X3X5i~ + 2X4X6i~ + 2X7Xsi~ i~ + cI) ik 
+ (2 X IX3 + 2X2X5i~ + 2X4X7i~ + 2X6Xsi~ i~ + c2) il 
+ ( 2 XIX4 + 2X2X6i~ + 2X3X7i~ + 2X5Xs i~ i~ + c3) im 
+ (2 X IX5 + 2 X2X3 + 2X4Xsi~ + 2X6X7 i~) ikil 
+ (2 XIX6 + 2 X2X4 + 2X3Xsi~ + 2X5X7in ikim 
+ (2 X IX7 + 2 X3X4 + 2X2Xsi~ + 2X5X6i~ ) i l im 
+ (2 X IXS + 2 X2X7 + 2 X3X6 + 2X4X5) ikilim, 
= (X2 + x2i2 + x2i2 + x2i2 1 2 q 3 r 4 s 
+ x2i2 i2 + x2i2 i2 + x 2ei2 + x2i2 i2i2) 5 q r 6 q s 7 r s S q r s 
+ (2 X I X2 + 2 X3X5 i ; + 2 X4X6 i ; + 2X7Xsi; i; + cd ik 
+ ( 2 XIX3 + 2X2X5 i~ + 2 X4X7 i ; + 2X6Xsi~ i; + c2) il 
+ ( 2 X I X4 + 2X2X6 i~ + 2 X3X7 i ; + 2X5Xsi~ i; + c3) im 
+ ( 2 XIX5 + 2 X2X3 + 2 X4XS i ; + 2X6X7i;) ikil 
+ ( 2 XIX6 + 2 X2X4 + 2 X3XS i ; + 2X5X7i;) ikim 
+ (2 X I X7 + 2 X3X4 + 2X2Xs i~ + 2X5X6i~ ) ilim 
+ (2 X IXS + 2 X2X7 + 2 X3X6 + 2X4X5 )ikitim' 
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De la même manière, on trouve que 
Q2,cp(c)(Tl) = ( Xl + X2 Îq + X3 Îr + X4 Îs + X5 Îq Îr 
+ X6 ÎqÎs + X7 Îr Îs + X8 Îq Îr Îs ) 2 + CÔq + C2 Î r + C3 Îs, 
= (X2 + X 2Î2 + x 2e + x 2e l 2 q 3 r 4 s 
+ X2Î2 Î2 + x 2e Î 2 + X2Î2Î2 + X2Î2 Î2Î2) 5 qr 6 qs 7rs 8 qrs 
+ (2XIX2 + 2X3X5 Î ; + 2X4X6 Î; + 2X7X8 Î; Î; + CI) Îq 
(2 2 ·2 2 · 2 2 · 2 · 2 ) . + XIX3 + X2X5 lq + X4X7 l s + X6X8 lqls + C2 Ir 
(2 2 ·2 2 · 2 2 · 2 · 2 ) . + XIX4 + X2X6 lq + X3X7 lr + X5X8lqlr + C3 l s 
+ (2XIX5 + 2X2X3 + 2X4X8 Î; + 2X6X7Î;) ÎqÎr 
+ (2XIX6 + 2X2X4 + 2X3X8 Î; + 2X5X7Î;) ÎqÎs 
+ (2XIX7 + 2X3X4 + 2X2X8 Î~ + 2X5X6Î~) ÎrÎs 
+ (2XIX8 + 2X2X7 + 2X3X6 + 2X4X5) ÎqÎrÎs. 
Ainsi, on conclut que, pour tout C E 1I'( Î k , Îl , Îm ) et tout Tl E M2 , on a que 
c'est-à-dire que Ti rv 72 . 
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iii) Finalement , considérons le cas où p = 3. De la proposition 4. 1.7, on sait que NIl 
et NI2 sont tels que Ml = M(Îk , Îl, Îm ) et M2 = M(Îq , Îr , Îs). Ainsi , considérons la 
bijection linéaire r.p : Nh -7 NI2 telle que 
Il est évident que r.p(c) E 1I'( Îq , Îr , Îs) pour tout C = CÔk + C2 ÎI + C3Îm E 1I'(Î k , ÎI , Îm ). 
De plus, en posant Tl = X Ôq + X2 Îr + X3 Îs + X4ÎqÎrÎs E M2 ' on peut calculer que 
Q3,c(r.p- I(Tl)) = (XI Îk + X2 ÎI + X3 Îm + X4 ÎkÎâm )3 + CÔk + C2 ÎI + C3 Îm , 
= (xfÎ~ + 3XIX~ Î? + 3XIX~Î:n + 3XIX1Î~ Î? Î:n + 6X2 X3X4 Î? Î:n + Cl) Îk 
+ (x~ Î? + 3xîx2Î~ + 3X2X~Î:n + 3X2X1Î~Î?Î:n + 6XIX3X4Î~Î:n + C2) Î I 
+ (x~ Î:n + 3xîx3Î~ + 3X~X3Î? + 3X3X1Î~ Î? Î:n + 6XIX2X4Î~ Î? + C3 )im 
+ (x~ Î~Î? Î:n + 3xîx4Î~ + 3X~X4Î? + 3X~X4Î:n + 6XI X2X3) ÎkÎIÎm , 
( 3 · 2 3 2 · 2 3 2 · 2 3 2 · 2 ·2 ·2 6 ·2 · 2 ) . = Xl lq + XIX2l r + XIX3ls + XIX4lq l r l s + X2X3X4lrls + Cl lk 
( 3 . 2 3 2 · 2 3 2 · 2 3 2·2 ·2 ·2 6 · 2 ·2 ) . + X2l r + Xl X2 lq + X2X3 ls + X2X4l q l r l s + XIX3X4lqls + C2 11 
( 3 . 2 3 2 · 2 3 2 ·2 3 2 · 2 · 2 · 2 6 · 2 · 2 ) . + X3ls + XI X3 l q + X 2X3 l r + X3X4 lqlrls + XIX2X4 lqlr + C3 lm 
( 3 · 2 · 2 · 2 3 2 ·2 3 2 · 2 3 2 ·2 6 ) . •• + X4lq l r l s + Xl X4 l q + X 2X4 l r + X3X4 l s + XIX2 X 3 lkillm 
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Par définition de la relation !"v , on conclut donc que ~ !"V 72. • 
Le dernier résultat permet de classer les coupes principales de M~ dans les cas 
particuliers où p = 2 et p = 3. La proposition suivante a pour but de généraliser cette 
classification au cas général où p ~ 2. 
Voici d'abord l'idée de la preuve. En utilisant la proposition 4.1.7, on peut assez 
intuitivement définir un isomorphisme cp : Ml ----t M2, qui dépend des hypothèses posées 
sur l'entier p et les unités ik, il , im, iq , ir et is. La partie délicate d la démarche est de 
s'assurer que cp(rJP) = cp(rJ)P dans chacun des trois cas présentés à la proposition 4.1.7. 
Par la suite, on vérifie directement que 
pour tout c E 'lI'( ik, il , im) et rJ E M2' d'où la conclusion voulue. 
Lemme 4.2.2. Soit n E N tel que n ~ 2 et considérons des unités i k, il , im, iq , in is E lI(n) 
telles que ik, il et im sont différentes deux à deux et iq , ir et is le sont aussi. De plus, 
Posons i2 = i2 i2 = i2 et i2 = i2 q k ' r s m' 
Soit Ml = ItP(ik, il , im) et NI2 
cp : Ml ----t M 2 définie comme suit : 
ItP(iq, in is) et considérons la bijection linéaire 
i) Si p est pair et ik = 1 ou ilim = ± ik, on pose iq = 1 ou iris = ± iq selon le cas et 
on définit que 
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ii) Si p est pair, mais ik #- 1 et i1im #- ± ik, on pose iq #- 1 et iris #- ± iq et on définit 
CP(XI + X2 ik + X3 il + X4 im + X5 ikil + X6ikim + X7ilim + X8 ikilim) 
= Xl + X2iq + X3 ir + X4 is + X5 iqir + X6iqis + X7iris + X8 iqir is· 
iii) si p est impair, on pose 
Dans chacun de ces cas, cp est une bijection linéaire telle que cp (1I'( ik, iâm)) = 1I'(iq , ir , is) 
et cp( 'flP) = cp( 'fl)P pour tout 'fl E Ml · 
DÉMONSTRATIO N. En se référant à la proposition 4.1.7, on voit facilement que cp est une 
bijection dans chacun des trois cas. Aussi , il est évident que cp (1I'( ik, i1im)) = 1I'(iq, ir , is)· 
De plus, à partir du lemme 4. 1.3, on sait que 'flP E NIL pour tout 'fl E Ml, ce qui veut 
dire que cp('flP) est toujours défini. De même, on sait que cp('fl)P E M 2. La partie la plus 
ardue est de vérifier que l'égalité cp( 'flP) = cp( 'fl)P est toujours respectée. 
i) Dans le premier cas, on vérifie d 'abord que cp('fl . () = cp('fl)cp(() \;j'fl, ( E Ml. En 
effet, posons 
On a alors que 
Puisque i~ = i; et i~ = i; par hypothèse, on calcule que 
+ (XIY2 + X2YI + X3Y4 i~ + X4Y3i~) il 
+ (XIY3 + X3YI + X2Y4 i~ + X4Y2 i~) im 
+ (X2Y3 + X3 Y2 + XIY4 + X4YI) iâm) , 
·2 ·2 ·2·2 
= XIYl + X2Y2 lr + X3Y3 l s + X4Y4lrls 
+ (XIY2 + X2Yl + X3Y4i~ + X4Y3i~) ir 
+ (XIY3 + X3Yl + X2Y4 i ; + X4Y2 i;) is 
+ (X2Y3 + X3Y2 + XIY4 + x4Yd iris, 
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En substituant ( par TJ , on vérifie que <p (TJ2) = <p (TJ) 2. Ensuite, supposons que 
<p( TJP) = <p( TJ) P pour un certain p pair. On trouve donc que 
Conséquemment, par induction sur les entiers pairs , on conclut que <p( TJ P) = <p( TJ) P 
dans ce cas-ci . 
ii) Le deuxième cas se démontre de manière semblable au premier cas. En effet, il est 
possible de vérifier , avec des calculs un peu plus laborieux, que <p( TJ . () = <p( TJ )<p( () 
pour tout TJ , ( E Ml' La preuve se termine ensuite en utilisant le principe d 'induc-
tion sur les entiers pairs. 
iii) Le dernier cas ne peut pas être démontré comme les deux premiers. Effectivement , 
pour tout TJ , ( E NIl = M(i k , i l, i rn ) , le produit TJ' ( n 'est pas toujours dans Ml, ce 
qui veut dire que <p(TJ . () n'est pas toujours défini. Cependant , on sait du lemme 
4.1.3 que TJP E Ml pour tout entier p ;:::: 3 impair. Ainsi , on peut arriver à la 
conclusion voulue par induction sur les enti rs p ;:::: 3 impairs. 
Posons TJ E Ml tel que 
Alors , 
Considérons d 'abord le cas où p = 3 . Comme i~ = i~ , i f = i ; et i :n = i ; , on calcule 
que 
<p(TJ3) = <P (( XÔk + X2 i l + X3 i rn + X4 i k ilirn?) , 
= <p ( (xr i~ + 3XIX~ if + 3XIX~i~ + 3XIX~i~ if i~ + 6X2X3X4if i~J ik 
+ (x~ if + 3xîx2 i~ + 3X2X~ i~ + 3X2X~ i~ if i~ + 6XIX3X4 i~ i~) il 
+ (x~ i~ + 3xîx3 i~ + 3X~X3 if + 3X3X~i~ if i~ + 6XIX2x4i~ if) irn 
+ (x~ i~ if i~ + 3xîx4i~ + 3X~X4if + 3X~X4i~ + 6 XIX2X3) i k itÏrn) , 
( 3 · 2 3 2 ·2 3 2·2 3 2 · 2 · 2 · 2 6 . 2 .2) . = Xl l q + XIX2l r + XIX3l s + XIX4l q l r l s + X2X3X4 l r l s l q 
( 3 · 2 3 2 ·2 3 2 · 2 3 2·2 · 2 · 2 6 . 2 .2) . + X2l r + XI X2 l q + X2 X 3l s + X2X4l q l r l s + XIX3X4 l q l s Ir 
( 3 . 2 3 2 · 2 3 2 · 2 3 2 · 2 · 2 · 2 6 . 2 .2) . + X3l s + Xl X3 l q + X2X3 l r + X3X4 l q l r l s + XIX2X4 l q l r l s 
( 3 · 2 · 2 ·2 3 2 · 2 3 2 ·2 3 2 · 2 6 ) . . . + X4l q l r l s + Xl X4 l q + X2X4 l r + X 3 X4 l s + XIX2 X 3 lq lrls, 
= <p(TJ) 3. 
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Supposons maintenant que tp(rl) = tp(ry) P pour un certain entier impair p 2: 3. Par 
le lemme 4.1.3, nous avons que 
Ainsi, 
De plus, on calcule que 
ryp+2 = ryP . ( (xi i~ + x~ i~ + x~ i~ + x~ i~ i~ i~) + (2XIX2 + 2X3X4i~) ikil 
+ (2XIX3 + 2X2X4 i~) ikim + (2X2X3 + 2XIX4 i~) iJÏm ) , 
= (YI (xi i~ + x~i~ + x~ i~ + x~i~i~ i~) + Y2(2xIX2 + 2X3X4i~) i~ 
+ Y3(2xIX3 + 2X2X4 ini~ + Y4(2x2X3 + 2XIX4i~ ) i~ i~) ik 
+ (Y2(xi i~ + x~ i~ + x~ i~ + x~i~i~ i~) + YI (2XIX2 + 2X3X4 i~) i~ 
+ Y4(2xIX3 + 2X2X4 in i~ i~ + Y3(2x2X3 + 2XIX4i~)i~ )il 
+ (Y3(xi i~ + x~ i~ + x~i~ + x~i~i~ i~) + Y4(2xIX2 + 2X3X4 i~) i~ i~ 
+ YI (2XIX3 + 2X2X4in i~ + Y2( 2x2X3 + 2XIX4 i~ ) i~) im 
+ (Y4(xi i~ + x~ i~ + x~ i~ + x~ i~ i~ i~) + Y3(2xIX2 + 2X3X4i~) 
+ Y2(2xIX3 + 2X2X4iD + YI (2X2X3 + 2XIX4 i~)) iki1im · 
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( ( 
2·2 2·2 2·2 2.2 .2.2) (2 2 .2) .2 + Y2 XI Iq + X2Ir + X3Is + X4 Iq Ir Is + YI XIX2 + X3X4 Is Iq 
+ Y4(2xIX3 + 2X2X4Î;) Î~ Î; + Y3( 2x2X3 + 2XIX4 Î~) Î;) Îr 
( ( 
2 ·2 2·2 2·2 2.2 .2.2) (2 2 .2) .2 .2 + Y3 XI Iq + X2Ir + X3Is + X4 Iq Ir Is + Y4 XIX2 + X3 X4Is Iq Ir 
+ YI (2XIX3 + 2X2X4 Î;) Î~ + Y2( 2x2X3 + 2XIX4 Î~ ) Î;) Îs 
( ( 
2·2 2·2 2·2 2.2 .2.2) (2 2 .2) + Y4 XI Iq + X2Ir + X3Is + X4Iq Ir Is + Y3 XIX2 + X3 X4Is 
+ Y2( 2x IX3 + 2X2X4 Î;) + YI (2X2X3 + 2XIX4 Î~) ) Îq Îr Îs , 
= r.p(rl) . ((xi Î~ + X~ Î; + X~Î; + X~Î~ Î; Î;) + (2XIX2 + 2X3X4Î;) Îq Îr 
+ (2XIX3 + 2X2X4 Î;) Îq Îs + (2X2X3 + 2XIX4Î~ ) Î r Î s ) , 
= r.p(7] )P . r.p(7] )2 = r.p(7] )p+2. 
Par conséquent , lorsque p est impair , on a que r.p( 7]P) = r.p( 7] )P pour tout 7] E Ml· 
Ainsi, dans tous les cas, on peut conclure que l'égalité r.p(7]P) = r.p( 7] )P est vérifiée V7] E Ml · 
ProposÎtÎon 4.2.3 
Soit n, pEN tels que n, p 2: 2 et considérons des unités Îk , Î l , Îm , Îq , Îr, Îs E II( n) telles 
que Îk , Î l et Îm sont différentes deux à deux et Îq , Îr et Îs le sont aussi. 
De plus, on pose comme hypothèse que Î~ = Î~ , Îf = Î; et Î:n = Î;. Aussi : 
i) si p est pair et Îk = 1 ou ÎlÎm = ± Îk , on pose alors comme hypothèse que Îq = 1 
ou Îr Îs = ± Îq selon le cas; 
ii) si p est pair mais Îk =1- 1 et ÎlÎm =1- ± Îk , on pose que Îq =1- 1 et Îr Îs =1- ± Îq ; 
iii) si p est impair, on ne pose aucune hypothèse supplémentaire. 
Dans chacun des cas précédents, on a que '7? (Îk , Î l , Îm ) rv TJ: (Îq , În Îs). 
• 
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D ÉMONSTRATION . Soit Ml = Ie(ik, il , im ) et M2 = ItP(iq , ir , is). À partir des hypothèses 
mentionnées dans la proposition, on voit directement du lemme 4. 2.2 qu'il existe une 
bijection linéaire rp : Nh -+ M2 telle que rp (l'( ik ' il , im )) = l'(iq , ir , is) et rp(rl ) = rp(TJ )P 
pour tout TJ E Ml' Ainsi, 
(rp 0 Qp,c ) (TJ ) = rp (TJP + c) = rp(TJ )P + rp(c) = (Q p,cp(c) 0 rp ) (TJ ) VTJ E Ml , 
{:} (rp 0 Qp,c 0 rp - l) (TJ ) = Qp,cp(c)(TJ ) VTJ E M 2 . 
Par conséquent , ~ rv 12 par défini t ion de rv . 
4.3 Optimalité de l'espace tricomplexe 
• 
À la dernière section , une classification générale des coupes tridimensionnelles prin-
cipales des Multibrots M~ a été établie. Cependant , les différentes classes n 'ont pas été 
trouvées de manière explicite. Dans cette section, on vérifie que toutes les dynamiques 
tridimensionnelles, à une except ion près , peuvent être trouvées dans l'espace 1rC Autre-
ment dit, toutes les classes d 'équivalence de la relation rv , à l'except ion d 'une seule, ont 
un représentant T dans l 'espace t ricomplexe. 
Avant d 'aller plus loin, on attribue une notation part iculière à certaines unités de 
ll(n) . 
Définition 4.3.1 - Unité hyperbolique 
Soit n E N tel que n 2 2. Les unités j E ll(n) telles que j2 = 1 sont dites hyperboliques. 
On note de la manière suivante les uni tés hyperboliques t ricomplexes : 
De plus, on définit une quatrième unité hyperbolique ) 4 := i l i4 ' 
La prochaine proposition a donc comme objectif d 'énumérer les classes d 'équivalence 
et de leur t rouver un représentant . 
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Proposition 4.3.2 
Soit n,p E N tels que n ~ 4 et p ~ 2. Le Multibrot M~ possède neuf dynamiques 
tridimensionnelles lorsque p est pair et quatre lorsque p est impair. 
DÉMONSTRATION . Pour trouver les différentes dynamiques tridimensionnelles , il suffit 
de trouver les classes d 'équivalence de la relation rv . Pour ce faire, on énumère tous les 
cas possibles à l'aide de la proposition 4.2.3. 
Soit ik, il , im E IT(n). 
i) Dans le cas où p est pair et ik = 1 ou ilim = ± ik : 
• Si ik = 1 et il et im sont imaginaires, alors T P(ik, il, im ) rv T P( I , il, i2). 
• Si ik = 1, un des unités il ou im est imaginaire et l 'autre est hyperbolique, 
alors TP(ik, il, im ) rv T P(I , il , ]l). 
• Si ik = 1 et il et im sont hyperboliques, alors T P(ik, il, im ) rv T P( I ,]1,]2). 
• Si ik =1=- 1 et ilim = ± ik, on peut s 'assurer qu'il n 'y a que deux sous-cas 
possibles: soit on a deux unités imaginaires et une hyperbolique, soit on a trois 
unités hyperboliques. En effet , si ik, il et im sont toutes imaginaires , on voit que 
ir i~ = 1 =1=- -1 = i~ , ce qui est en contradiction avec l'hypothès il im = ± ik. 
De même, en supposant qu'une des unités ik, il ou im est imaginaire et que 
les deux autres sont hyperboliques, on arrive à une contradiction de manière 
semblable. Ainsi, 
- si, parmi ik, il et im , deux des unités sont imaginaires et la t roisième est 
hyperbolique, on a que T P(ik , il, im ) rv T P(il , i2,]d car i1i2 =]1; 
si les trois unités ik, il et im sont hyperboliques, comme ]d2 = -]3 , on a 
que T P(ik, il , im ) rv T P(jl , ]2, ]3). 
ii) Dans le cas où p est pair mais ik =1=- 1 et ilirn =1=- ± ik : 
• Si ik, il et irn sont imaginaires , alors T P(ik, il, im ) rv T P(i l , i2, i3). 
• Si deux des unités sont imaginaires et l'autre est hyperbolique, on a que 
T P(ik, il, irn ) rv T P(i l ,i2,]2) car i l i2 =1=- ±]2. 
• Si une des unités est imaginaire et les autres sont hyperboliques, on a alors 
que T P(ik, il, irn ) rv T P(il ' ]1 , ] 2). 
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• Si les trois unités ik, il et im sont hyperboliques, comme J1J2 -=1= ±j4, alors 
T P(ik, il , im) rv T P(jl , j 2, j4) . 
iii) Dans le cas où p est impair, on sait de la proposit ion 4. 2.3 qu 'il n 'est pas nécessaire 
de faire la distinction entre les unités hyperboliques et réelles : elles ne changent 
pas la dynamique tridimensionnelle. 
• Si ik, il et im sont imaginaires, alors T P(ik , il , im) rv T P(i l , i2 , i3 ). 
• Si deux des unités, supposons il et im S. p.g., sont imaginaires tandis que i~ = 1, 
alors T P(ik, il , im) rv T P( l , i l , i2) . 
• Si une unité, supposons il s.p.g. , est imaginaire tandis que i~ = i~ = 1, alors 
T P(ik, il , im) rv T P( l , il , jl)' 
S"2 ' 2 ' 2 1 l T P( " ' ) T P( l ' ') • l lk = 11 = lm = ,aors lk , ll , lm rv ,Jl ,J2 . 
Des cas i) et ii), on obtient donc qu 'il existe neuf dynamiques tridimensionnelles 
différentes lorsque p est pair et , du cas iii ) , on voit qu'il n 'en existe que quatre lorsque 
p est impair. • 
De la démonstration précédente , on peut remarquer que, à une exception près , les 
représentants de toutes les dynamiques sont des coupes dans TC En effet , à l'excep-
t ion de la coupe T P(j l , j 2, j4) , toutes les coupes considérées dans la démonstration sont 
engendrées par des unités de ll (3). 
Malgré qu'on ne puisse pas trouver toutes les dynamiques tridimensionnelles dans 
l'espace tricomplexe, il est tout de même possible de démontrer que la coupe T P(jl,j2,j4) 
est liée à la coupe T P( l , jl, j 2) , appelée l'Airbrot, par une transformation affine. En effet, 
il a déjà été démontré dans [13, 27] que l'Airbrot est un octaèdre régulier. On peut en 
faire de même pour la coupe T P(jl,j2,j4) ' 
Proposition 4.3.3 
Soit l 'entier pair p ~ 2 et considérons la coupe principale T P(jl , j2 , j4) , où jl = ~1'/'2 , 
J2 = ~1~3 et j4 = ili4 ' La coupe T correspond à l 'octaèdre régulier 
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D ÉMONSTRATION. Soit cE M(4). Rappelons que, de la proposition 2.1.3, 
M p - M P x M P n - n-l 'Yn n-l 
Ainsi, C E M~ ssi C'Y4 E M~ et C'Y4 E M~ . Autrement dit, pour que C soit dans le Multibrot 
M~, il est nécessaire et suffisant que ses composantes idempotentes soient dans M~. En 
procédant récursivement, on déduit que 
C E M~ Ç::> C'Y4' C'Y4 E M~, 
Ç::> C'Y3'Y4 , C'Y3'Y4' C'Y3'Y4' C'Y3'Y4 E M~, 
Ç::> C'Y2'Y3'Y4 , C'Y2'Y3'Y4 ' C'Y2'Y3'Y4 , C'Y2'Y3'Y4 ' C'Y2'Y3'Y4 , C'Y2'Y3'Y4 ' C'Y2'Y3'Y4 ,C'Y2'Y3'Y4 E Mi, 
c'est-à-dire que C E M~ ssi ses composantes idempotentes complexes sont toutes dans 
Mi· 
Posons C = Câl + C2 j 2 + C3j 4 = cl i l i 2 + C2i l i3 + C3i l i4 ' En exprimant C sous sa 
représentation idempotente, on trouve que 
C = (cl i l i 2 + C2ili3 -- C3ili3)14 + (cl i l i2 + C2i l i3 + C3ili3)'Y4' 
= (cl i l i 2 -- C2i l i 2 + C3i l i 2h314 + (cl i l i2 + C2i l i 2 -- C3i l i 2)'Y314 
+ (cl i l i 2 -- C2 i l i 2 -- C3i l i 2)13'Y4 + (cl i l i2 + C2i l i 2 + C3i l i 2)'Y3'Y4, 
= (--clili l + C2 i l i l -- C3 i l i lh21314 + (clili l -- C2 i l i l + C3i l i l)'Y21314 
+ (--clili l -- C2i l i l + C3i l i d 12'Y314 + (c l ili l + C2i l i l -- C3 i l i l)'Y2'Y314 
+ (--clili l + C2i l i l + C3i l i lh213'Y4 + (c l ili l -- C2 i l i l -- C3i l i l)'Y213'Y4 
+ (--clilil -- C2 i l i l -- C3i l i d12'Y3'Y4 + (cli l i l + C2i l i l + C3i l i l)'Y2'Y3'Y4' 
= (Cl -- C2 + c3h21314 + ( --Cl + C2 -- C3)'Y21314, 
+ (Cl + C2 -- c3h2'Y314 + (--Cl -- C2 + C3)'Y2'Y314, 
+ (Cl -- C2 -- c3hn3'Y4 + ( -- Cl + C2 + C3)'Y213'Y4' 
+ (Cl + C2 + c3h2'Y3'Y4 + (-- Cl -- C2 -- C3 )'Y2'Y3'Y4' 
Ainsi, on déduit que 
On remarque que les composantes idempotentes complexes de c, c'est-à-dire les 
nombres ± CI ± C2 ± C3, sont en fait réelles. Aussi, il a été démontré dans [27] que l'inter-
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section entre l'axe réel et Mi est l'intervalle fermé 
[ 
1 P - 1] M P n ~ = -2 P - 1 , ---.L . 
p p-l 
Par conséquent , 
1 
On trouve ainsi le résultat voulu puisque ~ ::; 2 p-l pour tout entier p 2:: 2. En 
p 0 
1 
effet, on sait que 2 p-l 2:: 1. Aussi, la suite {PP};l est croissante, d 'où 
pour tout P 2:: 2. Ainsi , ~ ::; 1 ::; 2 P':1 pour tout P 2:: 2. p0 
p-1 
--< 1 
---.L -p p-l 
• 
Ainsi, la coupe T P(jl, ]2 , ]4) est , tout comme l'Airbrot , un octaèdre régulier. Malgré 
que ce ne soient pas des octaèdres de mêmes tailles, on en déduit qu'on peut trouver 
une transformation affine d 'une coupe à l'autre. De cette observation découle le prochain 
résultat . 
Proposition 4.3.4 
Pour toute coupe tridimensionnelle principale '7?(ik, il , im ) du Multibrot M~, il existe 
une coupe principale tricomplexe 7i(iq , in is) ç 1rC et une transformation affine <P 
telles que <p(Tl) = 72 . 
D ÉMONSTRATION. Supposons d 'abord que p est pair , ik =1= 1, ilim =1= ± ik et que les 
trois unités ik, il et im sont hyperboliques. Considérons aussi les coupes 7i(1,]1,]2) et 
T! (]l , ]2 , ]4) et posons Ml = ItP(ik, il , im ) et M3 = ItP(jl , 12, ]4). 
De la proposition 4.2.3, on sait que Tl rv 73 . Ainsi , par la proposition 3.3.1 , il existe 
une transformation linéaire <Pl : Ml --+ M3 telle que <Pl (Tl) = 73 · De plus, comme 73 et 
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72 sont des octaèdres réguliers dans les espaces tridimensionnels 1r(j 1,j2, j4) et 1r(1 , j1 , j 2) 
respectivement (proposition 4.3.3 et [13, 27]) , on en déduit qu'il existe une transformation 
affine <P2 : 1r(j1 , j 2, j4) -+ 1r(1 , j 1, j 2) telle que <P2(73 ) = 72. Ainsi, <P = <P2 0 <Pl est une 
transformation affine telle que 
d 'où le résultat voulu dans ce cas-ci puisque 72 ç 1rC 
En se référant à la démonstration de la proposition 4.3.2, on voit que, dans tous les 
cas à l'exception de celui présenté précédemment , il existe une coupe 72 ç 1rC telle que 
Ti rv 72 . Ainsi, on dédui t directement de la proposition 3.3.1 qu'il existe une transfor-
mation linéaire <P telle que <p(Ti ) = 72 ç 1rC • 
Le dernier résultat permet de voir que toutes les coupes principales de M~ peuvent 
être observées dans l'espace tricomplexe, à une transformation affine près. Autrement 
di t , en explorant les coupes principales de M~ , il serait seulement possible de t rouver 
des images de coupes t ridimensionnelles pouvant être obtenues par une composit ion de 
réflexions, de rotations, de translations, de dilatations et de transvections [8, 25]. 
D'ailleurs, pour deux coupes Ti et 72 équivalentes, on consta te dans les preuves de 
ce chapitre que l'isomorphisme <P : Ml -+ M 2 liant ces deux coupes semble toujours 
être un isomorphisme isométrique. La relation rv implique donc vraisemblablement une 
isométrie entre les coupes, comme mentionné à la fin de la section 3.3. Ainsi, si on pouvait 
démontrer formellement ce constat , on pourrait en déduire que toutes les coupes, excepté 
celles équivalentes à T P(j1, j 2, j 4) où P est pair , sont isométriques à une coupe tricomplexe. 
Toutefois, cet te question demeure ouverte. 
4 .4 Caractérisation du Métabrot 
À partir des images présentées aux figures 4. 1c et 4.2d, on vérifie que la coupe 
T P (1, j1 , j2) est un octaèdre régulier. Ce constat a été démontré par Parisé, Ransford 
et Rochon [27] dans le cas où p est pair et par Parisé et Rochon [29] lorsque p est im-
pair. Cependant, une aut re coupe, le Métabrot T2 (i1 , i2 , i3 ) qui est présentée à la figure 
4.lf, semble aussi être un octaèdre, mais ayant une frontière fract ale. Parallèlement , son 
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FIG URE 4.1 - Coupes tridimensionnelles principales de l'ensemble de Mandelbrot géné-
ralisé tricomplexe M~ 
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FIGURE 4.2 - Coupes tridimensionnelles principales de M~ 
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analogue d 'ordre p = 3, la coupe 'f'3(i l , i2, i3) présentée à la figure 4.2b, semble être un 
octaèdre parfaitement régulier. Le résultat suivant permet d 'éclaircir ce phénomène. 
Proposition 4.4.1 
Soit pEN tel que p :2: 2. La coupe T P ( il, i 2 , i 3 ) correspond à l 'ensemble 
Conséquemment, T P(i l , i 2 , i 3 ) est contenue à l 'intérieur de l 'octaèdre régulier 
où M = max{y E lR : yi l E Mf}. 
DÉMONSTRATION. La preuve est similaire à celle de la proposition 4.3.3. Pour tout 
cE M(3) , on sait de la proposition 2.1.3 que 
C E M~ {? cr3 ' C"Y3 E M~ , 
{? Cr2/3 , Cr2"Y3' c"Y2 r3 ,C"Y2"Y3 E Mf, 
c'est-à-dire que C E M~ ssi ses quatre composantes idempotentes complexes sont toutes 
dans Mf. 
Par conséquent , 
C = (cli l + C2i2 - C3i2h3 + (cli l + C2i2 + C3i2)'Y3' 
= (Cl il - C2 i l + C3i l h2/3 + (Cl il + C2i l - C3i l )'Y2')'3 
+ (clil - C2i l - c3id')'2'Y3 + (clil + C2i l + c3id'Y2'Y3' 
= (Cl - C2 + c3)i l ')'2')'3 + (Cl + C2 - c3)i l'Y2')'3 
+ (Cl - C2 - c3)il1'2'Y3 + (Cl + C2 + c3)i l'Y2'Y3 ' 
De plus, on sait que Z E Mf {? Z E Mf, c'est-à-dire que Mf est symétrique par 
rapport à l'axe réel [26]. Ainsi, yi l E Mf {? -yil E Mf pour tout y E R On en déduit 
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(a) My (b) M f (c) Mi 
(d) M î (e) My (f) Mi 
FIGURE 4.3 - Multibrots complexes avec axes réel et imaginaire 
c E TP(i l , i2, i3) {:} (Cl ± C2 ± C3) il E Mi , 
{:} (±CI ± C2 ± C3) il E Mi · 
NI := sup{y E lR yi l E Mn, 
= max{y E lR yil E Mn par la compacité de Mi , 
• 
La dernière proposition permet d 'expliquer intuitivement pourquoi l'octaèdre formé 
par la coupe T P(i l , i2, i3), où p est pair , est fractal. En effet , à la proposition 4.3.3, où 
on démontrait que la coupe T P(jI,j2 , j4) est un octaèdre régulier lorsque p est pair , on 
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pouvait déduire que 
cE P(jI , j2,j4) {::? ±Cl ± C2 ± c3 E M i, 
_1_ p -1 
{::? - 2 p- l ::; ± Cl ± C2 ± C3 ::; ~
p p - I 
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car M P n lR = [- 2 P~1, :i?r ] est un intervalle connexe. De cette observation, on pouvait 
conclure que T P(jl , j 2, j4) est un octaèdre régulier. Cependant , pour la coupe T P( il, i2, i3) 
lorsque p est pair , l'intersection Mi n lRi l du Multibrot et de l'axe imaginaire n'est pas 
un intervalle connexe: elle est l'union de plusieurs intervalles de lRi l (voir figure 4.3). 
On ne peut donc pas arriver à la même conclusion, d 'où l'aspect fractal de T P(i1 , i 2 , i 3 ) 
lorsque p est pair. Au contraire, lorsque p est impair , l'intersection M inlRi1 est constituée 
seulement d 'un intervalle connexe de la forme [-NI , M] où NI > 0 [2]. Ainsi , dans ce cas, 
on déduit que 
cE P(il , i2, i3) {::? - M ::; ± CI ± C2 ± c3 ::; M , 
{::? ICI I + hl + IC31 ::; M, 
d 'où la régularité de l'octaèdre T P(i1 , i 2 , i 3 ) lorsque p est impair. 

Lancer de rayons 
Maintenant que les coupes tridimensionnelles ont été analysées, on présente dans ce 
chapitre comment les visualiser . Pour ce faire, on utilise le lancer de rayons, une technique 
de synthèse d 'image [1, 15J. Pour générer un objet en trois dimensions à l'aide de cette 
technique, il est nécessaire de connaître la distance entre l'objet et un point extérieur. 
Une grande partie de ce chapitre est donc consacrée à l'approximation de la distance 
entre un point et une fractale. Les résultats énoncés sont, pour la plupart , obtenus en 
généralisant des résultats de Mart ineau [21], Mart ineau et Rochon [22J ainsi que Dang, 
Kauffman et Sandin [9J. 
5.1 Distance d'un point à une fractale complexe 
L'utilisation du lancer de rayons pour générer les fractales multicomplexes nécessite 
d 'être en mesure d 'estimer la distance ent re une fractale et un point à l'extérieur de 
celle-ci. Pour l'estimer , on trouve d 'abord une approximation dans le cas complexe pour 
ensuite la généraliser au cas multicomplexe. 
Définition 5.1.1 - Distance entre un point et un ensemble 
Soit n E N* et considérons un ensemble X c M( n). La distance entre un point 
( E M(n) et l'ensemble X est 
d((, X ) = inf{ ll 77 - (lin 77 EX}. 
Étudions d 'abord la distance entre ICf c et un point complexe Zo 1: ICf C' Pour la , , 
calculer , on utilise une transformation conforme, c'est-à-dire une bijection biholomorphe, 
5 
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qui envoie l'ensemble C\JCi,c sur C\Bl (0,1). Pour tout entier p :::=: 2 et pour tout c E C 
tel que JCi,c est connexe, il a été démontré par Milnor [24] ainsi que Douady et Hubbard 
[11] qu'une telle transformation cPp,c : C\JCi,c -+ C\B1 (0,1) existe. 
Lemme 5.1.2 (Théorème du module maximum [14]). Soit un domaine ouvert U ç C 
et considérons une fonction holomorphe f : U -+ C. Il existe un nombre Zo E U tel 
que If( zo)1 :::=: If( z )1 pour tout z E U ssi f est constante. Autrement dit, toute fonction 
holomorphe non constante f ne possède aucun maximum sur son domaine ouvert U. En 
particulier, si U est borné, f atteint son maximum à la frontière de U. 
Théorème 5.1.3 - Représentation conforme de C\ JCL. 
Soit pEN tel que p :::=: 2 et c E <C tel que JCi ,c est connexe. Il existe une bijection 
biholomorphe cPp,c : <C\JCi,c -+ <C\B1(0 , 1) telle que 
i) IcPp,c (z )1 -+ 1 lorsque z -+ [)JCi,c; 
ii) cPp,c(z ) rv z lorsque z -+ 00; 
iii) cPp,c (Qp ,c(z )) = cPp,c (z )P pour tout z E C\JCi,c; 
1 
iv ) cPP c(z ) = lim (Qmp c(z )) pm, OÙ la limite converge uniformément sur C\JCi c. ) m~oo ) , 
Remarque. Rappelons que, pour un sous-ensembl A ç E d'un espace topologique E , 
[)A représente la frontière de A. 
Remarque. La notation cPpc (z ) rv z signifie que cPp,c(z ) -+ l. 
, z 
DÉMONSTRATION . L'existence de la fonction est démontrée par Milnor [24] ainsi que 
Douady et Hubbard [11] . Aussi , les propriétés ii) à iv) sont prouvées par Milnor (voir 
section 9 dans [24]). 
Pour démontrer la propriété i) , on pose W( z ) = </.>p,!(z). Comme cPp,c est biholomorphe 
et non constante, il en est de même pour W. Ainsi, par le théorème du module maximum, 
on sait que IWI ne possède aucun maximum sur son domaine <C\JCi,c . Son maximum est 
donc atteint soit lorsque z -+ 00 , soit lorsque z -+ [)JCi,c . Cependant , lorsque z -+ 00 , on 
voit de la propriété ii) que 
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d 'où IW( z )1 -t O. Nécessairement, on déduit donc que IW( z )1 est maximal, ou encore que 
I<pp,c(z )1 est minimal, lorsque z -t aKf,c' Ainsi, comme inf{l <pp,c(z )1 z E C\Kf,J = 1, 
on conclut que I<pp,c (z) 1 -t 1 lorsque z -t aKf,c • 
À partir de <Pp,c, il est possible de définir une fonction potentiel C qui associe un 
nombre réel posit if à tout point à l'extérieur de Kf,c' 
Théorème 5.1.4 - Fonction de Green associée à Kit.,. 
Soit p EN tel que p ~ 2 et c E C tel que Kf,c est connexe. La fo nction 
C : C\Kf,c -t] O, oo[ telle que 
C ( z) = ln 1 <Pp,c (z ) l, 
où <Pp,c est la transfo rmation confo rme telle que définie au théorème 5.1. 3, est la 
fonction de Green associée à l 'ensemble Kf,c ' Celle-ci possède les propriétés suivantes: 
i) C (z) -t 0 lorsque z -t aK f,c ; 
ii) C (z) '" ln Izl lorsque z -t 00; 
iii) C (Qp,c(z)) = p C (z) pour tout z E C\Kf,c ; 
. ) C( ) l' ln IQ;'c(z) 1 ' l l' 't :/ / t tr'\ y p 
'W z = lm , ou a zmz e converge umJormemen sur IL. l 'vI c ' 
m~oo pm , 
D ÉM ONSTRATION. Les propriétés de C découlent directement de celles de <Pp,c' • 
Considérons la dérivée C' définie de la manière suivante : 
C' = (ac ac) 
ox' oy où z = x + yi l . 
La fonction C ainsi que sa dérivée C' permettent de borner la distance entre Kf,c et 
Zo tf. Kf,c ' La prochaine proposition a été démontrée par Martineau et Rochon dans [22] 
dans le cas où p = 2 et par Brouillette, Parisé et Rochon dans [4] dans le cas général. 
Pour la démontrer , plusieurs lemmes sont nécessaires. 
Lemme 5.1.5 (Théorème B.1 dans [21]) . Considérons une fon ction f : U -t C holo-
morphe où U ç C est ouvert. Posons aussi z = x + yi l , c'est-à-dire que f dépend des 
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variables x , y E IR. Alors, pour tout z E U, 
11'(z)1 = Ilf(z)I'1 
où 1'(z) = !t et 
(5.1) 
Lemm e 5. 1.6 (Théorème ~ de Koebe [9]) . Soit B = BI (0 , 1) et considérons une fonction 
analytique et injective f : B -+ C. Si 11'(0)1 = R, alors BI(ZO,~) ç f(B) où Zo = f(O). 
Lemm e 5 .1.7 (Lemme de Schwarz généralisé [14, 21]) . Soit f : BI(zo, r) -+ C, une 
fonction holomorphe telle que f( zo) = 0 et If( z) 1 :s; 1 pour tout z E BI( zo, r) . Alors, 
If( z )1 :s; Iz~zol pour tout z E BI(zo,r) et 1f'(zo)1 :s; ~. De plus, s'il n'existe aucune 
constante a E C telle que f( z ) = a( z - zo) , alors les inégalités précédentes sont strictes 
pour tout z =J. ZO· 
DÉMONSTRATION . Considérons la fonction g( z ) = !~:~ . Comme f est holomorphe en 
particulier en Zo, on vérifie aisément que 
f '( ) - l' f( z ) - f( zo) - l' f( z ) - l' () Zo - lm - lm -- - lm 9 z . 
z-tzo Z - Zo z-tzo Z - Zo z-tzo 
En définissant g( zo) := f'( zo), on voit donc que 9 est analytique sur tout le domaine 
BI(zo,r). De plus, comme BI( zo,r) est ouvert, pour tout z E BI( zo,r), on peut trouver 
une valeur é telle que 0 < é < r et z E BI(zo,r - é ) C BI( zo,r). À la frontière de ce 
disque , c'est-à-dire pour ( E C tel que I( - zol = r - é, on voit que 
Ig(()1 = If(()1 = If(()1 :s; _1_. 
I(- zol r- é r- é 
Du théorème du module maximum, on en déduit que Ig( z )1 :s; r~ê pour z E BI(zo,r- é). 
Lorsque é -+ 0, on voit donc que Ig( z)1 :s; ~ pour tout z E BI(zO,r). Ainsi, par définition 
de g, on obtient que If( z )1 :s; Iz~zol et, en particulier, Ig( zo)1 = 1f'(zo)1 :s; ~. 
Par ailleurs, supposons que If'( zo) 1 = ~ ou If( z) 1 = Iz~zol pour un certain nombre 
z EBI( zo,r)telqu z =J. zo· 
i) Si 1f'(zo)1 = ~, alors Ig( zo)1 = ~ et , par le théorème du module maximum, on trouve 
que 9 doit être constante, c'est-à-dire que g(z ) = a E C pour tout z E BI (zo, r). 
Par définition de g, on en conclut que f( z ) = a( z - zo). 
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ii) Si If(z)1 = Iz~zo l où z i- zo, on a alors que Ig(z)1 = ~. Du théorème du module 
maximum, on déduit que 9 doit nécessairement être constante, d 'où g( z ) = a E C 
pour tout z E B I (zo,r). Autrement dit , f( z ) = a( z - zo). 
Dans les deux cas, on trouve que f( z ) = a(z - zo) pour une certaine constante a E C. 
En utilisant la contraposit ion, on voit que si f( z ) i- a(z - zo) , alors 1f'(zo)1 i- ~ et 
If( z )1 i- I z ~zol pour tout z i- zoo • 
Proposition 5.1.8 
Soit pEN où p :::: 2 et posons c E C tel que Kf c est connexe. Alors, pour z E C\Kf c' , , 
on a 
sinh ( C (z) ) < d( K P ) 2 sinh ( C (z) ) 
2eG(z)IG'(z)1 - z , I ,c < IC'(z)1 
où C est la fonction de Green de Kf,c et C' = (~~ , ~~) . 
D ÉMONSTRATION. Ce résultat est démontré dans [9, 21] dans le cas où p = 2. On vérifie 
ici que la preuve demeure valide dans le cas général où p :::: 2. 
Borne supérieure. Voici l 'idée de la preuve. Pour tout Zo E C\Kf c' on construit une 
, 
bijection biholomorphe f : C\Kfc ----7 B telle que f( zo) = O. Comme f est définie en 
, 
particulier sur BI(ZO, r) où r = d( zo, Kf,c), on peut utiliser le lemme de Schwarz et 
affirmer que r < 1f'(lzo)1 d 'où le résultat. 
Considérons la fonction W définie sur C\Kf,c telle que W( z) = cPp,! (z )" Sachant que 
l~p,c ( z)1 > 1 pour tout z E C\Kf,c, on voit que 0 < IvV( z )1 < 1. Ainsi , on peut écrire 
que W : C\Kf,c ----7 B * où B* := B 1(O,1)\{O}. Remarquons que West inversible et 
biholomorphe car ~p,c est une fonction bijective et biholomorphe. 
De plus, posons Zo E C\Kf c et notons wo := W( zo). Considérons aussi la fonction F 
, 
définie sur B telle que 
F(w) = w -~o . 
1- wow 
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Pour tout wE B , on peut vérifier que W( w) 1 < 1. En effet , en posant w = x + yi l et 
Wo = a + bi l , on voit que 
W(w)1 2 < 1 {:} Iw - wo l2 < Il - wowl 2 , 
{:} I(x - a) + (y - b)i l l2 < 1(1- xa - yb) + (xb - ya)i l l 2 , 
{:} (x2 - 2xa + a2) + (y2 - 2yb + b2) 
< (1 + x2a2 + y2b2 - 2xa - 2yb + 2x yab) + (x2b2 - 2xyab + y2a2), 
{:} x2 + a2 + y2 + b2 < 1 + x 2a2 + y2b2 + x2b2 + y2a2, 
{:} (x2 + y2) + (a2 + b2) < 1 + (x2 + y2)(a2 + b2), 
{:} Iwl2 + Iwo l2 < 1 + Iwl21wol2, 
{:} Iwl2 - Iwl21wo l2 + Iwo l2 < l , 
{:} Iwl2 (1 - Iwo l2) < 1 - Iwol2, 
{:} Iwl2 < 1. 
On écrit donc F : B -+ B . En fait, comme F est une transformation de M6bius, elle est 
bijective [14]. 
De plus, on voit que F est holomorphe sur tout son domaine puisque son dénomina-
teur est toujours non nul. En effet , on sait que Iwo l < 1 et Iwl < 1 pour tout wE B , d 'où 
Iwowl < 1 et wow =1= 1. On peut donc calculer la dérivée de F en tout point wE B: 
F'( ) _ (1 - Wow) + Wo (w - wo) _ 1 - Iwol
2 
W - 2 - 2· (1 - wow) (1 - wow) 
En particluier, en wo, on obt ient que 
F' ( ) _ 1 - 1 Wo 1
2 
1 - 1 Wo 12 1 Wo - 2 - 2 - 2· (1 - wowo) (1 - Iwo n 1 - Iwol 
De plus, comme Iwo l < l , on remarque que F' (wo) > 0, d 'où IF' (wo)1 = F' (wo) . 
Par ailleurs, comme F (O) = -Wo , on voit que F (B*) = B\ {-wo }, et on peut 
donc écrire (F 0 W) : C\X::i ,c -+ B\ {-wo }. Par conséquent, pour tout z E C\X::i,c, 
I(F 0 W )(z )1 < 1. 
Soit r = d( zo, X::i ,c). On voit que Bl( zo, r) ç C\X::i ,c par défini tion de la distance d. 
Aussi, on a que (F 0 W)( zo) = F (wo) = 0 et I(F 0 W )(z )1 < 1 pour tout z E Bl(zo, r) en 
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particulier puisque c'est vrai sur tout le domaine C\Ki,C" Ainsi , on peut utiliser le lemme 
de Schwarz avec la fonction F 0 W. On en déduit que 
I(F 0 W)'( zo) 1 < ~ , 
r 
1 
{::} r < I(F 0 W)'( zo)l· 
En utilisant la dérivée en chaîne, on voit que (F 0 W)'( zo) = F'(wo) . W'( zo) = 1~;~~1~. 
Ainsi , on trouve que 
1 -lwol2 
r < IW'( zo)1 
Il ne reste qu 'à réécrire les expressions Wo et IW'( zo)1 en fonction de G. Du lemme 
5.1.5, on peut vérifier que [21] 
Ainsi , comme eG(zo ) = l<pp,c(zo)l , on trouve que 
IW'( z )1 = 1 <p~ ,c ( zo) 1 = IG' (zo)l. 
o (<pp,c(ZO))2 eG(zo) 
De plus, on voit que 
d 'où 
2 1 eG(zo) _ e-G(zo) 2sinh(G(zo)) 
1 -Iwol = 1 - l<pp,c( zo)1 2 = 1 - e-2G(zo) = eG(zo) eG(zo) 
2 sinh ( G ( Zo ) ) 
1G'(zo)1 
Borne inférieure. Pour trouver la borne inférieure, on utilise à nouveau les fonctions 
F et W présentées précédemment. Essentiellement, à partir de (F 0 W) -l, on définit 
une application injective holomorphe w : B -+ C\Ki c telle w(O) = zoo En utilisant le 
, 
théorème â de Koebe, on déduit ensuite que d( zo, Ki,c) ~ ~ où R = Iw'(O)I· 
Posons Zo E C\Ki,c et considérons à nouveau les fonctions W : C\Ki,c -+ B* et 
F : B* -+ B\ {-wo} telles que définies précédemment. Comme elles sont bijectives et 
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biholomorphes, on déduit que F 0 West inversible et biholomorphe et, par conséquent , 
(F 0 W) -l : B\ { -wo} -+ C\Ki,c est aussi holomorphe. En particulier , l'application 
(F 0 W)-l restreinte au domaine Bl(O, Iwol) est injective et holomorphe. 
De plus, on sait que si z E B , alors Iwolz E BI (0, Iwo!). Ainsi, on peut définir une 
application injective et holomorphe w : B -+ C\Ki,c de la manière suivante : 
w(z ) = (F 0 W) - l(lwol z) . 
Sachant que (F 0 W)( zo) = F(wo) = 0, on déduit que w(O) = (F 0 W) -l(O) = zoo Par le 
théorème ~ de Koebe, on trouve ainsi que Bl(ZO, ~) ç w(B) ç C\Ki,c où R = Iw'(O)I . 
Autrement dit , d( zo, Ki,c) ~ ~. Il ne reste qu'à déterminer la valeur de Iw'(O)I . 
que 
Comme F'(w) = l-Iwol \ et W'( z ) = (l-wow) </>~ c(z) 1 d" , h ~ 1 1 ( </>p ,~ ( z»2, par a envee en came, on ca cu e 
(F 0 W)'( z ) = F' (W( z)) W'( z ), 
1 - Iwo 12 rP~,c ( z ) 
(1 - wo W (z ) ) 2 (rPp,c (z ) ) 2 , 
(1 - Iwol2) rP~ ,c ( z)VV(Z)2 
(1 - wOW( Z))2 
Lorsque z = Zo, on a donc 
, (1 - Iwol2) rP~,c ( zo)w5 (1 - Iwol2) rP~,c ( zo)w5 rP~,c ( zo )w5 (F 0 W) (zo ) = - 2 = - 2 = 2 . (1 - wowo) (1 - Iwon Iwol - 1 
Ainsi, comme (F 0 W) - l(O) = Zo, on a 
( -1) , 1 1 1 wo 12 - 1 (F 0 W) (0) = (F 0 W)' ((F 0 W)-l(O)) = (F 0 W)'( zo) = rP~ ,c (Zo)W6' 
En utilisant la dérivée en chaîne, on trouve donc que 
Iw'(z)1 = 1 ((F 0 W) - l)' (Iwolz) . (lwolz)'1 = 1 ((F 0 W)-l)' (lwolz)llwol, 
, 1 ( -1)' 1 Il wo 12 - 111 wo 1 1 - Iwo 12 
=? Iw (0)1 = (F 0 W) (0) Iwol = I rP~,c ( zo)llwoI2 = I rP~,c ( zo)llwol' 
En substituant Iwol = 1 </>p,c\zo) 1, on trouve que 
Iw'(O)1 = 1 _1~12 _ IrPp,c(zo) 12 - 1 . 
I rP~ ,c(zo)ll</>p,c\zo ) 1 I rPp,c(zo)ll rP~,c ( zo)1 
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Sachant que eG(zo ) = IcPp,c (zo) 1 et IG'(zo)1 = 1 :::: ~ :~ i l, on calcule que 




21 q/ (zo) 1 
cPp,c (Zo) 1/>: :: (zo) 
e2G(zo) - 1 
e2G(zo ) 10(zo) 1 
2 sinh( G(zo)) 
eG(zo) IG'(zo) 1 
Ainsi, comme d( zo, Ki,J > Iw'10)1 par le théorème ~ de Koebe , on conclut que 
p sinh ( G ( Zo ) ) 
d( zo, KJ 2 2eG(zo ) 10(zo) 1· • 
R D [9 21]' l t At sinh(G (zo) ) d( KP) , t' d· l emarque. ans , , on enonce p u 0 que 2eG (zolI G' (zo )1 < Zo, c' c es -a- 1re que a 
première inégalité du théorème précédent est stricte. Cependant, ce n'est pas vérifiable 
facilement. Comme le résultat présenté ici est suffisant , on ne vérifiera pas l'inégalité 
stricte. 
Ce résultat est primordial lors du calcul de la distance entre un point et l'ensemble 
Ki,c . Cependant , il n 'est pas facilement utilisable en pratique puisqu 'on ne connaît pas 
l'expression exacte de G et de G'. Néanmoins, il est possible d'approximer ces fonctions. 
Proposition 5.1.9 
Soit pEN où p 2 2 et posons c E C tel que Ki,c est connexe. Alors, pour Zo E C\Ki,c 
assez près de la fractale, les bornes de d( Zo, Ki,c ) présentées à la proposition 5.1 .8 
peuvent être approximées par les expressions 
IZml ln IZml d( KP) 21 zml ln IZml 
1 ::; ZO, I ,c < 1 ' 1 21 Zml pm IZ:n1 Zm 
OÙ Zm := Q;'c(ZO) et z:n := t z (Q;'c(z )) Iz=zo · 
DÉMONSTRATION. Pour arriver à ce résultat , on doit trouver des approximations de 
G(z) et IG'(z)l · 
On sait que G(z) = lim InIQ;;:(z)l , où on a la convergence uniforme. De cette exp res-
m-too P 
sion, on obtient directement que 
. InI Q~c(z) 1 InI Q~c(z) 1 1 
G ( ) hm m .. 1 () l--m e z = em->oo p = lim e pm = lim Qpmc Z p . 
m -too m-too' 
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Pour ce qui est de IG'(z)l , on utilise le lemme 5.1.5. D 'abord, on calcule que 
par définition de G' , 
par substitution, 
dû à la convergence 
uniforme, 
car (kf( z ))' = kf'( z ), 
, f'( z ) 
car (ln f (z )) = f ( z) . 
Ensuite, comme Q;'c(z ) est un polynôme, c'est une fonction holomorphe. On voit donc 
que 
IG'(z)1 = ,,!~oo pm IQ~, ( z)IIIQ~Jz)1'I de l'équation 5.1, 
. 1 (Q;'c(z ) )'1 
= hm par le lemme 5.1.5. 
m -+oo pm IQ~c ( z )1 
À partir de ces expressions de G(z ) et IG'(z)l , il est possible d 'écrire les bornes de 
d( z, Kf.,c ) présentées à la proposition 5.1.8 autrement. En effet , en fixant une valeur m 
assez grande, on peut écrire que 
De plus, lorsque z -+ 8Kf.,c, on sait que G(z) -+ 0, donc sinh (G( z )) rv G( z). Ainsi , 
lorsque z est assez proche de Kf.,c, on peut approximer sinh (G( z )) ~ G(z ) et on calcule 
que 
sinh ( G (z ) ) ~ G ( z ) ~ ln 1 Q~~c (z ) 1 pm 1 Q;'c (z ) 1 _ 1 Q;'c (z ) lIn 1 Q;'c (z ) 1 
2eG(z) IG'( z )1 ~ 2eG(z) IG'( z )1 ~ 2IQ~c (z )l p;' pm I(Q~c ( z))'I- 2IQ~c (z )l p;' I(Q~c (z))'1 
et 
2sinh(G(z)) ~ 2G(z ) ~ 2InIQ;'c(z )1 pmIQ;'c(z )l_ 2 IQ;'c(z ) 1 ln IQ;'c(z ) 1 
1 QI (z ) 1 ~ 1 G' (z ) 1 ~ pm '1 ( Q~c (z ) )'1 - 1 ( Q~c ( z ) ) '1 
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En évaluant ces expressions en Z = Zo , on trouve les approximations voulues des bornes 
présentées à la proposition 5.1.8 . • 
On peut en faire de même avec les Multibrots complexes Mi. Effectivement, il a 
été démontré par Beardon [3] ainsi que par Douady et Hubbard [11] que, sur un certain 
voisinage de 00, il est toujours possible de définir une transformation conforme 1>p,c ayant 
des propriétés similaires à celles de la transformation présentée au théorème 5.1.3, même 
lorsque K:i,c n 'est pas connexe. Ainsi , essentiellement , on peut trouver une transforma-
tion conforme allant de l'extérieur de Mi à l'extérieur du disque unitaire en définissant 
'l/Jp := 1>p,c' Cette dernière affirmation a seulement été démontrée pour p = 2 [3 , 11], mais 
est généralisable au cas général où p ~ 2 [4]. 
Théorème 5.1.10 - Représentation conforme de C\M J( 
Pour tout entier pEN tel que p > 2, il existe une bijection biholomorphe 
'l/Jp : C\Mi -+ C\Bl (0 , 1) telle que 
i) l'l/Jp(c)1 -+ 1 lorsque c -+ aMi ; 
ii) 'l/Jp(c) rv C lorsque c -+ 00; 
iii) 'l/Jp (Q~,c (O)) = 'l/J (c)P pour tout c E C\Mi; 
1 
iv) 'l/Jp( c) = lim (Qmp:;H (0)) pm, où la limite converge uniformément sur C\K:i C ' 
m --+oo ' , 
D ÉMONSTRATION . Considérons à nouveau la transformation 1>p,c : C\K:i,c -+ C\Bl (0 , 1) 
du théorème 5.1.3 . Dans le cas où p = 2, il a été démontré par Beardon [3] ainsi que par 
Douady et Hubbard [11] qu'en définissant 'l/Jp(c) := 1>p,c (c) , on obtient une transformation 
conforme ayant les mêmes propriétés que 1>p,c' Dans le cas général p ~ 2, on pourrait 
démontrer que cette affirmation est aussi vraie de manière semblable. 
Les propriétés i) à iv) découlent donc directement des propriétés de 1>p,c' Il suffit de 
remplacer z par c dans le théorème 5.1.3 et de remarquer que Qp,c(c) = cP + c = Q~,c (O) . 
• 
L'application 'l/Jp permet de définir une nouvelle fonction de Green G sur C\Mi. 
118 CHAPITRE 5. LANCER DE RAYONS 
Théorème 5.1.11 - Fonction de Green associée à MI( 
Soit pEN tel que p ~ 2. La fonction C : C\M f -+]0, oo[ telle que 
où 'ljJp est la transformation conforme telle que définie au théorème 5.1.10, est la 
fonction de Green associée à l'ensemble Mf. Celle-ci possède les propriétés suivantes: 
i) IC(c)1 -+ 0 lorsque c -+ aMf; 
ii) C(c)rvlnlcllorsquec-+oo; 
iii) C (Q~,AO)) = pC(c) pour tout c E C\M f; 
. ) C() l' ln IQ;': I(O)1 'l l' 't 'f / t tr\yp w c = lm , ou a ~m~ e converge umJormemen sur IL- l'v I C ' 
m-too pm , 
DÉMONSTRATION. Ce résultat est une conséquence directe des propriétés de cjJp' • 
En ut ilisant la dérivée C' = (~~, ~~), où c = x + yi1 , on peut borner la distance 
entre M f et Co 1- M f comme à la proposition 5. 1.8 [4, 21]. 
Proposition 5.1.12 
Soit pEN où p ~ 2. Alors, pour cE C\M f, on a 
sinh (C(c)) < d( M P) 2sinh (C(c)) 
2eG (c) IC'( c) 1 - C, 1 < IC'( c) 1 
où C est la fonction de Green de M f et C' = (~~ , ~~) . 
D ÉMONSTRATION. La démonstration est identique à celle de la proposition 5.1.8. Il suffit 
de remplacer cjJp,c par 'ljJp et Kf,c par Mf· • 
De plus, ces bornes peuvent être approximées de la manière suivante. 
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Proposition 5.1.13 
Soit pEN où p ~ 2. Alors, pour Cl E C\M f assez près de la fractale, les bornes de 
d( Cl , Mn présentées à la proposition 5. 1.12 peuvent être approximées par les expres-
sions 
DÉMONSTRATION. On procède de manière analogue à la proposition 5.1.9. Sachant que 
. In IQmc(o)1 . InIQ~c(O) l G(c) = hm ~' l ' on calcule que eG(c) = hm e pm - = lim IQm (o)l p m-l . De 
m-too P m-too m-too P,C 
plus, pour IG'(c)l , on calcule d 'abord que 
par définition de G' , 
par substitution, 
dû à la convergence 
uniforme, 
car (kf( z))' = kJ'( z), 
, J'( z) 
car (ln f ( z )) = f ( z) . 
Comme Q;'c(O) est holomorphe selon la variable c, du lemme 5.1.5 , on a 
IG' (c)1 = "lUp= pm- l 1~;:Jo)IIIQ;;:,(o) 1'1 de l'équation 5.1, 
. 1 (Q;'c(O) )'1 
= hm par le lemme 5.1.5. 
m-too pm- l IQ;:c(O) 1 
Quand C -+ âMf, on sait que G(c) -+ 0, d 'où sinh (G(c)) rv G(c). En supposant donc 
que c est assez près de la frontière de M f , on peut poser que sinh (G (c)) ~ G (c). Ainsi , en 
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utilisant les expressions précédentes pour approximer les bornes de la proposition 5.1.12, 
on trouve que 
sinh (G(c)) '" ln IQ;'c(O) 1 pm-1I Q;'c(0)1 _ IQ;'c(O) 1 ln IQ;'c(O) 1 
2eG (c) IG'(c)1 '" 2IQ~c (0)lpml- 1 pm- l 
1 (Q~c (O) )'1 2IQ~c(0) 1 pr;b 1 (Q~c (O)) '1 
et 
2 sinh (G(c)) 2ln IQ;'c(O) 1 pm-1I Q;'c(0)1 2 IQ;'c(O) 1 ln IQ;'c(O) 1 
1 QI ( c) 1 ~ pm-l . 1 ( Q~c (0) )' 1 = 1 ( Q~c (0) ) '1 . • 
5.2 Distance d'un point à une fractale 
multicomplexe 
Pour généraliser les bornes trouvées précédemment , on utilise les propriétés de la 
norme multicomplexe du chapitre 1 et des fractales multicomplexes vues au chapitre 2. 
Lemme 5.2.1. Soit n E N tel que n ~ 2 et considérons l'ensemble X ç M(n) tel que 
X = X 'Yn x'Yn X ;Yn où X 'Yn, X ;Yn ç M(n - 1). La distance entre le point ( E M(n) et 
l 'ensemble X est 
d((, X) = d( ("In' X'YJ
2 + d( (;Yn' X;yJ2 
2 
DÉMONSTRATION. Pour un point ( E M(n) fixé, on doit trouver l'infimum des valeurs 
1117 - (lin telles que 17 E X. Rappelons que, pour qu'un nombre D soit un infimum, il doit 
vérifier les conditions suivantes : 
i) D doit être une borne inférieure, c'est-à-dire que D :::; 1117 - (lin pour tout 17 EX; 
ii) s'il existe une autre borne inférieure C, alors C :::; D. 
Posons D = d(('Yn, X 'YnF+ d((;y, X ;y )2 "fi d ." 2 n n et ven ons ces eux propnetes. 
i) Comme X = X 'Yn x'Yn X ;Yn' on sait que si 17 EX, alors 17'Yn E X 'Yn et 17'Yn E X ;Yn ' 
De plus, puisque d( ("In' X'YJ et d( (;Yn' X;yJ sont les infimums de 1117'Yn - ("In Iln-l et 
II17'Yn - (;Yn Iln-l respectivement , on voit que 
D = d( ("In' X'YJ
2 + d( (;Yn' X;yJ2 < 
2 
1117'Yn - ("In II~-l + II17'Yn - (;Yn II~-l 
2 
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Ainsi , de la proposition 1.5.4, on trouve que pour tout "l E X , 
D ~ 
ii) Supposons qu'il existe un nombre C tel que C ~ Il ''l - (lin pour tout "l E X. On 
doit démontrer que C ~ D. Pour ce faire, supposons (par l'absurde) que C > D. 
Comme d( (1'n' X 1'n ) et d( ('Yn' X 'Yn ) sont des infimums, on sait qu'il existe des nombres 
"l1'n E X 1'n et "Fin E X 'Yn tels que, pour tout Eo > 0, 
et 
Ainsi, on calcule que 
Il''l1'n - (1'n I I ~- l + Il''Fi,, - ('Yn II~- l 
2 
( d( (1',, ' X1'J + EO) 2 + (d( ('Yn' X'YJ + EO) 2 
2 
( d( (1'n' X 1'n )2 + d( ('Yn' X 'Yn )2 ) + 2Eo ( d( (1'n' X 1'n ) + d( ('Yn' X 'Yn )) + 2E6 
2 
Sachant que Vx + y < Vx + vy pour tout x, y > 0, on déduit que 
Posons maintenant E = C - D > O. 
2Eo ( d( (1'n' X 1'n ) + d( ('Yn' X 'Yn )) + 2E6 
2 
Il''l - (l in < D + vO + E2 = D + E = C. 
et 
Ainsi, on voit que 
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Dans les deux cas, on voit donc qu'il existe un nombre 'Tl E X tel que Il'Tl - (lin < C, 
ce qui est en contradiction avec l'hypothèse que C est une borne inférieure. Ainsi , 
nécessairement , C ~ D . 
Comme les deux conditions d 'un infimum sont respectées, on conclut que d(( , X) = D . 
• 
À partir de ce dernier résultat , on voit qu 'une distance dans l'espace n-complexe 
peut être exprimée en fonction de distances dans l'espace (n - l)-complexe. Ainsi , on 
peut trouver une formule de distance entre un point ( et une fractale multicomplexe X 
à l'aide de la distance entre chacune des composantes idempotentes (')' et chacune des 
parties idempotentes X ')' . Dans le cas des ensembles de Julia , on obtient la proposition 
suivante. 
Proposition 5.2.2 
Soit n ,p E N tels que n ,p ~ 2 et posons C E M(n). Alors, pour ( E M(n) , on a 
L d((')', Ki,c.) 2 
')'ES2(n) 
D ÉMONSTRATION. Rappelons que, de la proposition 2.2.2, 
KP = KP . x KP . 
n ,c n - l ,c"n ')'n n-l ,C;yn 
La proposition se démontre donc essentiellement à partir de ce résultat et du lemme 
5.2. 1. 
Procédons par induction. Pour n = 2, on sait que K~ c = Ki r _. X"'2 Ki c", • Du lemme 
, '~r2 " "(2 
5.2.1 , en posant X = K~ c, on trouve donc directement que , 
d((, KL) = , 
d( (')'2' Ki ,c,,2 )2 + d( ('Y2 ' Ki ,C;y2 )2 
2 
Ensuite, démontrons que la proposition est vraie en supposant qu'elle l'est pour n-1. 
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Pour ( E M(n), on peut écrire 
d 'où 
( ,n = L (",n [ 
,ES2(n- l ) 
De même, pour c E M(n) , 




Par hypothèse d 'induction, on déduit donc que 
Ainsi , du lemme 5.2.1 , on voit que 
('In = L ("'Yn [ . 
,ES2(n- l) 
C'Yn = L c""in [. 
,ES2(n-l) 
d( (,n' K~_1,C-Yn)2 + d( ("in' K~- l, e;yn )2 
2 
L d( ( l',n' Ki,c-y-yJ2 + L d( (""in ' Ki,c-Y"YJ 2 
,ES2(n- l ) ,ES2(n- l) 
L d((" Ki,c-y )2 
,ES2(n) 
• 
De même, on peut trouver une formule pour la distance entre un point et un Multibrot 
multicomplexe. 
Proposition 5.2.3 
Soit n,p E N tels que n ,p ~ 2. Alors, pour c E M(n) , on a 
d(c, M~) = 
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D ÉMONSTRATION. La démonstration se fait par induction de manière semblable à celle 
de la proposit ion 5.2.2. De la proposition 2.1.3, on sait que 
Ainsi, si n = 2, on a M~ = Mi X'Y2 M i . On voit donc directement du lemme 5.2.1 que 
d(c, M~) = d( C'Y2' M i)2 + d( C'Y2' Mi)2 2 
Ensuite, supposons que la proposition est vraie pour n - 1. Pour C E M (n), on sait 
que 
C'Yn = L cT'Yn '"'( 
'YES2(n- l ) 
et C'Yn = L cT'Yn '"'( . 
'Y ES2(n-l) 
Par conséquent, on déduit par hypothèse d 'induction que 
L d( cT'Yn' M i)2 
'YE S2(n-l) 
L d( c'Y·'Yn, M i)2 
'YES2(n- l ) 
Du lemme 5.2.1 , on trouve donc que 
d(c, M~) = d( c'Yn' M~- I )2 + d( c'Yn' M~-I)2 2 
L d( c'Y·'Yn, M i) 2 + L d( c'Y·'Yn, M i)2 
'YES2(n-l) 'YE S2(n- l ) 
L d(c'Y, M i)2 
'Y ES2(n) 
• 
En utilisant les bornes de distances complexes présentées à la section 5.1 ainsi que les 
propositions 5.2.2 et 5.2.3 , on peut donc estimer la distance entre un point mult icomplexe 
et une fractale. 
Exemple 5 .2.4. Considérons C = Cl + C2il + C3i2 E ]Be. Sa représentation idempotente 
est 
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i) Si C"'!2 E M f et C'?2 E M f, alors d(C"'!2, M f) = d(C'?2,Mf) = 0, d 'où d(c,M~) = O. 
ii) Si C"'!2 ~ M f mais C'?2 E M f, alors d( C'?2' M f) = 0 et 
d(c, M~) = 
où d( C"'!2' Mf) > O. De la proposition 5. 1.13, en utilisant un entier m assez grand, 
les bornes de d( c, M~) peuvent donc être approximées par 
où Cm = Q~C,2 (0) et c~ = te (Q~e (O ) ) le=c,2' 
iii) Si C"'!2 E M f mais C'?2 ~ M f, on retrouve des bornes similaires à celles du cas ii). 
iv) Si C"'!2 ~ Mf et C'?2 ~ M f, alors 
d(c , M~) = d( C"'!2' M f)2 + d( C'?2' M f)2 2 
où d(C"'!2, Mf) > 0 et d(C'?2 ,Mf) > O. De la proposition 5.1.13, en posant massez 
grand , on voit donc qu 'on peut approximer la borne inférieure de d(c, M~) par 
d(c,M~) ~ 
et sa borne supérieure par 
d(c,M~) < 
5.3 Méthode du lancer de rayons 
Maintenant que des estimations de la distance entre un point et une fractale sont 
connues, il est possible d'utiliser le lancer de rayons, ou le ray tracing, pour générer 
des fractales multicomplexes. Cette méthode de synthèse d 'images a été introduite dans 
les années 1980 [15] et est encore énormément utilisée aujourd 'hui dans le domaine du 
cinéma et des jeux vidéos [1]. 
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Voici un résumé de la méthode. Pour voir , une personne doit recevoir des rayons de 
lumière à l'oeil. Le ray tracing est inspiré de cette idée. On choisit un point de l'espace 
euclidien Po E IR3, faisant office d 'oeil ou de caméra, et on lance un rayon vers la fractale 
à partir de celui-ci. On peut imaginer que ce rayon forme une droite qui croise Po et 
potentiellement la fractale. Lorsqu 'il croise la fractale en un point, on peut faire de petits 
pas à partir de Po en suivant le rayon pour trouver le point de rencontre entre la fractale 
et le rayon. En répétant le procédé avec plusieurs rayons dans une multitude de direction, 
on peut trouver suffisamment de points de la fractale pour l'illustrer. 
Décrivons la technique plus formellement pour la visualisation d 'une coupe tridi-
mensionnelle principale T P(ik, il , im) ç M~. Le principe demeure le même pour générer 
une coupe t ridimensionnelle F d 'un ensemble de Julia K~,c' Mais d 'abord, introdui-
sons la notation suivante: pour tout nombre multicomplexe P E 1f(ik ' il , im) tel que 
P = Xik + yil + zim, on écrit [Pl = [x, y , z] E IR3. Cette notation permet de distinguer un 
nombre multicomplexe de sa représentation graphique tridimensionnelle. 
Considérons un nombre Po = XOik + yoil + zoim 1:. T . Le point [Po] servira d 'oeil 
extérieur à la fractale. On choisit ensuite un vecteur unitaire [v] E IR3 déterminant la 
direction du rayon lancé. Pour s'approcher de la fractale, on considère donc la séquence 
de points {Pd~o telle que Pk = Xk ik + Ykil + Zk im et 
où dinf(Pk , M~) est la borne inférieure de la distance entre Pk et M~. Celle-ci peut être 
calculée à partir des propositions 5. 1.12 et 5.2.3 comme il l'a été fait à l'exemple 5.2 .4. 
Tous les points de cette suite sont, par définition, à l'extérieur de M~ et, par conséquent , 
à l'extérieur de la coupe T. Ainsi, dépendant si le rayon croise la coupe ou non, on pourra 
observer que 
ou 




L dinf(Pk , M~) = 00, 
k=O 
lim Pk = 00. 
k-+oo 
En pratique, on ne lance pas de rayon dans toutes les directions possibles : on pose v 
_ 1 
de manière à ce que la demi-droite P(t) = Po + tv, où t ~ 0, croise la boule Bn(O, 2v- 1 ). 
En effet, comme on sait que les Multibrots sont contenus dans cette boule par le corollaire 
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2.1.5 et qu 'il en est de même pour les ensembles de Julia connexes par la proposit ion 
2.2.5, il n 'est pas nécessaire d 'explorer ailleurs. 
De plus, on ne peut pas calculer toute la sui te {Pd~o : un critère d 'arrêt est néces-
saire. Posons donc c > 0 assez petit et considérons to > D, le plus grand nombre tel que 
1 
IIP (to) lin = 2 p-l . 
_ l 
i) Si on atteint un nombre Pko E Bn(O, 2P- 1 ) tel que dinf(Pko, M~) < c, on arrête 
d 'itérer et on considère que le point [Pko] E ffi,3 doit être inclus dans la représentation 
graphique de la coupe T . 
- 1 
ii) Si on atteint un nombre Pko tt Bn(O, 2p- l ) tel que II Pko - Po lin> II P (to) - Polin = to, 
on peut conclure que le rayon lancé ne croise jamais la coupe. En effet , dans ce cas, 
_ 1 
on sait que le rayon entre dans la boule Bn(O, 2 P-l ), mais en sort éventuellement 
sans entrer en contact avec M~. On peut donc arrêter d 'itérer après avoir trouvé 
Pko ' 
Pour générer une image complète, on répète ce processus avec une multitude de 
rayons : plus le nombre de rayons lancés est grand, plus la résolut ion de l'image est 
grande. Il est aussi possible d 'améliorer la qualité des images par l'ajout d 'effets visuels. 
Pour plus de détails, se référer à [21 , 22]. 
Par ailleurs, cet algorithme possède un léger inconvénient. Lorsque dinf ( Pko ' M~) est 
petit , on sait qu 'il existe un point rJ E M~ près de Pko ' Cependant , ce point ne fait pas 
nécessairement part ie de la coupe T . On peut tout de même s'assurer qu 'il est près de 
T. 
_ 1 
Soit c > 0 et ko, le plus petit entier tel que Pko E Bn(O, 2P - 1 ) et dinf(Pko , M~) < c. 
De plus, posons 
Pko = L Pko ,"'fl 
"'fE S2(n) 
et considérons l'ensemble S := { , E S2(n) : Pko,"'f tt Mn· Pour tout 1 E S, de la 
proposit ion 5. 1.12, on sait que 
et 
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sont des bornes inférieure et supérieure de d(Pko ,-y , M i) . Aussi, par le corollaire 1.5.6, on 
remarque que 
pour tout '"Y E S2(n). 
Comme IIPko lin ~ 2 P~1, on vérifie ainsi que IPko,-y 1 ~ \l2n- 1 1IPko lin ~ v'2n- 1 2 p~1. Par 
conséquent , comme G est une fonction continue et G(Pko ,-y ) devient petit lorsque Pko,-y 
est près de M i, la valeur G (Pko ,-y ) doit être bornée. Ainsi, il existe un certain M ~ 0 tel 
que e G(Pko,-y) ~ M, d 'où 
En ut ilisant la proposition 5.2.3 , on peut généraliser cette observation pour trouver que 
(5 .2) 
où dsup (Pko, M~) est la borne supérieure de d( Pko, M~) qui peut être calculée à partir 
des proposit ions 5.1.12 et 5.2 .3. 
Posons maintenant Tl E M~ , l'élément de M~ le plus près de Pko' On sait qu'un tel 
nombre existe car M~ est compact. De l'équation 5.2, on voit que, 
De plus, en posant Tl = L Tlii et J = II(n)\ { ik, il , i m } , on trouve que 
iEll(n) 
IIPkO - Tl il n = (Xko - TliJ ik + (Yko - TliJ i l + (Zko - Tlim )i m - L Tlâ 
iE! 
n 
pour tout i E J. 
n 
Par conséquent , 4NIc > II Pko - Tl iln ~ ITli 1 ~ 0 pour tout i E J. Ainsi, lorsque é -+ 0, on 
trouve que ITlil -+ 0 pour tout i E II (n ) tel que i rj:. { ik, il , im } . On en dédui t donc que Tl est 
un nombre très près de l'espace 1I'(ik , il , im ) lorsque é est très petit et , conséquemment , 
très près de la coupe T . Le point Pko est donc suffisamment près de T pour utiliser 
[Pkol E IR3 afin d 'illustrer T . 
Conclusion 
L'objectif principal de ce mémoire était de généraliser et d 'unifier plusieurs résultats 
déjà connus sur les fractales mult icomplexes ainsi que les espaces dans lesquels elles sont 
définies. Effectivement, au premier chapitre, plusieurs concepts entourant les espaces 
mult icomplexes ont été étudiés afin de les introduire au lecteur , mais aussi pour étendre 
certaines propriétés des nombres complexes, bicomplexes et tricomplexes au cas général n-
complexe. Ensuite, les fractales complexes les mieux connues, c'est-à-dire les ensembles de 
Mandelbrot et de Julia , et certaines de leurs propriétés ont été, elles aussi, généralisées aux 
espaces multicomplexes au deuxième chapitre. Par la suite, on a vu, au troisième chapitre, 
deux types de coupes fractales tridimensionnelles, permettant ainsi d 'obtenir des images 
en trois dimensions de ces objets. De plus, une relation d 'équivalence a été définie entre les 
coupes principales afin d 'ident ifier celles qui possèdent des dynamiques tridimensionnelles 
similaires. Cette équivalence a permis, au quatrième chapit re, de classifier les coupes 
et ainsi de déterminer que toute coupe tridimensionnelle principale de M~ peut être 
retrouvée, à une transformation affine près , dans l'espace t ricomplexe. Finalement , la 
méthode du lancer de rayons, permettant de générer numériquement ces coupes, a été 
présentée au cinquième chapit re après avoir généralisé la distance entre un point et une 
fractale, qui est une notion nécessaire à l'implémentation de cette méthode. 
Malgré tout ce qui a été abordé dans ce mémoire, certains aspects sont encore à 
approfondir. Par exemple, il a été démontré au troisième chapitre que si deux coupes 
principales sont équivalentes, elles doivent nécessairement être liées par une transforma-
tion linéaire. Toutefois, on peut observer par ordinateur que deux coupes équivalentes 
semblent toujours isométriques. Pour arriver à démontrer que ce constat est toujours 
vrai, il faudrait démontrer que l'isomorphisme rp : M l -t M 2 formant une bijection entre 
deux coupes équivalentes 11 et ~ n 'est pas seulement linéaire, mais aussi isométrique. 
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Par ailleurs, la méthode du lancer de rayons n 'a été présentée que brièvement . En 
effet, il serait possible d 'approfondir cette méthode afin d 'opt imiser l'algorithme ou encore 
d 'améliorer la qualité et le niveau de détail des images. Aussi, il pourrait être intéressant 
de modifier l'algorithme afin de s'assurer qu'il converge nécessairement vers des points 
de la coupe à visualiser , plutôt que vers des points près de la coupe. 
Bref, l'écri ture de ce mémoire a permis de rassembler dans un même document plu-
sieurs notions sur les fractales multicomplexes étudiées ces dernières années. Il en reste 
néanmoins beaucoup à faire, en particulier sur les autres types de coupes tridimension-
nelles. En effet, les coupes idempotentes et les coupes tridimensionnelles des ensembles 
de Julia n 'ont pas été approfondies. Un prochain t ravail pourrait donc porter sur la 
classification de celles-ci. Toutefois, comme il existe un ensemble de Julia pour chaque 
nombre cE M(n), classifier les coupes t ridimensionnelles de ces ensembles ne s'annonce 
pas évident. 
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Définitions de base 
Cette annexe a comme but de rappeler certains concepts préalables à la lecture de 
ce mémoire. 
Structures algébriques 
On présente ici les définitions de certaines structures algébriques essentielles. Les 
prochaines définitions sont tirées de l'ouvrage de Cameron [6]. 
D éfinition - G roupe 
Soit un ensemble E sur lequel on définit une opération binaire *. La structure (E , *) 
est un groupe si 
i) x * y E E pour tout x, y E E (* est f erm ée sur E); 
ii) (x * y) * z = x * (y * z ) pour tout x, y , z EE (* est associative sur E) ; 
iii) il existe un neutre e E E pour *, c'est-à-dire que x * e = e * x = x pour tout 
x E E ; 
iv) tout x E E possède un inverse x-1 tel que x * x - 1 = x- 1 * X = e. 
Lorsqu'il n 'y a pas d 'ambiguïté concernant l'opération, on écrit simplement que E 
est un groupe. De plus, E est un groupe commutatif si * est commutative sur E , 
c'est-à-dire que x * y = y * x pour tout x, y E E. 
En définissant une deuxième opération sur un groupe, on peut obtenir un anneau ou 
encore un corps. 
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D éfinition - Anneau 
Soit un ensemble E sur lequel on définit deux opérations binaires + et • . La structure 
(E, +, . ) est un anneau si (E , +) est un groupe commutatif et 
i) • est fermée sur E ; 
ii) • est associative sur E ; 
iii) • est distribut ive à gauche et à droite, c'est-à-dire que pour tout x, y, z E E , 
x . (y + z ) = x . y + x . z et (x + y) • z = x . z + y . z . 
Lorsqu'il n 'y a pas d 'ambiguïté concernant les opérations, on écrit simplement que E 
est un anneau. De plus, s'il existe un neutre pour . , alors E est un anneau unitaire. 
Aussi, E est un anneau commutatif lorsque . est commutative sur E. 
Définition - Corps 
Soit un anneau unitaire commutatif (E , +, . ) dont l'élément neutre pour + est noté 
O. On dit que E est un corps si tout x E E tel que x -=J 0 possède un inverse par 
rapport à l'opération • . Par ailleurs, on appelle généralement + l'addit ion sur E et 
• la multiplication sur E . 
Considérons un ensemble quelconque E. Dans les définitions précédentes, des opé-
rations internes sur E étaient utilisées. Cependant, il est aussi possible de définir un 
opérateur externe, comme une mult iplication par un scalaire, qui agit sur un élément 
d 'un corps lI{ et sur un élément de E . 
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Définition - Espace vectoriel 
Soit un corps OC doté d 'une addi t ion et d 'une multiplication. Considérons un ensemble 
E , une opération binaire + : E x E -+ E et une mult iplication par un scalaire 
. : OC x E -+ E. La structure (E, +, .) est un espace vectoriel si 
i) (E ,+) est un groupe commutatif ; 
ii) la multiplication par un scalaire est distribut ive, c'est-à-dire que pour tout pour 
tout fJ" V E OC et x,y E E, 
et ( fJ, + v ) . x = fJ, . x + v . x ; 
iii) pour tout fJ" v E OC et x E E, on a que (fJ,v ) . x = fJ,. (v· x); 
iv) le neut re mult iplicatif 1 du corps OC est aussi le neutre pour ., c'est-à-dire que 
1 . x = x pour tout x E E. 
Définition - Espace vectoriel engendré 
Soit un espace vectoriel E sur un corps OC. Pour tout sous-ensemble fini A ç E , on 
note Vect oc A le sous-espace vectoriel de E engendré par A, c'est-à-dire 
VectocA = {L Àx x : Àx E OC } . 
x EA 
Autrement dit , Vect ocA représente l'espace vectoriel constit ué de toutes les combinai-
sons linéaires d 'éléments de A. 
Un espace vectoriel E peut se généraliser à une algèbre en définissant une deuxième 
opération interne sur E. La défini t ion suivante est proposée par Conway [7]. 
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Définition - Algèbre 
Soit un espace vectoriel (E , + , .) sur un corps OC. Considérons une opération binaire 
• : E x E ---t E. La structure (E , +, ', . ) est une algèbre sur OC si (E , +, . ) forme un 
anneau et, pour tout À E OC et x, y E E, 
À · (x . y) = (À· x) • y = X . (À . y) . 
De plus, lorsque . est commutative, E est une algèbre commutative et lorsqu 'il existe 
un neutre pour . , E est une algèbre unitaire. 
De manière équivalente, on pourrait définir que (E , +, ',. ) est une algèbre sur OC si 
i) (E, +, .) est un espace vectoriel ; 
ii) • est associative; 
iii) • est bilinéaire, c'est-à-dire que, pour tout À E OC et x, y , z EE: 
a) À· (x . y) = (À· x) • y = X . (À . y) ; 
b) X . (y + z) = X . y + X . z; 
c) (x + y) • z = X . Z + Y . z . 
Fonctions particulières sur les structures algébriques 
Il est souvent nécessaire de définir des applications sur les diverses structures al-
gébriques mentionnées précédemment . Voici quelques types particuliers de fonctions qui 
sont utilisés à maintes reprises au cours du mémoire. Les prochaines définitions s' inspirent 
des ouvrages de Cameron [6], Conway [7] et Woerdeman [38]. 
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Définition - Norme 
Soit un espace vectoriel E sur un corps OC muni d 'une valeur absolue. Notons 0 le 
neutre de E. Une norme sur E est une application réelle 11·11 telle que, pour tout 
À E OC et x, y E E , 
i) Ilxll ~ 0 ; 
ii) Ilxll = 0 {:} x = 0 ; 
iii) p xll = IÀlllxl1 ; 
iv) Ilx + yll :s; Il xll + Ilyll · 
Un espace vectoriel muni d 'une norme est dit normé. 
Notons qu'une norme peut aussi être définie dans le cas plus général où E est une 
algèbre. 
Par ailleurs, il est possible d 'établir un lien entre divers espaces en utilisant une 
bijection particulière : un isomorphisme. 
140 A NNEXE A. DÉFINITIONS DE BASE 
D éfinition - Homomorphism e 
Considérons El et E2 , deux structures algébriques de même type. Un homomorphisme 
est une application f : El -+ E2 qui conserve la structure des opérations. Plus 
spécifiquement, f est une application ayant les propriétés suivantes : 
i) Si une seule opération interne, par exemple une addition, est définie sur chaque 
structure El et E2 , alors 
f( x + y) = f( x) + f (y) Vx, y E El · 
ii) Si une deuxième opération interne, par exemple une multiplication, est définie 
sur chaque structure El et E2 (cas des anneaux et des algèbres) , alors 
f (xy) = f (x) f (y) Vx, y E El · 
iii) Si des multiplications par un scalaire sont définies sur El et E2 (cas des espaces 
vectoriels et des algèbres sur OC), alors 
f(>, x) = )...f(x) V)... E OC, Vx E El· 
Un homomorphisme d'espaces vectoriels ou d 'algèbres est aussi appelé une application 
linéaire. 
D éfinition - Isomorphism e 
Considérons El et E2 , deux structures algébriques de même type. Un isomorphisme 
est un homomorphisme bijectif f : El -+ E2 . Lorsqu 'il existe un isomorphisme 
f : El -+ E 2 , on dit alors que El et E2 sont isomorphes. 
Dans le même ordre d 'idée, si on considère deux espaces normés El et E2 , il est 
parfois possible de trouver une isométrie entre ces deux espaces. 
D éfinition - Isométrie 
Soit El et E2 , deux espaces vectoriels ou deux algèbres normés. Si l'application linéaire 
f : El -+ E2 est telle que Ilf(x)11 = Ilx ll pour tout x E El, alors f est une isom étrie 
et on dit que El et E2 sont isométriques. 
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Définition - Isomorphisme isométrique 
Si f : El ---+ E2 est à la fois un isomorphisme et une isométrie, alors on l'appelle un 
isomorphism e isométrique et on dit que E l et E2 sont isom étriquement isomorphes. 
Analyse 
Au chapitre 1, on explore les propriétés des espaces multicomplexes. En particulier , 
on vérifie que l'espace vectoriel des nombres mult icomplexes est un espace de Banach. 
La définit ion de ce concept se retrouve en part iculier dans le livre de Conway [7]. 
Définition - Suite de Cauchy 
Soit un espace vectoriel normé E . Une suite de Cauchy est une suite {xm }~=l ç E 
telle que, pour tout c > 0, 
~N EN: m , n ~ N =} Ilxm - xn ll < c. 
Définition - Espace de Banach 
Soit un espace vectoriel normé E . Si toute sui te de Cauchy de E converge dans E , 
alors E est un espace complet ou encore un espace de Banach. 
Le concept d 'espace de Banach, applicable aux espaces vectoriels, peut être généralisé 
aux algèbres. 
Définition - Algèbre de B anach 
Soit une algèbre normée E. On dit que E est une algèbre de Banach si 
i ) l 'espace vectoriel normé E est un espace de Banach ; 
ii) pour tout x, Y E E , Ilxyll :S Ilxl lllyll· 
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Analyse complexe 
Les prochains concepts d 'analyse complexe peuvent être retrouvés dans le livre de 
Gelbaum [14]. 
D éfinition - D érivée complexe 
Soit une fonction f : U -t C où U ç C est ouvert. Pour Zo E U, on dit que f est 
dérivable en Zo si la limite 
f '( ) - l' f( z ) - f( zo) Zo - lm -----
Z-+ZQ Z - Zo 
existe. La limite f'( zo) est alors la dérivée de f en zo° 
D éfinition - Fonction holomorphe 
Soit une fonction f : U -t C où U ç C est ouvert. Si f est dérivable pour tout point 
d 'un ensemble ouvert contenant Zo E U, on dit alors qu'elle est holomorphe en Zo. 
En particulier, si f est dérivable en tout point de son domaine ouvert U, alors f est 
holomorphe sur U. 
Lorsque f est inversible , si f et f - l sont holomorphes, on dit que f est biholomorphe. 
Comme toute fonction holomorphe possède un développement en série de puissances 
convergente , toute fonction holomorphe est analytique au sens suivant. 
D éfinition - Fonction analytique 
Soit une fonction f : U -t C où U ç C est ouvert. Pour Zo E U, on dit que f est 
analytique en Zo s'il existe des coefficients aj E C tels que 
00 
f( zo) = L aj( z - zo)j 
j=O 
pour tout z dans un certain voisinage V (zo, r) de Zo. 
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Topologie 
Pour bien saisir les notions de connexité et de compacité utilisées à quelques reprises 
dans ce mémoire, les définitions suivantes peuvent s 'avérer utiles. Elles sont tirées de 
l'ouvrage de Gelbaum [14]. 
Définition - Espace topologique 
Soit E , un ensemble quelconque et T, une famille de sous-ensembles de E (autrement 
dit , tout élément de T est un sous-ensemble de E). On dit que (E , T) est un espace 
topologique si 
i) 0 E T et E ET; 
ii) toute union d 'éléments de T est aussi dans T ; 
iii) toute intersection finie d 'éléments de T est aussi dans T. 
De plus, on dit que T est une topologie. Généralement , T est l'ensemble de tous les 
ouverts de E. Aussi , lorsque la topologie T est évidente, on dit simplement que E est 
un espace topologique. 
Comme la notion d 'espace topologique n 'est pas centrale à ce mémoire, on peut 
simplement voir un espace topologique comme étant un ensemble tel que l'union et l'in-
tersection habituelles sont bien définies sur ses sous-ensembles. D'ailleurs , il est possible 
d'établir un lien entre différents espaces topologiques à l'aide d 'un homéomorphisme. 
Définition - Homéomorphisme 
Soit deux espaces topologiques El et E2 . Si l'application f : El ~ E2 est bijective 
et bicontinue, c'est-à-dire qu 'elle et son inverse sont continues, on dit alors qu 'elle 
est un homéomorphisme. Lorsqu 'il existe un homéomorphisme entre deux espaces 
topologiques, on dit qu'ils sont homéomorphes. 
De plus , il est possible d 'attribuer aux éléments d 'un espace topologique certaines 
propriétés, telles que la connexité ou la compacité. 
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D éfinition - Connexité 
Soit un espace topologique E. Un ensemble A ç E est connexe s'il ne peut pas être 
exprimé comme l'union de deux sous-ensembles ouverts, non vides et disjoints. 
D éfinition - Compacité 
Soit un espace topologique E et considérons un ensemble A ç E . Pour toute famille 
d 'ensembles ouverts {Ud iEJ telle que Ui ç A Vi E l et A ç UiE J Ui, si on peut trouver 
une sous-famille finie {UiJ k=l telle que A ç Uk=l Uik , on dit alors que A est compact. 
Dans le cas où E est homéomorphe à }Rn, on a alors que A est compact ssi A est 
borné et f ermé (théor ' me de Heine-Borel). 
Dans [14], on vérifie que si deux espaces sont homéomorphes et l'un d 'eux est connexe 
ou compact , ce doit nécessairement être le cas pour l'autre. Ce résultat permet de géné-
raliser la connexité et la compacité des fractales complexes aux fractales multicomplexes, 
comme il a été fait au chapitre 2. 
