String and conventional order parameters in the solvable modulated
  quantum chain by Chitov, Gennady Y. et al.
ar
X
iv
:1
90
8.
06
96
2v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
9 A
ug
 20
19
String and conventional order parameters in the solvable modulated quantum chain
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The phase diagram and the order parameters of the exactly solvable quantum 1D model are
analysed. The model in its spin representation is the dimerized XY spin chain in the presence of
uniform and staggered transverse fields. In the fermionic representation this model is the dimerized
noninteracting Kitaev chain with a modulated chemical potential. The model has a rich phase
diagram which contains phases with local and nonlocal (string) orders. We have calculated within
the same systematic framework the local order parameters (spontaneous magnetization) and the
nonlocal string order parameters, along with the topological winding numbers for all domains of
the phase diagram. The topologically nontrivial phase is shown to have a peculiar oscillating string
order with the wavenumber q = pi/2, awaiting for its experimental confirmation.
I. INTRODUCTION
According to the Landau theory, phases are distin-
guished by different types of long-ranged order, or its
absence. The order is described by an appropriately
chosen order parameter, understood implicitly as a lo-
cal quantity.1 There is a quite large number of examples
of low-dimensional fermionic or spin systems as chains,
ladders, frustrated magnets, topological and Mott insula-
tors, etc,2–12 (and more references in there) which clearly
manifest distinct phases, criticality, but lack conventional
local order even at zero temperature.
In the related recent work we have systemati-
cally demonstrated how the Landau formalism can
be extended to deal with nonconventional quantum
orders.13,14 The key point is to incorporate nonlo-
cal string operators,15 string correlation functions, and
string order parameters (SOPs). The appearance of
nonlocal SOP is accompanied by a hidden symmetry
breaking.6 The local and nonlocal order parameters are
related by duality,13,14,16–19 and it is eventually a matter
of choice of variables of the Hamiltonian.
There are some additional aspects of quantum order
quantified by, e.g., winding or Chern numbers, Berry
phases, concurrence, entanglement,2 which are not re-
ducible to the parameters of the conventional Landau
theory. These quantities provide rather complementary
description and do not seem to be indispensable.13,14
Nonlocal order parameters are known to be instrumen-
tal to probe hidden orders in various low-dimensional
systems7,9,10,12–14,17–21. A SOP naturally becomes a part
of the Landau paradigm, since its critical index β satis-
fies the standard scaling relations known for conventional
order parameters13,14, and thus can be used to deter-
mine the universality class of a given transition. The
challenges in dealing with SOP are two-fold: from the
theoretical side, in most of cases, this parameter quan-
titatively can be obtained via some arduous simulations.
Experimentally, the string correlation functions are noto-
riously hard to measure. However, in the light of recent
reports on experimental observation of bosonic string
order,22 one can expect more progress in observation of
SOPs in the near future.
In the context of said hurdles, it is really important
to gain more insight on SOPs by dealing with rather
simple but nontrivial models. The model we study, in
the guise of the dimerized XY chain with homogeneous
and alternating transverse fields has been known for sev-
eral decades.23 It is exactly solvable, and its spectrum
and phase diagram are well known.23,24 However, the
explicit calculations for the spontaneous magnetization
seem to be missing in the literature. More importantly,
the nature of the order in the topological phase was not
clarified, and here we report our finding of its nonlocal
string order, modulated with the wavevector q = π/2.
The model in its fermionic representation is the Kitaev
chain25 of noninteracting fermions with dimerized hop-
ping and modulated (chemical) potential. The solvable
Kitaev models with dimerizations and spatial modula-
tions of potential were studied very actively in recent
years with the focus on their topological phases with
hidden orders and Majorana edge states14,26–38 In the
context of current research interest, the present model
provides a nice exactly solvable example with rich crit-
ical properties, when the phase diagram contains both
conventional local and quite peculiar nonlocal orders.
The rest of the paper is organized as follows: In Sec. II
we introduce the spin and fermionic representations of
the model. We also discuss its spectrum, phase diagram,
and the field-induced magnetization. Sec. III contains the
results. We present the formalism, the calculation of the
spontaneous magnetization (local order parameter) for
the magnetic phase, the string order parameter for the
topological phase, and the winding numbers. The Ap-
pendices contain details on the Majorana representations
of the Hamiltonian and additional technical information
on the string operators and string order parameters. The
results are summarized and discussed in the concluding
Sec. IV.
2II. MODEL
A. Spin and fermionic representations of the model
In this subsection we define the model and recapitu-
late its main results known explicitly or implicitly from
earlier work. The spin Hamiltonian of the model is the
dimerized quantum XY chain in the presence of uniform
(h) and alternating (ha) transverse magnetic fields:
H =
N∑
n=1
J
4
[
(1 + γ + δ(−1)n)σxnσxn+1 + (1− γ + δ(−1)n)σynσyn+1
]
+
1
2
[
h+ (−1)nha
]
σzn . (1)
Here σ-s are the standard Pauli matrices, J is the
nearest-neighbor exchange coupling, and γ and δ are
the anisotropy and dimerization parameters, respectively.
This exactly-solvable model was first introduced and an-
alyzed by Perk et al23. (See also13,39–41 for related more
recent work on versions of this model.) The standard
Jordan-Wigner (JW) transformation42,43 maps (1) onto
the free-fermionic Hamiltonian
H =
N∑
n=1
J
2
[
(1 + δ(−1)n)(c†ncn+1 + h.c.) + γ(c†nc†n+1 + h.c.)
]
+
(
h+ (−1)nha
)(
c†ncn −
1
2
)
, (2)
called in recent literature the (modulated) Kitaev
chain.25 In the fermionic representation (2) the chain
has dimerized hopping and modulated chemical poten-
tial. So, whether we deal with the modulated XY spin
or the Kitaev fermionic chains, is a matter of mere con-
vention, especially since the results below will be given
in terms of spins or fermions, on the same footing.
The duality transformation is defined as44,45
σxn = τ
x
n−1τ
x
n (3)
σyn =
N∏
l=n
τzl , (4)
where τ obey the standard algebra of the Pauli opera-
tors and reside on the sites of the dual lattice which can
be placed between the sites of the original chain. This
transformation maps (1) onto the dual spin Hamiltonian
H = He +Ho +Hmix (5)
He =
J
4
N/2∑
l=1
(1 + γ − δ)τx2l−2τx2l + (1− γ + δ)τz2l (6)
Ho =
J
4
N/2∑
l=1
(1 + γ + δ)τx2l−1τ
x
2l+1 + (1− γ − δ)τz2l−1 (7)
Hmix = − i
2
N∑
n=1
(h+ (−1)nha)τxn−1τxn
N∏
m=n
τzm , (8)
which is a sum of two 1D transverse Ising models resid-
ing on the even and odd sites of the dual lattice, plus
the field-induced Z2⊗Z2 symmetry-breaking term Hmix
which couples the even and odd sectors of the dual τ -
Hamiltonian.
B. Spectrum
The Hamiltonian (2) can also be written as
H =
1
2
∑
k
ψ†kH(k)ψk , (9)
where the fermions are unified in the spinor
ψ†k =
(
c†1(k), c
†
2(k), c1(−k), c2(−k)
)
, (10)
with the wavenumbers restricted to the reduced Brillouin
zone (BZ) k ∈ [−π/2, π/2] and we set the lattice spacing
a = 1. The band index α = 1, 2 serves to map the JW
fermions from the full 2π-periodic BZ onto the reduced
zone as
c(k) = c1(k) ·ϑ(π/2−|k|)+c2(k−π) ·ϑ(|k|−π/2) , (11)
where ϑ(x) is the Heaviside step function. The JW
fermion in the coordinate representation (2) is:
cn =
1√
N
∑
α,q
cα(q)(−1)(α−1)ne−iqn . (12)
3The 4 × 4 Hamiltonian matrix (we set J = 1 from now
on) can be written as
H(k) =
(
Aˆ Bˆ
Bˆ† −Aˆ
)
, (13)
with
Aˆ ≡
(
h+ cos k ha + iδ sin k
ha − iδ sin k h− cos k
)
, (14)
and
Bˆ ≡
( −iγ sink 0
0 iγ sin k
)
, (15)
The Hamiltonian has four eigenvalues23 ±E± where
E±(k) =
√
C2(k)±
√
C22(k)− C4(k) , (16)
with
C2(k) ≡ h2 + h2a + cos2 k + (δ2 + γ2) sin2 k (17)
and
C4(k) ≡
(
h2−h2a−cos2 k−(δ2−γ2) sin2 k
)2
+(γ sin 2k)2
(18)
C. Phase diagram
The phase diagram of the model was first found by
Perk et al23. See also24 for a recent review. The critical
lines where the model becomes gapless are determined by
the condition C4(k) = 0. Cf. eqs. (16), (18) and Fig. 1.
There are three phase boundaries:
(i) at
h = ±
√
h2a + 1 , ∀ γ, δ (19)
the gap vanishes at the center of the BZ (k = 0).
(ii) At the edge of the BZ (k = ±π/2) the gap vanishes
on the circle
h2 + γ2 = h2a + δ
2 . (20)
(iii) Two critical line segments at γ = 0 correspond to the
gap vanishing at the incommensurate (IC) wavevector
kc = ± arcsin
√
1 + h2a − h2
1− δ2 . (21)
The IC solution exists in the range of parameters:
γ = 0, |δ| < 1 and
√
h2a + δ
2 ≤ |h| ≤
√
1 + h2a . (22)
The wavevector (21) varies continuously from kc = 0 at
the intersection of γ = 0 and h = ±√h2a + 1 to kc =
±π/2 where the critical segments end at the intersections
with the circle.
It is useful to plot the phase boundary (20) in the γ−δ
plane, especially keeping in mind connection to the earlier
work13. This phase diagram is shown in Fig. 2.
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Figure 1: Phase diagram of the model in h − γ plane. The
model is critical (i) on two infinite lines |h| = √h2a + 1; (ii)
on the circle h2 + γ2 = h2a + δ
2; (iii) on two line segments√
h2a + δ2 ≤ |h| ≤
√
h2a + 1 at γ = 0. Depending on sign of
the spin coupling J , the local order mx,y can be ferro- or anti-
ferromagnetic. Three phases: disordered paramagnetic (PM),
(anti)ferromagnetic, and topological with modulated string
order parameter Oz are shown. The four paths (1-4) in para-
metric space used for calculation of magnetization and string
order parameters are indicated by thin dashed lines. The
winding numbers Nw calculated in Sec. III are also shown.
D. Field-induced magnetizations
Differentiation of the free energy with respect to h and
to ha yields magnetizations
mz =
1
N
N∑
n=1
〈σzn〉 (23)
and
maz =
1
N
N∑
n=1
(−1)n〈σzn〉 , (24)
respectively.23 At zero temperature the explicit expres-
sions are:
40
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Figure 2: The boundaries (20) between the phases with local
order mx,y and with the pi/2-modulated topological string
order Oz in δ− γ plane for the cases h < ha and h > ha. The
two thin dotted lines γ = ±δ are the phase boundaries in the
limit h = ha = 0.
13
mz =
h
π
∫ pi
2
0
{( 1
E+
+
1
E−
)
+
cos2 k + |wa|2√
h2 cos2 k + |w|2|wa|2
( 1
E+
− 1
E−
)}
dk (25)
and
maz =
ha
π
∫ pi
2
0
{( 1
E+
+
1
E−
)
+
|w|2√
h2 cos2 k + |w|2|wa|2
( 1
E+
− 1
E−
)}
dk (26)
where we defined the auxiliary parameters:
w ≡ h+ iγ sin k and wa ≡ ha + iδ sin k . (27)
The physics becomes more transparent if we introduce
two magnetizations on even/odd sublattices m
e/o
z as
mz =
1
2
(mez +m
o
z), m
a
z =
1
2
(mez −moz) . (28)
5We plot all four field-induced magnetizations as func-
tions of the uniform component of the magnetic field h
in Fig. 3. Two cases need to be distinguished. The first
case shown in panel (a) corresponds to the variation of
the field h along the path 1 on the phase diagram in the
h−γ plane shown in Fig. 1. The path crosses the PM-FM
phase boundary at h = h
(1)
c =
√
1 + h2a and the bound-
ary between the ferromagnetic and topological phases at
h = h
(2)
c =
√
h2a + δ
2 − γ2. The magnetizations have
noticeable cusps at these critical points, which after dif-
ferentiation result in divergent susceptibilities.23 At the
intermediate field h0 (its value is available numerically
only) the odd sublattice magnetization vanishes and the
induced magnetic pattern changes from ferrimagnetic to
antiferrimagnetic (see Fig. 4). This point is not related to
any singularities in magnetizations or their derivatives.
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Figure 3: Four magnetizations vs uniform magnetic field h
at δ = 0.4 and fixed value of the alternated magnetic field
ha = 0.6 for two values of γ. At the first panel (a) γ = 0.35
and the field h takes the path 1 shown in the phase diagram
Fig. 1. It crosses the phase boundaries at h = h
(1)
c = 1.17 and
h = h
(2)
c = 0.63 where the cusps are noticeable. The interme-
diate point h0 = 0.84 where the odd sublattice magnetization
vanishes and the induced magnetic pattern changes from fer-
rimagnetic to antiferrimagnetic (see Fig. 4) is not related to
any singularities. The order becomes antiferromagnetic at
h = 0. At the second panel (b) the path 2 of the field h (see
Fig. 1) does not cross the critical circle at γ = 0.85. The
magnetizations demonstrate cusps at the only critical point
h
(1)
c , while at h < h
(1)
c , including the point h = h0 = 0.67 of
the induced pattern switch, the magnetizations are smooth.
The second case shown in panel (b) corresponds to the
path 2 on the phase diagram. It crosses only the PM-
FM phase boundary and bypasses the topological phase.
The magnetizations demonstrate cusps at the only crit-
ical point h
(1)
c , while at h < h
(1)
c , including the point
h = h0 = 0.6758 of the induced pattern switch, the mag-
netizations and their derivatives are analytical.
The main conclusions following from the analysis of
the field-induced magnetization are: (i) the magnetiza-
tion cusps which translate into corresponding diverging
susceptibilities do probe the critical points (phase bound-
aries); (ii) the vanishing odd sublattice magnetization
moz and related change of direction of the odd magneti-
zation at the intermediate field h = h0 do not constitute
a critical point; (iii) the components of transverse mag-
netization cannot probe the order (or serve to build up a
local order parameter) of the phase lying inside the circle
shown in Fig. 1.
III. ORDER PARAMETERS
A. Bogoliubov tranformation and Majorana
operators
To diagonalize the Hamiltonian (9) in terms of the
new fermionic operators (ηα(q), η
†
α(q)), we utilize the Bo-
goliubov canonical transformation within the formalism
worked out in40,42. It is convenient to introduce the Ma-
jorana fermions as
an + ibn ≡ 2c†n . (29)
Then the Bogoliubov transformation reads as
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Figure 4: Visualization of the field-induced magnetization
at different values of uniform external field h as presented
in Fig. 3. The red/blue spins contribute to the even/odd
transverse magnetizations, respectively. The pattern evolves
smoothly with h from ferrimagnetic ordering at h > h0 to
antiferrimagnetic at h < h0 passing through the point h = h0
where the magnetization on the odd sites moz vanishes.
6an =
1√
N
∑
α,β,q
Ψ∗βα(q)
[
ηβ(q) + η
†
β(−q)
]
(−1)(α−1)ne−iqn (30)
ibn =
−1√
N
∑
α,β,q
Φ∗βα(q)
[
ηβ(q)− η†β(−q)
]
(−1)(α−1)ne−iqn (31)
The unitary 2× 2 matrices Φˆ and Ψˆ
Φˆ†Φˆ = Ψˆ†Ψˆ = 1ˆ (32)
are constructed from the normalized (left) eigenvectors
of the operators (Aˆ ∓ Bˆ)(Aˆ ± Bˆ) whose eigenvalues are
E2±. Explicitly, Φˆ and Ψˆ solve the following equations:
Φˆ(Aˆ− Bˆ)(Aˆ+ Bˆ) = Iˆ2EΦˆ (33)
Ψˆ(Aˆ+ Bˆ)(Aˆ− Bˆ) = Iˆ2EΨˆ , (34)
where
IˆE ≡ diag(E+, E−) . (35)
In addition, these matrices satisfy the conditions:
Φ∗βα(−q) = Φβα(q) (36)
Ψ∗βα(−q) = Ψβα(q) (37)
We find
Φˆ(q) =
(
e−iθβ+ β−
−β− eiθβ+
)
, (38)
where
eiθ ≡ wwa|w||wa| , (39)
and
β± ≡ 1√
2
(
1± h cos q
R
) 1
2
, (40)
with
R ≡
√
h2 cos2 q + |w|2|wa|2 (41)
One can also parameterize Φˆ in terms of the Bogoliubov
ange ϑB defined as
β+ ≡ cosϑB , β− ≡ sinϑB . (42)
Once the solution of (33) is found, the solution of (34)
can be calculated straightforwardly as
Ψˆ = Iˆ−1E Φˆ(Aˆ− Bˆ) . (43)
(Alternatively, one can first find Ψˆ from (34), and then Φˆ
as Φˆ = Iˆ−1E Ψˆ(Aˆ+Bˆ).) Using the thermodynamic average
for the Bogoliubov fermions
〈ηα(q)η†β(q′)〉 = δαβδqq′ (1− nα(q)) , (44)
〈η†α(q)ηβ(q′)〉 = δαβδqq′nα(q) , (45)
where nα(q) = (1 + exp(βEα))
−1 is the Fermi-Dirac dis-
tribution function, we can obtain the field-induced mag-
netization
mz =
1
2π
∫ π/2
−π/2
dqTr
{
Φˆ†(q)Ψˆ(q)
}
, T = 0 . (46)
The above formula is equivalent to Eq. (25) obtained
from differentiation of the partition function. Introduc-
ing the matrix
Gˆ(q) ≡ Ψˆ†(q)Φˆ(q) (47)
we find the zero-temperature correlation function of the
Majorana operators:
〈ibnam〉 = 1
2π
∑
α,β
∫ π/2
−π/2
dqGβα(q)(−1)(α−1)n(−1)(β−1)me−iq(m−n) . (48)
The explicit form of matrix Gˆ (47) is calculated from Eqs. (38), (43). One can check that its components satisfy the
following relations:
G21(q ± π) = G12(q) , (49)
G22(q ± π) = G11(q) . (50)
7Then Eq. (48) can be simplified into
〈ibnam〉 = 1
2π
∫ π
−π
dqe−iq(m−n)
{
G11(q) + (−1)nG12(q)
}
, (51)
where the matrix elements are found to be:
G11(q) = (cos q + w
∗)
{ β2+
E+
+
β2−
E−
}
+
1
2
w∗|wa|2
R
{ 1
E+
− 1
E−
}
, (52)
G12(q) = wa
{ β2−
E+
+
β2+
E−
}
+ (cos q + w∗)eiθβ+β−
{ 1
E+
− 1
E−
}
. (53)
The formulas derived in this subsection provide us with
the main results needed for the rest of calculations.
B. Spontaneous magnetization
We define the spontaneous longitudinal sublattice
magnetizations as
〈σx2lσx2m〉 −−−−−−−→
(m−l)→∞
(mex)
2 , (54)
〈σx2l−1σx2m−1〉 −−−−−−−→
(m−l)→∞
(mox)
2 . (55)
The spontaneous longitudinal magnetization is the (lo-
cal) order parameter defined as
mx =
1
2
(mex +m
o
x) (56)
We also define the Majorana string operator:
Ox(m) =
m−1∏
l=1
[
iblal+1
]
. (57)
(By definition Ox(1) = 1.) For further reference let us
remind some useful relations between original spins, Ma-
jorana fermions, and the dual spin operators (3,4):
σxnσ
x
n+1 = ibnan+1 = τ
x
n−1τ
x
n+1 (58)
σynσ
y
n+1 = −ianbn+1 = τzn . (59)
Then Ox(m) = σ
x
1σ
x
m. The spin-correlation function can
be calculated as the correlation function of the Majorana
string operators:42
〈σxLσxR〉 = 〈Ox(L)Ox(R)〉 = 〈
R−1∏
n=L
[
ibnan+1
]〉 . (60)
The latter is given by the determinant:
〈σxLσxR〉 =
∣∣∣∣∣∣∣∣∣∣∣∣
〈ibLaL+1〉 〈ibLaL+2〉 . . . 〈ibLaR〉
〈ibL+1aL+1〉 〈ibL+1aL+2〉 . . . 〈ibL+1aR〉
...
. . .
. . .
...
〈ibR−1aL+1〉 〈ibR−1aL+2〉 . . . 〈ibR−1aR〉
∣∣∣∣∣∣∣∣∣∣∣∣
(61)
To calculate the quantities of our interest we choose the
ends as:
L = 2, R = 2N 7−→ even quantity ,
L = 1, R = 2N − 1 7−→ odd quantity . (62)
In both cases we are dealing with 2(N − 1) × 2(N − 1)
matrices. Note that (61) is not the Toeplitz determinant,
since the elements of the matrix 〈ibnam〉 given by Eq.(51)
do not satisfy the condition 〈ibnam〉 = f(m − n). It is
however possible to represent (61) via the block Toeplitz
matix.46,47 Let us define
G±(q) ≡ G11(q)±G12(q) (63)
and its inverse Fourier transform
G±(l) =
1
2π
∫ π
−π
dqe−iqlG±(q) , (64)
8along with the 2× 2 matrix
Gˆe/o(l) ≡
(
G±(l) G±(l + 1)
G∓(l − 1) G∓(l)
)
. (65)
Then the sublattice magnetizations m
e/o
x can be evalu-
ated as the limit of the determinant of the corresponding
block Toeplitz matrix constructed from (N−1)×(N−1)
blocks Gˆe/o of size 2× 2:
∣∣∣∣∣∣∣∣∣∣∣∣∣
Gˆ♯(−1) Gˆ♯(1) . . . Gˆ♯(3 − 2N)
Gˆ♯(1) Gˆ♯(−1) . . . Gˆ♯(5 − 2N)
...
. . .
. . .
...
Gˆ♯(2N − 5) Gˆ♯(2N − 7) . . . Gˆ♯(−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
−−−−→
N→∞
(m♯x)
2 . (66)
At this point we were unable to derive analytical results
for asymptotics of the above block Toeplitz determinants.
So we resort to direct numerical calculations for large
finite-size matrices. The results for spontaneous magne-
tization are given in Fig. 6. The numerical values of the
parameters we present in that figure are stable in the
fourth decimal place for the M × M matrices of sizes
M & 30. In immediate vicinities of the critical points
the order parameters are checked to decay smoothly as
M →∞.
We checked that the numerical results obtained from
(66) agree with two available analytical limits at ha = 0.
ha = 0 7−→ mex = mox = mx . (67)
For δ = 0 the result is due to Pfeuty:48
m2x =
2
1 + γ
[
γ2(1 − h2)]1/4 , h < 1 . (68)
For the h = 0 case the order parameter can be obtained
by combining the result of Pfeuty and the duality trans-
formations (3) and (4), yielding13
m2x = 2
[
(γ2 − δ2)
((1 + γ)2 − δ2)2
]1/4
, δ < γ . (69)
The analytical results (68) and (69) can be obtained
from (66) by the brut force calculations utilizing Szego¨’s
theorem49, but those calculations are quite demanding,
see Appendices for more details.
The expressions for my are obtained along the same
lines. Numerical values satisfy useful relation my(−γ) =
mx(γ), see Fig. 6.
C. Nonlocal string order
We define another string operator
Oz(n) ≡
n∏
l=1
[
iblal
]
=
n∏
l=1
σzl , (70)
and the related string correlation function:
〈
R∏
l=L
[
iblal
]〉 =
∣∣∣∣∣∣∣∣∣∣∣∣
〈ibLaL〉 〈ibLaL+1〉 . . . 〈ibLaR〉
〈ibL+1aL〉 〈ibL+1aL+1〉 . . . 〈ibL+1aR〉
...
. . .
. . .
...
〈ibRaL〉 〈ibRaL+1〉 . . . 〈ibRaR〉
∣∣∣∣∣∣∣∣∣∣∣∣
(71)
Inside the circle |h| < h(2)c this string correlation function is found to be oscillating with the period of four lattice
spacing, see Fig. 5, so we will label it as π/2-phase to distinguish it from the positive “ferrimagnetic-like” string
correlation function in the paramagnetic phase |h| > h(1)c .
9h h< c
( )2
h h> c
( )1
Figure 5: Visualization of the modulation of the string order parameter Oz inside the circle (|h| < h(2)c ) on the phase diagram
shown in Fig. 1 vs “plain” behavior of Oz in the paramagnetic phase |h| > h(1)c .
We will need three parameters to account for the string order:
〈
R∏
l=L
[
iblal
]〉 −−−−→
R→∞


(−1)mO2z,1 , L = 1, R = 2m
(−1)mO2z,2 , L = 2, R = 2m
(−1)m+LO2z,3 , L = 1, R = 2m+ 1 or L = 2, R = 2m+ 1
(72)
The reason for this is that due to the dimerization δ and the staggered field ha, the value of the string correlation
function depends not only on the length of the string, but also on whether its ends L/R are sitting on the even or
odd sites of the chain. The explicit matrix form (71) with the elements G±(i− j) can be written as the block Toeplitz
matrix, similar to (66). Four-site periodic oscillations of the string correlation function inside the circle indicate
periodicity of orientations of σz spins along the string, or, alternatively, the modulation of fermionic density around
half-filling. In the FM phase (see Fig. 1) the Oz string correlation function vanishes at large length, while in the
paramagnetic phase |h| > h(1)c it is positive, showing only quite trivial “ferrimagnetic” oscillations synchronized with
the staggered field. Qualitatively, it indicates that all σz spins in the string are polarized along the field, or, in terms
or fermions, the latter have concentration above half-filling.
In the limit h = ha = 0 the hyperbolic phase boundaries shown in Fig. 2 reduce to two lines γ = ±δ,13 and
nonvanishing SOPs Oz,♯ are localized inside the cone δ2 > γ2. When δ > 0 the only surviving component of the
4-periodic string correlation function is Oz,1, such that
〈
2m∏
l=1
[
iblal
]〉 −−−−→
m→∞
(−1)mO2z,1 , (73)
while Oz,2 = Oz,3 = 0. Similarly, when δ < 0
〈
2m∏
l=2
[
iblal
]〉 −−−−→
m→∞
(−1)mO2z,2 , (74)
while Oz,1 = Oz,3 = 0. Note useful relations:
Ox,e(m)Oy,o(m) = (−1)mOz(2m) , (75)
Ox,o(m)Oy,e(m) = (−1)mOz(1)Oz(2m+ 1) . (76)
In the limit h = ha = 0 the averaging of the even and odd strings decouples, and the SOPs Oz,i can be found in a
simple form. The values Ox/y,e/o inside the cone δ2 > γ2 are available13 yielding( Oz,1
Oz,2
)
=
√
2
[
(δ2 − γ2)
((1 ± δ)2 − γ2)2
]1/8
·
(
ϑ(δ)
ϑ(−δ)
)
. (77)
We have checked the agreement between the analytical result (77) and the numerical evaluation of the determinant
(71).
D. Winding Number
It has been shown in recent years that many quantum
phase transitions with hidden orders are accompanied
by a change of topological numbers2,3. Here we calcu-
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Figure 6: Spontaneous magnetizations mx,y and modulated string order parameter Oz numerically calculated from the 2N×2N
matrices with N = 70. The panels (a-d) correspond to the paths 1− 4 on the phase diagram shown in Fig. 1. The spontaneous
magnetizations are the averaged values of the even /odd components (56) (not shown), while the modulated string order
parameter Oz is the average value of the three parameters Oz,i, shown in insets. In the phases with local orders mx,y the string
parameters Oz,i vanish, while in the disordered phase h > h(1)c they are nonzero, but physically trivial (not shown).
late the winding number (or the Pontryagin index) in
all regions of the model’s phase diagram. Such parame-
ters were calculated recently in similar 1D models, see,
e.g.,13,29,30,32,33,50,51
By a unitary transformation the Hamiltonian (13) can
be brought to the block off-diagonal form
H˜(k) =
(
0 Dˆ(k)
Dˆ†(k) 0
)
, (78)
with the operator
Dˆ(k) ≡ Aˆ(k) + Bˆ(k) , (79)
which has two eigenvalues
11
λ±(k) = h± 1√
2
(
1 + 2h2a + δ
2 − γ2 + (1− δ2 + γ2) cos 2k − 2iγ sin 2k
)1/2
. (80)
In one spatial dimension the winding number defined as52
Nw =
1
2πi
∫
BZ
dkTr[∂k ln Dˆ] (81)
can be readily calculated for this model as:
Nw =
1
2πi
arg(λ+(k) + λ−(k))
∣∣∣ pi2 −
−pi
2
+
. (82)
The results for Nw are given on the ground-state phase
diagram in Fig. 1. Nw can be viewed as a complimentary
parameter characterizing a given phase. The disordered
(PM) phase and the magnetic phases where conventional
local order mx,y exists, are topologically trivial, Nw = 0.
The phase inside the circle where modulated nonlocal
string order parameter Oz exists, is topologically non-
trivial, Nw = 1.
IV. CONCLUSION
The main motivation for this work was to further ad-
vance the framework incorporating nonlocal string order
into an “extended” Landau paradigm. For a large class
of quantum spin or fermionic problems we are interested
in, the effective Ginzburg-Landau Hamiltonian to deal
with, is a quadratic fermionic Hamiltonian. In general
such a Hamiltonian is already a result of some mean-field
approximation,11,13 but there is a considerable number
of physically interesting problems where it is the micro-
scopic Hamiltonian of the model. Postponing for future
work building up the very important element – the Wilso-
nian renormalization group appproach to systematically
deal with the nonlocal order beyond the mean field, we
chose a non-interacting fermionic model to analyze.
The model is the dimerized Kitaev chain with modu-
lated chemical potential, which was initially introduced
and studied23 as the dimerized XY spin chain in the
uniform and staggered transverse fields. These are two
equivalent representations of the model, since they map
onto each other via the Jordan-Wigner transformation.
This relatively simple model is very relevant for studies
of quantum critical and out-of-equilibrium properties.24
The model has a rich phase diagram (see Fig. 1) which
contains phases with local magnetic and nonlocal modu-
lated string orders.
We have calculated the sponataneous magnetiza-
tions mx,y (local order parameters) showing that they
smoothly vanish at the corresponding phase boundaries
via second-order quantum phase transitions. (Despite
the fact that the model was studied before,23,24,40,41 we
could not find the explicit results for magnetization in
the previous literature.) For the first time we have es-
tablished the nature of the order in the topological phase
lying inside the circle in Fig. 1. In that phase the modu-
lated string order appears via a second-order phase tran-
sition. The modulations are signalled by the oscillations
of the Oz string-string correlation function with the wave
number q = π/2. Physically, this correlation function
probes the average of the string made out of σz spins,
or, equivalently, the string of fermionic density opera-
tors (with respect to half-filling). In addition, we have
calculated the winding number Nw in all phases. The
disordered (PM) phase and the A(FM) phase with con-
ventional local order parameter are topologically trivial,
Nw = 0, while the phase with the modulated string order
has Nw = 1. Form the results for the gaps and the free-
fermionic nature of the model we infer its critical indices
to belong to the 2D Ising universality class.53
We need to stress once again13,14 that there is no insur-
mountable difference between the local and string order
parameters. Using judiciously chosen duality transfor-
mations we show that a SOP can be identified as a local
order parameter of some dual Hamiltonian. Sometimes
this can help to easily calculate the SOP in the dual
framework,13,14, sometimes not. But it is important to
understand as a matter of principle. For the general case
when all model’s parameters are nonzero we were able
to define the duality transformations reducing the SOPs
to local “dual” orders, but it did not result in technical
simplifications in the calculations of SOPs.
On the technical side, the framework we present is
quite straightforward: One needs to solve the problem
of the Bogoliubov transformation which allows to find
explicit expression for the two-point Majorana correla-
tion functions. The latter are building blocks of the
Toepliz matrices. The local and string order parame-
ters, regardless of the original spin or fermionic represen-
tations, are given by the asymptotes of the correspond-
ing Majorana string correlation functions. The calcu-
lations of local and nonlocal parameters are reduced to
the well-defined mathematical problem of the evaluation
of limits of determinants of the (block) Toeplitz matri-
ces. These matrices are found in a closed form in terms
of the two-point Majorana correlation functions. With
some luck and skills these limits can be found explicitly,49
then one gets algebraic expressions for the order param-
eters. In this paper we found several expressions for the
order parameters for particular limits of the model’s cou-
plings. For the general case we were unable to do so. The
generalization of Szego¨’s theorem for the block Toeplitz
matrices appeared to be a quite challenging mathemat-
ical problem.46,47 This is however a simple numerical
12
calculation,54 and our numerical results are summarized
in Fig. 6.
A very promising development of our results would be
to find realizations of this model to experimentally detect
the predicted modulated string order. Very interesting
questions of the IC gapless phase, disorder lines and the
Majorana edge states in this model will be addressed in
a separate work.
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Appendix A: Separation of the Majorana
Hamiltonian.
In the main text of the paper we kept definitions and
transformations consistent with those of earlier related
work13,14 to preserve continuity in the series. In this Ap-
pendix we will use some modified transformations which
make the analysis of separability of the Hamiltonian, an-
alytical treatment of its limiting cases, and the symme-
try, more transparent. To this end we introduce two new
species of Majorana fermions (compare to (29)) as
a˜n + ib˜n−1 ≡ 2c†n . (A1)
Then the JW and duality transformations (3,4) read:
(compare to (58) and (59))
σxnσ
x
n+1 = ib˜n−1a˜n+1 = τ
x
n−1τ
x
n+1 (A2)
σynσ
y
n+1 = ib˜na˜n = τ
z
n . (A3)
This transformation maps the original Hamiltonian (1)
(cf. also (5)-(8)) onto
H = He +Ho +Hmix (A4)
He =
iJ
4
N/2∑
l=1
(1 + γ − δ)b˜2l−2a˜2l + (1 − γ + δ)b˜2la˜2l (A5)
Ho =
iJ
4
N/2∑
l=1
(1 + γ + δ)b˜2l−1a˜2l+1 + (1− γ − δ)b˜2l−1a˜2l−1 (A6)
Hmix = − i
2
N∑
n=1
(h+ (−1)nha)b˜n−1a˜n , (A7)
Recombining two Majorana fermions into a (new) single
JW fermion as
2c˜†n ≡ a˜n + ib˜n . (A8)
and Fourier-transforming it according to c˜n 7→ c˜e,o(k)
(with e or o for n = 2l or 2l− 1, resp.), we can bring the
Hamiltonian into the spinor form (9) with
ψ†k =
(
c†e(k), ce(−k), c†o(k), co(−k)
)
, (A9)
and
H(k) =
(
1
2Mˆe Qˆ
Qˆ† 12Mˆo
)
. (A10)
Here
13
Mˆe/o ≡
(
(1 − γ ± δ) + (1 + γ ∓ δ) cos 2k −i(1 + γ ∓ δ) sin 2k
i(1 + γ ∓ δ) sin 2k −(1− γ ± δ)− (1 + γ ∓ δ) cos 2k
)
, (A11)
and
Qˆ ≡
(
h cosk + iha sin k −ih sink − ha cos k
−ih sink + ha cos k −h cosk − iha sin k
)
, (A12)
In the limit h = ha = 0 the off-diagonal block Qˆ → 0.
Then the averaging in the even and odd sectors decou-
ples, and the correlation functions of the even/odd Majo-
rana operators can be evaluated independently. One can
check from the above formulas that these quantities can
be calculated from the Toeplitz matrices with the gener-
ating functions of their elements given by the standard
expressions known from the solution of the Ising chain
in transverse field.49 Unfortunately, when Qˆ 6= 0 such
technical simplification is no longer available.
A unitary transformation
Uˆ =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 (A13)
brings the spinor (A9) into the new form
ψ˜†k = Uˆψ
†
k =
(
c†e(k), c
†
o(k), ce(−k), co(−k)
)
. (A14)
The transformed Hamiltonian matrix (A10)
H˜(k) = UˆH(k)Uˆ (A15)
is brought to the form (13) with the new matrices Aˆ and
Bˆ. The rest can be done along the lines of the analysis
presented in the main text. We will not however elabo-
rate further and present more results on this formalism,
since it did not give us a clear advantage in dealing with
the case h, ha 6= 0.
Appendix B: String operators Ox, Oy and their
correlation functions
In addition to the string (57) one can define the even
and odd string operators:14
Ox,e(m) ≡
m∏
l=1
[
ib2l−1a2l
]
=
m∏
l=1
[
ib˜2l−2a˜2l
]
=
2m∏
n=1
σxn = τ
x
0 τ
x
2m (B1)
Ox,o(m) ≡
m∏
l=1
[
ib2la2l+1
]
=
m∏
l=1
[
ib˜2l−1a˜2l+1
]
=
2m+1∏
n=2
σxn = τ
x
1 τ
x
2m+1 (B2)
In the above formulas we used the second auxiliary set
of the Majorana operators (distinguished by tildes) de-
fined by (A1). These operators are very insightful for
dealing with the even and odd sectors of the Majorana
Hamiltonian (A4). The string operators (B1) and (B2)
are also presented in terms of the dual spins τ using (58)
and (A2). The Majorana string operator (57) is related
to the above operators as
Ox,e(m)Ox,o(m) = Ox(2m+ 1) (B3)
The even/odd SOPs Ox,♯ (♯ = e, o) are introduced as
O2x,♯ = lim
(n−m)→∞
|〈Ox,♯(n)Ox,♯(m)〉| . (B4)
From (58), (B1), (B2) one can establish an important
relation13,14 between the nonlocal even/odd SOPs and
the local dual sublattice magnetizations of the dual τ
spins:
O2x,e/o = lim
(R−L)→∞
〈τxLτxR〉 , (B5)
if the parity of L and R is chosen in agreement with (62).
Another operator’s identity
σx2m+1σ
x
2n+1 = Ox,e(m)Ox,e(n)Ox,o(m)Ox,o(n)
= τx2mτ
x
2nτ
x
2m+1τ
x
2n+1 (B6)
allows to establish an important physical property: the
spontaneous magnetization of “original” spins is due to
overlap of the even and odd SOPs.55 In the absence of
coupling between the even and odd sectors of the Hamil-
tonian (8) when h = ha = 0, the above identity results
in13
mx = Ox,eOx,o (B7)
and Eq. (69) as a consequence. When Hmix 6= 0 the
factorization of the contributions from the even and odd
sectors does not occur.
The even and odd SOPs are numerically calculated
from the determinant of the ordinary N × N Toeplitz
matrix:
14
∣∣∣∣∣∣∣∣∣∣∣∣
G∓(−1) G∓(1) . . . G∓(1 − 2N)
G∓(1) G∓(−1) . . . G∓(3 − 2N)
...
. . .
. . .
...
G∓(2N − 3) G∓(2N − 5) . . . G∓(−1)
∣∣∣∣∣∣∣∣∣∣∣∣
−−−−→
N→∞
O2x,e/o (B8)
To probe additional nonlocal orders we utilize another
pair of string operators:14
Oy,e(m) ≡
m∏
l=1
[− ia2lb2l+1] = m∏
l=1
[
ib˜2la˜2l
]
=
2m+1∏
n=2
σyn =
m∏
l=1
τz2l , (B9)
Oy,o(m) ≡
m∏
l=1
[− ia2l−1b2l] = m∏
l=1
[
ib˜2l−1a˜2l−1
]
=
2m∏
n=1
σyn =
m∏
l=1
τz2l−1 . (B10)
The corresponding SOPs are defined similarly to (B4)56
and are numerically calculated from the following N ×N
Toeplitz determinant:
∣∣∣∣∣∣∣∣∣∣∣∣
G∓(1) G∓(−1) . . . G∓(3 − 2N)
G∓(3) G∓(1) . . . G∓(5 − 2N)
...
. . .
. . .
...
G∓(2N − 1) G∓(2N − 3) . . . G∓(1)
∣∣∣∣∣∣∣∣∣∣∣∣
−−−−→
N→∞
O2y,e/o (B11)
One can establish relation13,14,56 between the nonlocal SOPs and the sublattice magnetization of the dual spins:
O2y,e/o = lim
(R−L)→∞
〈τyLτyR〉 . (B12)
Similarly to the results of subsection B, the spontaneous magnetization my of the original spins σ can be determined
from the correlation function of the string operator Oy(2m+ 1) = Oy,e(m)Oy,o(m), cf. (60).
In the limit h = ha = 0 the above determinants can be evaluated exactly by the standard technique,
49 reproducing
the earlier results for nonvanishing Ox/y,e/o obtained from duality mappings.13 When h 6= 0 and/or ha 6= 0 we were
unable to derive analytical results for asymptotics of these Toeplitz determinants. Numerical results show that in the
presence of fields all SOPs Ox/y,e/o die off in the thermodynamic limit N →∞. So the only nonvanishing SOP is Oz
discussed in the main text. Similarly to the results (B5) and (B12) yielding a simple local dual interpretation of the
SOPs Ox and Oy, the duality transformation (3,4) with the interchange x↔ z brings the SOP Oz to the long-ranged
order of the dual τz spins. We emphasize this possibility to map the string order onto a local order in terms of some
judiciously chosen dual variables. We will not go into mathematical details for the case of Oz , since it is not useful at
this point for getting analytical results.
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