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Nous proposons WEAVE, un protocole de routage géographique 2D/3D reposant sur l’utilisation de points d’étapes,
waypoints, et de points de passage, checkpoints, pour acheminer le trafic à destination. Les nœuds obtiennent leur
information de routage à partir de traces partielles collectées dans les paquets relayés et utilisent un système de points
intermédiaires associés à des portions de chemin pour tisser (to weave) des chemins de bout en bout proches des plus
courts chemins. WEAVE ne génère aucun paquet de contrôle, permet le routage en 2D comme en 3D et ne fait aucune
hypothèse forte sur le graphe sous-jacent, telle que disque unitaire ou graphe planaire. WEAVE présente d’excellentes
performances comparé aux protocoles existants, à la fois en simulation et lors d’expérimentations réelles.
Mots-clefs : Protocole de routage, réseaux sans fil, routage géographique
1 Introduction
Ces travaux se placent dans le contexte du routage géographique dans des réseaux multi-sauts à grande
échelle et dynamiques, c.-à-d. que les événements d’apparition et de disparition de liens et de nœuds ne
sont pas rares. Des exemples typiques sont les réseaux maillés et les réseaux de capteurs dans lesquels les
nœuds communiquent sans fil et connaissent leurs coordonnées géographiques 2D ou 3D.
Dans ces réseaux, le routage géographique glouton, dans lequel un nœud retransmet les paquets entrants
à celui de ses voisins se trouvant le plus près de la destination, présente de nombreux avantages [TK84] :
il passe à l’échelle en O(1) de la taille du réseau, il n’y a pas de surcoût de signalisation car aucun trafic
de contrôle [Fin87], et l’étirement est faible [LLM06], ce qui est primordial pour ne pas gaspiller l’énergie
inutilement dans un réseau de capteurs. Malheureusement, ce type de routage ne fonctionne réellement que
dans des réseaux suffisamment denses et sans obstacles ou régions concaves [Sto02]. Beaucoup d’efforts ont
été déployés pour résoudre ces problèmes et offrir des garanties de livraison de paquets en utilisant la règle
de la main droite, reposant sur l’hypothèse des graphes à disque unitaires et la planarisation par graphe
de Gabriel : GFG [BMSU99] et GPSR [KK00] ainsi que de nombreuses variantes, GOAFR, GOAFR+,
GPVFR. Kim et al. [KGKS05, KGKS06] ont montré que le graphe planaire nécessaire ne peut être éta-
bli localement, et leur protocole CLDP de détection et suppression d’intersection de liens est très coûteux
en signalisation. GDSTR constitue une autre approche basée sur les enveloppes convexes [LLM06] pour
contourner les obstacles. Enfin, MDT [LQ11] utilise la triangulation de Delaunay et des liens virtuels pour
router de manière gloutonne dans tout espace de dimension n. Nous comparons WEAVE à ces deux der-
nières propositions.
Plutôt que de chercher une nouvelle solution à ce problème, nous adoptons une approche radicalement
différente : elle se base sur la construction de segments de routes à faible étirement, et sur leur combinaison
pour construire des chemins de bout en bout. Nous proposons WEAVE [KSRD16], un protocole de routage
géographique qui maintient de l’information sur un petit nombre de points d’étapes, waypoints, et de points
de passage, checkpoints, afin d’acheminer les paquets vers leur destination. Les nœuds collectent leurs in-
formations de routage des traces partielles transportées dans les paquets en transit, puis utilisent un système
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de points de passage ainsi que ces segments de route pour tisser des chemins de bout en bout de longueur
proche de l’optimale. WEAVE ne génère aucun paquet de contrôle, fonctionne en 2D comme en 3D, et ne
repose sur aucune des hypothèses fortes de graphe unitaire et planaire sur le réseau sous-jacent. WEAVE
utilise les chemins déjà établis dans le réseau pour choisir les chemins de bonne qualité et améliorer l’ache-
minement à l’avenir.
Nos contributions sont triples. Premièrement, WEAVE réduit significativement l’étirement des routes
dans les réseaux 2D et 3D, et trouve des chemins avec une probabilité élevée. Il peut ainsi remplacer
le routage glouton dans les protocoles garantissant la livraison des paquets tels que GDSTR et GDSTR-
3D. Deuxièmement, nous montrons que notre protocole est sans boucle [KSRD16], alors même que nous
n’utilisons que des traces tronquées aux quelques derniers sauts pour construire nos chemins. Enfin, nous
évaluons WEAVE par une série d’expérimentations sur une plateforme en conditions réelles et à travers
des simulations sur des réseaux de tailles diverses. Les résultats montrent que notre protocole nécessite peu
d’information de routage, en O(logN), atteint des taux de livraison de paquets très élevés, proches de 100%,
un étirement de 1,4 et une consommation d’énergie correctement répartie entre les nœuds en comparaison
des protocoles existants.
2 Principes de WEAVE
Nous considérons les hypothèses de base du routage géographique : les nœuds connaissent leurs co-
ordonnées et peuvent échanger des paquets avec certains voisins. Cependant, contrairement aux travaux
cités précédemment, nous ne faisons aucune hypothèse supplémentaire (graphe planaire, etc.) sur le réseau
sous-jacent. Seule est requise la connaissance des voisins avec lesquels le lien sans fil est symétrique. La
découverte de ce voisinage est en dehors du propos de ces travaux et peut reposer sur des méthodes bien
connues reposant sur des métriques de lien telles qu’ETX [DCABM03].
Par simplification, nous présentons les principes du protocole en 2D, toutefois la généralisation en 3D est
immédiate. Ainsi, nous supposons que chaque nœud du réseau se situe dans un espace d’adressage carré
A = [xmin,xmax]× [ymin,ymax] (1)
et connait sa position géographique an = (xn,yn), telle que xmin ≤ xn ≤ xmax and ymin ≤ yn ≤ ymax. Dans le
reste du papier nous désignons un nœud par son adresse an.
Comme on peut le voir sur la FIGURE 1, chaque nœud an construit une partition de l’espace d’adressage,
formant des ensembles disjoints P jn appelés regions. Les regions sont plus grandes à mesure qu’elles sont
éloignées. Les nœuds gardent la connaissance d’un ou plusieurs waypoints par région. Un waypoint sert de
nœud intermédiaire pour rejoindre une destination ad d’une région donnée. Les nœuds du réseau choisissant
les régions et les waypoints indépendamment, ils peuvent être différents suivant les nœuds.
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FIGURE 1: Principes de WEAVE
Initialement, les tables de routage sont vides et les nœuds relaient les paquets par routage géographique
glouton. Chaque paquet conserve une trace des derniers hl sauts dans une entête de routage spécifique. Un
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nœud recevant un paquet peut utiliser la source de ce dernier comme waypoint pour la région dont elle est
issue et y associer la route partielle trouvée dans l’entête du paquet.
Les waypoints stockés dans les tables de routage servent alors à relayer le trafic. À l’envoi d’un paquet,
chaque nœud consulte sa table pour savoir s’il possède un waypoint dans la région de la destination et
dans ce cas le stockera, ainsi que sa route partielle, dans l’entête du paquet. Le paquet sera alors relayé
en utilisant la route partielle. Chaque nœud intermédiaire peut mettre à jour cette dernière ou changer de
waypoint s’il en possède un meilleur. Sur la FIGURE 1, le nœud an envoie un paquet à destination de ad
se trouvant dans la région P 1n en utilisant le waypoint aw1 et la route partielle a1,a2,a3 vers aw1 . Ensuite le
paquet poursuit la route partielle et chaque nœud intermédiaire peut choisir un meilleur waypoint ou mettre
à jour la route partielle, de manière à ce que le paquet se rapproche plus vite de la destination. Le routage
glouton est utilisé par défaut s’il n’y a pas de waypoint ou route partielle disponible.
Pour améliorer l’efficacité du routage dans les grands réseaux, nous introduisons les checkpoints, qui sont
choisis parmi les nœuds se situant sur les frontières de région et qui jouent le rôle de point d’entrée pour
leur région. Les nœuds groupent les waypoints partageant le même checkpoint. Lorsqu’un nœud se trouve
sans route partielle pour le waypoint d’un paquet à relayer, il peut emprunter celle d’un waypoint ayant le
même checkpoint. Cette technique limite les recours au routage glouton, sachant que tôt ou tard un nœud
possédera à nouveau l’information de route partielle ou un nouveau waypoint de meilleur qualité.
3 Évaluation
Nous avons choisi le routage glouton, MDT et GDSTR-3D comme protocoles de référence car l’état de
l’art montre leurs bonnes performances en comparaison d’autres protocoles géographiques. Nous évaluons
deux variantes de WEAVE, avec une taille des traces partielles hl = 3 (WEAVE3) et hl = 5 (WEAVE5).
Les FIGURE 2, 3 et 4 illustrent comment GDSTR-3D et MDT utilisent par défaut le routage glouton qui
relaie les paquets vers des minima locaux, puis essaient de reprendre leur chemin en utilisant des détours
sous-optimaux. Notre protocole utilise des waypoints avec une métrique minimale, créée et suit des routes
presque optimales, et cette différence a un impact considérable sur l’étirement.
FIGURE 2: Obstacle
concave – GDSTR-3D
FIGURE 3: Obstacle
concave – MDT
FIGURE 4: Obstacle
concave – WEAVE
TABLE 1: Résumé des résultats pour le réseau de Grenoble.
Aspect Glouton WEAVE3 WEAVE5 MDT GDSTR-3D
Paquets délivrés 36% 91% 96% 98% 98%
Paquets délivrés (dynamique) 36% 94% 98% 80% 83%
Étirement 1.19 1.7 1.5 1.8 2.4
Étirement (dynamique) 1.19 1.74 1.6 3.2 3.5
Coût du contrôle / nœud 0B 0B 0B 1850B 1600B
Mémoire / nœud 0B 800B 1060B 980B 1400B
Nous évaluons les performances de
WEAVE dans un scénario dynamique avec
1% de pertes de paquets. Nous avons arrêté
10% de nœuds au hasard. À chaque paquet
transmis, il y a 50% de chances de désac-
tiver un noeud opérationnel ou de réactiver
un nœud arrêté. WEAVE récupère unique-
ment des traces partielles sur les chemins et
ne construit pas de structure de routage, il
est donc beaucoup plus résistant à la dynamique du réseau en termes de taux de livraison et d’étirement,
FIGURE 5 et 6. WEAVE utilise une entête de taille comparable à MDT et GDSTR-3D, mais n’échange pas
de message de contrôle ce qui réduit considérablement la consommation d’énergie, FIGURE 7.
Enfin, nous évaluons WEAVE en utilisant une topologie réaliste avec plus de 18 000 nœuds répartis
d’après la carte de tous les bâtiments de Grenoble. La TABLE 1 présente les résultats pour tous les proto-
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coles. Même pour un tel réseau à grande échelle, WEAVE atteint un taux élevé de livraison tout en main-
tenant un très faible étirement. Nous avons répété les tests avec une certaine dynamique, ce qui diminue de
manière significative les performances de GDSTR-3D et de MDT, tout en laissant les résultats de WEAVE
presque inchangés. WEAVE nécessite également moins de mémoire et aucun contrôle.
4 Conclusion
WEAVE ne génère aucun paquet de contrôle et remplit ses tables de routage seulement en observant
le trafic en transit. Cette collecte de routes partielles vers des waypoints permet de construire les chemins
vers les destinations. Les checkpoints constituent un élément clé pour obtenir des routes de faible étirement
malgré une information de routage parfois incomplète dans les nœuds. Nos résultats montrent des amélio-
rations conséquentes par rapport à l’état de l’art en termes de taux livraison de paquets, d’étirement et de
répartition de la consommation d’énergie
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