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Abstract
High redshift (z ∼ 6) quasars (QSOs) are unique probes of the early growth of accreting supermassive
black holes (BHs) and are fundamental tools to study the ionization state of the intergalactic medium and
its chemical enrichment. Until now, only the most luminous QSOs have been studied, often one object
at the time. In this thesis we present the most extended consistent analysis to date of optical and near-
infrared spectra of z ∼ 6 QSOs. Our NIR sample is composed of 22 spectra of QSOs at 4.5 < z < 6.45,
covering the Mg ii and Fe ii emission features, and includes new spectroscopic VLT-ISAAC observations
of three faint z ∼ 6 SDSS QSOs. The optical sample consists of 26 high quality spectra of QSOs at
5.70 < z < 6.45, covering the Lyα complex, and the O i+Si ii, C ii and Si iv+O iv] broad lines.
Based on the NIR spectra we estimate the BH mass (MBH), the Eddington ratio and the Fe ii/Mg ii line
ratio, a proxy for the chemical enrichment of the BLR. The QSOs in our sample host BHs with masses of
∼ 109 M that are accreting significantly faster than a luminosity–matched comparison sample at lower
redshifts. The measured Fe ii/Mg ii line ratios show no evolution with cosmic time in the redshift range
4.5 < z < 6.45, implying that the QSOs in our sample have undergone a major episode of Fe enrichment
in the few 100s Myr preceding the cosmic age at which they are observed.
An analysis of the wavelength shifts of the optical lines shows that the redshifts inferred from the O i+Si ii
complex, visible in most of the optical spectra, are consistent with those obtained from the Mg ii line.
This implies that zOI is a reliable proxy for the QSO systemic redshift. We create a composite template
of the z ∼ 6 QSOs that, red-ward the Lyα line, remarkably resembles the one obtained for low-redshift
QSOs. Investigating the existence of possible correlations amongst optical emission properties, we do not
detect the expected anti-correlation between the EW and the QSO continuum luminosity (Baldwin effect)
for the high ionization lines (N v & Si iv+O iv]). We show that a strong correlation holds between the line
FWHM and its luminosity. Given the narrow distribution of Eddington ratios that characterizes the z ∼ 6
QSOs population, this implies that QSOs with brighter lines are the ones that host more massive BHs. We
further confirm this statement by testing the relation between the line luminosity and MBH.
Finally we use our optical spectra to study the ionization state of the IGM at high redshift, by measuring
the evolution of the near zone (NZ) sizes and that of the Gunn Peterson (GP) effective optical depth. Our
comprehensive analysis shows that the correlation between the NZ radii and the QSO systemic redshifts is
significantly reduced with respect to previous results. This implies that changes of the IGM ionization state
are difficult to constrain through such measurements. We also outline a new method to detect the evolution
of the GP effective optical depth through the analysis of the Lyα and Lyβ flux ratios. For each QSO we
build a model based on the SDSS QSO composite spectrum and on the optical depth parametrization of
lower-redshift absorbers (z < 5.7). Comparing the QSOs flux ratios with the ones obtained from the
models we detect a steep increase in the evolution of the effective optical depth.
Zusammenfassung
Hoch rotverschobene (z ∼ 6) Quasare (QSOs) stellen einzigartige Proben des fru¨hen Anwachsens von
akkretierenden supermassereichen Schwarzen Lo¨chern (BHs) dar und sind essentiell, um den Ionisa-
tionsgrad des Intergalaktischen Mediums (IGM) und dessen chemische Anreicherung zu studieren. Bis
heute konnten nur die allerhellsten QSOs studiert werden, zumeist nur in individuellen Studien. In dieser
Arbeit pra¨sentieren wir die zum heutigen Zeitpunkt umfassendste einheitliche Analyse von optischen
und nah-infraroten (NIR) Spektren von z ∼ 6 QSOs. Unser NIR Datensatz umfasst 22 Spektren von
QSOs bei 4.5 < z < 6.45, welcher die Mg ii und Fe ii Emissionslinien beinhaltet, inklusive neuer spek-
troskopischer VLT-ISAAC Beobachtungen von drei leuchtschwachen z ∼ 6 SDSS QSOs. Der optis-
che Datensatz besteht aus 26 hoch qualitativen Spektren von QSOs bei 5.70 < z < 6.45, welcher den
Lyα Komplex und die O i+Si ii, C ii und Si iv+O iv] Emissionsbanden abdeckt. Basierend auf den NIR
Spektren scha¨tzen wir die BH Masse (MBH), den Eddington Faktor und das Fe ii/Mg ii Linienverha¨ltnis
ab, welches eine Abscha¨tzung der chemischen Anreicherung der ’Broad Line Region’ ermo¨glicht. Die
QSOs in unserem Datensatz beinhalten BHs mit Massen von ∼ 109 M welche signifikant schneller
Materie akkretieren als ein Vergleichsdatensatz a¨hnlicher Helligkeit bei niedrigerer Rotverschiebung.
Das gemessene Fe ii/Mg ii Linienverha¨ltnis zeigt keine Vera¨nderung mit kosmischer Zeit in dem Rotver-
schiebungsbereich 4.5< z< 6.45. Dies legt nahe, dass die QSOs in unserem Datensatz eine Episode von
rascher Fe Anreicherung durchlaufen haben. Eine Untersuchung der Wellenla¨ngenverschiebung des in
den meisten optischen Spektren sichtbaren O i+Si ii Komplex liefert u¨bereinstimmende Werte mit denen
der Mg ii Linie, die typischerweise eine vela¨ssliche Bestimmung der Rotverschiebung von QSOs erlaubt.
Wir erstellen ein ’Template’ fu¨r ein z∼6 QSO Spektrum, welches fu¨r Wellenla¨ngen la¨nger als die von Lyα
bemerkenswerterweise den Spektren von QSOs geringerer Rotverschiebung a¨hnelt. Eine Untersuchung
zum Vorhandensein mo¨glicher Korrelationen zwischen optischen Emissionsbanden ergibt, dass wir die
erwartete Antikorrelation (Baldwin Effekt) zwischen A¨quivalentbreite (EW) und QSO Kontinuumshel-
ligkeit von hoch-ionisierten Linien (N v & Si iv+O iv]) nicht besta¨tigen ko¨nnen. Dafu¨r zeigen wir, dass
eine starke Korrelation zwischen Linienbreite (FWHM) und Linienhelligkeit besteht. Die geringe Streu-
ung der Eddington Faktoren, welche fu¨r die z ∼ 6 QSO Population typisch ist, impliziert dass QSOs mit
helleren Linien die Objekte sind, welche BHs gro¨sserer Masse beheimaten. Daru¨berhinaus ko¨nnen wir
diese Aussage durch einen Vergleich von Linienhelligkeit und MBH besta¨tigen. Schließlich nutzen wir un-
sere optischen Spektren, um den Ionisationsgrad des IGM bei hoher Rotverschiebung zu studieren, indem
wir die Evolution der Gro¨ße der ’Near–Zone’ (NZ) und die zeitliche A¨nderung der Gunn Peterson (GP) op-
tischen Tiefe messen. Unsere erkenntnisreiche Analyse ergibt, dass die Korrelation zwischen NZ Radien
und systemischen QSO Rotverschiebungen im Vergleich zu fru¨heren Resultaten signifikant schwa¨cher ist.
Dies impliziert, dass A¨nderungen des IGM Ionisationsgrads nur schwer durch solche Messungen einzu-
grenzen sind. Wir zeigen zudem eine neue Methode auf, um die Evolution der GP effektiven optischen
Tiefe u¨ber die Analyse des Lyα und Lyβ Linienflussverha¨ltnisses zu ermitteln. Mit Hilfe des SDSS QSO
Kompositspektrums und der optischen Tiefe-Parametrisierung weniger rotverschobener (z<5.7) Absorber
modellieren wir jeden QSO einzeln. Der Vergleich der beobachteten QSO Linienflussverha¨ltnisse mit den-
jenigen, die wir den Modellen entnehmen, ergibt ein starkes Anwachsen in der Entwicklung der effektiven
optischen Tiefe.
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1
Introduction
1.1 Quasar phenomenology
Quasars are amongst the most luminous, powerful objects in the universe: they radiate from 10
to 100,000 times the energy radiated by our Galaxy. For this reason we are able to observe them
up to very high redshifts.
1.1.1 The discovery
Quasars were already observed during the first half of the 20th century as radio-sources, but
their nature remained unclear for decades. In the late 50s, radio observations revealed that these
sources were characterized by very small angular sizes: they were star-like objects, or quasi
stellar radio sources, later contracted into quasars. The optical counter-parts of some of these
radio sources were observed for the first time in the 60s. Their star-like nature was quickly
contradicted by their atypical spectral properties. The optical spectra were not resembling any
known type of star and presented broad emission lines at wavelengths not corresponding to any
known atomic transition. The extragalactic nature of these radio sources was discovered only
in the 1963, by Maarten Schmidt, who identified lines of the Balmer series in the spectrum of
3C 273. The spectral lines presented the same relative distances expected for the hydrogen lines,
but were red-shifted (z = 0.16) with respect to the reference transition wavelengths. Interpreting
this red-shift as entirely due to the Doppler effect, Schmidt realized that this source was moving
away from our Galaxy at a velocity of ∼ 48000 km s−1. Since such a velocity was too high for
any Galactic object, he concluded that this quasar was an extra-galactic source. 3C 273, with a
redshift of z = 0.16 was the most distant source known at that time. After 3C 273, the extra-
galactic nature was confirmed for many other quasars. Later on, many more of these sources
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were discovered and observed throughout the full electromagnetic spectrum, and astronomers
realized that only ∼ 10% of them showed emission at radio wavelengths. As a consequence
the name was changed from quasars to quasi stellar objects or QSOs (today, both names are
usually used equivalently). Given their bright apparent magnitudes and their large distances, we
can conclude that QSOs are characterized by an enormous emitting power, up to 100,000 times
higher than the power radiated by the entire Milky Way.
1.1.2 What is powering QSQs?
The most important clue regarding the nature of the central engine that powers QSOs is their
rapid time variability. Quasars can show significant variations in their luminosity on very short
timescales, going from months to hours. Variability on such short time scales implies that the
radiation is emitted from very compact regions. To obtain coherent variations in the luminosity
of a source of a given size, the information must propagate throughout its extension. Since the
information cannot travel faster than the speed of light, the maximum size of an object varying
with some characteristic timescale is equal to the distance covered by the light during that time.
As a consequence, the QSO radiation must be emitted from regions of the order of light-hours to
light-months. The high luminosities originating from such small regions can only be explained
by violent and exotic phenomena. The dominant explanation is that QSOs are the most luminous
manifestation of the class of objects known as Active Galactic Nuclei (AGN): accreting super-
massive black holes (BHs) hosted in the center of galaxies (Rees 1984). As matter spirals-in
towards a BH through an accretion disk, a substantial fraction of its gravitational energy can be
released as viscosity converts gravitational and kinetic energy into heat and radiation. The accre-
tion of matter through a disk around a black hole is an extremely efficient way to release large
amounts of radiation.
1.1.3 AGN zoology
AGN emit radiation throughout the whole electromagnetic spectrum. Their rest-frame UV-
optical spectra are characterized by a non-stellar continuum that can be parametrized as a double,
broken power-law (Vanden Berk et al. 2001), very broad emission lines (σ & 1000 km s−1) and
narrow emission lines (σ ∼ 500 km s−1). Many sub-classes of AGN are identified, according
to their observed photometric and spectral characteristics. QSOs are defined as AGN having an
absolute magnitude in the visual band MV < −23 mag. Objects weaker than this reference mag-
nitude are instead known as Seyfert galaxies. Concerning the spectral features instead, AGN are
classified as:
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• Type I: broad and narrow emission lines and bright (rest-frame) UV-optical continuum;
• Type II: only narrow emission lines and weaker (rest-frame) UV-optical continuum;
• LINERS (Low Ionization Nuclear Emission Line Regions): only low-ionization narrow
emission lines and weak (rest-frame) UV-optical continuum.
The properties of rapid variability and high degree of polarization at visible wavelengths define
instead the class of AGN known as blazars.
Figure 1.1: Figure re-adapted from Urry & Padovani (1995): illustration of the AGN structure. The
continuum emission is originated in the accretion disk surrounding the central BH, while the broad and
narrow emission lines are originated by clouds of cold gas orbiting around the central engine. Different
projections result in different observed photometric and spectral characteristics.
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1.1.4 Unified model for AGN
Even though AGN are characterized by a large variety of phenomena, their main characteristics
can be interpreted through a unified model (Antonucci 1993; Urry & Padovani 1995): a single
structure coupled with a line-of-sight effect (see fig. 1.1). The different structural regions in the
standard AGN model are:
• Accretion disk: hot gas orbiting around a rapidly rotating supermassive BH. It is responsi-
ble for the AGN continuum emission in the (rest-frame) optical, UV, and soft X-rays. The
size of the accretion disk can be estimated through variability arguments and it is of the
order of milli-parsecs.
• Broad Line Region: cold gas near the accretion disk orbiting around the BH. The broad
(permitted and semi-forbidden) emission lines originate from this region. Their width
is mainly due to Doppler broadening produced by the high rotational velocities. From
reverberation mapping studies (e.g. Peterson et al. 2004) we know that this region is a
hundred times larger than the accretion disk. The geometry and dynamical properties of
the BLR are still under debate (see e.g., Decarli et al. 2011).
• Dusty torus: donut-like structure (1–10 pc) made of warm and hot dust. The dust absorbs
the inner accretion disk radiation and re-emits it in the infrared as a black body. Since this
torus obscures the central parts of the AGN over a wide solid angle, it holds a key role
in the unification theory. For instance, depending on the viewing angle it could shield the
light coming from the inner accretion disk and from the broad lines, which are emitted
inside the torus, thus originating the Type-I/II dichotomy.
• Narrow Line Region: cold gas at large distances from the central BH (1–1000 pc). The
larger distances result in a much lower rotational velocity. The narrow (permitted and
forbidden) lines are originated in this region.
• Jets: highly collimated streams of energetic particles originating from a region close to
the accretion disc. The high level of collimation is most probably reached thanks to the
presence of strong magnetic fields. They can propagate for distances larger than the QSO
host galaxy size (∼ 1 Mpc). Jets emit in the whole electromagnetic spectrum, but they are
brighter at radio wavelength (synchrotron radiation by accelerated particles).
If such a structure is observed with a line of sight close to the polar axis, avoiding the obscuring
torus, the object will appear as a Type I AGN. On the other hand if the line of sight is intercepting
the obscuring torus, the object will present only narrow line features, appearing as a Type II AGN.
Finally, objects observed with a line of sight intercepting the polar jets will appear as BLAZARs.
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In this latter case, the continuum emission is amplified by relativistic effects and over-shines
the emission lines. The actual size of the different regions is a function of the BH mass. This
geometric unification is still a matter of debate.
1.2 Cosmology
From the present collection of empirical evidence the favored model describing the universe and
its evolution is the ΛCDM model. This model explains the observed accelerated expansion of
the universe, as well as the formation of structures at high redshift and the power spectrum of the
observed fluctuations in the CMB. In this section we introduce some fundamental cosmological
concepts that will be used throughout this work (Peebles 1993; Hogg 1999).
1.2.1 Friedman equations
The cosmological principle states that, on large-scales, the universe is homogeneous and isotropic.
The metric describing a universe with these characteristics is the Robertson-Walker metric (1933):
ds2 = c2 dt2 − R2(t)
(
dr2
1 − kr2 + r
2 (dθ2 + sin2(θ) dφ2)
)
, (1.1)
where ds is the line element and c is the speed of light. [t, r, θ, φ] are the co-moving coordinates,
i.e. coordinates fixed with respect to the matter flow, so that a particle does not change its
comoving coordinates as the universe expands or contracts. R(t) is the scale parameter or scale
factor and describes the evolution (expansion or contraction) of the spatial part of the universe
([r, θ, φ]). k is the curvature parameter: positive values of the curvature parameter correspond to
an open universe, while negative values correspond to a closed universe. The flat minkowskian
universe corresponds to k = 0.
In general relativity the gravitational field is described by the Einstein’s equations as the cur-
vature of the space-time due to the matter-energy density distribution. Combining Einstein’s
equations and the Robertson-Walker metric, one can obtain the Friedmann-Lemaıˆtre equations,
that regulate the dynamics of the universe:(
R˙
R
)2
=
Λ c2
3
− k c
2
3
+
8piG
3
ρ (1.2)
R¨
R
= −4piG
3
(
ρ +
3p
c2
)
+
Λc2
3
, (1.3)
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where G is the gravitational constant and Λ is the cosmological constant. These equations of
state of the universe relate pressure (p) and density (ρ) through the scale parameter R(t). The
ratio between the cosmological time derivative of the scale parameter and itself, is the Hubble
parameter:
H(t) =
R˙(t)
R(t)
. (1.4)
H(t) has the units of the inverse of a time and gives an estimate of the expansion rate. At the
present epoch (t = t0), H0 is known as the Hubble constant and it is conventionally parametrized
as H0 = 100 h−1 km s−1 Mpc−1, with 0.6 < h < 0.9 (from observational constraints). The inverse
of the hubble constant (1/H0 = 9.78×109 h−1 yr) is the Hubble time and it represents an estimate
of the age of the universe (assuming a constant rate of expansion equal to the one measured
today). Multiplying the first Friedmann’s equation by (1/H2) and considering the present time
(t = 0) one can obtain that:
ΩΛ + Ωk + ΩM = 1 (1.5)
where ΩΛ =
Λc2
3H20
is the cosmological constant density parameter, Ωk = − kc
2
3R20 H
2
0
is the curvature
density parameter and ΩM =
8piG
3H20
ρ0 is the matter density parameter. Throughout this thesis we
will follow the concordance model for a ΛCDM universe and fix the density parameters to the
following values: ΩΛ = 0.7, ΩM = 0.3, Ωk = 0 and H0 = 70 km s−1 Mpc−1 (e.g. Spergel et al.
2007)
1.2.2 Cosmological distances
Gravitational redshift
The gravitational redshift is caused by the expansion of the space. The wavelength increases as
it traverses the expanding universe between its point of emission and its point of detection by the
same amount that space has expanded during the crossing time:
z + 1 =
λobs
λem
=
R(tobs)
R(tem)
. (1.6)
Co-moving distance
The proper distance is the radial distance (ideally measurable with a ruler) between the observer
and the emitting source, measured along a geodesic at the time the light was emitted. The co-
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moving distance is the proper distance between observer and source at the present time, i.e. is
the proper distance at the time the light was emitted times the ratio of scale factors now to then:
DC = c
∫ z
0
dz′
H(z′)
. (1.7)
Angular diameter distance
The angular diameter distance DA is defined as the ratio between the physical transverse size of
a source, D, and its angular size, θ, in radians:
DA =
D
θ
. (1.8)
It does not increase indefinitely as z → ∞: it starts decreasing since z ∼ 1 and thereafter more
distant objects actually appear larger in angular size.
Luminosity distance
The luminosity distance DL is defined by the relationship between bolometric flux F and bolo-
metric luminosity L:
DL =
√
L
4pi F
. (1.9)
It is related to the angular diameter distance in the following way:
DL = (1 + z)2 DA. (1.10)
1.2.3 The history of the universe in a nutshell
The currently accepted cosmological model states that the universe has originated from a configu-
ration in which all the matter was concentrated in a singularity. At t=0 (∼ 13.7 Gyr ago), with the
Big Bang, the universe began its expansion that is still ongoing (see fig. 1.2).. After t ∼ 300, 000
years, corresponding to a redshift z ∼ 1000, the temperature of the universe dropped below the
point at which hydrogen atoms were no longer ionized by the electromagnetic radiation. At that
point, given the drastic drop in the number of free electrons, matter and radiation decoupled and
started evolving independently. The radiation continued cooling down due to the universe ex-
pansion and we now observe it as the Cosmic Microwave Background (CMB). Matter instead
started forming the first structures under its gravitational pull.
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Figure 1.2: An artist’s view of the history of the universe. At t=0 (∼ 13.7 Gyr ago), with the Big Bang,
the universe began its expansion that is still ongoing. At redshift z ∼ 1000 matter and radiation decoupled
and the universe became opaque. With the formation of the first objects that were able to emit energetic
radiation, the universe started to re-ionize.
At the moment of decoupling the universe became opaque to its own radiation. Therefore we
are not able to probe this era, known as the dark ages. With the formation of the first objects
that were able to emit energetic radiation, the universe started to re-ionize. How and when the
reionization took place is still a matter of debate, as studying sources at the end of the dark ages
means pushing the limits of today’s observational cosmology. First, metal-pure galaxies and
quasars at z ∼ 10 were probably main actors in this process. QSOs at z ∼ 6 − 7 (1 Gyr after the
Big Bang) are probing the era at which the universe became transparent again.
1.3 This work
In the past 10 years, more than 60 QSOs at redshift 5.7 < z < 6.5 have been discovered thanks
to large multivalength surveys such as the Sloan Digital Sky Survey (SDSS). Only recently, the
z = 6.5 redshift barrier has been broken and the first z ∼ 7 QSO has been discovered in the near-
infrared (NIR) UKIDSS large area survey (ULAS). Studying the absorption systems along the
line of sight of bright high redshift QSOs, we can put constraints on the cosmological evolution
of the inter galactic medium (IGM) ionization state and of its chemical enrichment. At the same
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time, high-redshift QSOs are key probes in understanding the formation of the AGN structure
and in defining the nature of the link between the evolution of the central BH and that of the
host galaxy. Detailed studies of QSOs require spectra covering the highest possible number
of key-emission features. Moreover, to be able to put stringent constraints on such complex
and unknown processes, the analysis needs to be performed on statistically significant samples,
covering a wide range of QSO properties (luminosities, accretion rates, BH masses).
At z ∼ 6 key diagnostic UV emission features are redshifted to the optical and NIR bands. Until
now, only the most luminous QSOs have been studied, often one object at the time. In this thesis
we present the most extended consistent analysis up to date of optical and NIR spectra of z ∼ 6
QSOs. The thesis is organized as follows:
• in chapter 2 we present the analysis of 21 NIR spectra of QSOs at redshift 4 < z < 6.5,
covering the Mg ii and Fe ii emission features. The latter are powerful probes of the BH
mass and of the chemical enrichment of the BLR. Three of the spectra are presented in this
thesis for the first time and are extending the existing SDSS sample towards the faint end
of the QSO luminosity function;
• in chapter 3 we study the optical emission properties of a sample of QSOs at redshifts
5.7 < z < 6.45, analyzing 26 high quality spectra covering the Lyα complex (Lyα, N v,
Si ii), and the O i+Si ii, C ii and Si iv+O iv] broad lines;
• in chapter four we analyze the evolution of the ionization state of the IGM at high redshifts
through measurements of the Gunn Peterson effective optical depth and of the near zone
sizes;
• in chapter five we summarize our work and outline future perspectives of studying the
highest redshift QSOs in the universe.

2
Evidence for non-evolving Fe ii/Mg ii ratios in rapidly
accreting z ∼ 6 QSOs∗
Context
Quasars (QSOs) at the highest known redshifts (z ≥ 5.7) are unique probes of the universe
less than 1 Gyr after the Big Bang. They are fundamental for studying the early growth of
supermassive black holes (BHs), the galaxy formation and the interstellar medium chemical
evolution (e.g. Kauffmann & Haenelt 2000; Wyithe & Loeb 2003; Hopkins et al. 2005). Strong
emission features excited by the central engine and its immediate surroundings can be used to
infer properties of the powering BH and of the circumnuclear gas. Under the assumption that the
broad-line region (BLR) dynamics is dominated by the central gravitational field, it is possible to
estimate the BH mass (MBH) using the velocity of the line-emitting gas and its distance from the
central BH. Information about the bulk velocity of the BLR gas can be obtained by measurements
of the emission line width. The distance of the emitting gas from the central BH (R) can instead
be inferred from the continuum luminosity (L): from reverberation mapping studies of local
active galactic nuclei (AGNs) we know that R ∝ L0.5 (R − L relation, e.g. Kaspi et al. 2000).
Measurements of the luminosity and of the gas velocity, via Doppler-broadened line-width, can
thus be used to determine the MBH from single epoch spectra. From the line flux ratios we can
also derive chemical abundances of the BLR gas that are fundamental to set constraints on the
star formation history of the QSO host galaxy. The abundance of Fe and α elements (e.g. O,
Mg, Ne that are produced in the stars via α processes) is of particular interest for understanding
the chemical evolution of galaxies at high redshift. Most of Fe in the solar neighborhoods has
been produced via the explosions of type Ia supernovae (SNe Ia) while α elements are mainly
produced by core collapse supernovae (SNe of types II, Ib and Ic). SNeIa are thought to originate
∗This chapter is adapted from the paper De Rosa et al. (2011)
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from intermediate-mass stars in close binary systems, characterized by long life-times, while core
collapse SNe come from more massive stars which explode very soon after the initial starburst.
In this picture the Fe/α ratio is expected to be a strong function of age in young systems.
2.1 Introduction
Under the assumption that the dynamics of the BLR is dominated by the central gravitational
field, it is possible to estimate MBH by using the velocity and the distance of the line-emitting gas
from the central BH : MBH ∝ R v2. From reverberation mapping studies of local active galactic
nuclei (AGNs) it has been found that R is related to the continuum luminosity L (R − L relation,
e.g. Kaspi et al. 2000): R ∝ L0.5. Measurements of the luminosity and of the gas velocity, via
Doppler-broadened line-width, can thus be used to determine the MBH from single epoch spectra.
Various strong emission lines can be used as MBH estimators: Hα, Hβ, Mg ii, C iv (for a review
on the single-epoch spectrum method see Peterson 2010). For objects in the local universe, the
R − L relation and its intrinsic scatter have been investigated in detail using the Hβ line and the
relative continuum. These studies have shown that one can obtain accurate MBH estimates via
the Hβ line. For sources at high-z a complication is that the Hβ emission line is redshifted out
of the visible window already at modest redshifts. Whether or not a particular UV line can be
used to estimate MBH depends on how well the respective UV line widths in AGN spectra are
correlated. In the case of Mg ii Shen et al. (2008), using a large collection of SDSS spectra, found
that log ([FWHM(Hβ)] / [FWHM(Mg ii)]) = 0.0062, with a scatter of only 0.11 dex, suggesting
that the Mg ii can be used as a proxy for the Hβ line, and thus for the BH mass. On the other
hand, the accuracy achievable in the determination of the BH mass from the C iv line remains
somewhat controversial, since C iv is a resonance line and absorptions are often detected in its
blue wing due to outflows, which in turn affects the line width. With the single-epoch spectrum
method it has been possible to estimate the MBH for z ∼ 6 QSOs (Barth et al. 2003; Willott et al.
2003; Jiang et al. 2007; Kurk et al. 2007, 2009; Willott et al. 2010). These studies have shown
that these high-z sources from SDSS host BHs with MBH ∼ 109 M and are accreting close to
the Eddington limit (Lbol/LEdd ∼1). However, the z ∼ 6 QSOs from SDSS only account for the
brightest end of the QSO luminosity function. Only few faint QSOs (z′AB > 20) have measured
MBH to date: two from the SDSS deep Stripe 82 (Jiang et al. 2008, 2009; Kurk et al. 2007, 2009),
a deep imaging survey obtained by repeatedly scanning a stripe (260 deg2) along the celestial
equator, and nine from CFHQS (Willott et al. 2010). These sources are powered by less massive
BHs (down to MBH ∼ 108 M) that also appear to accrete close to the Eddington limit. For
QSOs at lower redshifts Shen et al. (2008) found that the most luminous QSOs (Lbol > 1047 erg
s−1) at redshift 2 < z < 3 are characterized by an Eddington ratio of only Lbol/LEdd ∼0.25 with a
dispersion of 0.23 dex. It seems therefore that high-redshift QSOs have fundamentally different
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properties than the lower-redshift ones (see also Trakhtenbrot et al. 2011).
Regarding the chemical enrichment, photoionization models show that various emission line
ratios are good estimators for the metallicity of the BLR gas (e.g. Hamann et al. 2002; Nagao et
al. 2006). It is possible to estimate the BLR gas metallicity and to set constraints on the BLR
enrichment history through measurements of the relative abundances of nitrogen (N) respect to
carbon (C) and helium (He), since these three elements are formed by different astrophysical
processes and on different timescales (Hamann & Ferland 1993): C is rapidly produced in the
explosion of massive stars; N is a second generation element, i.e. slowly produced in stars
from previously synthesized C and O; He is a primordial element and its abundance does not
change significantly with cosmic time. Using these element ratios Jiang et al. (2007) estimated
the BLR metallicity for a sample of six luminous QSOs with 5.8 < z < 6.3, finding super solar
metallicities with a typical value of ∼ 4 Z and no strong evolution up to z ∼ 6.
The abundance of Fe and α elements (e.g. O, Mg, Ne that are produced in the stars via α
processes) is of particular interest for understanding the chemical evolution of galaxies at high-z.
Most of Fe in the solar neighborhoods has been produced via the explosion of type Ia supernovae
(SNe Ia) while α elements such as Mg and O are mainly produced by core collapse supernovae
(SNe of types II, Ib and Ic). SNeIa are thought to originate from intermediate-mass stars in close
binary systems, characterized by long life-times, while core collapse SNe come from more mas-
sive stars which explode very soon after the initial starburst. A time delay between α elements
and the Fe enrichment is thus expected. This delay depends on the Initial Mass Function (IMF)
and on the galactic star formation history, and can vary from 0.3 Gyr, for massive elliptical galax-
ies, to 1-3 Gyr, for Milky-Way type galaxies (Matteucci & Recchi 2003). In this picture the Fe/α
ratio is expected to be a strong function of age in young systems. The observational proxy that is
usually adopted to trace the Fe/Mg abundance ratio for the BLR gas is the Fe ii/Mg ii line ratio.
Unfortunately this line ratio is only a second order proxy, since it depends not only on the actual
abundance of Fe but also significantly on the excitation conditions that determine how strongly
Fe ii lines are emitted (Baldwin et al. 2004). However, even though to date no calibration is avail-
able to convert the observed relative line strengths into actual abundance ratios, the study of the
Fe ii/Mg ii line ratio as a function of look-back time does in itself carry significant information
about the BLR chemical enrichment history.
For z > 5.7 QSOs the Fe ii and the Mg ii lines are redshifted into the near-infrared (NIR). Numer-
ous NIR-spectroscopy studies of QSO samples including z ∼ 6 sources have been carried out in
the past (e.g. Maiolino et al. 2001, 2003; Pentericci et al. 2002; Iwamuro et al. 2002, 2004; Barth
et al. 2003; Dietrich et al. 2003; Freudling et al. 2003; Willott et al. 2003; Jiang et al. 2007; Kurk
et al. 2007, 2009). Their results show an increase in the scatter of the measured Fe ii/Mg ii line
ratios as a function of the redshift. One possible way to interpret the increase in the scatter is that
some objects are observed such a short time after the initial starburst that the BLR is not yet fully
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enriched with Fe (Iwamuro et al. 2004). Nonetheless, several possible systematics related to the
adopted fitting procedure could potentially be the cause for the observed discrepancies between
different authors: the iron template employed, the wavelength limits over which the template is
integrated, the wavelength range over which the template is actually fitted and the wavelength
coverage and S/N of the spectra used.
Our goal in this chapter is to study BH masses, Eddington ratios and to characterize the Fe ii
and Mg ii emission in a large sample of high-z QSOs, by fitting their respective NIR spectra
in a coherent and homogeneous way. With the aim of extending the existing SDSS sample of
z ∼ 6 QSOs towards the faint end of the QSO luminosity function, we observed three additional
z ∼ 6 sources (discovery papers: Jiang et al. 2008, De Rosa et al. in prep) with the Infrared
Spectrometer And Array Camera (ISAAC) mounted on the Very Large Telescope (VLT). The
three targets have 19.6 < z′AB < 20.7 and have been selected from the SDSS and the SDSS Stripe
82. The observed NIR spectra include the Mg ii and Fe ii emission lines. We have also collected
literature spectra of z > 4 QSOs covering the restframe wavelengths between 2700 Å< λ < 3200
Å, characterized by the presence of the Mg ii line doublet (λ = 2796, 2803 Å) and of the Fe ii line
forest.
2.2 Sample, observations and data reduction
Our sample is composed of 22 targets: 3 new spectra observed with VLT-ISAAC (see tab. 2.1)
and 19 sources from the literature (see tab. 2.2), kindly provided by the respective authors. Ten of
the literature sources have redshift 4.50 < z < 5.70 (Iwamuro et al. 2002), while the remaining
9 have 5.70 < z < 6.43 and z-band magnitudes z′AB < 20.9 (magnitudes are taken from the
discovery papers).
2.2.1 New data
We have observed 3 SDSS QSOs with magnitudes 19.6 < z′AB < 20.7 and redshifts 6.05<z<6.08
(see tab. 2.1). The two faintest ones have been selected from the SDSS Stripe 82 and extend the
existing sample towards the faint end of the QSO luminosity function. The observations were
carried out with ISAAC on Antu (VLT-UT1) in low resolution mode (LR), using the 1024x1024
Hawaii Rockwell array of the Short Wavelength arm. For each QSO the Mg ii line and the Fe ii
complex were observed: given the redshift of the sources, these features fall in the K band. The
selected slit had a width of 1” and combined with the order selection filter it gives a spectral
resolution λ/∆λ ∼450. Table 2.1 summarizes the exposure time for each object. For each ob-
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Table 2.1: Summary of the new sources.
QSO name 1 RA 2 DEC 3 z 4 z∗AB
5 K 6 texp 7 Ref. 8
SDSS J0353 + 0104 03 53 49.72 +01 04 04.4 6.05 20.5 17.81 4.60 h J08
SDSS J2054 − 0005 20 54 06.49 −00 05 41.8 6.06 20.7 17.87 5.92 h J08
SDSS J0842 + 1218 08 42 29 +12 18 50.5 6.08 19.6 17.67 4.60 h DRip
1 QSO name;
2, 3 QSO right ascension and declination in J2000.0 –from discovery papers;
4 optical redshift –from discovery papers;
5 z∗AB magnitude –from discovery papers;
6 K band nominal magnitude, obtained from the redshifted SDSS QSO template scaled to
match the observed J and H-band magnitudes – from discovery papers;
7 total on-source exposure time;
8 discovery papers: DRip, De Rosa et al. (in preparation); J08, Jiang et al. (2008)
servation block (OB), sixteen frames of 148 seconds were taken following an ABBA dithering
pattern (with large offsets among the dithered positions: from 20” to 30”). Further, small random
offsets within a box of 4” to 18” were applied at each dithered position in order to avoid pixel-
related artifacts (jittering). Given the faintness of the sources, the observation setup was chosen
so that a bright star was always in the slit, in order to allow a correct centering of the target.
The QSO SDSS J2054-0005 has been discovered in the SDSS deep Stripe 82 by Jiang et al.
(2008). Our new ISAAC spectrum confirms the weak-line nature of this source (see also the
the optical discovery spectrum by Jiang et al. 2008). Given the intrinsic weakness of the Mg ii
emission, we do not include this QSO in the following analysis.
2.2.1.1 Data reduction
The ESO ISAAC pipeline produces wavelength calibrated co-added 2-D spectra from the indi-
vidual frames that were acquired during each OB. Subsequent reduction was carried out within
IRAF. One-dimensional spectra were extracted using the apall task. The tracing of the 1-D
spectra was performed first on the bright stars in the slit. The resulting tracing functions were
then used for the extraction of the QSO spectra. Individual 1D spectra were corrected for the
telluric absorptions using the telluric task. Usually the telluric correction is performed by
dividing the observed spectrum by the one of a telluric standard star observed shortly after the
science target. This ratio is subsequently multiplied by the model atmosphere corresponding to
the spectral type of the telluric standard and scaled to its observed K magnitude, in order to re-
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cover the correct slope of the QSO spectrum. This operation allows us also to flux-calibrate the
QSO spectrum. Instead of using the observed telluric standard stars, we employed the ESO sky
absorption spectrum measured on the Paranal site at a nominal airmass of 1. This choice was
driven by two reasons: i) the spectral regions in the QSO spectrum where telluric absorptions
are most severe are characterized by a very low signal-to-noise, i.e. insufficient to properly cor-
rect for the actual detailed shape of the night sky features; ii) the observed telluric standard stars
were often characterized by a spectral and luminosity class for which accurate model atmosphere
could not be computed; the derived QSO continuum slope would have hence been distorted by
the stellar spectral shape. We thus decided to focus on the spectral regions with higher signal,
where an accurate correction was possible: we assumed the template sky absorption spectrum,
scaled to the airmass of our QSO spectra and ignored the stability of the sky transparency. This
way, we could preserve the intrinsic shape of the QSO continua. The telluric task corrects
for the difference in airmass between the science and calibration spectra via the Beer-Lambert-
Bouguer law. The telluric absorptions are in any case well removed from the spectra of bright
QSOs, while significant residuals are left in the spectra of faint QSOs at lower S/N. The relative
flux calibration was obtained with the sensfunction, standard and calib tasks. The instru-
ment sensitivity function was obtained from the observed telluric stars of luminosity class V
(giants) and spectral class B. For these stars it is possible to compute reliable model atmospheres
since effective temperature and surface gravity are well estimated. The model atmospheres were
computed by interpolating the NIR spectral energy distributions available from Pickles (1998)
in temperature and surface-gravity in order to match the observed spectral type and magnitudes.
After the relative flux calibration, the individual 1D QSO spectra were averaged to form a single
spectrum. The absolute flux calibration was performed scaling the observed spectra to match
the QSOs K-band magnitudes. Since the K-band magnitude was not measured for the QSOs in
tab. 2.1, we derived it from the SDSS QSO template scaled to the observed J and H-band mag-
nitude. The whole reduction procedure was extensively tested on some of the observed telluric
standard stars used as reference targets. The recovered spectra match the theoretical model atmo-
spheres typically within 10%, even in the spectral regions more affected by telluric absorptions.
The reduced spectra are shown in fig. 2.1.
2.2.2 Literature data
The QSOs taken from the literature are summarized in tab. 2.2. We have collected a total of
22 spectra (19 different sources) which cover all the features of interest at sufficiently high S/N
to perform the spectral decomposition (see sec. 2.4.2 and sec. 2.4.6). The literature sample is
composed of 10 sources with z < 5.70 and 9 sources with 5.70 < z < 6.43. The 10 QSOs
with z < 5.70 are selected amongst the 13 sources published by Iwamuro et al. (2002). These
QSOs have redshifts 4.4 < z < 5.3 and were observed in the J and H bands with an OH-airglow
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suppressor spectrograph (OH-S), mounted on the Subaru Telescope. The spectral resolution
(λ/∆λ) is equal to 210 (J band) and 420 (H band). We also selected 2 of the 4 SDSS QSOs
at z ∼ 6 presented by Iwamuro et al. (2004): H and K observations were carried out with the
Cooled Infrared Spectrograph and Camera (CISCO) mounted on the Subaru telescope, with a
spectral resolution of 210 and 330 respectively. We used the K-band spectrum of the z = 6.43
QSO J1148+5251 published by Barth et al. (2003). Data were obtained with the NIRSPEC
spectrograph on KeckII (spectral resolution of 1500). We selected 4 of the 5 sources presented
by Kurk et al. (2007) at redshifts z > 5.8 . The K-band observations were carried out with VLT-
ISAAC with a spectral resolution of 450. We also included the K-band spectrum of J0303-0019
presented by Kurk et al. (2009). This faint z ∼ 6 QSO was selected in SDSS Stripe 82 and its
spectrum was taken with VLT-ISAAC. Finally, we added 4 SDSS QSOs at z > 5.8 published by
Jiang et al. (2007), who observed them with the Gemini Near-Infrared Spectrograph (GNIRS) on
Gemini South with a spectral resolution of 800.
2.3 Data analysis
We focus on the spectral region with restframe wavelengths 2000 Å < λrest < 3500 Å. This region
is characterized by the presence of the Mg ii emission line, the underlying non-stellar continuum,
the Balmer pseudo continuum and the Fe ii emission line forest. The last three emission features,
that are overlapped in the spectral range of interest, are described in the following sections.
2.3.1 Power-law
The dominant component of a QSO spectrum is the non-stellar continuum, modeled as a power-
law:
Fλ = F0
(
λ
2500 Å
)α
(2.1)
Typically, in our data, the determination of the slope coefficient α depends on the adopted fitting
procedure and on the observed spectral range. In case of a wide wavelength coverage it is pos-
sible to choose fitting windows free of contributions by other emission components. For spectra
with restricted wavelength coverage, the power-law continuum has to be fitted simultaneously
with the other components, resulting in a local estimate of the slope that might not be fully rep-
resentative of the overall continuum shape of the QSO. Decarli et al. (2010) analyzed a sample
of 96 QSOs at z < 3 by fitting the power-law continuum in 8 different windows free of strong
features, and obtained a mean value for the slope of −1.3 with a 1-σ dispersion of 1.6. Shen et
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Table 2.2: Literature sample sorted by redshift.
QSO name 1 RA 2 DEC 3 z 4 Ref. 5
BR 1033 − 0327 10 33 51.47 −03 27 45.5 4.51 A
BR 0019 − 1522 00 19 35.90 −15 22 16.0 4.53 A
BR 2237 − 0607 22 37 17.44 −06 07 59.7 4.56 A
SDSS J0310 − 0014 03 10 36.97 −00 14 57.0 4.63 A
SDSS J1021 − 0309 10 21 19.16 −03 09 37.2 4.70 A
SDSS J0210 − 0018 02 10 43.17 −00 18 18.4 4.77 A
SDSS J0211 − 0009 02 11 02.72 −00 09 10.3 4.90 A
PC 1247 + 3406 12 47 17.79 +34 06 12.7 4.90 A
SDSS J0338 + 0021 03 38 29.31 +00 21 56.3 5.00 A
SDSS J1204 − 0021 12 04 41.73 −00 21 49.6 5.03 A
SDSS J0005 − 0006 00 05 52.30 −00 06 56.0 5.85 D
SDSS J1411 + 1217 14 11 11.30 +12 17 37.0 5.93 D, F
SDSS J1306 + 0356 13 06 08.20 +03 56 26.0 5.99 D, F
SDSS J1630 + 4012 16 30 33.90 +40 12 10.0 6.05 B
SDSS J0303 − 0019 03 03 31.40 −00 19 12.9 6.07 E
SDSS J1623 + 3112 16 23 31.80 +31 12 01.0 6.22 F
SDSS J1048 + 4637 10 48 45.05 +46 37 18.3 6.23 B
SDSS J1030 + 0524 10 30 27.10 +05 24 55.0 6.28 D, F
SDSS J1148 + 5251 11 48 16.64 +52 51 50.3 6.43 C
1 QSO name;
2, 3 QSO right ascension and declination in J2000.0;
4 optical redshift –from discovery paper;
5 reference paper for the NIR spectra: A, Iwamuro et al. (2002);
B, Iwamuro et al. (2004); C, Barth et al. (2003); D, Kurk et al.
(2007); E, Kurk et al. (2009); F, Jiang et al. (2007).
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al. (2011) estimated the local slope for a sample of ∼ 100.000 SDSS QSOs at z < 4.95, fitting the
the power-law plus an iron template to the wavelength range around four broad emission lines
(Hα, Hβ, Mg ii and C iv). In particular, from the analysis of the wavelength range adjacent the
Mg ii emission line, they obtained a mean value for the local slope of −1.3 with a 1-σ dispersion
of 0.8. From our spectral decomposition we find consistent values (see sec. 2.3.4).
2.3.2 Balmer pseudo-continuum
We model the Balmer pseudo-continuum following Dietrich et al. (2003). We assume partially
optically thick gas clouds with uniform temperature Te = 15000 K. For wavelengths below the
Balmer edge (λBE = 3646 Å), the Balmer spectrum can be parametrized as:
Fλ = FnormBλ(Te)(1 − e−τBE( λλBE )3), λ < λBE (2.2)
where Bλ(Te) is the Planck function at the electron temperature Te, τBE is the optical depth at
the Balmer edge (we assume τBE = 1 following Kurk et al. 2007), and Fnorm is the normalized
flux density at the Balmer edge (Grandi 1982). The normalization should be determined at
λrest w 3675 Å, where no Fe ii emission is present. Since this wavelength is either not covered
or has a very low S/N in our sample, we fix the normalization to a fraction of the continuum
strength extrapolated at 3675 Å: Fnorm = fB · Fpower−law(3675 Å). To define the relative strength
of the two components and monitor the effects on the Fe ii estimate, we have run various tests
with fB = 0.1, 0.3, 0.5, 0.8, 1. Since differences in the Fe ii estimates resulting from this test were
less than measured errors (with fB only partially affecting the power-law normalization), we have
fixed fB = 0.3 based on the results by Dietrich et al. (2003).
2.3.3 Fe ii template
The Fe ii ion emits a forest of lines, many of which are blended. We fit the Fe ii forest using
a modified version of the emission line template by Vestergaard & Wilkes (2001). This tem-
plate is based on the high resolution spectrum of the narrow line Seyfert 1 galaxy PG0050+124
(z=0.061), observed with the Hubble Space Telescope. Vestergaard & Wilkes obtained the emis-
sion line template by first fitting and subtracting the power-law continuum and all the absorp-
tion/emission features from all the elements but Fe. Afterward an Fe iii model was subtracted
from the residual to obtain a pure Fe ii template. As Kurk et al. (2007) pointed out, no Fe ii emis-
sion is left in the 2770-2820 Å range, due to the Mg ii line subtraction. We modified the template
following Kurk et al. (2007) by adding a constant flux density between 2770 and 2820 Å equal to
the 20% of the mean flux density of the template between 2930 and 2970 Å. The justification for
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this operation comes from the theoretical Fe ii emission line strength by Sigut & Pradhan (2003).
Since the Fe ii and the Mg ii are not distributed in the same way within the BLR, we decided not to
fix the Doppler broadening of the Fe ii template to the one measured for the Mg ii emission line.
We have instead run many tests broadening the Fe ii template by convolving it with Gaussian
profiles with constant FWHM = 7.5, 15, 22.5 Å, corresponding to FWHM ∼ 930, 1860, 2800
km/s at 2400 Å respectively. A Gaussian broadening with σ constant in wavelength leads to
slightly different velocities over the fitting range, but we have found no significant differences in
the measured Fe ii normalization in function of the three broadening. Given the typical S/N of
our spectra the Fe ii normalization is in fact mainly determined by the fit of the template broad
bumps rather than individual Fe ii features. We finally chose to fix FWHM= 15 Å for the Fe ii
template.
2.3.4 Fitting procedure
All the spectra have been shifted to the rest-frame system of reference using optical redshifts.
Even if the optical redshifts are slightly different from the NIR ones, this will not affect our
results since the Mg ii peak wavelength is a free parameter in our fitting procedure. Moreover, the
Fe ii template is constituted by blended multiplets (broadened by the convolution with Gaussian
profiles with FWHM = 15 Å), for which the definition of peak wavelength is not straightforward.
We tested a posteriori the difference between the optical redshifts (see tab. 2.1 and tab. 2.2) and
the ones measured from the Mg ii peak wavelength (see tab. 2.4). The average difference is equal
to ∆z=0.02 with a maximum of ∆z=0.08 for J1411 + 1217 (Jiang et al. 2007online Appendix
fig. A.12) : in this case the Mg ii line profile is severely affected by the atmospheric absorptions.
Our spectra have different wavelength coverage because of the different redshifts of the sources
and of the various instruments used to collect the data. Similarly the sky contamination varies
across the sample with redshift. For these reasons it is impossible to define fixed fitting windows
for the entire sample. We focus on the rest-frame region within 2000 and 3500 Å, choosing the
fitting windows in a way as homogeneous as possible, as a function of the spectral coverage and
of the sky contamination. The fit is performed in two steps. A first set of spectral components
is given by the sum of the power-law continuum, the Balmer pseudo-continuum and the Fe ii
template. The free parameters are the power-law slope (α) and its normalization (β = log(F0))
and the Fe ii template normalization (γ). Since the three components are overlapped in this
wavelength range, the fit is performed with a χ2 minimization on a suitable grid in the parameter
space. In this way, we minimize the possibility that our solution represents only a local minimum
of the χ2 domain. The errors on the Fe ii normalization are computed by marginalizing the
probability distributions in 3-D parameter space, selecting all the cases for which χ2 − χ2min < 1
(1σ confidence level). To ensure a reliable estimate of these errors we need enough triplets
satisfying the χ2 condition. After many tests we decided to sample the parameter space with 16
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million points: 100 (α) × 100 (β) × 1600 (γ). This way, for each fit, we sample the γ parameter
space with an average bin of 0.001 × 10−17 erg s−1 cm−2 and we obtain ∼ 100 triplets satisfying
the χ2, with a minimum of 15 (for the QSO BR 1033 − 0327). This condition is not satisfied
for J0303 − 0019 (Kurk et al. 2009, online Appendix fig. A.17): in this case the Fe ii major
features are severely affected by the telluric absorptions, resulting in a weaker constraint on the
Fe ii template normalization which is in any case consistent with 0 (see tab. 2.3). In fig. 2.2 we
show two examples of the 3D χ2-cube projections and of the relative probability distribution
for the Fe ii template normalization (similar plots for all sources discussed here are shown in
the online Appendix). The χ2-maps are overall regular (non-patchy), implying the absence of
secondary local minina. The degeneracy between power-law slope and intercept is evident from
the bottom-right plots in the two panels.
The fitted components are then subtracted and we proceed to fit the Mg ii emission line. The
Mg ii line fit is performed with a least-squares procedure. Since the Mg ii doublet is not resolved
in the majority of our spectra, we model the emission line as a simple Gaussian (three free
parameters: central wavelength, width and normalization). If there was a significant narrow
second component that we do not resolve, this would lead to a slight underestimate of the black-
hole mass.
Examples of the spectral decomposition are shown in fig. 2.1. The results of the fit and relative
χ2 maps for the literature sample are shown in the online Appendix. The fitted parameters are
listed in tab. 2.3. Even if we do not overcome the degeneracy between the power-law slope and
intercept, we can compare the distribution of our local slope estimates with those in the literature.
We obtain a mean value α = −1.5 ± 1.2 which is in agreement within the uncertainties with both
the local slope estimate by Shen et al. (2008) and with the global one by Decarli et al. (2010).
2.4 Results
2.4.1 Black hole mass estimate
We estimate the MBH using scaling relations, calibrated on local AGNs, that are based on broad
emission line widths and continuum luminosities. Under the assumption that the dynamics of the
broad line region is dominated by the gravity of the central BH, the virial theorem states:
MBH = G−1 RBLR v2BLR (2.3)
where MBH is the black hole mass, RBLR is the characteristic radius of the BLR and vBLR is the
orbital velocity of the clouds emitting at RBLR. The cloud velocity can be obtained from the width
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Figure 2.1: Reduced spectra of the QSOs SDSS J0842+1218 (upper-left panel), SDSS J0353+0104
(upper-right panel) and SDSS J2054-0005 (lower panel). The observed spectra are shown in black con-
tinuous line. The modeled components are: power-law continuum (blue dotted line), Balmer pseudo
continuum (purple dashed line), Fe ii normalized template (light blue dotted line), Mg ii emission line (red
dotted line). The sum of the first set of components (power-law continuum + Balmer pseudo continuum
+ Fe ii normalized template) is overplotted to the spectrum as a green solid line, while the sum of all the
components is over plotted as a red solid line. The spectral decomposition was not performed for the
weak line QSO SDSS J2054-0005. Telluric absorption bands are indicated over the spectra with the sym-
bol ⊕: they are extracted from the ESO sky absorption spectrum measured on the Paranal site at a nominal
airmass of 1.
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Figure 2.2: The Fe ii normalization, obtained from the fit of the first set of components, depends on the
power-law slope and its normalization (intercept). SDSS J0842+1218 (left panel) and SDSS J0353+0104
(right panel): χ2 domain analysis for Fe ii error computation. In each panel we show: a) two dimensional
projections of the 3D χ2-surfaces (Fe ii normalization vs Intercept, upper-left plot; Fe ii normalization vs
Slope, bottom-left plot; Intercept vs slope, bottom-right plot): contours represent iso-χ2 levels spaced by
a factor of 2 while the best fit case is marked with a dot; b) probability distribution for the Fe ii template
normalization (upper-right plot): the distribution has been obtained by marginalizing the 3-D probability
distribution considering only the triplets for which χ2 − χ2min < 1, the dashed vertical lines mark our
estimate of the 1-σ confidence level.
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of the broad emission lines: vBLR = f · FWHM, where f is a geometrical factor that accounts
for the de-projection of vBLR from the line of sight (see McGill et al. 2008; Decarli et al. 2008),
and FWHM is the full width at half maximum of the line profile. Even if the BLR size cannot be
directly measured by single epoch spectra, it can still be evaluated since it is strongly correlated
with the continuum luminosity of the AGN (e.g. Kaspi et al. 2000). It is then possible to estimate
MBH for high-redshift QSOs using a single spectrum covering the blended Mg ii line doublet
(λ = 2795, 2803 Å) and the redward continuum (λ = 3000 Å). In particular for RBLR we use the
relation provided by McLure & Jarvis (2002):
RBLR(Mg II)
10 light − days = (2.52 ± 0.03)
[
λLλ(3000 Å)
1044 erg s−1
]0.47
(2.4)
and for the geometrical factor the value provided by Decarli et al. (2008): f (Mg ii) = 1.6, ob-
tained assuming that the Mg ii and Hβ-emitting regions have a similar geometry. All these re-
lations are based on low redshift objects (z < 0.3), and the underlying assumption here is that
they are still valid at high-redshift. Using relation (2.4) McLure & Jarvis (2002) reproduced MBH
obtained with the full reverberation mapping method with an accuracy of 0.4 dex. This intrinsic
scatter of the estimator dominates the measurement uncertainties. To compare our results with
the ones published in previous works on z ∼ 6 sources (Barth et al. 2003; Jiang et al. 2007;
Kurk et al. 2007, 2009), we also estimate MBH using the relation obtained by McLure & Dunlop
(2004):
MBH
M
= 3.2
[
λLλ(3000 Å)
1037 W
]0.62 [
FWHM(Mg II)
km s−1
]2
(2.5)
from a sample of 17 low redshift AGNs (z < 0.7), with luminosities comparable to those of
high-z QSOs (λLλ > 1044 erg s−1).
From the estimated MBH we compute the QSO Eddington ratios defined as the ratio between
the measured bolometric luminosity Lbol and the theoretical Eddington luminosity LEdd, as com-
puted from the MBH. We obtain the observed monochromatic luminosity λLλ(3000 Å) from the
continuum component of the fit fλ(3000 Å) and from the luminosity distance DL as:
λLλ(3000 Å) = λ Fλ(3000 Å) 4piD2L (2.6)
Since L(3000 Å) is only a fraction of the total electromagnetic luminosity coming from the QSO,
we apply the bolometric correction by Shen et al. (2008) to obtain Lbol:
Lbol = 5.15 λLλ(3000 Å) (2.7)
The Eddington luminosity is defined as the maximum luminosity attainable, at which the radia-
tion pressure acting on the gas counterbalances the gravitational attraction of the BH:
LEdd = 1.3 · 1038
(
MBH
M
)
erg s−1 (2.8)
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The obtained MBH and the relative QSO Eddington ratios are listed in tab. 2.4. The two relations,
eq. 2.4 and eq. 2.5, lead to a difference in the mass estimates of a factor ∼ 1.7. The results
obtained for the sample of published sources via eq. 2.5 are in good agreement with previous
estimates, indicating that different fitting procedures imply variations smaller than the errors due
to the intrinsic scatter of the estimator. The average difference between the BH masses estimated
by us and the ones previously published is equal to 0.1 dex. Only in the case of the QSO SDSS
J0005-0006 (Kurk et al. 2007, online Appendix fig. A.11) this difference is higher (0.7 dex): in
this case the Mg ii line is severely affected by the atmospheric absorption and the line fit becomes
significantly procedure-dependent.
2.4.2 Dependence on the S/N and on the systematics in the observations
In fig. 2.3 we show the MBH obtained via eq. 2.4 as a function of the S/N per Å of the Mg ii peak.
The noise was derived from regions of the spectra free of line emission. There is no evidence of
any dependence of the MBH estimates on the S/N of the Mg ii line peak. For SDSS J1411 + 1217,
SDSS J1306 + 0356 and SDSS J1030 + 0524 we are in the fortunate situation of having two
independent observations by Jiang et al. (2007), with Gemini-GNIRS, and by Kurk et al. (2007),
with VLT-ISAAC. We can thus use these to analyze the dependence of the MBH estimates on the
systematics in the observations. For these 3 sources Jiang et al. (2007) and Kurk et al. (2007)
derived (using eq. 2.5) 0.6, 1.1, 1.0 ×109 M and 1.1, 2.4, 1.4 ×109 M, respectively. Using our
fitting results and eq. 2.5, we obtain 0.5, 0.9, 1.1 ×109 M and 1.0, 1.7, 1.4 ×109 M respectively,
in good agreement with the published values. For those objects whose redshifts make their Mg ii
line fall on top of atmospheric absorption bands, the MBH estimated from the two independent
spectra can be significantly different (up to 0.3 dex in the case of SDSS J1306 + 0356): therefore
we argue that the atmospheric contamination is a major contributor to systematics.
2.4.3 Comparison with sdss qso sample at 0.35<z<2.25
To study the evolution of the BH population with cosmic time, we compare our sources with
a sample of SDSS QSOs at lower redshift (SDSS Data Release 7, Shen et al. 2011). For
objects with multiple observations we consider the weighted mean of the individual measure-
ments. Since the MBH estimates significantly depend on the adopted estimator (see Peterson
2010; Shen et al. 2008), we select among the ∼100,000 QSOs in the SDSS DR7 sample those
with measurements of the Mg ii FWHM and of λLλ(3000 Å): i.e., a subset of ∼47,000 sources
with 0.35 < z < 2.25. We also consider a sample of nine z ∼ 6 QSOs at lower luminosities
(M1450 < −24) from Willott et al. (2010a), with published measurements of the Mg ii FWHM
and of λLλ(3000 Å). We obtain Lbol using the bolometric correction by Shen et al. (2008) (see
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Table 2.3: Fitted spectral properties. The spectral decomposition has been performed on the specific
fluxes Fλ in units of 10−17 erg s−1 cm−2 Å−1.
QSO name 1 slope 2 Fe ii norm 3 Mg ii λpeak 4 Mg ii FWHM 5 Fλ
(
3000Å
)
6
BR 1033 − 0327 -2.4 0.84±0.02 2804.6±2.3 4248±120 8.20±1.59
BR 0019 − 1522 -2.3 1.01±0.03 2802.6±0.6 4317±120 7.78±1.50
BR 2237 − 0607 -1.3 1.57±0.36 2796.3±0.6 3811±163 19.98±0.12
SDSS J0310 − 0014 -1.5 0.24±0.05 2797.3±1.1 4087±260 2.83±0.05
SDSS J1021 − 0309 -1.7 0.26±0.09 2797.4±0.6 3100±162 2.76±0.09
SDSS J0210 − 0018 -2.7 0.11±0.06 2798.4±2.1 6543±803 3.42±0.05
SDSS J0211 − 0009 -2.4 0.38±0.05 2795.7±1.5 5975±468 1.44±0.28
PC 1247 + 3406 -2.2 0.30±0.10 2797.7±0.7 4094±197 3.86±0.08
SDSS J0338 + 0021 -1.8 0.51±0.05 2798.4±0.4 2969±128 3.20±0.05
SDSS J1204 − 0021 -2.3 0.83±0.03 2796.2±3.0 5753±208 4.36±0.04
SDSS J0005 − 0006 0.0 0.18±0.04 2796.2±0.1 1036±65 0.94±0.02
SDSS J1411 + 1217∗ -1.7 0.20±0.07 2800.4±1.2 2208±317 2.39±0.06
SDSS J1411 + 1217+ 1.2 0.36±0.04 2787.8±0.4 2824±168 3.03±0.05
SDSS J1306 + 0356∗ -2.3 0.21±0.12 2809.5±0.5 3158±145 1.92±0.05
SDSS J1306 + 0356+ -2.5 0.13±0.13 2809.8±1.1 4134±351 1.97±0.04
SDSS J1630 + 4012 -0.7 0.03±0.03 2798.0±2.0 3366±533 1.46±0.30
SDSS J0303 − 0019 2.0 0.00+0.15 2802.28±0.4 2307±63 0.60±0.01
SDSS J1623 + 3112 0.0 0.31±0.02 2795.0±0.3 3587±118 1.81±0.05
SDSS J1048 + 4637 -1.7 0.56±0.03 2797.9±1.4 3366±532 4.22±0.04
SDSS J1030 + 0524∗ -1.9 0.16±0.07 2807.2±0.6 3449±151 1.76±0.05
SDSS J1030 + 0524+ -1.3 0.17±0.08 2805.9±0.9 3704±231 1.88±0.03
SDSS J1148 + 5251 -2.1 0.91±0.01 2793.7±0.7 5352±289 4.22±0.08
SDSS J0353 + 0104 -2.2 0.43±0.06 2799.6±0.7 3682±281 2.16±0.10
SDSS J0842 + 1218 -0.9 0.38±0.06 2794.2±0.7 3931±257 2.38±0.12
1 QSO name. For sources with multiple observations: ∗, Jiang et al. (2007); +, Kurk et al.
(2007);
2 power-law slope;
3 Fe ii normalization;
4 Mg ii central wavelength
[
Å
]
;
5 FWHM
[
km s−1
]
;
6 measured specific flux of the continuum at 3000 Å, in units of 10−17 erg s−1 cm−2 Å−1.
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Figure 2.3: MBH estimates as a function of the S/N per Å at the Mg ii peak. Blue squares: literature
sample, at z < 5.7 (Iwamuro et al. 2002); black triangles: literature sample, z ∼ 6 (Barth et al. 2003;
Iwamuro et al. 2004; Jiang et al. 2007; Kurk et al. 2007, 2009); red circles: this study. Our MBH estimates
do not depend on the S/N of the QSO spectra.
eq. 2.7) and we compute MBH using eq. 2.4, in analogy with the analysis performed in our sam-
ple. In fig. 2.4 we plot the estimated MBH as a function of the bolometric luminosity for the three
samples. The black solid lines indicate regions of the parameter space with constant Eddington
ratios: Lbol/LEdd = 0.01, 0.1, 1.0. The 0.35 < z < 2.25 and our high-z QSO populations occupy
different regions of the parameter space: the 0.35 < z < 2.25 redshift population shows an aver-
age 〈log(Lbol/LEdd)〉 ∼ −1.2 dex (Lbol/LEdd ∼0.06) with a dispersion of 0.3 dex, while the typical
ratio for the high-z QSOs is 〈log(Lbol/LEdd)〉 ∼ −0.3 dex (Lbol/LEdd ∼0.5) with a dispersion of
0.3 dex. The lower luminosity z ∼ 6 sample (Willott et al. 2010a) is characterized by lower MBH
but comparable Eddington ratios than the most luminous SDSS QSOs at the same redshift. We
therefore conclude that the average Eddington ratio for the z ∼ 6 QSO sample studied to date is
significantly higher than the typical SDSS QSOs at 0.35 < z < 2.25 (in agreement with previous
studies, e.g. Trakhtenbrot et al. 2011).
We have to specify that Shen et al. (2011) fit the spectra considering the power-law non–stellar
continuum, the Fe ii line forest (modeled using the template by Vestergaard & Wilkes 2001), and
both the narrow (simple Gaussian) and broad (simple/double Gaussian) components of the Mg ii
doublet. Since in our sample we are not subtracting the narrow component of the Mg ii dou-
blet (not resolved), the mass estimates of the high-redshift QSOs may be systematically biased
towards slightly lower values with respect to the ones in the 0.35 < z < 2.25 redshift sample.
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Nevertheless, we note that our fitting procedure yields results consistent with the ones published
by Jiang et al. (2007) who, except for the cases in which the line profile is severely affected by
the atmospheric absorption, fits the Mg ii emission line with a double Gaussian instead of a sin-
gle one. Therefore, we conclude that the MBH estimates do not strongly depend on the adopted
fitting procedure.
2.4.4 Comparison with luminosity matched sdss qso sample
In order to perform a statistically robust comparison we now extract only objects with the same
(high) bolometric luminosity: 1047 < Lbol [erg s−1] < 3 × 1047 from our sample and from the
SDSS comparison sample at 0.35 < z < 2.25. In fig. 2.5 we plot the MBH and the Edddington
ratio as a function of redshift. The average MBH at high-z is systematically lower than the typ-
ical MBH of the 0.35 < z < 2.25 population at similar luminosities, while the Eddington ratio
is higher. Comparing the Eddington ratio distribution of the two luminosity matched samples
(fig. 2.6, 1047 < Lbol [erg s−1] < 3 × 1047) we obtain that for the 0.35 < z < 2.25 population
〈log(Lbol/LEdd)〉 ∼ −0.80 dex (Lbol/LEdd ∼0.16) with a dispersion of 0.24 dex, while for the
high-z one 〈log(Lbol/LEdd)〉 ∼ −0.37 dex (Lbol/LEdd ∼0.43) with a dispersion of 0.20 dex. If we
perform a Kolmogorov-Smirnov test on the two distributions we obtain that the probability that
they come from the same parent distribution is 7 × 10−9, i.e. negligible. This implies that the
high-redshift QSOs in this luminosity bin are building up their mass more rapidly than the ones
at z ∼ 2 (in agreement with what has been found in previous studies, e.g. Kurk et al. 2009; Willott
et al. 2010; Trakhtenbrot et al. 2011).
Another bias that could possibly affect our comparison between the high-z Eddington ratio dis-
tribution and the lower-z one is the intrinsic luminosity of the QSO broad lines. For instance the
equivalent width of high ionization lines in AGN is known to anti–correlate with the continuum
luminosity (Baldwin 1977; Baskin & Laor 2004; Shang et al. 2003; Xu et al. 2008). This effect is
a function of the line ionization potential and not observed in low ionization lines (e.g. Mg ii line,
Espey & Andreadis 1999). High-z QSOs are usually selected in function of their photometric
colors as drop-out objects. This criterion is to some extent insensitive to the line brightness. For
the SDSS QSOs sample with 0.35 < z < 2.25 the existence of a broad line feature is instead re-
quired in addition to the color selection, resulting into a bias against weak line QSOs. Decarli et
al. (2011) found that for the DR7 SDSS QSO sample (Shen et al. 2011) the Mg ii line luminosity
positively correlates with the continuum luminosity. Selecting objects within a given Mg ii line
luminosity bin would then result in a continuum luminosity cut, like the one previously taken
into account.
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Figure 2.4: MBH as a function of the bolometric luminosity: comparison between the present dataset and
the SDSS QSOs sample at 0.35 < z < 2.25. Blue squares: literature sample, z < 5.7 (Iwamuro et al. 2002);
black triangles: literature sample, z ∼ 6 (Barth et al. 2003; Iwamuro et al. 2004; Jiang et al. 2007; Kurk
et al. 2007, 2009); red diamonds: new observations; green pentagons: CFHQS QSO sample (Willott et al.
2010); grey dots: SDSS QSOs sample 0.35 < z < 2.25 (DR7, Shen et al. 2011); purple lines: isodensity
contours. The black solid lines indicate regions of the parameter space with constant Eddington ratios:
Lbol/LEdd = 0.01, 0.1, 1.0. The 0.35 < z < 2.25 and our high-z QSO populations occupy different regions
of the parameter space: the 0.35 < z < 2.25 redshift population shows 〈log(Lbol/LEdd)〉 ∼ −1.2 dex with
a dispersion of 0.3 dex, while the typical ratio for the high-z QSOs is 〈log(Lbol/LEdd)〉 ∼ −0.3 dex with a
dispersion of 0.3 dex.
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Figure 2.5: Eddington ratio (upper panel) and MBH (lower panel) as a function of redshift for subsamples
of QSOs with bolometric luminosities 1047 < Lbol [erg s−1] < 3× 1047 extracted from the 0.35 < z < 2.25
sample and from our high-z sample. Blue circles: z < 5.7 (Iwamuro et al. 2002); black circles: z ∼ 6 (Barth
et al. 2003; Iwamuro et al. 2004; Jiang et al. 2007; Kurk et al. 2007, 2009this study); grey circles: SDSS
QSOs sample 0.35 < z < 2.25 (DR7, Shen et al. 2011); purple lines: isodensity contours. The average
MBH at high-z is lower than the typical MBH of the 0.35 < z < 2.25 population at similar luminosities,
while the Eddington ratio is higher.
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Figure 2.6: Eddington ratio distributions for sub samples of QSOs with bolometric luminosities 1047 <
Lbol [erg s−1] < 3 × 1047 extracted from the 0.35 < z < 2.25 sample and from our high-z sample: a) black
dashed line: SDSS QSOs at 0.3 < z < 2.2 (SDSS DR7, Shen et al. 2011); b) red solid line: our sample
at 4.7 < z < 6.5. The two distributions are intrinsically different: for the 0.35 < z < 2.25 population
〈log(Lbol/LEdd)〉 ∼ −0.80 dex with a dispersion of 0.24 dex, while for the high-z one 〈log(Lbol/LEdd)〉 ∼
−0.37 dex with a dispersion of 0.20 dex. The Kolmogorov-Smirnov probability that the two distributions
come from the same parent distribution is negligible.
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2.4.5 Impact on bh formation history
Accurate measurements of BH masses and relative Eddington ratios of z ∼ 6 QSOs can be used
to give constraints on the formation processes of super-massive BHs (SMBHs) in the early uni-
verse. The three outstanding theories for SMBH seed formation differ both in the astrophysical
processes considered and in the resulting masses of the seeds: (i) BHs seeds of few hundreds of
M can be produced by the first generation of stars (Pop III stars), formed out of zero metallicity
gas; (ii) BH seeds of 102 − 104 M can be obtained via stellar-dynamical processes amongst Pop
II stars; (iii) BH seeds of 104 − 105 M can be produced via gas-dynamical processes (direct
collapse of dense gas clouds) (see Volonteri 2010 for a review on the SMBH formation).
We here consider only the 20 QSOs at z ∼ 6, since they provide tighter constraints on the SMBH
formation: 11 sources from our sample (z > 5.7) and 9 QSOs by Willott et al. (2010a). The
resulting sample includes all the faint z ∼ 6 QSOs known to date with estimated MBH from the
Mg ii line. For this z ∼ 6 population we obtain 〈log(MBH/M)〉 ∼ 9.06 dex (MBH ∼ 1.1×109 M)
with a dispersion of 0.5 dex and 〈log(Lbol/LEdd)〉 ∼ −0.23 dex (Lbol/LEdd ∼0.6) with a dispersion
of 0.29 dex. The time needed by a BH seed to grow at a constant rate from an initial mass M0 to
a final mass Mt is equal to (Volonteri & Rees 2005):
t = 0.45 Gyr ×
[

1 − 
]
× Ledd
Lbol
× ln
(
Mt
M0
)
(2.9)
where 0.45 Gyr is the Salpeter time,  is the radiative efficiency ( ∼ 0.07, Volonteri & Rees
2005), and Lbol/Ledd is the Eddington ratio. A BH seed with mass M0 = 102, 105 M accreting
constantly at the Eddington ratio characteristic of our population (Lbol/Ledd ∼ 0.6), would then
need a time t ∼ 0.91, 0.53 Gyr, respectively, to obtain a final mass Mt equal to the mean MBH of
our sample.
If the characteristic Eddington ratio of the ∼ 6 QSO population is well represented by our mean
estimate, models with BH seed masses ∼ 102 M become problematic since the time needed
for the seed to grow is comparable to the age of the universe at z ∼ 6 (∼ 0.9 Gyr). Moreover,
since our QSOs are selected from flux-limited surveys the resulting distribution of the Eddington
ratios should be biased towards higher values: BHs with low accretion rates may not pass the
QSO selection magnitude limits. Kelly et al. (2010) and Willott et al. (2010a) have shown that the
intrinsic Eddington ratio distribution for a volume limited QSO sample is indeed shifted towards
lower values with respect to a luminosity selected population. Our estimate hence represents an
upper limit of the characteristic Eddington ratio of the z ∼ 6 QSO population: lower Eddington
ratios, according to eq. 2.9, would yield even longer time for the BH seeds to grow. In the future,
with complete samples of QSOs at z ∼ 6, it will be possible to give better constraints on the super
massive BHs formation models.
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Table 2.4: Estimated MBH, QSO Eddington ratios and Fe ii/Mg ii line ratios. The mass estimates have
an accuracy of 0.4 dex that dominates the measurement uncertainties.
QSO name 1 z 2 MBH(109M) Lbol/Ledd Fe ii/Mg ii 7
eq. (2.4) 3 eq. (2.5) 4 eq. (2.4) 5 eq. (2.5) 6
BR 1033 − 0327 4.521±0.005 4.3 2.8 0.5 0.8 2.6±0.1
BR 0019 − 1522 4.534±0.001 4.4 2.8 0.5 0.7 2.7±0.1
BR 2237 − 0607 4.561±0.001 5.4 4.0 1.0 1.3 2.1±0.5
SDSS J0310 − 0014 4.672±0.002 2.5 1.4 0.3 0.6 2.7±0.6
SDSS J1021 − 0309 4.703±0.001 1.5 0.8 0.5 1.0 3.3±1.1
SDSS J0210 − 0018 4.715±0.004 7.2 4.1 0.1 0.2 1.5±0.9
SDSS J0211 − 0009 4.894±0.003 4.1 2.1 0.1 0.2 4.2±0.6
PC 1247 + 3406 4.929±0.001 3.1 1.9 0.4 0.7 2.1±0.7
SDSS J0338 + 0021 5.027±0.001 1.5 0.9 0.7 1.2 5.0±0.6
SDSS J1204 − 0021 5.090±0.007 6.8 4.1 0.2 0.4 3.3±0.1
SDSS J0005 − 0006 5.844±0.001 0.1 0.06 3.6 7.1 4.7±1.1
SDSS J1411 + 1217∗ 5.854±0.003 0.9 0.5 1.3 2.2 2.0±0.7
SDSS J1411 + 1217+ 5.903±0.001 1.6 1.0 0.9 1.5 2.9±0.5
SDSS J1306 + 0356∗ 6.017±0.001 1.7 0.9 0.6 1.0 4.8±2.7
SDSS J1306 + 0356+ 6.018±0.003 2.9 1.7 0.3 0.6 1.5+1.6−1.5
SDSS J1630 + 4012 6.058±0.005 1.7 0.9 0.5 0.8 0.5±0.5
SDSS J0303 − 0019 6.079±0.001 0.5 0.3 0.6 1.3 0.0+5.8
SDSS J1623 + 3112 6.211±0.001 2.2 1.2 0.5 0.8 4.3±3.3
SDSS J1048 + 4637 6.198±0.004 6.0 3.9 0.4 0.6 4.1±0.3
SDSS J1030 + 0524∗ 6.302±0.001 2.0 1.1 0.5 0.9 2.9±1.3
SDSS J1030 + 0524+ 6.299±0.002 2.4 1.4 0.5 0.8 2.3±1.2
SDSS J1148 + 5251 6.407±0.002 7.4 4.9 0.3 0.5 4.6±0.2
SDSS J0353 + 0104 6.072±0.002 2.4 1.4 0.5 0.8 4.7±0.7
SDSS J0842 + 1218 6.069±0.002 2.9 1.7 0.4 0.7 3.1±0.5
1 QSO name. For sources with multiple observations: ∗, Jiang et al. (2007); +, Kurk et al. (2007);
2 redshift estimate from Mg iiline
3 MBH in units of 109 M estimated using eq. 2.4;
4 MBH in units of 109 M estimated using eq. 2.5;
5 Eddington accretion ratio derived from MBH estimated using eq. 2.4;
6 Eddington accretion ratio derived from MBH estimated using eq. 2.5;
7 Fe ii/Mg ii ratio.
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Figure 2.7: Evolution of the Fe ii/Mg ii line ratio for z > 4. Black points: literature sample, z > 4.4; red
points: new targets. Grey-shaded area: expected Fe ii/Mg ii line ratio obtained by modeling the Fe ii and
Mg ii line strength considering gas with cosmic abundance and a range of ionizing continua (Wills et al.
1985). The reported scatter at z ∼ 6 (Kurk et al. 2007) is now significantly reduced: our measurements of
the line ratios span a range 0 < Fe ii/Mg ii< 6, while previous results were distributed up to Fe ii/Mg ii ∼
15. No redshift evolution of the Fe ii/Mg ii ratio is observed for 4 < z < 6.5.
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2.4.6 Fe ii/Mg ii
An estimate of the Fe/Mg abundance ratio at z ∼ 6 may serve as an indication of the onset of
star formation in the highest-z QSOs (see sec. 2.1). The proxy usually used to trace the Fe/Mg
abundance ratio at high-z is the Fe ii/Mg ii line ratio. In the past, numerous NIR-spectroscopy
studies have been carried out to analyze the Fe ii/Mg ii line ratio in high-z QSOs (e.g. Maiolino
et al. 2001, 2003; Pentericci et al. 2002; Iwamuro et al. 2002, 2004; Barth et al. 2003; Dietrich
et al. 2003; Freudling et al. 2003; Willott et al. 2003; Jiang et al. 2007; Kurk et al. 2007). The
combined results revealed an increase in the scatter of the measured Fe ii/Mg ii line ratios as a
function of redshift (see Kurk et al. 2007). A proposed explanation for the increased scatter is
that some young objects have been observed such a short time after the initial starburst that the
BLR has not been fully enriched with Fe yet.
We compute the Fe ii flux by integrating the normalized Fe ii template over the rest-frame wave-
length range 2200 Å < λrest < 3090 Å. The Mg ii flux is computed by integrating the fitted single
Gaussian over the range λpeak ± 5σ. The resulting Fe ii/Mg ii flux ratios and relative errors are
listed in tab. 2.4. In fig. 2.7 we show the evolution of the Fe ii/Mg ii as a function of z (for objects
with multiple observations we consider the weighted mean of the individual measurements). The
reported scatter at z ∼ 6 (Kurk et al. 2007) is now significantly reduced: our measurements of
the line ratios span a range 0 < Fe ii/Mg ii < 6, while previous results were distributed up to
Fe ii/Mg ii ∼ 15. The Fe ii/Mg ii line measurements do not show any clear dependence on the
estimated S/N per Å of the spectral continuum (see fig. 2.8). On the other hand, our flux ratio
estimates are well in agreement with previous results by Kurk et al. (2007) who performed an
analysis similar to ours. We can conclude that this measurement is significantly dependent on
the performed analysis, rather than on the S/N of the spectra. This result immediately implies
that we do not need to invoke different chemical evolutionary stages of the BLR gas. We do not
see evidence for evolution of the estimated Fe ii/Mg ii line ratio as a function of cosmic age for
4 < z < 6.5. Moreover, if we consider the SDSS QSO sample at 0.35 < z < 2.25 (Shen et al.
2011see sec. 2.4.3), and we compute the Fe ii/Mg ii line ratio starting from the published Fe ii and
Mg ii flux measurements, we see no evolution of the line ratio also for 0.35 < z < 2.25. However
it is not possible to perform a direct comparison between the two samples, since these line ratio
measurements are highly dependent on the adopted fitting procedure.
To constrain the onset of the star formation in these early QSOs, we would need to derive an
estimate of the Fe/Mg abundance ratio from the measurements of the Fe ii/Mg ii line ratio. Un-
fortunately, an accurate conversion cannot be performed since the detailed formation of the Fe ii
bump in QSO spectra has not been fully understood yet. Wills et al. (1985) discussed the suit-
ability of the Fe ii/Mg ii line ratio as a proxy of the Fe/Mg abundance ratio, as the regions in
which the two ions are produced and the radiative transfer of the two lines are both very dif-
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ferent. Computing the Fe ii and Mg ii line strength for a gas with cosmic abundances and using
a wide range of hydrogen densities and ionization parameters, they predicted typical Fe ii/Mg ii
line ratios between 1.5 and 4.0 (this is indicated in fig. 2.7 as a grey-shaded area), and attributed
higher Fe ii/Mg ii values to an overabundance of Fe with respect to Mg. However these com-
putations were based on a limited 70-level model of the Fe atom. Baldwin et al. (2004) used a
371-level Fe+ model to reproduce the observed Fe ii emission properties in AGNs considering a
large set of models of broad emission line region clouds. From their results, all the observed Fe ii
features can be reproduced only if: (i) the BLR is characterized by the presence of significant
microturbolence; (ii) the Fe ii emitting gas has different properties (density and/or temperature)
with respect to the gas emitting other broad lines. In any case the strength of the Fe ii emission
relative to the emission line of other ions (e.g the Fe ii/Mg ii line ratio) depends as much on the
Fe abundance as it does on other physical parameters of the BLR (e.g. turbulence velocity),
making it difficult to convert the observed line ratios in abundance ratios. Nevertheless, the study
of the Fe ii/Mg ii line ratio as a function of look-back time can be used to give constraints on the
BLR chemical enrichment history, under the assumption that physical conditions of the BLR that
determine the Fe ii emission are not evolving.
The observed lack of evolution in the measured Fe ii/Mg ii line ratio can then be explained with
an early chemical enrichment of the QSO host. I.e. the QSOs in our sample must have undergone
a major episode of Fe enrichment in a few hundreds Myr before the cosmic age at which they
have been observed (∼ 0.9 Gyr). Matteucci & Recchi (2003) showed that for a massive elliptical
galaxy characterized by a very intense but short star-formation history, the typical timescale for
the maximum SN Ia rate can be as short as 0.3 Gyr. This implies that if the Fe in high-z QSO
hosts is mainly produced via SN Ia explosions, it would be possible to observe fully enriched
BLR at z ∼ 6. On the other hand, Venkatesan et al. (2004) pointed out that SNe Ia are not
necessarily the main contributors to the Fe enrichment, and that stars with a present-day initial
mass function are sufficient to produce the observed Fe ii/Mg ii line ratios at z ∼ 6. Fe could
also be generated by Pop III stars: these very metal poor stars with typical masses M & 100 M
might be able to produce large amounts of Fe within a few Myr (Heger & Woosley 2002).
2.5 Summary and conclusions
We presented NIR-spectroscopic observations of three z ∼ 6 SDSS QSOs. Our NIR spectra cover
the Mg ii and Fe ii emission features, which are powerful probes of MBH and of the chemical
enrichment of the BLR. The new data extend the existing SDSS sample towards the faint end of
the QSO luminosity function. We have collected 22 literature spectra (19 different sources) of
high-redshift (z > 4) QSOs covering the rest-frame wavelength range 2700 Å < λ < 3200 Å.
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Figure 2.8: Fe ii/Mg ii line ratio estimates as a function of the S/N per Å of spectral continuum at 3000
Å. Blue squares: literature sample, at z < 5.7 (Iwamuro et al. 2002); black triangles: literature sample,
z ∼ 6 (Barth et al. 2003; Iwamuro et al. 2004; Jiang et al. 2007; Kurk et al. 2007, 2009); red circles:
new observations. The Fe ii/Mg ii line measurements do not show a dependence on the S/N per Å of the
spectral continuum.
The final sample is composed of 22 sources: our three new sources at z ∼ 6, 10 spectra from the
literature of QSOs with 4 < z < 5.7 (Iwamuro et al. 2002) and 9 spectra of QSOs with z ∼ 6
(Barth et al. 2003; Iwamuro et al. 2004; Jiang et al. 2007; Kurk et al. 2007, 2009). In order to see
how the derivation of physical parameters depend on the fitting strategy employed, we performed
a new consistent analysis of the sample and we gave an estimate of the MBH, of the Lbol/LEdd and
of the Fe ii/Mg ii line ratio.
Our results and conclusions can be summarized as follows:
1. We have estimated the MBH from the Mg ii emission line using empirical mass scaling
relations. The QSOs in our sample host BHs with masses of ∼ 109 M. Our results are in
good agreement with previous estimates, indicating that different fitting procedures imply
variations smaller than the errors due to the intrinsic scatter of the MBH estimator.
2. High-redshift QSOs are accreting close to the Eddington luminosity: 〈log(Lbol/LEdd)〉 ∼
−0.3 dex (Lbol/LEdd ∼ 0.5) with a dispersion of 0.3 dex. The distribution of observed
Eddington ratios is significantly different (average Eddington ratio ∼ 8 times higher) from
that of a comparison sample at 0.35 < z < 2.25 (SDSS, DR7). This result is not biased
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by the luminosity selection of the high-z sample: the difference in the two Eddington ratio
distributions persists even considering two luminosity matched subsamples (z ∼ 6 average
Eddington ratio ∼ 3 higher than lower redshift one). The high-z sources are accreting
faster than the ones at 0.35 < z < 2.25.
3. We calculated fluxes for the Mg ii and Fe ii lines. The obtained values are not always in
agreement with the published ones, indicating that these measurements are dependent on
the performed analysis. The previously observed scatter in the Fe ii/Mg ii line ratio at z ∼ 6
is significantly reduced in this work: the BLRs in the highest-z QSOs studied to date all
show comparable level of chemical enrichment.
4. No redshift evolution of the Fe ii/Mg ii ratio is observed for 4 < z < 6.5. If we consider the
Fe ii/Mg ii line ratio as a second order proxy for Fe/Mg, this indicates that the QSOs in our
sample must have undergone a major episode of Fe enrichment in the few hundreds Myr
preceding the cosmic time at which the sources are observed.
5. Our results do not show any significant dependence on the S/N of the spectra: the MBH
estimates do not correlate with the S/N per Å of the Mg ii line and the Fe ii/Mg ii line ratios
do not show any clear dependence on the S/N per Å of the spectral continuum.
Even though the currently faintest known QSOs are included in the study we presented here
(Willott et al. 2010a; Kurk et al. 2009), we are still not probing the bulk of QSOs that should be
present at that redshift. Future studies of QSOs that populate the faint end of the QSO luminosity
function at z ∼ 6 are needed to investigate whether or not the results found here are applicable to
all z ∼ 6 QSOs.
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2.A Fit results: literature data
Hereafter we show the fit results for the literature sample and the relative χ2 maps for Fe ii error
computation (analogous to fig. 2.2). The sources are sorted in redshift.
In the left panels we show the spectral decomposition. The observed spectra are shown as a black
continous line. The modeled components are: power-law continuum (blue dotted line), Balmer
pseudo continuum (purple dashed line), Fe ii normalized template (light blue dotted line), Mg ii
emission line (red dotted line). The sum of the first set of components (power-law continuum +
Balmer pseudo continuum + Fe ii normalized template) is overplotted to the spectrum as green
solid line, while the sum of all the components is overplotted as a red solid line. Telluric absorp-
tion bands are indicated over the spectra with the symbol ⊕: they are extracted from the ESO sky
absorption spectrum measured on the Paranal site at a nominal airmass of 1.
The Fe ii normalization, obtained from the fit of the first set of components, depends on the
power-law slope and its normalization (intercept). In the right panel we show the χ2 domain
analysis for Fe ii error computation: a) two dimensional projections of the 3D χ2-surfaces (Fe ii
normalization vs Intercept, upper-left plot; Fe ii normalization vs Slope, bottom-left plot; Inter-
cept vs slope, bottom-right plot): contours represent iso-χ2 levels spaced by a factor of 2 while
the best fit case is marked with a dot; b) probability distribution for the Fe ii template normaliza-
tion (upper-right plot): the distribution has been obtained by marginalizing the 3-D probability
distribution considering only the triplets for which χ2 − χ2min < 1, the dashed vertical lines mark
our estimate of the 1 − σ confidence level.
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3
Optical properties of z ∼ 6 QSOs∗
Context
The broad emission features in QSO spectra are thought to originate predominantly from photo-
ionization of high velocity gas orbiting around the central supermassive black hole (BH). By
studying the properties of the emission spectrum we can put observational constraints on the
accretion mechanisms and on the dynamics of gas close to the BH, with the ultimate aim of con-
strain the nature of the link between the evolution of the central BH and that of the host galaxy.
To first order the emission properties of UV-optically selected QSOs are surprisingly similar, but,
going on higher levels of parametrization, we are able to identify significant variations in their
spectral characteristics. At low redshift, the parameters that best characterize the diversity of the
broad emission line region (BLR) properties are the FWHM of the Hβ emission line and the rel-
ative strength of the Fe ii emission with respect to Hβ(see also the discussion about the Mg ii/Fe ii
ratio presented in the previous chapter). The importance of these parameters was first pointed out
by Boroson & Green (1992), who used a principal component analysis (PCA) in order to identify
the features that cause the largest variance in QSO spectra. Since then, other parameters (includ-
ing the X-ray spectral index αOX) have been added to the set of intrinsic spectral features that
accounts for the variance in QSO spectra (e.g. Wills et al. 1999; Laor 2000). Moreover, by using
spectral PCA analysis, it has been possible to identify new correlations between emission lines,
broad absorption lines and non-stellar continuum (e.g. Shang et al. 2003). In the (rest-frame) UV
two well known properties of the C iv emission lines are evident sign-spot of spectral variations.
The first one is the anti-correlation between the C iv equivalent width (EW) and the continuum
luminosity, generally known as Baldwin effect (Baldwin 1977), while the second property is the
∗The material presented in this chapter is partly included in the paper Optical properties of z ∼ 6 quasars, De
Rosa et al., 2011b, to be submitted
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blue-shift of the C iv with respect to the systemic redshift (Gaskell 1982; Wilkes 1984). Finally,
there can also be variations in the QSO continua: there is a non linear scaling between the 2 keV
X-ray luminosity and the UV luminosity at 2500 Å (Green et al. 1995; Steffen et al. 2006; Just
et al. 2007). This LUV − αOX relation is such that QSOs that are brighter in the UV are relatively
weaker in the X-ray. In this chapter we will focus on the (rest-frame) UV emission properties of
z ∼ 6 QSOs.
3.1 A spectroscopic sample of z ∼ 6 QSOs
In order to perform this analysis, we consider all the z ∼ 6 quasars for which high quality spectra
are available. The sample consists of 26 z ∼ 6 QSOs (see tab. 3.1), covering the redshift range
z = 5.70 − 6.42 and a range of absolute magnitudes at the rest-frame wavelength λrest = 1450
Å, M1450 = −25.4 to −27.9. The characteristics of the QSOs and of the respective spectra are
summarized in tab. 3.1. Most of the sources in our sample (24 out of 26) have been discovered
in SDSS (Fan et al. 2000, 2001, 2003, 2004, 2006; Jiang et al. 2008, 2009). J0841 + 2905
has been discovered by Goto (2006) with the Subaru telescope, while J1420 − 1602 is the first
high-redshift QSO discovered in the Pan-STARRS survey (Morganson, De Rosa et al. 2011).
The spectra have been observed either with the Echellette Imaging Spectrograph (ESI) mounted
on the Keck II telescope, or with the Red Channel Spectrograph mounted on MMT. They are
characterized by different exposure times and spectral resolutions, resulting in a range of signal
to noise ratios (S/N).
Weak line QSOs
Four of the sources in our sample are characterized by exceptionally weak emission lines (see
fig. 3.1): J1621+5150, J1335+3533, J0818+1722 and J2054-0005. High redshift QSOs are de-
fined as Weak Line QSOs (WLQs) if the rest-frame equivalent width of the Lyα+ N v emission
line complex is lower than 15.4 Å (Diamond-Stanic et al. 2009). The reason why these QSOs
present almost featureless rest-frame UV spectra has not been understood yet. Spectroscopic
monitoring of four WLQs suggests that the UV line weakness is intrinsic and cannot be ex-
plained by microlensing (Diamond-Stanic et al. 2009). Intrinsically weak emission lines might
be explained by extremely fast accretion of the supermassive BH. In this case one would ex-
pect a peculiar continuum spectral energy distribution with a relative deficiency in high energy
photons, resulting in the preferential suppression of high-ionization emission lines (e.g. Leighly
et al. 2007,b; Vasudevan & Fabian 2007). Shemmer et al. (2010), analyzing the NIR and X-ray
spectra of two WLQs, found that both high and low ionization lines were weak. At the same time
A spectroscopic sample of z ∼ 6 QSOs 53
Figure 3.1: Observed spectra of the four WLQs in our sample (J1621+5150, J1335+3533, J0818+1722
and J2054-0005) sorted by redshift. Fluxes are in units of 10−15 erg s−1 cm−2 Å−1.
they found no anomalies in the continuum properties. Their results suggest that the weakness of
the emission lines is the consequence of peculiar BLR physical properties (e.g. gas deficit or
low covering factor). High S/N spectra covering large spectral regions would be needed in order
to monitor the relative weakness of high and low ionization lines. Another possible explanation
is that WLQs host BLRs in the early stages of their formation (Hryniewicz et al. 2010). In this
case there might be an evolution in WLQs number density as a function of the look-back time.
The redshift of a WLQ can often been determined only from the onset of the Lyα forest. For
this reason, high redshift sources have been preferentially targeted. Up to date, ∼ 80 WLQs have
been discovered in SDSS with z > 2.2. To quantitatively constrain a possible evolution with the
systemic redshift, WLQ samples spanning a wide range of redshifts and corrected for complete-
ness would be needed. Given the intrinsic weakness of the emission lines, we do not include
these four QSOs in the following analysis.
54 Optical Spectra
Table 3.1: QSO sample sorted by redshift.
QSO name 1 z 2
M1450 3 E(V-B) 4 AV 5 Discovery paper 6 Spectrograph 7
[mag] [mag] [mag]
J162100+515000 5.71 – 0.0597 0.1845 DeRosaip ESI
J142034-160248 5.73 -27.04 0.0803 0.2501 Morg11 Red
J092721+200123 5.79 -26.78 0.0331 0.1006 Fan06 ESI
J104433-012502 5.800 -27.47 0.0512 0.1592 Fan00 ESI
J000239+255034 5.80 -27.67 0.0367 0.1140 Fan04 Red
J083643+005453 5.82 -27.88 0.0495 0.1523 Fan01 ESI
J143611+500706 5.83 -26.54 0.0176 0.0527 Fan06 Red
J084035+562459 5.85 -26.66 0.0413 0.1276 Fan06 ESI
J000552-000655 5.85 -25.87 0.0335 0.1037 Fan04 ESI
J133550+353315 5.93 -26.68 0.0130 0.0385 Fan06 ESI
J141111+121737 5.93 -26.74 0.0243 0.0762 Fan04 ESI
J084119+290504 5.96 -26.86. 0.0536 0.0538 Goto06 ESI
J130608+035626 5.99 -27.19 0.0280 0.0885 Fan01 ESI
J081827+172251 6.00 -27.40 0.0352 0.1090 Fan06 ESI
J113717+354956 6.01 -27.12 0.0180 0.0568 Fan06 ESI
J035349+010404 6.049 -26.53 0.2934 0.9294 Jiang08 ESI
J205406-000514 6.062 -26.15 0.0964 0.2969 Jiang08 Red
J160254+422822 6.07 -26.83 0.0142 0.0440 Fan04 Red
J030331-001912 6.070 -25.48 0.1091 0.3352 Jiang08 ESI
J084229 + 121850.5 6.08 – 0.0665 0.2045 DeRosaip ESI
J231546-002358 6.117 -25.43 0.0383 0.1173 Jiang08 ESI
J125051+313021 6.13 -27.14 0.0134 0.0409 Fan06 ESI
J104845+463718 6.18 -27.55 0.0182 0.0570 Fan03 ESI
J162331+311200 6.22 -26.67 0.0224 0.0681 Fan04 ESI
J103027+052455 6.301 -27.16 0.0231 0.0718 Fan01 ESI
J114816+525150 6.43 -27.82 0.0231 0.0697 Fan03 ESI
1 QSO name, right ascension and declination are in J2000.0;
2, 3 optical redshift and absolute magnitude M1450 from discovery paper;
4, 5 Reddening and visual extinction from the map of Schlegel et al. (1998);
6 discovery paper: DeRosaip De Rosa et al. (2011, in preparation), Fan00 Fan et al. (2000), Fan01
Fan et al. (2001), Fan03 Fan et al. (2003), Fan04 Fan et al. (2004), Fan06 Fan et al. (2006),
Jiang08 Jiang et al. (2008), Goto2006 Goto (2006), Morg11 Morganson, De Rosa et al. (2011);
7 Telescope and spectrograph, Keck ESI; MMT Red Channel;
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Table 3.2: Quasar emission lines in the wavelength range λ = [900, 1500] Å. Rest-wavelengths are
from Vanden Berk et al. (2001) except for N v doublet: in this case we consider the mean of the doublet
wavelengths (1238.82, 1242.80) (atomic list, http://www.pa.uky.edu/peter/atomic). For blended
lines we are quoting the central wavelength measured from the SDSS composite spectrum and the mean
ionization potential.
Line Central wavelength Ionization potential
[Å] [eV]
Lyβ+ O iv 1033.03 45.51
Lyα 1215.67 13.60
N v 1240.81 97.89
Si ii 1262.59 16.35
O i+Si ii 1305.42 14.98
C ii 1335.30 24.38
Si iv+O iv] 1398.33 61.28
3.2 Data Analysis
We focus on the rest-frame wavelength range λRange = [900, 1500] Å. Since the QSO redshifts are
varying between z = 5.72 − 6.42 and the sources have been observed with different instruments,
the spectral coverage is not homogeneous all over λRange. The sample is also characterized by
a variety of S/N ratios and spectral resolutions. In tab. 3.2 we list the principal QSO emission
lines in λRange with their rest-frame central wavelengths and ionization potentials. Having dif-
ferent spectral resolutions does not represent a problem for the majority of the emission lines in
analysis: the N v, O i+Si ii and Si iv+O iv] doublets are not resolved even in the spectra with the
highest resolution. The deconvolution of the Lyα emission complex (Lyα+ N v+Si ii) can instead
be a function of the spectral resolution. Possible differences in the spectral decomposition will
be discussed individually.
3.2.1 Correcting for galactic extinction
In tab. 3.1 we list the reddening E(B-V) and the extinction in the visual band AV obtained from
the map of Schlegel et al. (1998). Our analysis of the emission properties is focused on the ob-
servable flux over a short wavelength range: [7500−10500] Å. We have computed the extinction
Aλ at λ = 7500, 8200, 10000 Å using the algorithm by Cardelli et al. (1989). Since the mean
difference between the total extinction at 7500 and 10000 Å (〈A7500 − A10000〉 = 0.03+0.06−0.03) is less
than our average flux error (σ f ∼ 10%), we decide to correct each QSO flux for a constant ex-
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tinction equal to the mean Aλ computed over the wavelength range. For the analysis of the Lyα
and Lyβ integrated fluxes (see chap. 4), we correct each value for the extinction computed at the
line central wavelength.
3.2.2 Spectral model
We are interested in fitting all the emission lines from Lyα to Si iv+O iv]. We adopt a commonly
used spectral model consisting in a power-law non stellar continuum, a double-Gaussian for the
Lyα line and a single Gaussian for each of the N v, Si ii, O i+Si ii, C ii and Si iv+O iv] lines.
Kramer & Haimann (2009) analyzed the uncertainties arising in the determination of the Lyα
intrinsic flux when the model is fit to the unabsorbed red wing of the line. Concerning the
continuum modeling, they found that when the fitting windows are only red-ward the Lyα line
(1220 Å < λ < 1500 Å), the extrapolation of the power-law to shorter wavelengths is more
reliable if the slope is fixed to -1.3 (median value measured for low redshift QSOs, e.g. Decarli
et al. 2010). Note that this might not be a reliable assumption, but in their analysis it yielded
to better extrapolations with respect to the case with free continuum slope. Following Kramer
& Haimann (2009) we fix the power-law slope to -1.3. The Lyα line detected in low redshift
QSOs shows two prominent components: a broad component (LyαB) and a narrow one (LyαN).
The two components are thought to arise from gas close to, and relatively further away from the
central black hole. Following Kramer & Haimann (2009) we try to fit the Lyα emission with
two independent Gaussians. For the majority of the sources though, a second component is not
necessary and the fit is successful with a single Gaussian. Although N v is actually a doublet
(1238.81 and 1242.80 Å) we fit it with a single Gaussian since the two components are broad
and difficult to de-blend at these spectral resolutions. The same considerations apply for O i+Si ii
and Si iv+O iv] lines. Details on the model used for each QSO can be found in section 3.2.6.
The model has 3 free parameters for each Gaussian (central wavelength, width and amplitude)
and 1 free parameter for the power-law (normalization). In practice, the power-law is fit first,
then the lines are fit to the continuum-subtracted spectrum. Fitting the Lyα complex (Lyα+ N v+
Si ii) by using only the Lyα red wing can lead to poorly constrained results (there is not enough
information to constrain three Gaussian parameters for the three independent components). We
then perform the fit twice for each source: the first time all the parameters of the Gaussian
function are left free (M-free) while the second time we fix the central wavelength of the Lyα line
(M-fix) using a reliable estimate of the QSO systemic redshifted (as explained in sec. 3.2.4). This
way we obtain two independent best-fit models that allow us to study how the estimated
emission properties depend on the particular spectral model adopted for the Lyα.
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3.2.3 Procedure for line fitting
Each fit is performed using the Levenberg-Marquardt χ2 minimization. Standard fitting windows
are defined in the rest-frame system of reference, but they are individually tuned through visual
inspection. This is done because we do not know the exact QSO systemic redshift so the fitting
windows might result not exactly centered on the feature of interest. Moreover, we want to
exclude strong absorption lines due to either the intergalactic medium or the sky telluric. Final
fitting windows are shown for each source in the respective plots (see fig. 3.2 to fig.3.7). We
perform our fits separately for the continuum and each blended system of lines. First we fit
the power-law alone to regions of the spectra chosen to be free of emission line features. The
standard power-law fitting windows are: [1280, 1290], [1315, 1320] and [1350, 1360] Å. The
non-stellar continuum flux is parametrized as:
Fλ = acont ∗
(
λ
λ0
)−1.3
(3.1)
where λ0=1215.67 Åand acont is the power-law normalization. The initial value for the normal-
ization is:
acont = F¯λ (3.2)
where F¯λ is the median flux in the continuum fitting regions. Once the normalization of the
power-law is determined, we subtract the non-stellar continuum and fit the emission line features
to the continuum-subtracted spectrum.
Lyα complex
Lyα, N v and Si ii lines are fit at the same time to the rest-frame spectral region [1220, 1290]
Å. The lower limit is chosen in order to avoid all the resonant absorption, including the ones
from any foreground gas falling towards the QSO that would absorb light on the red side of the
line center (Barkana & Loeb 2003; Mesinger & Haimann 2007; Kramer & Haimann 2009). The
higher limit is chosen in order to include a continuum dominated window, to help constraining
the wings of significantly broad Gaussian components (Kramer & Haimann 2009). Kramer
& Haimann (2009), analyzing a sample of 86 low-redshift unobscured QSOs, found that the
LyαN , LyαB and N v lines show median shifts of -303, -413 and -45 km s−1 with respect to
the transition rest-frame wavelengths (corresponding to -1.229, -1.675 and -0.182 Å). They also
showed that the extrapolation of the Lyα blue flux from the fit of its red-side alone (λrest > 1220
Å) is significantly improved if the central wavelengths of the Gaussian components are fixed
considering these median shifts. Therefore we define our set of initial parameters (width, σ,
central wavelength, µ, and amplitude, A) considering the same wavelength shifts:
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σLyαN = 4 Å, µLyαN = 1215.67 − 1.23 Å, ALyαN = F¯G
σLyαB = 16 Å, µLyαB = 1215.67 − 1.67 Å, ALyαB = F¯G
(3.3)
σN V = 3 Å, µN V = 1240.81 − 0.18 Å, AN V = 2F¯G
σSi II = 6 Å, µSi II = 1262.59 Å, ASi II = F¯G
(3.4)
where F¯G is the median flux in the Gaussian fitting region and the flux of the i − th Gaussian
component is parametrized as:
Fλ,i = ai exp
(−(λ − µi)2
2σ2i
)
. (3.5)
Note that initial values are not necessarily representative of the final best fit parameters. The
subtraction of the measured median shift to the line central wavelength is particularly important
for the Lyα components, since in M-fix we are fixing their central wavelengths to the initial
values. As we have anticipated already, for many of the sources in our sample the Lyα is well
fitted by using a single Gaussian model. In case of a single Gaussian Lyα, our set of initial
parameters is:
σLyα = 18 Å, µLyα = 1215.67 − 1.45 Å, ALyα = F¯G (3.6)
where the shift applied to the central wavelength is computed as the mean between the narrow
and broad component shifts.
O i+Si ii
The O i+Si ii system is fit as a single Gaussian to the rest-frame window [1290, 1318] Å. Since
this line is a doublet, we cannot use its laboratory transition wavelength as reference wavelength.
We then estimate the O i+Si ii reference wavelength directly from the SDSS composite spectrum
of lower redshift QSOs (Vanden Berk et al. 2001). The underlying assumption is that for λrest >
1220 the low-redshift QSO template represents the high redshift sample accurately enough (see
also sec. 3.3). We fit the SDSS composite spectrum using our procedure and adopting the same
parametrization of the non-stellar continuum. We obtain λO I+Si II = 1305.317 Å, which is slightly
different with respect to the one measured by Vanden Berk et al. (2001) (|∆λ = 0.1|). In the
following, we assume the O i+Si ii rest-frame wavelength µO I+Si II = 1305.317 Å. This reference
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wavelength will be a key parameter in the measurement of the QSO systemic redshift. The
O i+Si ii set of initial parameters is:
σO I+Si II = 6 Å, µO I+Si II = 1305.32 Å, AO I+Si II = F¯G (3.7)
C ii
The C ii line is fit as a single Gaussian component to the rest-frame window [1325, 1348] Å. The
considered initial parameters are:
σC II = 5 Å, µC II = 1335.30 Å, AC II = F¯G (3.8)
Si iv+O iv]
The Si iv+O iv] system is fit as a single Gaussian to the rest-frame window [1360, 1446] Å.
Following what we have done for the O i+Si ii doublet, we measure the rest-frame wavelength
directly from the SDSS composite spectrum. The resulting set of initial parameters is the follow-
ing:
σSi IV+O IV] = 12 Å, µSi IV+O IV] = 1397.73 Å, ASi IV+O IV] = F¯G (3.9)
3.2.4 Systemic redshift
The main caveat to the outlined fitting procedure consists in knowing the source systemic red-
shift. It is well known (see e.g. Richards et al. 2002, 2011; Shang et al. 2007) that in QSO
spectra high-ionization lines (e.g. C iv) can have high velocity offsets, of order 1000 km s−1
(∆z ∼ 0.02 at z ∼ 6), with respect to low-ionization lines (e.g. Mg ii). To obtain a reliable
redshift measurement, one can assume that the BLR is at the QSO systemic redshift and use
low-ionization lines such as Mg ii to estimate it (Jiang et al. 2007; Kurk et al. 2007; De Rosa
et al. 2011). For z ∼ 6 QSOs the Mg ii line falls in the near-infrared K-band (see chap. 2). An
alternative way to directly obtain to obtain the measurement of the QSO systemic redshift is to
detect the CO molecular gas in the host-galaxy (Wang et al. 2010). zMg II is available for a total
of 11 sources in our sample while zCO is available for only 5 of them (see tab. 3.4). In order to
perform our consistent analysis we need a homogeneous estimate of the systemic redshift. Since
the O i+Si ii emission complex is visible in most of the optical spectra of z ∼ 6 QSOs, we want to
test whether the redshift inferred from this line can be used as an estimate of the QSO systemic
redshift. Considered individually, the two components of this emitting system have very low
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ionization potentials (O I = 13.62 eV and Si II = 16.35 eV) which are comparable to the Mg ii
one (15.03 eV). Therefore, velocity shifts of individual components, if observed, are expected to
be small. Unfortunately the O i+Si ii doublet is unresolved. We then decide to test the validity of
this approach by comparing the measured zO I with the available zMg II (De Rosa et al. 2011). We
find that the average difference between the two estimates is ∆z = 0.004 (∼ 200 km s−1) with a
1-σ dispersion of 0.003. Since this difference is significantly lower than the typical systematic
error in our redshift measurements ( 0.01), we conclude that zO I represents a good proxy for the
QSO systemic redshift. For sources with no O i+Si ii line we assume the systemic redshift to be
equal to either zMg II or zCO. When none of these estimates is available we adopt the discovery
paper optical redshift but do not include the sources in the subsequent analysis where zsys is a key
parameter. For a more detailed discussion on the redshift estimates see sec. 3.4.
3.2.5 Summary of the fitting procedure
Our procedure can be summarized as follows:
• We assume the optical redshift from the discovery paper as the first guess for the QSO
systemic redshift. After red-shifting the spectrum to the rest-frame system of reference,
we perform a preliminary fit of the power-law continuum and of the O i+Si ii line. This
way we obtain a first estimate of zO I,ini that allows a better centering of the fitting windows.
• We redshift the spectrum to the rest-frame using zsys = zO I,ini. We fit the power-law contin-
uum and all the detected emission lines keeping free all the line parameters (M-free). We
obtain a second estimate of zO I,fin. Generally this value is in good agreement with the first
estimate (〈∆(zO I,ini − zO I,fin)〉 = 0.001).
• We assume the QSO systemic redshift to be equal to zO I,fin. After red-shifting the spectrum
to the rest-frame system of reference, we fit once more the power-law continuum and the
Lyα complex, this time fixing the Lyα line central wavelengths (M-fix).
3.2.6 Fit results and notes on individual sources
Fit results are shown in fig. 3.2 to fig. 3.7. Sources are sorted by redshift. In black we plot the
observed spectrum smoothed over 10 Å. The red solid line shows the results for M-free while the
green solid line represents the final model for M-fix. If we compare the two models (free vs fixed
Lyα central wavelengths), we notice that for 8 sources out of 22 the Lyα line results much broader
if we fix its central wavelength considering the O i+Si ii redshift. Assuming that our estimate of
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the systemic redshift is reliable, we can conclude that for these sources the Lyα line is severely
absorbed and the M-free model represents only a lower limit to the real Lyα flux. Results for the
fit parameters with relative errors are listed in the appendix tables (tab. 3.6-tab. 3.10). We indicate
with ∗ the sources for which we use a double Gaussian to model the Lyα line. These sources are
usually characterized by extremely narrow Lyα lines. Errors are computed in a standard way
from the covariance matrix and rescaled for the χ2 value, to account for the fit goodness. In some
cases the parameters are poorly or barely constrained, especially for the Lyα complex. This can
be the result of multiple factors: (1) low S/N; (2) lack of part of the line due to the presence of
IGM/sky absorption; (3) overlap of multiple emitting features that are difficult to disentangle at
these spectral resolutions, especially if the line peaks are not prominent. In the following we list
sources with peculiar properties:
• J1420-1602, zsys = 5.728: this QSO has been recently discovered in the Pan-STARRS
survey (Morganson, De Rosa et al. 2011). It presents a strong absorption blue-ward the
Si iv+O iv] line, which consequently is poorly constrained. The M-fix model suggests an
almost complete absorption of the Lyα line. The most probable scenario is that this source
is a broad absorption line (BAL) QSO. A high S/N near infrared spectrum is needed for
confirmation.
• J1044-0125, zsys = 5.777: discovered by Fan et al. (2000), this source is a BAL. The M-fix
model correctly predicts that the Lyα line is almost completely absorbed.
• J1436+5007, zLyα = 5.83: discovered by Fan et al. (2006), this spectrum has a very low
S/N. The only lines with enough S/N are the Lyα complex ones. No reliable estimate of
zsys exists for this source.
• J0005-0006, zsys = 5.849 and J1411+1217, zsys = 5.901: this QSOs, discovered by Fan et
al. (2004), present very narrow Lyα lines, which have been modeled as double Gaussian.
The Si ii components result poorly constrained in the M-free models, while the situation
improves if the Lyα central wavelengths are fixed.
• J0841+290, zsys = 5.959: discovered by Goto (2006), this spectrum has a very low S/N.
The M-free model is consistent with no N v emission. Even if the O i+Si ii line is detectable,
we do not trust the redshift estimate given the high level of noise.
• J1306+0356, zMgII = 6.017: discovered by Fan et al. (2001), this source has a very narrow
Lyα line that we model as a double Gaussian. The O i+Si ii line is not detected, so we
assume zsys = zMgII. If we fix the Lyα central wavelengths using this redshift estimate, the
resulting best fit model for the Lyα line consists in a broad single Gaussian (the resulting
Lyαn component has zero flux).
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• J1137+3549, zsys = 6.014: discovered by Fan et al. (2006), we model the Lyα line as a
double Gaussian. Only in this case the parameters obtained for the M-fix model are less
constrained than the ones obtained for M-free.
• J0353+0104, zsys = 6.039: discovered by Jiang et al. (2008), this source is a BAL. Both
models are consistent with a completely absorbed Lyα line.
• J1602+4228, zsys = 6.071: discovered by Fan et al. (2004), this spectrum has a very low
S/N. The Si ii line is poorly constrained in both models.
• J2315-0023, zMgII = 6.117: discovered by Jiang et al. (2008), this source has a very narrow
Lyα line that we model as a double Gaussian. Since the O i+Si ii line is not detected, we
assume zsys = zMgII. The Si ii emission is poorly constrained in the M-free model, but the
situation improves if we fix the Lyα central wavelengths.
• J1048+4637, zCO = 6.2284: this BAL QSO has been discovered by Fan et al. (2003).
Since the O i+Si ii is not detected, we assume zsys = zCO. The M-free model is consistent
with no N v emission.
• J1148+5251, zsys = 6.373, zMgII = 6.41,zCO = 6.419: discovered by Fan et al. (2003),
this QSO is the most distant ever found in the SDSS survey and presents the most puzzling
emission line properties. Both redshifts inferred from the Mg ii and CO lines are consistent
with a systemic redshift zsys & 6.40. From the analysis of the optical spectrum (O i+Si ii
line and continuum dominated windows) instead, we obtain a much lower estimate: zsys ∼
6.37. The N v and Si ii lines for the M-free case are also consistent with zOI (see tab. 3.4).
For consistency, we assume the systemic redshift to be equal to the O i+Si ii redshift in the
analysis that follows. For the M-fix case, we fail to fit the N v line (characterized by a weak
peak).
3.3 Composite spectrum
Once we have measured the source systemic redshifts, we can create a rest-frame flux template
for the z ∼ 6 QSOs. Since the objects in our sample were observed with two different spectro-
graphs, they present a variety of spectral resolutions. We select all the QSOs that were observed
with ESI, further restricting the sample to those sources for which spectra with the original res-
olution are available (i.e. before any smoothing/binning was applied). We further remove all
the BALs and WLQs. Finally, we exclude from the sample J1148+5251 which presents peculiar
characteristics of the BLR (see sec. 3.2.6). We obtain a sub-set of 13 spectra characterized by a
spectral resolution R ∼ 3000− 6000, depending on the seeing and slit used. We want to compare
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Figure 3.2: Fit results for J1420-1602 (top-left panel), J0927+2001 (top-right panel), J1044-0125
(bottom-left panel) and J0002+2550 (bottom right panel). We plot the observed spectrum smoothed over
10 Å (black solid line), the best-fit models for M-free (red solid line), and the best fit model for M-fix
(green solid line). The red and green horizontal lines indicate the fitting windows considered for M-free
and M-fix respectively. The sky transmittance is plotted below each spectrum.
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Figure 3.3: Fit results for J0836+0054 (top-left panel), J1436+5007 (top-right panel), J0840+5624
(bottom-left panel) and J0005-0006 (bottom right panel). See fig. 3.2 for a detailed description.
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Figure 3.4: Fit results for J1411+1217 (top-left panel), J0841+2905 (top-right panel), J1306+0356
(bottom-left panel) and J1137+3549 (bottom right panel). See fig. 3.2 for a detailed description.
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Figure 3.5: Fit results for J0353+0104 (top-left panel), J1602+4228 (top-right panel), J0842+1218
(bottom-left panel) and J0303-0019 (bottom right panel). See fig. 3.2 for a detailed description.
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Figure 3.6: Fit results for J2315-0023 (top-left panel), J1250+3130 (top-right panel), J1048+4637
(bottom-left panel) and J1623+3112 (bottom right panel). See fig. 3.2 for a detailed description.
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Figure 3.7: Fit results for J1030+0524 (left panel) and J1148+5251 (top right). See fig. 3.2 for a detailed
description.
Figure 3.8: Comparison between the z ∼ 6 QSO composite spectrum (black solid line) and the SDSS
composite spectrum (grey solid line). Fluxes are in relative units and normalized to the mean flux in the
continuum dominated window [1280, 1290] Å. We indicate the position of the principal emission lines.
For λ > 1215.67 Å the composite spectrum obtained from lower redshift QSOs represents very well the
z ∼ 6 emitting properties.
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our composite spectrum with the SDSS one obtained with QSOs at 0.1 < zsys < 4.8 (Vanden
Berk et al. 2001). This lower redshift composite spectrum is characterized by a resolution of 1
Å. After redshifting the spectra to the rest-frame, we convolve them with a Gaussian smoothing
kernel with FWHM=1 Å. Assuming an average redshift zsys ∼ 6, this operation corresponds to
smooth our spectra over ∼ 7 Å in the observed frame, or, equivalently, to degrade them to a
resolution R ∼ 1200 at λobs ∼ 8500 Å. We then order our spectra for increasing redshifts and
normalize the fluxes to the the continuum flux of J0927+2001 (first QSO in our ordered sample)
in the spectral region λrest = [1280, 1290], which is continuum dominated. Finally, we interpo-
late each flux over the same wavelengths of the reference spectrum (J0927+2001). Since we are
interested in the emission line properties over a relatively short wavelength range, we combine
the spectra computing the median of the QSO fluxes. This procedure preserves the relative fluxes
of the emission features, but does not preserve the global continuum shape (Vanden Berk et al.
2001). Fig. 3.8 shows the comparison between the SDSS median composite for lower redshift
QSOs (grey line) and our z ∼ 6 composite spectrum (black line). Fluxes have been normalized to
the mean flux of the z ∼ 6 composite in the continuum dominated window λrest = [1280, 1290]
Å. We can identify two spectral regions: for λ < 1215.67 Å, the high redshift composite is sig-
nificantly affected by neutral hydrogen absorption, while for λ > 1215.67 Å, the two composite
spectra are astonishingly similar. Both central wavelength and intensity perfectly match for all
the lines with the exception of the Lyα+ N v complex, which is slightly brighter in the z ∼ 6
composite. Given the small number of objects in our sample, this can be the result of a selection
effect: luminous sources with strong Lyα lines have higher probabilities to be identified while
looking for drop-out objects. For λ > 1215.67 Å the low-redshift composite spectrum represents
very well the z ∼ 6 emitting properties of the BLR. This conclusion validates the assumptions
made in sec. 3.2.3 about the direct measurement of the O i+Si ii and Si iv+O iv] rest-frame wave-
lengths from the SDSS composite spectrum of lower redshift QSOs.
3.4 Redshift estimate
As we have seen in sec. 3.2.4 a significant issue in the analysis of high redshift QSOs is to
estimate the source systemic redshift. From studies of low redshift QSOs (e.g Richards et al.
2002, 2011; Shang et al. 2007) we know that high-ionization lines (e.g C iv) can present high
velocity offsets with respect to low-ionization lines (e.g. Mg ii). Assuming that this is valid
also for high-redshift QSOs, one can estimate the systemic redshift from the Mg ii emission line
(ionization potential of 15.03 eV). This line is thought to reproduce the host galaxy redshift
within an error ∆z ≤ 0.007. At z ∼ 6 though, Mg ii (λrest = 2798.95 Å) falls in the near-infrared
K-band, which is severely affected by the sky telluric absorption. This might complicate the line
fit (see chap.2, Jiang et al. 2007; Kurk et al. 2007). A possible way to measure directly the QSO
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systemic redshift is through the detection of molecular gas in the host galaxy. CO emission has
been detected in 8 SDSS z ∼ 6 QSOs (Wang et al. 2010). High resolution imaging shows that for
one of these sources the CO is centered within 0.2” from the QSO (Walter et al. 2004; Riechers
et al. 2009). If we assume that this is valid for the entire population of z ∼ 6 QSOs, then CO
redshift measurements will reproduce the systemic redshifts within an error ∆z ≤ 0.002. In table
tab. 3.3 we list the measurements of Mg ii, C iv and CO redshifts available for the sources in our
sample. Unfortunately, we have a very small overlap between different estimates: Mg ii and C iv
measurements for 4 of the sources, while only 2 QSOs have both Mg ii and CO redshifts. If we
compute the mean difference between the values, we have that ∆(zMgII − zCIV) = 0.007 with a
standard deviation of 0.001, while ∆(zMgII − zCO) = −0.015 with a standard deviation of 0.002.
Given the low number of sources in the subsamples, we can easily conclude that these offsets do
not represent the general trend of the z ∼ 6 QSO population.
In tab. 3.4 we list the redshifts inferred from the fitted optical lines with the respective errors. For
N v and Si ii we have two estimates corresponding to M-free and M-fix respectively (their central
wavelengths are free parameters in both models). The redshifts have been calculated as:
zline + 1 =
λ0,line
µline
, (3.10)
where λ0,line is the central wavelength measured in the observed frame (see tab. 3.6-3.10) and µline
is the reference wavelength for the line transition (see 3.2.3). We have run tests during the fitting
analysis and noticed that changes in either the fitting windows or the power-law slope can lead
to differences ∆z ∼ 0.01 in the O i+Si ii and Si iv+O iv] redshift estimates. Therefore, we assume
σ ∼ 0.01 as the redshift systematic error due to the fitting procedure.
Comparison between M-free and M-fix results
In the M-free case the best fit model for the Lyα line is on average red-shifted with respect to
other lines. Moreover, when we model the Lyα line as a double Gaussian, the Lyαb component
is always redshifted with respect to the narrow component, in disagreement with what has been
found for lower redshift sources (Kramer & Haimann 2009). The N v estimates resulting from
M-free and M-fix are typically in good agreement, while for the Si ii line we can notice some
differences. When we are modeling the Lyα line as a double Gaussian, the redshift inferred from
the Si ii line has smaller errors if we fix the Lyα central wavelengths.
The majority of these variations can be explained through the analysis of the fitting procedure.
As we have already noticed, if the Lyα line is significantly absorbed, in the M-free case the red-
wing of the line is erroneously fitted as a peak (see fig. 3.2-3.7). The resulting model is then
centered at higher wavelengths with respect to the real emission line. This effect is severe for 8
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Table 3.3: Literature redshifts measured from C iv, Mg ii and
CO emission lines.
QSO name 1 zCIV 2 zMgII 3 zCO 4
J1420-1602 – – –
J0927+2001 – – 5.7722±0.0006d
J1044-0125 – – 5.7824±0.0007d
J0002+2550 – – –
J0836+0054 – 5.810±0.003b –
J1436+5007 – – –
J0840+5624 5.774±0.002a – 5.8441±0.0013d
J0005-0006 5.848±0.001b 5.844±0.001c –
J1411+1217 5.911±0.001b 5.898±0.002c –
J0841+2905 – – –
J1306+0356 5.997±0.001b 6.017±0.001c –
J1137+3549 5.962±0.002a – –
J0353+0104 – 6.072±0.002c –
J1602+4228 6.051±0.002a – –
J0842+1218 – 6.069±0.002c –
J0303-0019 – 6.079±0.001c –
J2315-0023 – – –
J1250+3130 – – –
J1048+4637 – 6.198±0.004c 6.2284±0.0017d
J1623+3112 – 6.211±0.001c –
J1030+0524 6.262±0.003b 6.301±0.002c –
J1148+5251 – 6.407±0.002c 6.4189±0.0006e
1 QSO name;
2 C iv, literature: a, Kurk et al. (2007); b, Ryan-Weber et al. (2009);
3 Mg ii, literature: a, Kurk et al. (2007); c, De Rosa et al. (2011);
4 CO, literature: d, Wang et al. (2010); e, Bertoldi et al. (2003);
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Figure 3.9: ∆zMgII as a function of zMgII for M-free (top panel) and M-fix models (bottom panel). Black
points: Lyαn; grey points: Lyαb; blue points: N v; green points: Si ii; red points: O i+Si ii; orange points:
C ii; purple points: Si iv+O iv]. The solid horizontal lines indicate the level of zero offset.
of the sources in our sample. The differences detected in the Si ii redshift estimates simply derive
from the fact that the Lyα broad component can overlap with the Si ii emission feature, resulting
in a weaker constraint on the Si ii central wavelength. This overlap is larger in the M-free model,
since in this case the resulting Lyαb is centered at longer wavelengths compared to the M-fix
case. Finally, the detected changes in (λ0,Lyαn −λ0,Lyαb) between the high and low redshift quasars
might be due to the fact that we are fitting only the red wing of the Lyα complex while at low
redshifts the Lyα line is not affected by the neutral hydrogen absorption. Simply, the information
contained in our narrow wavelength range might not be enough to properly constrain the 12
Gaussian parameters that we are fitting simultaneously (3 for each emission line). The situation
improves if we use the priors on the central wavelengths of the Lyα components.
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Comparison with literature estimates
We measure the differences between the literature Mg ii, C iv and CO redshifts and the optical
ones:
∆zMgII,CIV,CO = zMgII,CIV,CO − zline. (3.11)
Errors on ∆z are computed using standard error propagation and adding our estimate of the
systematic error. In fig. 3.9 we show ∆zMgII as a function of zMgII, for M-free (top panel) and
M-fix (bottom panel). In the bottom panel we plot only the redshifts estimated from N v and
Si ii since we are fixing the Lyα central wavelength using zOI. Similar plots have been obtained
for ∆zCIV and ∆zCO. There is no detectable dependence of ∆z on the QSO redshift. In order to
better quantify the differences in the redshift estimates, we have computed the weighted mean
for each ∆z (see tab. 3.5). Since the redshift inferred from the Lyα line is strongly dependent on
the adopted model, we exclude this line from the comparison. For the N v and the Si ii lines we
consider the values obtained using the M-fix model (see discussion above).
The C iv line is on average blue-shifted with respect to the optical lines, with ∆zCIV going from a
minimum of −0.041 for the C ii line to a maximum of −0.023 for the O i+Si ii line. By looking
at the differences with zMgII instead, which is supposed to be a good estimator of zsys (see pre-
vious discussion), we notice a correlation between the absolute value of the offset and the line
ionization potential. In particular, |∆zMgII = 0.023| for the N v line (highest ionization potential,
97.89 eV), while |∆zMgII = 0.007| for the O i+Si ii complex (average ionization potential 14.98
eV). If we exclude from the sub-sample J1148+5251, for which we have noticed a significant
inconsistency between the optical and the Mg ii and CO redshifts (see sec. 3.2.6), the mean ∆zMgII
drops to 0.004 ± 0.003 for the O i+Si ii line while the blue-shift remains unchanged for the N v.
Assuming an average redshift zsys ∼ 6, these mean offsets correspond to velocity shifts of the
order of ∼ 200 km s−1 for the O i+Si ii line and ∼ 1000 km s−1 for the N v. The exception to this
observed trend is seen in the Si iv+O iv] line. Despite being a high ionization line (average ion-
ization potential equal to 61.28 eV), the redshift inferred from this line is in very good agreement
with the Mg ii estimate. A peculiar behavior of this emission line has already been noticed in
the literature (e.g. Richards et al. 2002). Unfortunately we are not able to compare the redshifts
inferred from the optical lines with the ones estimated from the CO lines, since very few zCO
measurements are available.
The results for the N v and Si iv+O iv] line shifts can be interpreted through the disk-wind model
for the broad emission line region (e.g. Murray et al. 1995; Leighly et al. 2004; Richards et al.
2011). In this model the BLR is a combination of a disk and a wind component, the relative
importance of which depends on the actual QSO spectral energy distribution. The lines showing
blue-shifts are originated in the wind. In particular, the N v has a strong wind component (e.g.
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Leighly et al. 2004; Richards et al. 2011), as the C iv line. Therefore, large blue-shifts are ex-
pected for the N v line. The Si iv+O iv] complex is instead composed by the Si iv line, which
is mainly originated in the disk, and the O iv] line, mainly originated in the wind. Since the Si
iv line is dominating the total emission flux, no blue-shift is expected for this complex (see also
Richards et al. 2011).
Redshift estimate 75
Ta
bl
e
3.
4:
So
ur
ce
re
ds
hi
ft
s
m
ea
su
re
d
fr
om
th
e
op
tic
al
em
is
si
on
lin
es
.
Q
SO
na
m
e
1
z L
yα
,n
2
z L
yα
,b
3
z N
V
4
z N
V
5
z S
iI
I
6
z S
iI
I
7
z O
I+
S
iI
I
8
z C
II
9
z S
iI
V
+
O
IV
]
10
Fr
ee
λ
0,
Ly
α
Fi
xe
d
λ
0,
Ly
α
Fr
ee
λ
0,
Ly
α
Fi
xe
d
λ
0,
Ly
α
J1
42
0-
16
02
5.
81
±0
.1
3
–
5.
74
6±
0.
00
6
5.
75
8±
0.
00
2
5.
75
7±
0.
00
6
5.
75
6±
0.
00
2
5.
72
8±
0.
00
6
5.
74
8±
0.
00
3
5.
6±
0.
1
J0
92
7+
20
01
5.
78
9±
0.
00
1
–
5.
70
3±
0.
00
4
5.
70
5±
0.
00
5
5.
74
9±
0.
00
2
5.
74
8±
0.
00
2
5.
74
4±
0.
00
3
5.
76
9±
0.
00
4
–
J1
04
4-
01
25
5.
86
5±
0.
00
1
–
5.
78
4±
0.
00
2
5.
77
2±
0.
00
3
5.
74
9±
0.
01
5.
76
±0
.0
2
5.
77
4±
0.
00
7
5.
85
3±
0.
1
5.
80
2±
0.
00
5
J0
00
2+
25
50
5.
80
±0
.0
5
–
5.
77
9±
0.
00
6
5.
78
0±
0.
00
5
5.
82
5±
0.
00
3
5.
82
3±
0.
00
3
5.
80
2±
0.
00
6
–
–
J0
83
6+
00
54
5.
81
3±
0.
00
3
–
5.
77
1±
0.
00
3
5.
76
9±
0.
00
3
5.
78
7±
0.
00
4
5.
78
8±
0.
00
3
5.
80
6±
0.
00
1
–
–
J1
43
6+
50
07
5.
84
4±
0.
00
1
–
5.
76
5±
0.
00
8
5.
79
±0
.0
1
5.
78
4±
0.
00
4
5.
78
3±
0.
00
4
–
–
–
J0
84
0+
56
24
5.
85
5±
0.
00
5
5.
87
±0
.0
3
5.
79
±0
.0
1
5.
80
±0
.0
3
5.
83
5±
0.
00
4
5.
83
1±
0.
00
6
5.
82
6±
0.
00
5
–
5.
82
2±
0.
00
4
J0
00
5-
00
06
5.
85
9±
0.
00
4
5.
87
±0
.0
2
5.
84
4±
0.
00
3
5.
85
7±
0.
00
2
5.
8±
0.
1
5.
86
±0
.0
2
5.
84
9±
0.
00
3
–
5.
86
1±
0.
00
9
J1
41
1+
12
17
5.
92
6±
0.
00
1
5.
94
7±
0.
00
3
5.
84
±0
.0
1
5.
93
±0
.0
1
5.
8±
0.
1
5.
92
0±
0.
00
1
5.
90
1±
0.
00
1
–
–
J0
84
1+
29
05
6.
02
5±
0.
00
3
–
5.
9±
0.
1
5.
92
±0
.0
3
5.
94
6±
0.
00
2
5.
94
0±
0.
00
7
5.
96
0±
0.
00
3
–
–
J1
30
6+
03
56
5.
99
±0
.0
5
6.
11
0±
0.
00
4
6.
02
5±
0.
00
2
5.
96
6±
0.
00
1
6.
00
0±
0.
00
8
6.
01
7±
0.
00
2
–
–
6.
01
0±
0.
00
3
J1
13
7+
35
49
6.
03
±0
.0
2
6.
08
7±
0.
00
7
6.
01
2±
0.
00
3
6.
0±
0.
2
6.
00
8±
0.
00
3
6.
00
±0
.0
1
6.
01
4±
0.
00
4
–
5.
99
8±
0.
00
3
J0
35
3+
01
04
–
–
6.
02
2±
0.
00
1
6.
03
2±
0.
00
3
6.
01
±0
.0
1
6.
00
9±
0.
00
6
6.
04
1±
0.
00
3
6.
05
±0
.0
1
6.
06
±0
.0
1
J1
60
2+
42
28
6.
06
±0
.0
3
–
6.
05
3±
0.
00
4
6.
05
2±
0.
00
3
5.
9±
0.
1
5.
9±
0.
1
6.
07
1±
0.
00
2
–
–
J0
84
2+
12
18
6.
05
9±
0.
00
3
–
5.
99
8±
0.
00
3
5.
99
3±
0.
00
2
6.
05
1±
0.
00
2
6.
05
1±
0.
00
2
6.
05
6±
0.
00
3
–
6.
05
0±
0.
00
4
J0
30
3-
00
19
6.
08
6±
0.
00
1
6.
09
6±
0.
00
2
6.
05
4±
0.
00
1
6.
06
0±
0.
00
1
6.
05
4±
0.
00
9
6.
03
8±
0.
00
7
6.
06
3±
0.
00
2
–
–
J2
31
5-
00
23
6.
11
8±
0.
00
6
6.
16
±0
.0
3
6.
12
5±
0.
00
1
6.
12
6±
0.
00
1
6.
0±
0.
1
6.
04
±0
.0
2
–
–
–
J1
25
0+
31
30
6.
12
8±
0.
00
8
6.
20
±0
.0
2
6.
12
±0
.0
1
6.
11
4±
0.
00
1
6.
06
±0
.0
1
6.
11
±0
.0
2
6.
12
1±
0.
00
3
–
6.
12
1±
0.
00
3
J1
04
8+
46
37
6.
24
5±
0.
00
5
–
6.
2±
0.
1
6.
23
3±
0.
00
6
6.
27
3±
0.
00
4
6.
27
4±
0.
00
4
–
–
–
J1
62
3+
31
12
6.
24
9±
0.
00
7
–
6.
22
0±
0.
00
1
6.
22
3±
0.
00
1
6.
21
9±
0.
00
8
6.
20
±0
.0
1
6.
24
3±
0.
00
2
6.
25
5±
0.
00
2
6.
23
4±
0.
00
5
J1
03
0+
05
24
6.
30
5±
0.
00
1
–
6.
24
8±
0.
00
1
6.
25
0±
0.
00
1
6.
29
3±
0.
00
2
6.
29
2±
0.
00
2
6.
29
3±
0.
00
2
6.
29
0±
0.
00
2
6.
29
7±
0.
00
3
J1
14
8+
52
51
6.
46
1±
0.
00
2
–
6.
39
0±
0.
00
2
6.
40
0±
0.
10
0
6.
34
7±
0.
00
6
6.
38
1±
0.
00
5
6.
37
3±
0.
00
2
–
–
1
Q
SO
na
m
e;
2
Ly
α
n;
3
Ly
α
b;
4,
5
N
v
m
od
el
A
an
d
m
od
el
B
re
sp
ec
tiv
el
y;
6,
7
Si
ii
fo
rm
od
el
A
an
d
m
od
el
B
re
sp
ec
tiv
el
y;
8
O
i+
Si
ii
9
C
ii
;
10
Si
iv
+
O
iv
]
76 Optical Spectra
Ta
bl
e
3.
5:
W
ei
gh
te
d
m
ea
n
di
ff
er
en
ce
be
tw
ee
n
th
e
C
iv
,M
g
ii
an
d
C
O
re
ds
hi
ft
s
an
d
th
e
th
e
op
tic
al
lin
es
re
ds
hi
ft
s.
Q
SO
na
m
e
1
C
iv
,N
2
z C
IV
−z
lin
e
3
z C
IV
−z
lin
e
4
M
g
ii
,N
5
z M
gI
I
−z
lin
e
6
z M
gI
I
−z
lin
e
7
C
O
,N
8
z C
O
−z
lin
e
9
z C
O
−z
lin
e
10
Fr
ee
λ
0,
Ly
α
Fi
xe
d
λ
0,
Ly
α
Fr
ee
λ
0,
Ly
α
Fi
xe
d
λ
0,
Ly
α
Fr
ee
λ
0,
Ly
α
Fi
xe
d
λ
0,
Ly
α
Ly
α
n
8
-0
.0
39
±0
.0
05
–
10
-0
.0
20
±0
.0
03
–
5
-0
.0
35
±0
.0
05
–
Ly
α
b
5
-0
.0
84
±0
.0
06
–
4
-0
.0
51
±0
.0
06
–
-
–
–
N
v
8
-0
.0
33
±0
.0
04
-0
.0
23
±0
.0
04
11
0.
02
2±
0.
00
3
0.
02
3±
0.
00
3
5
0.
02
5±
0.
00
5
0.
02
6±
0.
00
6
Si
ii
8
-0
.0
37
±0
.0
05
-0
.0
41
±0
.0
04
11
0.
01
2±
0.
00
4
0.
00
7±
0.
00
3
5
0.
01
7±
0.
00
5
0.
00
8±
0.
00
5
O
i+
Si
ii
6
-0
.0
23
±0
.0
04
–
9
0.
00
7±
0.
00
3
–
4
0.
02
7±
0.
00
5
–
C
ii
-
–
–
3
-0
.0
09
±0
.0
07
–
2
0.
01
±0
.0
1
–
Si
iv
+
O
iv
]
5
-0
.0
30
±0
.0
05
–
6
0.
00
1±
0.
00
5
–
2
0.
00
2±
0.
00
8
–
1
O
pt
ic
al
lin
e;
2,
3,
4
C
iv
,n
um
be
ro
fs
ou
rc
es
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
A
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
B
;
5,
6,
7
M
g
ii
,n
um
be
ro
fs
ou
rc
es
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
A
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
B
;
8,
9,
10
C
O
,n
um
be
ro
fs
ou
rc
es
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
A
,w
ei
gh
te
d
m
ea
n
fo
rm
od
el
B
Emission properties 77
3.5 Emission properties
Through the study of trends and correlations amongst QSO emission features (e.g. line lumi-
nosity, EW and FWHM; continuum luminosity) we can try to put constraints on the nature and
on the dynamical properties of the central engines that are powering these sources. We have
computed the following quantities from the fitted parameters:
• Flux density for the non-stellar continuum at λrest = 1350 Å, obtained using the power-law
parametrization (see eq. 3.1) and the normalization measured for each QSO (see appendix
tab. 3.6).
• Line fluxes, computed analytically as F = √2 pi A σ, where A and σ are the amplitude and
the width of the line, which have been measured from the continuum subtracted spectrum
(see the appendix tables 3.6-3.10).
• Line FWHM in km s−1, computed as FWHM= c2.35 σ
λ0
, where c is the speed of light in
km s−1, σ is the line width and λ0 is its measured line central wavelength (see the appendix
tables 3.6-3.10).
• Line EW, estimated as EW= F
fcont
, where F is the line integral flux and fcont is the contin-
uum flux density measured at the line central wavelength.
Errors are computed through standard error propagation and do not include systematics. Using
our estimate of the systemic redshift (see sec.3.2.4), we compute the luminosity distance (DL)
for each QSO considering a standard ΛCDM model (Spergel et al. 2007). We then measure the
luminosity of each component as:
L = 4pi F D2L (3.12)
where F is the integral flux (for the power-law continuum F = λ f (λ).
3.5.1 Continuum luminosity
For high ionization lines an anti-correlation between the EW and the rest-frame UV luminosity
has been observed. This relation, also known as Baldwin effect, has been found for the first time
by Baldwin (1977) in the study of the C iv emission for a sample of 20 (mostly) radio-loud nearby
QSOs. The observed degree of anti-correlation is a function of the line ionization potential (the
higher is the line ionization potential the stronger is the anti-correlation). In fig. 3.10 we show
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Figure 3.10: EW as a function of L(1350 Å): Lyα complex M-free model, left panel (Lyαn, black; Lyαb,
grey; N v, blue; Si ii green); Lyα complex M-fix model, central panel; O i+Si ii (red), C ii (orange) and
Si iv+O iv] (purple) lines, right panel. There is no evidence of correlation between these two quantities.
While for the low ionization lines the absence of correlation is in agreement with the Baldwin effect, we
would expect an anti-correlation for the high ionization lines (Si iv+O iv] and N v).
the line EW as a function of the UV continuum luminosity at λrest = 1350 Å (Lyα complex
M-free model, left panel; Lyα complex M-fix model, central panel; O i+Si ii, C ii and Si iv+O iv]
lines, right panel). There is no evidence of a correlation, as confirmed by the Pearson correlation
coefficients. For the low ionization lines the absence of correlation is in agreement with what
is expected from the Baldwin effect. An anti-correlation for the two lines with higher ionization
potential (Si iv+O iv] and N v) would instead be expected. A lack of anti-correlation for the N v
line has also been noted in previous studies (Dietrich et al. 2002).
In addition to the correlation between EW and continuum luminosity we also explore the relation
between the line luminosity and continuum luminosity (fig. 3.11: Lyα complex M-free model,
left panel; Lyα complex M-fix model, central panel; O i+Si ii, C ii and Si iv+O iv] lines, right
panel). In this case, a correlation between the two quantities is evident. For the Lyα complex
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Figure 3.11: Line luminosity as a function of L(1350 Å): Lyα complex M-free model, left panel (Lyαn,
black; Lyαb, grey; N v, blue; Si ii green); Lyα complex M-fix model, central panel; O i+Si ii (red), C ii (or-
ange) and Si iv+O iv] (purple) lines, right panel. There is a strong correlation between these two quantities
for all the emission lines with the exception of N v (high ionization potential).
the correlation is stronger for the M-fix case (fixed Lyα central wavelengths). By measuring the
Pearson coefficients, we obtain that the only line for which the hypothesis of correlation can be
rejected is the N v line. Since this relation is simply a re-formulation of the EW-continuum lumi-
nosity one, the lack of correlation between the line and continuum luminosities might correspond
to a weak detection of the anti-correlation between the N v EW and the continuum luminosity.
We should keep in mind though, that the N v line can be severely affected by the delicate spectral
decomposition of the Lyα complex. For the Si iv+O iv] we do not detect the predicted trend.
Finally, we have investigated a possible relation between the line FWHM and the continuum
luminosity (see fig. 3.12). We find no significant correlation between the two quantities. This
might be due to the small range of L(1350 Å) sampled in this study.
The anti-correlation between the line EW and the UV continuum can be explained through the
disk-wind model. A given BLR is characterized by the presence of a radiation-line-driven wind
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Figure 3.12: Line FWHM as a function of L(1350 Å): Lyα complex M-free model, left panel (Lyαn,
black; Lyαb, grey; N v, blue; Si ii green); Lyα complex M-fix model, central panel; O i+Si ii (red), C ii
(orange) and Si iv+O iv] (purple) lines, right panel. No significant correlation is found. This might be due
to the narrow range of L(1350 Å) sampled in this study.
if the X-ray ionizing flux (soft X-ray) is not too strong. In this model, high ionization lines can be
originated in winds, while intermediate/low ionization lines are always generated in the accretion
disk or at the base of the wind. At the same time, we know that QSOs with brighter UV continua
are characterized by relatively lower soft X-ray fluxes (e.g. Green et al. 1995; Steffen et al. 2006;
Just et al. 2007), therefore they can develop winds in their BLR. Summarizing, if we have a QSO
with a bright UV continuum (ionizing fluxes not high enough to generate high ionization lines
in the disk), radiation line driven winds can develop in its BLR, hence the high ionization lines
will be dominated by their wind component and therefore they will have smaller EWs. As we
have seen, the Si iv+O iv] complex is dominated by the Si iv line, which is mainly originated in
the disk. Therefore, for this complex no anti-correlation is expected. However, for the N v line,
which is mainly originated in the wind, we expect an anti-correlation with the UV luminosity.
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3.5.2 Black hole mass
In fig. 3.13 we plot the line FWHM as a function of the line luminosity (Lyα complex M-free
model, left panel; Lyα complex M-fix model, central panel; O i+Si ii, C ii and Si iv+O iv] lines,
right panel). A strong correlation between the two quantities is evident: brighter lines are broader
than weaker lines. The Pearson correlation coefficient is large (ρ > 0.5) for all the considered
lines except for the C ii line (ρCII = 0.18) and for the Lyαb component resulting from the M-fix
model (ρLyαb = −0.02). While for the other components of the Lyα complex the correlation
strength does not depend significantly on the adopted model, for the Lyαb line the degree of
correlation changes dramatically (ρM− f ree = 0.60, ρM− f ix = −0.02). The strong variations in the
Lyαb line luminosity and FWHM might arise from the fact that the peak of this line assumes two
different positions as a function of the model: while in M-free the line is systematically redshifted
with respect to the Lyαn one, in the M-fix model, following the results for low redshift QSOs, we
impose a fixed blue-shift with respect to the narrow component (see sec. 3.4).
The observed correlation might simply be the result of the intrinsic relation holding between the
line luminosity and the line width:
L ∝ σ A → L ∝ FWHM λ0 A, (3.13)
but it could be witnessing the fact that we are observing QSOs hosting BHs with different masses.
If the dynamics of the gas emitting the optical lines is dominated by the gravity of the central BH,
we will expect larger FWHM for QSOs hosting more massive BHs but with similar Eddington
ratios (Labita et al. 2009). Since the distribution of Eddington ratios for z ∼ 6 QSOs is relatively
narrow (see chap. 2), the correlation between the line luminosity and FWHM might indicate that
QSOs with brighter lines are the ones hosting more massive BHs.
To test this statement, we need additional information on MBH. As we have seen in chap. 2, it
is possible to estimate MBH using scaling relations, calibrated on local AGNs, that are based on
broad emission line widths and continuum luminosities. For z ∼ 6 QSOs, we can only use the
calibrated relations available for Mg ii and C iv lines (with few reserves on the latter). In sec. 2.4.1
we have estimated MBH from the Mg ii emission line for a set of SDSS QSOs at z ∼ 6, that partly
overlaps with the optical sample in analysis (total of 9 sources out of 22). Therefore, we can
use our homogeneous estimates of MBH to test if brighter lines are related to more massive BHs.
In fig. 3.14 we plot the line luminosity as a function of MBH (estimated through eq. 2.4). There
is a significant correlation between the line luminosity and MBH (0.60 ≤ ρ ≤ 0.98) in all cases
except for the N v line (ρNV = 0.11) (independent on the model adopted for the Lyα line) and for
the Si ii line (only for the M-free model). As we have already pointed out, the Si ii line is better
constrained when we fix the central wavelengths of the Lyα component. Our results support
the hypothesis that the relation between the line FWHM and luminosity arises from our sample
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Figure 3.13: FWHM as a function of the line luminosity: Lyα complex M-free model, left panel (Lyαn,
black; Lyαb, grey; N v, blue; Si ii green); Lyα complex M-fix model, central panel; O i+Si ii (red), C ii
(orange) and Si iv+O iv] (purple) lines, right panel. It is evident a strong correlation between the two
quantities.
being composed by QSOs with similar Eddington ratios but different BH masses, with the line
luminosity increasing with increasing MBH. The lack of correlation for the N v line might be a
further indication that this line is not emitted in the disk component of the BLR. However, these
results can be biased by both the low number of objects and the small range in MBH spanned by
our data.
We also plot the continuum luminosity at λrest = 1350 Å (magenta), which correlates strongly
with MBH (Pearson coefficient ρ > 0.95). Since the rest-frame UV continuum luminosity is
thought to be emitted by gas in the QSO accretion disk which is losing angular momentum
before falling on the BH, a strong correlation between the two quantities is expected.
If the gas emitting the lines is orbiting around the BH and the virial theorem is valid, we can
use the line FWHM and the continuum luminosity at λrest = 1350 Å to infer the BH mass (see
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Figure 3.14: Line luminosity as a function of the black hole mass: Lyα complex M-free model, left
panel (L(1350 Å), magenta; Lyαn, black; Lyαb, grey; N v, blue; Si ii green); Lyα complex M-fix model,
central panel; O i+Si ii (red), C ii (orange) and Si iv+O iv] (purple) lines, right panel. We find a significant
correlation between the two quantities in all cases except for the N v line (independent on the model
adopted for the Lyα line) and for the Si ii line (only for the M-free model).
sec. 2.4.1):
MBH ∝ FWHM2 L(1350 Å)0.5. (3.14)
We focus on O i+Si ii and Si iv+O iv] that, being isolated lines, are not significantly affected by
the spectral decomposition. We then use MBH estimated from the Mg ii line to calibrate a possible
scaling relation. In fig.3.15 we plot MBH as a function of the product between the line FWHM
and the continuum luminosity. The correlation coefficient is equal to 0.56 for the O i+Si ii line
and to 0.79 for the Si iv+O iv]. Performing a χ2 fit of the two quantities we obtain that:
MBH = 2.5 (FWHM2 L(1350 Å)0.5)1.1, O i+Si ii
MBH = 0.4 (FWHM2 L(1350 Å)0.5)1.3, Si iv+O iv]
(3.15)
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Figure 3.15: MBH estimated from the Mg ii line as a function of the product between the FWHM and
the square root of the continuum luminosity measured at λrest = 1350 Å(O i+Si ii, red points; Si iv+O iv],
purple points). Solid lines represent best fit relations.
Clearly, these relations do not have a strong predictive power at the moment, since they are based
on few data-points. Moreover, they have been calibrated on the MBH inferred from the Mg ii
line, which is characterized by a systematic error of 0.4 dex. Still, they open to the possibility of
building new MBH estimators for z ∼ 6 QSOs combining the information gathered from different
rest-frame broad lines.
3.6 Summary and conclusions
We have presented the first consistent analysis of the optical emission properties of a large sample
of z ∼ 6 QSOs. We have collected 26 high quality optical spectra of z ∼ 6 QSOs covering the
rest-frame wavelength range 900 Å < λrest < 1500 Å. This spectral range is characterized by
the non-stellar continuum emission, the Lyα complex (Lyα, N v, Si ii), which is strongly affected
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by the neutral hydrogen absorption for λrest < 1215 Å, and the O i+Si ii, C ii and Si iv+O iv]
broad lines. In order to test how the derived emission properties depend on the fitting model
adopted for the Lyα complex, we performed the analysis using two different models for the Lyα
line. For the M-free model the Lyα central wavelength is a free parameter, while for the M-fix
model the central wavelength is fixed using a prior on the QSO systemic redshift. After proving
that the redshifts inferred from the O i+Si ii only show small offsets with respect to the ones
inferred from the Mg ii lines, we have decided to use zOI as a homogeneous proxy for the QSO
systemic redshifts. We have measured the power-law continuum normalization and the central
wavelength, width and amplitude for each of the emission lines detected in the QSOs. For the
Lyα complex the line properties have been measured twice using the two different models. Our
results show that, in case of strong absorption of the Lyα line, the M-free model can lead to
significant underestimates of the line flux. In general, the properties of the Lyα complex lines
are better constrained if the M-fix model is adopted.
Using our estimates of the systemic redshifts we have built a median composite spectrum for
the z ∼ 6 QSOs. We have compared the resulting template with the SDSS composite spectrum
obtained from QSOs with 0.1 < z < 4.8. Both central wavelength and intensity match perfectly
for all the lines except for the Lyα+ N v complex, which is slightly brighter in the z ∼ 6 compos-
ite. Given the small number of objects in our sample, this can be the result of a selection effect:
luminous sources with strong Lyα lines have higher probabilities to be identified while looking
for drop-out objects.
We have analyzed the emission line shifts through the comparison of the redshifts inferred from
the optical lines with the ones obtained from Mg ii, C iv and CO lines available from the literature.
While C iv is known to present large blue-shifts with respect to its nominal transition wavelength,
the redshifts obtained Mg ii and CO are thought to be good proxies for the QSO systemic redshift.
The C iv line is on average blue-shifted with respect to all the measured optical lines. For zMgII
instead, the measured absolute offsets are correlated with the line ionization potentials. The
maximum offset (corresponding to ∼ 1000 km s−1 at z ∼ 6) is detected for the N v line, while
the minimum offset (∼ 200 km s−1) is presented by the O i+Si ii. The exception to this trend is
represented by the Si iv+O iv] line: even if it is a high ionization line (61.28 eV), the redshift
inferred from this line is in exceptional good agreement with the Mg ii estimate. Unfortunately
we are not able to compare the redshifts inferred from the optical lines with the ones estimated
from the CO lines, since very few zCO measurements are available.
From the fit results we have derived the UV continuum flux at λrest = 1350 Å, and the EW,
FWHM and luminosity for all the lines. We have then tested the existence of possible correlations
among these quantities:
• EW vs continuum luminosity: we do not find any evidence of correlation between these
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two quantities. While for the low ionization lines the absence of correlation is in agreement
with the Baldwin effect, we would expect an anti-correlation for the high ionization lines
(Si iv+O iv] and N v).
• Line luminosity vs continuum luminosity: a strong correlation is found for all the emis-
sion lines with the exception of N v. Since this relation is simply a re-formulation of the
EW-continuum luminosity one, the lack of correlation between the line and continuum lu-
minosities might correspond to a weak detection of the anti-correlation between the N v
EW and the continuum luminosity. However, we should point out that the N v line can be
severely affected by the delicate spectral decomposition of the Lyα complex.
• FWHM vs continuum luminosity: no significant correlation is found, but this might be
due to the narrow range of L(1350 Å) sampled in this study.
• FWHM vs line luminosity: a strong correlation between the two quantities is evident. If
the dynamics of the gas emitting the optical lines is dominated by the gravity of the central
BH, we will expect larger FWHM for QSOs hosting more massive BHs but with similar
Eddington ratios (Labita et al. 2009). Since the distribution of Eddington ratios for z ∼ 6
QSOs is relatively narrow, the correlation between the line luminosity and FWHM might
indicate that QSOs with brighter lines are the ones hosting more massive BHs.
• Line luminosity vs MBH: we consider the MBH estimates obtained in chap. 2 from the
Mg ii line. We have found a significant correlation between the two quantities in all cases
except for the N v (independent on the model adopted for the Lyα line) and for the Si ii
line (only for the M-free model). The Si ii line is better constrained when we fix the central
wavelengths of the Lyα component. Our results support the hypothesis that the relation
between the line FWHM and luminosity arises from our sample being composed by QSOs
with similar Eddington ratios but different BH masses, with the line luminosity increasing
with increasing MBH. The lack of correlation for the N v line might be a further indication
that this line is not emitted in the disk. However, these results can be biased by both the
low number of objects and the small range in MBH spanned by our data.
Our results can be interpreted through the disk-wind model for the BLR (Murray et al. 1995;
Leighly et al. 2004; Richards et al. 2011). In this model the BLR is a combination of a disk
and a wind component, the relative importance of which depends on the actual QSO spectral
energy distribution. High ionization lines can be originated in winds, while intermediate/low
ionization lines are always generated in the accretion disk or at the base of the wind. From our
analysis, N v is consistent with being mainly originated in the BLR wind component, while all
the other emission lines seem to be mainly originated in the disk, in agreement with results for
lower redshift QSOs.
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The major biases in our analysis are represented by the size of the sample and by the low range
of luminosities spanned by our sources. Future studies of larger sample with QSOs that populate
the faint end of the QSO luminosity function are needed to investigate whether or not the results
found here are applicable to all z ∼ 6 QSOs.
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Ionization Near Zone and Gunn Peterson absorption∗
Context
After the epoch of recombination, z ∼ 1100, the universe became mostly neutral, until the first
generation of astrophysical sources reionized the inter-galactic medium (IGM) and ended the
dark ages. The reionization is expected to be a complex process, extended in time and very in-
homogeneous. Observations have set the first constraints to the epoch of reionization. The large
scale polarization of the Cosmic Microwave Background (CMB) is consistent with an instan-
taneous reionization at z ∼ 11 ± 3 (Komatsu et al. 2010). Luminous high redshift QSOs have
been largely used as indirect probes of the IGM ionization state through Lyα forest studies. The
Lyα forest at z . 3 is largely transparent, with occasional absorption associated to rare clouds
of neutral hydrogen. At z & 5, the Lyα forest becomes increasingly opaque (e.g. Becker et al.
2001). Due to the strong absorption cross-section of the Lyα transition, even small amounts of
neutral hydrogen (volume densities nHI ∼ 10−5−10−4) are sufficient to render the forest optically
thick. Studies of the Gunn-Peterson (GP, Gunn & Peterson 1965) absorption in high redshift
QSO spectra qualitatively suggest an end of the re-ionization process at z ∼ 6, indicated by a
rapid increase in the neutral fraction from nHI < 10−4 at z ≤ 5.5 to nHI > 10−3 at z ≥ 6. Unfortu-
nately, these measurements have a fundamental limitation as the GP absorption saturates at low
neutral fractions. Moreover they are highly dependent on the models adopted for the ionization,
density and UV background field. McGreer et al. (2011), showed that performing an (almost)
model independent analysis of the covering fraction of dark pixels in the Lyα-Lyβ forests of high
redshift QSOs, an end of the re-ionization as late as z = 5 cannot be ruled out. Another indirect
probe of the IGM ionization state can be derived from the study of small windows of Lyα trans-
∗The material presented in this chapter is partly included in the paper Optical properties of z ∼ 6 quasars, De
Rosa et al., 2011b, to be submitted
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Figure 4.1: Adapted from Carilli et al. (2010), fig. 1. Evolution of RNZ,corr as a function of the quasar
systemic redshift. Red squares: sources with CO redshift estimates. Blue diamonds: sources with redshifts
determined from the Mg ii emission line. Black triangles: sources with redshifts estimated from other
optical lines (e.g. Lyα+ N v). The long-dashed line shows a weighted linear fit to the data. The dotted line
shows an unweighted fit.
mission observed in close proximity of the QSOs (see e.g., Mesinger & Haimann 2004; Wyithe
& Loeb 2004; Fan et al. 2006b; Bolton & Haenelt 2007a). These highly ionized near zones (NZ)
lie between the edge of the GP trough and the QSO Lyα emission line, and arise because the
hydrogen close to these sources is highly ionized by the QSO itself. Measurements of the NZ
sizes cannot be used to give absolute constraints on nHI at a given redshift. However it is possible
to give relative constraints on the IGM ionization state studying the evolution of the NZ radii as
a function of the QSO systemic redshifts.
4.1 Ionization near zones
UV photons from luminous QSO are expected to ionize an H ii region (Stro¨mgren sphere) in the
neutral/partially neutral IGM (Madau & Rees 2000; Cen & Haimann 2000). The observational
signature of the QSO ionization is an excess of transmission in the blue wing of the Lyα emission
line before the onset of the GP absorption. This excess of radiation is observable in spectra of
z ∼ 6 QSOs. The evolution of a cosmological H ii region expanding into a neutral IGM can be
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parametrized as (e.g. Shapiro & Giroux 1987; Madau et al. 1999):
nH
(
dV
dt
− 3HV
)
= N˙Q − nHVtrec (4.1)
where nHI is the average number density of neutral hydrogen, V is the volume of the H ii region,
H is the Hubble constant at the absorber redshift, N˙Q is the number of ionizing photons per unit
time emitted by the QSO, and trec is the volume averaged gas recombination time. Haimann
(2002) showed that when recombination is not important and the QSO life time is much less than
the Hubble time at z = zsys the radius of the H ii region (in proper Mpc) can be written as:
RHII = 8.0 f
−1/3
H
(
N˙Q
6.5 × 1057s−1
)1/3 ( tQ
2 × 107yr
)1/3 (1 + zQ
7
)−1
(4.2)
where zQ is the QSO systemic redshift and tQ is the QSO age. The equation above neglects
possible IGM clumpiness. Many authors (Mesinger & Haimann 2004; Wyithe & Loeb 2004;
Wyithe et al. 2005; Yu & Lu 2005) have tried to constraint the IGM neutral fraction using the
measured sizes of H ii regions around z ∼ 6 QSOs. As Fan et al. (2006b) pointed out though,
deriving an absolute measurement of the IGM neutral fraction from eq. 4.2 is complicated by
various factors:
• uncertainties on QSO lifetimes and ionizing rates
• background ionizing photons from galaxies in the over-dense environment of luminous
z ∼ 6 QSOs
• large scale clustering of IGM around luminous z ∼ 6 QSOs
• clumpiness of the IGM (see also Bolton & Haenelt 2007a,b; Maselli et al. 2007, 2009)
Assuming these systematics to be on average the same for QSOs in a narrow redshift range, Fan
et al. (2006b) used the evolution in measured H ii region radii around z ∼ 6 QSOs as a relative
measurement of the changes in the IGM ionization state.
The usual definition of Stro¨mgren sphere radius is the distance at which the transmitted flux
reaches the 0 value for the first time. This definition does not suite this particular scientific case
since the IGM transmitted flux is characterized by a mixture of dark gaps and sharp transmission
spikes (see Fan et al. 2006b) and using the zero flux as a measure of the H ii sphere boundary
would be intrinsically dependent on the resolution and smoothing length used. Also, if the IGM
surrounding the QSO is highly ionized, the transmitted flux is not going to reach on average the
zero value while it is going to show large fluctuations that could lead to an underestimate of the
radius. On the contrary, if the IGM is highly ionized reaching the 0 flux does not necessarily
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imply reaching the boundary of the QSO ionizing sphere: the IGM could still be ionized by the
QSO to a level much higher than the surrounding material but with an optical depth higher than
the detection limit. For these reasons Fan et al. (2006b) somewhat arbitrarily defined the NZ
radius (RNZ) as the distance at which the ratio between the observed flux and the intrinsic emitted
flux Fobs/Fem (transmission, T ) drops for the first time to 0.10 after smoothing the spectrum to a
resolution of 20 Å. Since then, this definition has been used by many authors in their analysis.
Fan et al. (2006b) measured RNZ for a sample of 16 ESI SDSS z ∼ 6 QSOs. After correcting
the values for the QSO intrinsic brightness by scaling RNZ to a common absolute magnitude
(assumed to be proportional to N˙Q):
RNZ,corr = RNZ × 100.4 (27+M1450)/3, (4.3)
they found a strong correlation between the corrected H ii region size and the systemic redshift
(Pearson coefficient of 0.72):
RNZ,corr = 6.7 − 8.1(z − 6) Mpc. (4.4)
Assuming the simplest possible physical picture (see eq. 4.2, RNZ ∝ f −1/3HI (1 + zQ)−1), Fan et al.
(2006b) interpreted the observed decrease in RNZ as an increase in the volume-averaged neutral
fraction by a factor of ∼ 10. Wyithe et al. (2008) and Bolton et al. (2010) have proposed a more
complex interpretation of the relation between the H ii radii and the redshift. During the perco-
lation phase (end of the reionization), the increase in the mean free path allows the background
ionizing photons to contribute significantly to the ionization around the edge of the NZ region,
effectively increasing the observed sizes of the regions. Observationally, reaching the final stages
of cosmic reionization would yield a decrease of RNZ with redshift. Mortlock et al. (2011) have
recently published the highest redshift quasar found to date, ULAS J1120 + 0641 at z = 7.085,
discovered in the UKIRT Infrared Deep Sky Survey (UKIDSS, Lawrence et al. 2007). In their
analysis of the NZ region, Mortlock et al. (2011) found a significantly smaller region with re-
spect to comparably luminous z ∼ 6 QSOs. They also found that the NZ transmission profile
of the ∼ 7 QSO is smoother as compared to the transmission profiles of J1030+0524 (z = 6.30)
and J1148+5251 (z = 6.42). Assuming that the quasar is embedded in a homogeneous IGM,
they concluded that the observed transmission profile is consistent with a surrounding IGM with
〈nH〉 > 0.1 at z ∼ 7.
One of the major uncertainties in RNZ measurements is the definition of the QSO systemic red-
shift. Fan et al. (2006b) had available redshift measurements from Mg ii or CO for only 5 ob-
jects, while for the remaining sources they converted redshifts measured from higher ioniza-
tion lines (typically C iv, Si iv+O iv] or N v) into zMgII following Richards et al. (2002): zMgII =
zHigh−ionization + 0.02 with σz = 0.02 (corresponding to σRNZ ∼ 1.2 Mpc). Carilli et al. (2010) re-
proposed the RNZ measurement (defined as in Fan et al. 2006b) for a sample of 23 SDSS QSOs
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at z ∼ 6, with reduced systematics on the QSO redshift estimates. They used CO redshifts for 5
sources, Mg ii redshifts for 9 objects and optical redshifts for the remaining QSOs. We show their
results for RNZ,corr as a function of the QSO systemic redshifts in fig. 4.1 (adapted from Carilli
et al. 2010, fig. 1). RNZ,corr was computed by applying the same correction for the QSO ionizing
flux as in Fan et al. (2006b) (eq. 4.3). Carilli et al. (2010) found a similar trend in redshift with
respect to the one found by Fan et al. (2006b):
RNZ,corr = (7.7 ± 0.4) − (6.8 ± 2.1)(z − 6) Mpc, (4.5)
but a lower correlation between the two variables (Spearman coefficient ρ = 0.51).
A fundamental step in this measurement is the definition of the intrinsic emitted flux. In previous
chapters we have seen how models can be significantly different as a function of the priors we
set during the fitting analysis. In order to assess the significance of the observed trend, we
here measure RNZ,corr for the sample of optical spectra described in sec. 3.1 while using the two
different models for the emitted flux outlined in sec. 3.2.3 (M-free: the Lyα central wavelength
is a free parameter; M-fix: the Lyα central wavelength is fixed using the QSO systemic redshift).
We remove from our sample the WLQSOs, the BAL QSOs and those sources for which we do not
have a reliable measurement of the systemic redshift (J1436+5007, J0841+2905, J0203+0012).
This leaves us with a sample of 16 objects. For 13 QSOs in the sub-sample we are using our
estimates of the systemic redshift from the O i+Si ii line (see sec. 3.2.4). For the 3 remaining
sources we are using systemic redshifts estimated from the Mg ii line. In sec. 3.4 we have seen
that the two redshift estimates are well in agreement, with an average difference 〈zMgII − zOI〉 ∼
0.004 and a 1σ standard deviation of 0.001. This way we should be able to significantly reduce
the systematics due to redshift measurements from different emission lines, assuring a consistent
comparison amongst individual RNZ,corr estimates for the first time.
4.1.1 Testing the definition of Rnz
First of all we test the robustness of the NZ radius definition, by analyzing its dependence on the
choice of the Gaussian smoothing kernel. We smooth our spectra using 11 Gaussian kernels with
increasing FWHM (5, 10, 15, 20, 25, 30, 50, 70, 90, 110, 150 Å) and for each case measure the
redshift zNZ = λNZ1215.67 − 1 at which fobs = 0.10 fem. For each zNZ we estimate RNZ as:
RNZ = (Dsys − DNZ) 11 + zsys (4.6)
where Dsys and DNZ are the comoving distances implied by zsys and zNZ respectively. Assuming
a systematic error on both zNR and zsys of ∼0.01, we obtain a typical error σRNZ ∼ 1 proper Mpc.
Fig. 4.4 shows the evolution of RNZ as a function of different smoothing kernels for the M-fix
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Figure 4.2: M-fix. Evolution of RNZ as a function of different smoothing kernels (z > 6.1, top panel;
5.9 ≤ z < 6.1, central panel; z ≤ 5.9, bottom panel). The vertical dashed line indicates the smoothing
kernel used by Fan et al. (2006b). At z > 6.1 the estimate of RNZ does not dependent significantly on the
choice of the smoothing kernel. At lower redshifts a higher scatter is visible both in the RNZ measurement
at a fixed smoothing resolution and in the evolution of RNZ as a function of different smoothing kernels.
model (z > 6.1, top panel; 5.9 ≤ z < 6.1, central panel; z ≤ 5.9 bottom panel). The vertical
dashed line indicates the smoothing kernel used by Fan et al. (2006b). We notice a trend in the
evolution of RNZ as a function of the systemic redshift. At z > 6.1 the estimate of RNZ is almost
independent on the choice of the smoothing kernel. For progressively decreasing redshifts a
higher scatter in RNZ at a fixed smoothing resolution is evident. This can be the result of different
QSO ionizing fluxes. At lower redshifts it is also visible an increase of the scatter in the evolution
of RNZ as a function of different smoothing kernels. By looking at the QSO spectra (see Fig. 3.2-
3.7) we notice that at lower redshifts there is an increase in the fluctuations of the transmitted
flux. For large enough smoothing kernels then, it is possible to wash out the signature of the H ii
region by convolving the excess of flux in the NZ region with a transmission spike originated in
the surrounding IGM. For J0840+5624 this effect is particularly strong (fig. 4.4, bottom panel,
profile with the highest values of RNZ). This source shows an almost completely absorbed Lyα
line, characterized by a sharp absorption profile and a broad transmission spike at zspike ∼ zsys,
which results in an ambiguous definition of RNZ also at small smoothing lengths. The length of
the smoothing kernel at which the convolution with the IGM spikes starts, depends on the IGM
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Figure 4.3: M-fix. Transmitted flux smoothed at 20 Å within the H ii regions and in the surrounding
IGM (z > 6.1, top panel; 5.9 ≤ z < 6.1, central panel; z ≤ 5.9 bottom panel). The horizontal dashed line
indicates our definition of RNZ ( fobs = 0.10 fem). The z ∼ 6 QSOs show a steeper decline towards the IGM
value and cross the dashed line on average at lower radii with respect to the lower redshift sources.
structure surrounding each QSO. Hence, the definition of a common global smoothing kernel
does not appear to be the best strategy. For comparison with previous results (e.g. Fan et al.
2006b) we adopt a Gaussian smoothing kernel with a FWHM=20 Åfor the analysis that follows.
In tab. 4.1 we list zsys, zNZ, Dsys, DNZ and the corresponding RNZ measurement for the M-fix
model.
4.1.2 Rnz as a function of the qso systemic redshift
Fig. 4.3 shows the transmitted flux smoothed over 20 Å within the H ii regions and in the sur-
rounding IGM for the M-fix model. The horizontal dashed line indicates our adopted definition
of RNZ ( fobs = 0.10 fem). The z ∼ 6 QSOs seem to have a steeper decline towards the IGM value,
which only at the highest redshifts reaches the zero transmitted flux. They also cross the dashed
line on average at smaller radii with respect to the lower redshift QSOs. Even though a trend as
a function of the QSO systemic redshifts is evident, it is difficult to identify a global behavior at
small radial distances, given the high level of scatter and the low number of sources for each red-
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Figure 4.4: Evolution of RNZ,corr as a function of the systemic redshift for the considered models (M-
free top panel, M-fix bottom panel). The degree of correlation depends on the model adopted. If we
compare our measurements with previous results (see fig. 4.1), we notice that the degree of correlation is
significantly reduced.
shift bin. Moreover, as we have pointed out already, significant variations in the transmitted flux
could also arise because of different QSO ionizing fluxes. If we want to compare individual mea-
surements of QSOs of various luminosities we need to rescale RNZ to a common ionizing flux.
Following Fan et al. (2006b), we then correct our RNZ estimates using eq. 4.3, where we measure
the absolute magnitude M1450 extrapolating our power-law continuum model at λrest = 1450 Å
(the extinction correction is included, see sec. 3.2.1). Our M1450 estimates differ in some cases
from literature values. This can be the result of the different measurement procedure: Fan et al.
(2006b) extrapolated the apparent magnitude at λrest = 1280 Å (corrected for galactic extinction)
to λrest = 1450 Å assuming a trend fν ∝ ν0.5. In tab. 4.2 we list the measured absolute magnitudes
M1450 and RNZ corrected for the QSO intrinsic luminosity (M-free, col. 2; M-fix, col. 3). Errors
are obtained through standard error propagation and are dominated by σRNZ ∼ 1 proper Mpc. For
4 of the sources we obtain results for the two models that are significantly different (J0303-0019,
J0840+5624, J2315-0023 and J1250+3130). For these 4 QSOs the M-fix model suggests a se-
vere absorption of the Lyα line and a corresponding underestimate of the intrinsic profile by the
M-free model. Moreover J0303-0019, J2315-0023 and J1250+3130 present a noisy Lyα absorp-
tion profile characterized by sharp transition spikes. The combination of these two factors leads
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to the high differences between the results obtained assuming respectively M-free and M-fix as
models for the emitted flux. For J0840+5624 instead the situation is extreme: the RNZ estimate
we obtain for the M-fix model is clearly unphysical. As we have already seen in sec. 4.1.1, this
source is characterized by a peculiar absorption profile that complicates the definition of the NZ
radius.
Fig. 4.4 shows the evolution of RNZ,corr as a function of the systemic redshift for the two models
(M-free top panel, M-fix bottom panel). It is evident that the degree of correlation depends on
the model adopted for the emitted flux. If a decreasing trend is still visible for the M-free model,
the correlation appears to be significantly less strong for the M-fix model. If we quantify the
degree of correlation using the Spearman correlation coefficient ρ, we obtain ρ = −0.37 for M-
free, implying a probability of 15% that there is no correlation between RNZ,corr and zsys, and
ρ = −0.27 for M-fix, with a probability of 32% of no correlation. Performing a χ2 fit to the data
assuming a linear correlation between the two variables, we obtain relations that are similar to
the ones obtained by Fan et al. (2006b) and Carilli et al. (2010):
RNZ,corr = 7.0 − 9.1(z − 6), χ2ν = 5, M − f ree (4.7)
RNZ,corr = 6.3 − 7.5(z − 6), χ2ν = 10, M − f ix (4.8)
but in both cases, the reduced χ2 largely exclude the goodness of the model. If we assume that
the RNZ definition is ambiguous for J0840+5624, we can remove the corresponding point from
the M-fix data set and repeat the analysis. The Spearman correlation coefficient for the resulting
sub-sample is equal to -0.42, implying a probability of no correlation of 12%, while from the χ2
linear fit we obtain:
RNZ,corr = 6.9 − 10.6(z − 6), χ2ν = 6, M − f ix, sub − sample (4.9)
Given the low number of sources in our sample, the correlation is significantly improved, but
the linear relation can still be ruled out. We need to specify that J0840+5624 is included in both
Fan et al. (2006b) and Carilli et al. (2010) samples and it does not result to be an outlier in their
studies. With the exclusion of J0840+5624 form the data-set, the agreement between M-free
and M-fix is highly improved. We can conclude that while performing a consistent analysis,
choices of different emitted flux models cause on average variations on the RNZ.corr estimates
that are lower than the typical errors. If we now compare our measurements with previous
results, we notice that the degree of correlation between RNZ,corr and zsys is significantly reduced.
Since the analysis has been performed mainly on the same spectra, this indicates that the RZN,corr
measurements are strongly dependent on the adopted procedure. Summarizing, it does not appear
to be straightforward to give relative constraints on the IGM ionization state through the analysis
of the relation between the RNZ,corr and the redshift, once the spectra are analyzed and fitted
consistently.
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Table 4.1: RNZ estimates for the M-fix model.
QSO name 1 zsys 2 Dsys (Mpc) 3 zNZ 4 DNZ (Mpc) 5 RNZ (Mpc) 6
J0927 + 2001 5.75 8307.7 5.70 8287.2 3.0
J0002 + 2550 5.82 8340.2 5.66 8266.3 10.8
J0836 + 0054 5.80 8334.7 5.58 8230.3 15.3
J0840 + 5624 5.82 8342.9 5.82 8342.9 0.01
J0005 − 0006 5.85 8354.3 5.78 8323.1 4.5
J1411 + 1217 5.90 8377.6 5.83 8347.8 4.3
J1306 + 0356 6.02 8429.7 5.92 8387.5 6.0
J1137 + 3549 6.02 8432.3 5.91 8383.3 7.0
J1602 + 4228 6.07 8451.3 5.93 8394.5 8.0
J0842 + 1218 6.06 8447.9 5.95 8403.3 6.3
J0303 − 0019 6.06 8448.3 6.05 8442.3 0.8
J2315 − 0023 6.12 8472.8 6.05 8445.1 3.9
J1250 + 3130 6.12 8474.5 6.05 8443.8 4.3
J1623 + 3112 6.25 8526.6 6.16 8492.5 4.7
J1030 + 0524 6.29 8545.6 6.19 8505.9 5.5
J1148 + 5251 6.38 8580.7 6.33 8562.3 2.5
1 QSO name;
2, 3 systemic redshift and corresponding comoving distance;
4, 5 zZN and corresponding comoving distance
6 NZ radius.
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Table 4.2: RNZ,corr: comparison between the two models.
QSO name 1 M1450 2 RNZ,corr (proper Mpc) 3 RNZ,corr (proper Mpc) 4
Free λ0,Lyα Fixed λ0,Lyα
J0927+2001 -26.46 3.8±1.2 3.6±1.2
J0002+2550 -27.03 10.7±1.0 10.7±1.0
J0836+0054 -27.53 13.0±0.9 13.0±0.9
J0840+5624 -26.77 4.7±1.1 0.01+1.1−0.1
J0005-0006 -25.31 8.2±1.7 7.6±1.7
J1411+1217 -26.48 7.2±1.2 5.1±1.2
J1306+0356 -26.94 5.9±1.0 6.1±1.0
J1137+3549 -27.43 6.3±0.9 6.1±0.9
J1602+4228 -26.70 8.5±1.1 8.8±1.1
J0842+1218 -26.77 6.8±1.1 6.8±1.1
J0303-0019 -25.57 5.6±1.5 1.3+1.5−1.3
J2315-0023 -25.32 7.1±1.7 6.5±1.7
J1250+3130 -27.21 5.3±0.9 4.0±0.9
J1623+3112 -26.87 5.1±1.0 4.9±1.0
J1030+0524 -26.95 5.5±1.0 5.5±1.0
J1148+5251 -27.31 2.5±0.9 2.3±0.9
1 QSO ID;
2 absolute magnitude at the rest-frame wavelength λrest = 1450 Å;
3, 4 NZ radius corrected for QSO intrinsic brightness using eq. 4.3, for
M-free and M-fix respectively.
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4.2 Absorption from neutral hydrogen
The radiation emitted by the QSO at wavelengths shorter than the Lyα transition wavelength
(λrest < 1215.67 Å) will be absorbed by neutral hydrogen in the intervening IGM (GP absorp-
tion). The theoretical GP optical depth for a generic Lyman transition is:
τGP =
pie2
mec
f λ H−1(z) nHI(z), (4.10)
where f and λ are the oscillator strength and the central wavelength of the transition, H(z) is
the Hubble constant at redshift z, and nHI is the number density of neutral hydrogen. The QSO
radiation emitted at wavelengths bluer than the Lyα transition will be Lyα absorbed by IGM
systems containing neutral hydrogen if they are at redshifts zα such that:
(1 + zα) =
(1 + zsys) λrest
λα
, (4.11)
where λα = 1215.67 Å. In the same way, the radiation emitted at wavelengths shorter than the
Lyβ transition will be Lyβ absorbed by neutral hydrogen at redshifts zβ such that:
(1 + zβ) =
(1 + zsys) λrest
λα
, (4.12)
where λβ = 1025.72 Å. For the same nHI, the GP theoretical optical depth depends on the f λ
product (see eq. 4.10), resulting in a Lyβ optical depth which is a factor of 6.2 lower with respect
to the Lyα one. In fig. 4.5 we illustrate how the Lyα and Lyβ GP absorptions are expected to
affect the intrinsic spectrum of a QSO at zsys ∼ 6 in the rest frame wavelength range 980 − 1500
Å. The QSO radiation emitted at wavelengths bluer than the Lyα transition wavelength is Lyα
absorbed by neutral hydrogen at redshifts zα < zsys. For the zsys ∼ 6 case the flux emitted just
blue-wards of the Lyα transition will be absorbed by neutral hydrogen at zα ∼ 5.9, while that
emitted just red-wards of the Lyβ one will be absorbed at zα ∼ 5.1. Instead, the radiation emitted
at wavelengths shorter than the Lyβ transition, will be first Lyβ absorbed by neutral hydrogen at
zβ < zsys and subsequently Lyα absorbed by systems at zα < zβ. For the same case, the radiation
emitted just below the λβ will be first Lyβ absorbed by H i at zβ ∼ 5.9 and afterward Lyα absorbed
by systems at zα ∼ 4.9.
From the observational point of view, the effective GP optical depth is defined as:
τ
e f f
GP = −ln(〈 f obsλ / f emλ 〉), (4.13)
where the average is over a certain wavelength or redshift range along the line of sight. This
quantity depends on the ionization, density and UV background fields (Songaila & Cowie 2002;
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Figure 4.5: Lyα and Lyβ GP absorptions for a QSO at zsys ∼ 6 (λrest = [980 − 1500] Å). Black arrow:
wavelength range affected by the Lyα GP absorption. Grey arrow: wavelength range affected by the Lyβ
GP absorption. We also indicate approximate redshifts for the Lyα (black) and Lyβ (grey) absorbers.
Fan et al. 2002). Fan et al. (2006b) found that while for zabs < 5.7 the effective optical depth for
Lyα photons can be parametrized as:
τ
e f f
GP = (0.85 ± 0.06)
(
1 + zabs
5
)4.3±0.3
, (4.14)
for zabs > 5.7 there is an accelerated evolution that rapidly exceeds the extrapolation from lower
redshifts, and an increase in the dispersion in τe f fGP . Assuming a photoionization and an IGM
density distribution models, Fan et al. (2006b) interpreted the combination of the steep increase
with redshift in the mean and in the scatter of τe f fGP as the reaching of the final stages of the
reionization process. However Becker et al. (2007) showed that the steep rise in τe f fGP can be
reproduced with alternative models of the density field, without having to invoke reionization.
Additionally, the observed scatter in τe f fGP is consistent with it being driven solely by the density
field (Lidz et al. 2006). Even though the driver of the τe f fGP evolution has not been clarified yet,
we want to test if the steepening at zabs > 5.7 is detectable while studying integral quantities, that
are less dependent on the spectral resolution. In the following we outline a possible method to
detect the evolution of τe f fGP through the analysis of the relation between the observed Lyα/Lyβ
flux ratios and the QSO systemic redshift. We test this method using our sub-sample of 16 optical
spectra (see sec. 4.1).
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4.2.1 Building a model
We want to build a spectral model in the wavelength range λrest = [980 − 1500] Å considering
the Lyα absorption due to the intervening neutral hydrogen. To do so we extrapolate the τe f fGP
parametrization (see eq. 4.14), valid for H i absorbers at zabs < 5.7, up to z ∼ 6.4. This way we
do not account for a possible excess at z > 5.7.
• Step 1: the SDSS composite spectrum.
In chap. 3 we have seen that for λrest > 1215.67 Å, the SDSS low redshift composite
spectrum represents the median emitting characteristics of z ∼ 6 QSOs very well. If we
assume that this is valid also for shorter wavelengths, we can use the SDSS composite
spectrum of lower redshift QSOs as the initial QSO flux in our model (see fig. 4.6, top
panel). Even though individual QSO could deviate significantly from the median behavior,
our model should be able to represent the global trend.
• Step 2: Observed frame.
For each QSO in our sample we compute the flux in the observed frame using the source
systemic redshift. At λobs = λem (1+zsys) will correspond a flux f0(λobs) ∝ f (λem)/(1+zsys).
Since we are going to analyze flux ratios, we do not need to rescale the model fluxes to the
observed ones (see fig. 4.6, central panel).
• Step 3: Mocking absorption.
We finally mock the GP optical absorption. Extrapolating the parametrization of τe f fGP to
redshifts higher than 5.7 (see eq. 4.14), the observed flux becomes:
fabs(λobs) = f (λobs) e−τ
e f f
GP (zα), (4.15)
where zα = λobsλα − 1. In sec. 4.1 we have seen that QSOs are able to ionize regions with
typical sizes of few Mpc. These regions are characterized by an excess of radiation in the
blue wing of the Lyα before the onset of the GP absorption. Hence we reproduce the H i
absorption starting from the redshift zNZ , which is the redshift corresponding to the NZ
boundary, as estimated in sec. 4.1. We are considering the values obtained for the M-fix
case. An example of the final model is shown in fig. 4.6, bottom panel.
Note that in this model we are not considering the additional Lyβ GP absorption arising at λrest <
λβ.
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Figure 4.6: Building the model. Top panel: SDSS composite spectrum. Central panel: flux in the ob-
served frame, computed using the QSO systemic redshift. Bottom panel: flux in the observed frame after
mocking Lyα GP absorption. The absorption starts from the redshift corresponding to the NZ boundary
(red dashed line).
NZ
4.3 Flux ratios
Following Vanden Berk et al. (2001) we define the Lyα range as RangeLyα = [1160, 1290] Å, and
the Lyβ range as RangeLyβ = [1012, 1055] Å (see fig. 4.7). The total emitted flux in RangeLyα is
thus given by the sum of the power-law continuum and of the Lyα, N v and Si ii lines. The total
emitted flux in RangeLyβ is equal to the sum of the continuum and of the Lyβ and O iv lines. In
fig. 4.7 we illustrate how theses regions are affected by the GP absorption. We can easily identify
three spectral intervals:
1. Lyαdx = [λNZ, 1290Å], not affected by any GP absorption
108 Near zone radius
2. Lyαsx = [1160Å, λNZ and Lyβdx = [λβ, 1055Å], affected by Lyα absorption only
3. Lyβsx = [1012Å, λβ), first affected by Lyβ absorption and subsequently Lyα absorbed by
neutral hydrogen sitting at zabs,α < zabs,β
where λNZ is the wavelength corresponding to the boundary of the NZ region. Note that we
are not taking into account the effects of the NZ region for the Lyβ emission since we are not
simulating the Lyβ GP absorption and in the following analysis we will focus either on the Lyβ
total flux or on the Lyβdx one. We numerically integrate the model and the QSO fluxes in the
observed spectral regions corresponding to the Lyαdx, Lyαsx, Lyβdx and Lyβsx intervals. While
measuring the integral fluxes for the models, we need to take into account that for λrest < λα, the
SDSS composite spectrum does not represent the median QSO emitting properties directly. The
composite spectrum has in fact been obtained from spectra of QSO with 0.1 < zsys < 4.8. This
means that for λrest < λα we would expect some residual GP absorption. It is not straightforward
to quantify analytically the residual absorption for the considered spectral regions. Hence we
choose suitable continuum windows free from line features, close to the three intervals that would
potentially be affected by the absorption:
• Lyαsx: Regioncont1 = [1140 − 1160] Å;
• Lyβdx: Regioncont2 = [1045 − 1060] Å;
• Lyβsx: Regioncont3 = [1003 − 1012] Å;
(see horizontal red lines in fig. 4.7). We then fit the SDSS composite continuum for λrest > λα
using a power-law with fixed slope α = −1.54 (Vanden Berk et al. 2001). After extrapolating
the continuum model to bluer wavelengths (λrest < λα), we calculate for each continuum interval
an absorption correction equal to the ratio between the extrapolated power-law and the SDSS
composite flux fcorr = fPL/ fSDSS. We then correct the Lyαsx, Lyβdx and Lyβsx fluxes computed for
the models using the absorption correction obtained for the continuum. We finally obtain the total
integral flux in RegionLyα and RegionLyβ as the sum of the integral fluxes of the corresponding sx
and dx components.
In fig. 4.8 we show the measured Lyα/Lyβ flux ratios as a function of the QSO systemic redshifts.
Black points indicate our measurements while red points indicate the ratios obtained for the
models. Even though the model traces very well the trend of the actual measurements, black
points tend to be systematically higher than the red ones. This is due to the fact that in our model
we are not accounting for any additional Lyβ absorption, resulting in an overestimate of the total
Lyβ flux (lower Lyα/Lyβ ratios). As we have pointed out already, strong deviations between the
two samples are possible and expected (as in the case of J1411+1217). The model has in fact
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Figure 4.7: SDSS composite spectrum: GP absorption in RangeLyα and RangeLyβ. We indicate with
decreasing grey tones increasing GP absorption: Lyαdx = [λNZ , 1290Å], not affected by any GP absorption
(dark grey); (2) Lyαsx = [1160Å, λNZ) and Lyβdx = [λβ, 1055Å], affected by Lyα absorption only (light
grey); (3) Lyβsx = [1012Å, λβ), first affected by Lyβ absorption and subsequently Lyα absorbed by neutral
hydrogen sitting at zabs,α < zabs,β (very light grey). The red horizontal lines indicate the continuum regions
we select to correct the SDSS composite spectrum for pre-existing GP absorption.
been obtained from the simple assumption that the median emission properties of the low redshift
sample represents the typical properties of the high redshift QSOs well. Hence individual sources
can still be significantly different. From the analysis of the total Lyα/Lyβ flux ratios, we are not
able to infer much about the steepening of the effective optical depth for z > 5.7. If there is any
detectable effect it is diluted by the total flux measurements.
If we want to detect a steepening in the evolution of τe f fGP we need to focus on spectral regions
that are solely Lyα GP absorbed: i.e., the Lyαsx and Lyβdx windows. In fig. 4.9 we show the
measured Lyαsx/Lyβdx flux ratios as a function of the QSO systemic redshifts (black points:
actual measurements; red points: models). Note that for this particular flux ratio, the correction
for the pre-existing absorption in the SDSS composite spectrum is only of 7%. Also in this case,
the model traces very well the actual measurements. From zsys ∼ 6.1 onwards though, the ratios
measured for the model are systematically higher the ones obtained for our sources. From this
systemic redshift on, the flux corresponding to the Lyαsx spectral region is more absorbed with
respect to the simple extrapolation of the optical depth parametrization valid at lower redshifts.
This results in an overestimate of the Lyαsx/Lyβdx ratio for the models. For zsys & 6.1 the Lyαsx
corresponds to Lyα absorbers with zα & 5.7. We thus conclude that it is possible to detect the
steepening of τe f fGP at z & 5.7 through the analysis of the relation between the QSO systemic
redshift and the ratio between line fluxes, once they are measured over suitable spectral regions.
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Figure 4.8: Lyα/Lyβ flux ratios as a function of the QSO systemic redshifts. Black points: our measure-
ments. Red points: ratios obtained for the models.
4.4 Summary and conclusions
We have measured the NZ radii for 16 of the 27 z ∼ 6 QSOs described in chap. 3. For all
the sources in the sub-sample we have a reliable estimate of the QSO systemic redshift, which
has been measured either from the O i+Si ii (13 sources) or from the Mg ii emission lines (3
objects). In the literature, the NZ radius has been arbitrarily defined as the distance at which the
ratio between the observed and the emitted flux drops to 0.10 for the first time after smoothing
the spectrum to a resolution of 20 Å. We have tested the dependence of the RNZ definition on
the smoothing length adopted. We have found that at high redshifts (z & 6) the definition is
robust and does not change significantly for different choices of the smoothing kernel. At lower
redshifts instead the definition of a common global smoothing kernel is not straightforward. At
z < 6 there is an increase in the fluctuations of the IGM transmission: if the smoothing length is
not properly chosen, it is easy to wash out the signature of the H ii region by convolving the excess
of flux in the NZ region with a transmission spike originated in the surrounding IGM. The length
of the smoothing kernel at which the convolution with the IGM spikes starts, depends on the
IGM structure surrounding the QSO. For comparison with previous results, we have adopted the
literature definition of RNZ . After correcting the measurements for the intrinsic QSO luminosities,
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Figure 4.9: Lyαsx/Lyβdx flux ratios as a function of the QSO systemic redshifts. Black points: our
measurements. Red points: ratios obtained for the models. From zsys ∼ 6.1 onwards, the ratios measured
for the model are systematically higher the ones obtained for our sources, indicating additional absorption
in the observations compared to the model (See text for details).
we have studied the evolution of RNZ,corr with the QSO systemic redshift while considering two
different models for the QSO emitted flux. We have found that while performing a consistent
analysis, choices of different models for the emitted flux cause variations on the RNZ.corr estimates
that are on average lower than the typical errors. Comparing our measurements with previous
results though, the degree of correlation between RNZ,corr and zsys is significantly reduced. We
thus conclude that it is not straightforward to give relative constraints on the IGM ionization
state through the analysis of the relation between the RNZ,corr and the redshift, once the spectra
are analyzed and fitted consistently.
We have analyzed the evolution of the Lyα/Lyβ flux ratios as a function of the QSO systemic
redshifts in order to detect possible effects due to a steep increase in the GP optical depth for Lyα
absorbers at z > 5.7. We have built a model for our 16 sources, starting from the SDSS composite
spectrum of lower redshift quasars. We have simulated the GP absorption extrapolating up to
zsys ∼ 6.4 the optical depth parametrization obtained for lower-redshift absorbers. We have then
measured the Lyα/Lyβ and Lyαsx/Lyβdx flux ratios for the sources and for the models. From the
analysis of the total Lyα/Lyβ flux ratios though, we cannot infer much about the steepening of the
effective optical depth. If there is any detectable effect it is diluted by the total flux measurements.
We are instead able to detect it through the analysis of the relation between the Lyαsx/Lyβdx
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flux ratio and the QSO systemic redshift. From z ∼ 6.1 onwards, the ratios measured for the
models are systematically lower with respect to the ones measured for our sources. I.e., from
that systemic redshift on, the Lyα line is more absorbed with respect to what we would expect
from the simple extrapolation of the absorption parametrization valid at lower redshifts. It is
actually possible to detect a steepening in the evolution of the effective optical depth through
the analysis of the relation between the QSO systemic redshift and the ratio between line fluxes,
once they are measured over suitable spectral regions. Since we are dealing with integral flux
measurements, this analysis does not require high resolution spectra. A larger sample and a more
detailed modeling would be needed to quantitatively test the utility of this method in constraining
the evolution of τe f fGP .
When and how the universe reionized remains one of the fundamental question of modern cos-
mology. In order to fully understand the best way to use QSO spectra to robustly constrain the
reionization epoch, we need to extend a consistent analysis as shown here to dataset as large as
possible.
5
Summary and future perspectives
The past
In the past 10 years, more than 60 QSOs at redshift 5.7 < z < 6.5 have been discovered (Fan et al.
2000, 2001, 2003, 2004, 2006; Jiang et al. 2008, 2009; Willott et al. 2007, 2010) thanks to large
multivalength surveys such as SDSS and CFHQS. Only recently, the z = 6.5 redshift barrier
has been broken and the the first z ∼ 7 QSO has been discovered in the near-infrared (NIR)
UKIDSS large area survey (ULAS, Mortlock et al. 2011). High-redshift QSOs are among the
most luminous sources known to date and are direct probes of the universe less than 1 Gyr after
the Big Bang. They are fundamental in studying the early growth of supermassive BHs, galaxy
formation and interstellar medium chemical evolution (e.g. Kauffmann & Haenelt 2000; Wyithe
& Loeb 2003; Hopkins et al. 2005). Strong emission features excited by the central engine and
its immediate surroundings can be used to infer properties of the powering black hole (BH) and
of the circumnuclear gas. At the same time, studying the absorption systems along the line of
sight of bright quasars, one can put constraints on the cosmological evolution of the inter galactic
medium (IGM) ionization state and of its chemical enrichment. QSOs emission covers the entire
electromagnetic spectrum. At z ∼ 6, key diagnostic UV emission features such as the Lyα, N v,
C iv and Mg ii lines are redshifted to the optical and NIR bands. Therefore, spectra covering a
broad wavelength range, [7000, 24000] Å, are needed. Moreover, a consistent analysis has to be
performed for statistically significant samples spanning a wide range of luminosities. Until now,
only the most luminous QSOs have been studied, often one object at the time. In this thesis we
have presented the most extended consistent analysis to date of optical and NIR spectra of z ∼ 6
QSOs.
In chapter 2 we have focused on NIR spectra covering the Mg ii and Fe ii emission features,
which are powerful probes of the BH mass (MBH) and of the chemical enrichment of the broad
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emission line region (BLR). We have presented new spectroscopic VLT-ISAAC observations of
three z ∼ 6 SDSS QSOs. The new observations extend the existing SDSS sample towards the
faint end of the QSO luminosity function. We have collected 22 spectra from the literature (19
different sources) of high-redshift (z > 4) QSOs covering the range of interest. The final sample
is composed of 22 sources: our three new sources at z ∼ 6, 10 spectra from the literature of QSOs
with 4 < z < 5.7 and 9 spectra of QSOs with z ∼ 6. Using a maximum likelihood fitting routine,
optimized for our spectral decomposition, we have estimated MBH, the Eddington ratio (defined
as Lbol/LEdd) and the Fe ii/Mg ii line ratio, a proxy for the chemical composition, to characterize
both the central object and the broad line region gas.
We have found that the QSOs in our sample host BHs with masses of ∼ 109 M. Our results are
in good agreement with previous estimates, indicating that different fitting procedures produce
systematic variations smaller than the errors due to the intrinsic scatter of the MBH estimator.
High-redshift QSOs are accreting close to the Eddington luminosity. Moreover, the distribution
of Eddington ratios for the z ∼ 6 QSOs is significantly different (average Eddington ratio ∼ 8
times higher) from that of a comparison sample at 0.35 < z < 2.25 (SDSS, DR7). Since the
difference in the two Eddington ratio distributions persists, even if one considers two luminosity
matched subsamples, we conclude that this result is not biased by the luminosity selection of
the z ∼ 6 QSOs: the high-z sources are accreting faster than the ones at 0.35 < z < 2.25.
Finally, we have shown that the Fe ii/Mg ii ratios depend strongly on the fitting method employed.
From our self-consistent, homogeneous analysis the Fe ii/Mg ii scatter found in previous studies
is significantly reduced, implying that the BLRs in the highest-z QSOs studied to date all show
comparable level of chemical enrichment. The measured Fe ii/Mg ii line ratios show no evolution
with cosmic time in the redshift range 4 < z < 6.5. Using the Fe ii/Mg ii line ratio as a secondary
proxy of the Fe/Mg abundance ratio, we have been able to conclude that the QSOs in our sample
have undergone a major episode of Fe enrichment in the few 100s Myr preceding the cosmic age
at which they are observed.
In the third chapter we have focused on the optical emission properties of z ∼ 6 QSOs. We have
assembled a sample of 26 good quality QSOs spectra covering the redshift range z = 5.70− 6.42
and the wavelength range 900 Å < λrest < 1500 Å, which is characterized by the Lyα com-
plex (Lyα, N v, Si ii), and the O i+Si ii, C ii and Si iv+O iv] broad lines. The Lyα complex is
severely affected by the neutral hydrogen absorption for wavelengths shorter than the Lyα transi-
tion wavelength (λrest < 1215.67 Å). We have measured the power-law continuum normalization
and the central wavelength, width and amplitude for each of the emission lines detected in the
QSOs. For the Lyα complex, the line properties have been measured using two different ways
in order to test how the derived emission properties depend on the fitting model adopted. In the
first case, (M-free), we have considered all the Lyα parameters as free parameters, while the sec-
ond case (M-fix), we have fixed the Lyα central wavelengths using a prior on the QSO systemic
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redshift. We showed that the redshifts inferred from O i+Si ii complex are consistent with those
from Mg ii. This allows us to use zOI as a homogeneous proxy for the QSO systemic redshift,
also for the objects where NIR spectra covering Mg ii are not available.
Concerning the modeling, our results show that, in case of strong absorption of the Lyα line, the
Lyα line flux can be significantly underestimated if one does not fix its central wavelength. In
general, the properties of the Lyα complex lines are better constrained if the prior on the QSO
systemic redshift is used to fix the central wavelengths. Using our estimates of the systemic
redshifts we have built a median composite spectrum for the z ∼ 6 QSOs and we have com-
pared it with the SDSS composite spectrum obtained from QSOs with 0.1 < z < 4.8. We have
found that the two composite templates are astonishingly similar red-wards of the Lyα transi-
tion wavelength. The only exception is the Lyα+ N v complex, which is slightly brighter in the
z ∼ 6 composite. We have interpreted this difference as resulting from a selection luminosity
bias: luminous sources with strong Lyα lines have higher probabilities to be selected as drop-out
objects. We have then analyzed the emission line shifts through the comparison of the redshifts
inferred from the optical lines with the ones obtained from Mg ii and C iv lines available from the
literature. While the C iv line is on average blue-shifted with respect to all the measured optical
lines, for the Mg ii line the measured absolute offsets are correlated with the line ionization po-
tentials. An exception to this trend is the Si iv+O iv] line: the redshift inferred from this line is in
exceptional good agreement with the Mg ii estimate even though it is a high ionization complex
(average ionization potential of 61.28 eV).
After characterizing the line shifts, we have analyzed the QSO emission properties (continuum
luminosity; EW, FWHM and luminosity of each line), looking for possible correlations among
these quantities. We have not found any significant correlation between the line EW and contin-
uum luminosity. While for the low ionization lines the absence of correlation is in agreement with
the Baldwin effect, we were expecting an anti-correlation for the high ionization lines (Si iv+O iv]
and N v), which was not found. We have therefore investigated the relation between the line and
continuum luminosities, which is simply a re-formulation of the EW-continuum luminosity one.
A significant correlation has been found for all the emission lines with the exception of N v. Our
conclusion is that the lack of correlation for the N v line might correspond to a weak detection
of the expected anti-correlation between its EW and the continuum luminosity. Nevertheless, we
should point out that the N v line can be severely affected by the delicate spectral decomposition
of the Lyα complex. Additionally, we have found a strong correlation between the line FWHM
and its luminosity. However no significant correlation has been found between the line FWHM
and the continuum luminosity. This difference is most probably arising from the fact that the
range of L(1350 Å) spanned in our analysis is very narrow (half of the range spanned in line
luminosity). As we have seen in the third chapter, the distribution of Eddington ratios for z ∼ 6
QSOs is relatively narrow, therefore the correlation between the line luminosity and FWHM is
116 Summary
supposedly indicating that QSOs with brighter lines are the ones hosting more massive BHs.
This has been further confirmed by testing the relation between the line luminosity and MBH,
obtained in chap. 2 from the Mg ii line. We have found a significant correlation between the two
quantities in all cases except for the N v (independent on the model adopted for the Lyα line)
and for the Si ii (only for the M-free model). Our results support the hypothesis that our sample
is composed by QSOs with similar Eddington ratios but different BH masses, and that the line
luminosity is increasing with increasing MBH. However, there might be significant biases arising
from the low number of objects and the small range in MBH spanned by the current sample.
Finally, we have found a possible interpretation of our results through the disk-wind model for
the BLR. In this model the BLR is a combination of a disk and a wind component, the relative
importance of which depends on the actual QSO spectral energy distribution. High ionization
lines can be originated in winds, while intermediate/low ionization lines are always generated
in the accretion disk or at the base of the wind. From our analysis, N v is consistent with being
mainly originating from the BLR wind component, while all the other emission lines seem to be
mainly originating from the disk, in agreement with results for lower redshift QSOs.
In the fourth chapter we have used a sub-sample of the optical QSOs analyzed in third chapter to
study the ionization state of the IGM at high redshift. We have first focused on the so called QSO
near zones (NZs): H ii regions ionized by the QSO UV photons. The evolution of the NZ radii as
a function of the QSO systemic redshifts has been used in the literature to give relative constraints
on the IGM ionization state. We have selected a sub-sample of 16 sources out of the 26 presented
in the previous chapter, removing the weak line QSOs (WLQs), the broad absorption line QSOs
(BALs) and those sources for which we do not have a reliable measurement of the systemic
redshift. In the literature, the NZ radius has been observationally defined as the distance at which
the ratio between the observed and the emitted flux drops to 0.10 after smoothing the spectrum
to a resolution of 20 Å.
We have tested the dependence of the RNZ definition on the adopted smoothing length. We have
found that at high redshifts (z & 6) the definition is robust and does not change significantly for
different choices of the smoothing kernel, while, at lower redshifts, the definition of a common
global smoothing kernel is not straightforward. At z < 6 there is in fact an observed increase in
the fluctuations of the IGM transmission. As a consequence, if the smoothing length is not prop-
erly chosen, it is easy to wash out the signature of the H ii region by convolving the excess of flux
in the NZ region with a transmission spike originated in the surrounding IGM. To compare with
previous results, we have the literature definition of RNZ. After normalizing the measurements for
the intrinsic QSO luminosities, we have studied the evolution of RNZ,corr with the QSO systemic
redshift while considering the two different models for the QSO emitted flux outlined in the third
chapter (M-free: free Lyα central wavelengths; M-fix: fixed Lyα central wavelengths). We have
found that while performing a consistent analysis, choices of different models for the emitted
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flux cause variations on the RNZ.corr estimates that are on average lower than the typical errors.
From our results, the degree of correlation between RNZ,corr and zsys is significantly reduced with
respect to previous studies. Hence, once the spectra are analyzed and fitted consistently, it is is
not straightforward to give relative constraints on the IGM ionization state through the analysis
of the relation between the RNZ,corr and the redshift.
Secondly, we have outlined a possible method to put constraints on the Gunn Peterson (GP)
effective optical depth through the analysis of the evolution of the Lyα and Lyβ flux ratios. From
the observational point of view, the effective GP optical depth (τe f fGP ) is defined as minus the
natural logarithm of the ratio between the observed and emitted flux, averaged over a certain
wavelength range. Fan et al. (2006b) found that, for Lyα absorbers at zabs > 5.7, there is an
accelerated evolution that rapidly exceeds the extrapolation from lower redshifts.
We have analyzed the evolution of the Lyα/Lyβ flux ratios as a function of the QSO systemic
redshifts in order to detect possible effects due to a steep increase in the GP optical depth for Lyα
absorbers at z > 5.7. We have built a model for our 16 sources, starting from the SDSS composite
spectrum of lower redshift quasars, where we have simulated the GP absorption extrapolating
the optical depth parametrization obtained for lower-redshift absorbers up to zsys ∼ 6.4. We have
measured the Lyα and Lyβ integral fluxes both over the entire line wavelength range and over
suitable spectral windows that are only affected by the Lyα GP absorption (Lyαsx, Lyβdx). We
have then measured the Lyα/Lyβ and Lyαsx/Lyβdx flux ratios for the sources and for the models.
While from the analysis of the total Lyα/Lyβ flux ratios, we have not been able to detect the
steepening of the effective optical depth, we have been able to measure a change in τe f fGP through
the analysis of the Lyαsx/Lyβdx flux ratios. Our results show that from z ∼ 6.1 onwards, the ratios
measured for the models are systematically lower compared to the ones measured for our sources.
This means that, from that systemic redshift on, the Lyα line is more absorbed with respect to
what we would expect from the simple extrapolation of the absorption parametrization valid at
lower redshifts. We have concluded that it is possible to detect a steepening in the evolution of
the effective optical depth through the analysis of the relation between the QSO systemic redshift
and the ratio between line fluxes, once they are measured over suitable spectral regions. Thanks
to this method it might be possible to constrain the evolution of the GP optical depth by analyzing
large samples of low resolution spectra.
The (near) future
The principal biases in our analysis are represented by the size of the sample and by the narrow
range of luminosities spanned by our sources. Even though we are starting to sample lower QSO
luminosities (e.g. see chap. 2), we are still not probing the bulk of the z ∼ 6 QSO population.
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We need larger samples, spanning a wide range of luminosities if we want to prove the validity
of our results for the typical z ∼ 6 QSO, well below the currently accessible peak of the iceberg.
Moreover, we need these samples to be observed over a wide wavelength range, covering the
highest possible number of key diagnostic features, in order to enable a clean and consistent
spectral decomposition and a complete characterization of each object.
The Pan-STARRS 3 pi survey
Although surveys such as SDSS have been highly successful in finding quasars at z ∼ 6, they are
limited to z ∼ 6.5 due to the lack sensitivity at wavelengths higher than 9000 Å. Currently only
few quasars at z > 6.5 are known (B. Venemans, private communication, Mortlock et al. 2011).
The Panoramic Survey Telescope & Rapid Response System (Pan-STARRS, PS1) has started
surveying the sky in the g, r, i, z and y bands. In particular, the PS1 3pi survey is mapping three
quarters of the sky by taking 4 exposures per year of the same area in each filter. The 3pi survey
represents a fundamental step forward in high-z quasar searches for the following reasons:
• Large area: with its 30000 deg2 of sky coverage, it is significantly larger than both the
SDSS DR8 (14000 deg2) and ULAS (7500 deg2) surveys. This is critical in order to build
statistically significant samples of these rare objects.
• Depth: after three years, the survey will be significantly deeper than SDSS both in the
i (∼ 0.5 mag) and in the z band (∼ 1 mag), that are critical to detect z > 5.7 QSOs
(Morganson, De Rosa et al. 2011).
• Colors: thanks to the y band filter, it will open a new redshift window, allowing the search
for sources with 6.5 < z < 7.5.
Quasars at 5.5 < z < 7.5 are selected as i (z ∼ 6) or z (z ∼ 7) band drop-out objects. I.e., they
are expected to show virtually no emission in the i (z ∼ 6) and z (z ∼ 7) bands and to have
comparatively bright detections in the y and J filters. The main contaminant to the drop-out se-
lected candidates are asteroids and brown dwarfs. To remove false detections and contaminants,
additional photometric observations are required in the i, z, y and J filters. Finally, spectroscopic
follow-up is needed for ultimate confirmation. Our group has been heavily involved both in the
candidate selection process and in the subsequent follow-up. We have recently published the
discovery of the first PS1 QSO at z ∼ 5.73 (Morganson, De Rosa et al. 2011, see chap. 3). In
the near future we expect to find ∼ 100 similar i drop-out objects, that will allow us to perform
a statistically significant characterization of the z ∼ 6 QSO population. This will address two of
the main shortcomings of the current analysis (sample size and luminosities probed).
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An observational game changer: Xshooter
Figure 5.1: Preliminary reduction of the Xshooter spectra (z, J, H and K bands) of two z ∼ 7 QSOs,
selected in the VIKING survey (VISTA, P.I. Venemans) observed during P87 (19th-21st of August, 2011).
The observed flux is in units of 10−18 erg s−1 cm−2 Å−1 and it is smoothed over 20 Å. The QSOs were
observed for a total exposure time of only ∼ 1h 40 m each, under non optimal weather conditions. We
indicate the main emission features. A preliminary estimate of the redshifts has been obtained from the
central wavelengths of the Si iv+O iv] and Mg ii lines. These are two of the three highest redshift QSOs
known at the time of writing this thesis.
One key goal in the study of the high redshift QSO population is to assemble observations of as
many diagnostic lines as possible. In the past only few of such lines could be proved with avail-
able spectrographs. However, this situation is now changing with the recently commissioned
Xshooter spectrograph at the VLT: Xshooter is a multiwavelength single object spectrograph.
It consists of three arms (ultra-violet/blue, UVB; visual, VIS; near-infrared, NIR) covering in
one single shot the spectral range between the U and the K band at an intermediate resolution
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Figure 5.2: The first Pan-STARRS QSO J1420-1602: comparison between the visual spectra (i and z
bands) obtained with Xshooter (texp = 40 m, top panel, preliminary reduction, observations from Aug
2011) and with the Red Channel Spectrograph mounted on MMT (texp = 45 m, bottom panel). The
Xshooter spectrum has been binned over 1.6 Å. Main emission features are indicated.
(R=4000-14000, depending on the wavelength and on the slit width). Its wide wavelength cov-
erage combined with the high sensitivities makes Xshooter the perfect spectrograph to observe
high redshift QSOs. We have been awarded 3 nights of observations (visitor mode, P.I. De Rosa)
during last semester (P87) and 24 h (service mode, priority A, P.I. De Rosa) for next semester
(P88) to obtain coherent observations of a statistically significant sample of z ∼6 QSOs covering
a large range of intrinsic luminosities. Among the sources targeted during the past run (19th-21st
of August, 2011), we have observed two new z ∼ 7 QSOs selected by our collaborators in the
VIKING survey (VISTA, P.I. Venemans) and our new PS1 z ∼ 6 QSO. In fig. 5.1 we show the
preliminary reduction of the Xshooter spectra obtained for the VIKING sources, in the z, J, H,
and K bands, smoothed at 20 Å. These two z ∼ 7 QSOs were observed for a total exposure time
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of only ∼ 1h 40 m each, under non optimal weather conditions. However, they still provide the
first statistical analysis of the emission properties of z ∼ 7 QSOs. In the figure we also indicate
the main emission lines. A preliminary estimate of the redshifts has been obtained from the
central wavelengths of the Si iv+O iv] and Mg ii lines, following the techniques developed in this
thesis. In fig. 5.2 we show the comparison between the visual spectra (i and z bands) of the first
Pan-STARRS QSO J1420-1602, obtained with Xshooter (texp = 40 m, top panel) and with the
Red Channel Spectrograph mounted on MMT (texp = 45 m, bottom panel). These spectra prove
the astonishing power of Xshooter for our science. These new Xshooter observations of z ∼ 7
QSOs pave the way to explore the next redshift frontier: now that (at least) the z ∼ 6 QSOs are
well understood, will we finally be able to detect a change in QSO properties by pushing the time
back another few hundred Myr?
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