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Abstract
Sufficient conditions for exact null controllability of the semilinear integrodifferential systems in
Hilbert spaces are obtained. It is shown that under some natural conditions exact null controllability
of the semilinear integrodifferential system is implied by the exact null controllability of the corre-
sponding linear system with additive term. An application to partial integrodifferential equations is
given.
 2004 Published by Elsevier Inc.
Keywords: Exact null controllability; Semilinear integrodifferential equations; Schauder fixed point theorem
1. Introduction
Many scientific and engineering problems can be modelled by partial differential equa-
tions, integral equations, or coupled ordinary and partial differential equations that can
be described as differential equations in infinite dimensional spaces using semigroups.
Nonlinear integrodifferential equations, with and without delays, serve as an abstract for-
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with heat-flow in materials with memory, viscoelasticity, and other physical phenomena.
For the motivation of abstract systems and the controllability of linear systems one can re-
fer to the book [1]. For a survey on the controllability of nonlinear systems using fixed point
theorems, including nonlinear integrodifferential systems, see [2] and references therein.
Consider the semilinear integrodifferential system
x ′(t) = Ax(t)+Bu(t) +
t∫
0
F(s, xs) ds, t ∈ [0, T ],
x0(θ) = φ(θ), θ ∈ [−r,0], (1)
where A is the infinitesimal generator of a strongly continuous semigroup S(t) in a Hilbert
space X, B is a linear bounded operator from a Hilbert space U into X,F : [0, T ] ×
C([−r,0],X)→ X, the control function u(·) is given in L2([0, T ],U). Here C([−r,0],X)
is the Banach space of all continuous functions φ : [−r,0] → X endowed with the
norm ‖φ‖ = sup{‖φ(θ)‖: −r  θ  0}. Also for x(·) ∈ C([−r, T ],X) we have xt (·) ∈
C([−r,0],X) for t ∈ [0, T ], xt (θ) = x(t + θ) for θ ∈ [−r,0].
Our aim is to study the exact null controllability of the mild solution of the system (1),
that is the exact null controllability of the following system:{
x(t) = S(t)φ(0) + ∫ t0 S(t − s)[Bu(s) + ∫ s0 F(τ, xτ ) dτ ]ds,
x0(θ) = φ(θ), θ ∈ [−r,0]. (2)
Recently, Dauer and Balasubramaniam [3] established sufficient conditions for the ex-
act null controllability of nonlinear functional differential systems and integrodifferential
systems with infinite delay. Balachandran et al. [4] obtained sufficient conditions for the lo-
cal null controllability of nonlinear functional differential systems in Banach spaces. The
main assumptions made in these papers were that the semigroup S(t), t > 0, associated
with the linear part of the functional equation is compact and that the linear convolution
operator LT0 u =
∫ T
0 S(T − s)Bu(s) ds has a bounded inverse operator (L0)−1 with values
in L2([0, T ],U)/ker(LT0 ). The bounded invertibility assumption is rather strong and in
view of observation made in [2] the exact null controllability results of [3,4] hold only in
finite dimensional spaces. In this paper (Section 2) we remove the bounded invertibility
condition replacing it by the exact null controllability of the associated linear system with
additive term. Exact null controllability of this system does not guarantee the boundedness
of (L0)−1, but it guarantees the boundedness of the operator (L0)−1NT0 which is defined in
Lemma 3. Using this operator we transform the controllability problem into a fixed point
problem for some operator and use the Schauder fixed point theorem to show that the oper-
ator has a fixed point. In Section 3 application of the main result to the exact controllability
of the partial integrodifferential equations is given.
2. Exact null controllability
In this section we give an exact null controllability result for the problem (1). We start
with the following assumptions.
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(A2) A :D(A)⊂ X → X generates a compact semigroup S(t), t > 0, on X.
(A3) The function F : [0, T ] ×C([−r,0],X)→ X is continuous and there exist functions
λ(·) ∈ L1([0, T ],R+) and g(·) ∈ L1(C([−r,0],X),R+) be such that∥∥F(t,φ)∥∥ λ(t)g(φ), for all (t, φ) ∈ [0, T ] ×C([−r,0],X).
Next, for convenience, let us introduce the following notations:
K = max{∥∥S(t)∥∥: 0 t  T }, M = ‖B‖,
‖λ‖ =
T∫
0
λ(s) ds, k = max{1, l,MK√T }, ‖H‖ = l,
a = 2kl√T ‖λ‖, b = 2KT ‖λ‖, c = max{a, b},
d1 = 2kl
∥∥φ(0)∥∥, d2 = 2K∥∥φ(0)∥∥, d = max{d1, d2}.
(A4) lim supr→∞(r − c sup{g(φ): ‖φ‖ r}) = ∞.
(AB) The linear system (3) is exactly null controllable on [0, T ].
Define
LT0 u =
T∫
0
S(T − s)Bu(s) ds :L2
([0, T ],U)→ X,
NT0 (z, k)= S(T )z+
T∫
0
S(T − s)k(s) ds :X ×L2
([0, T ],U)→ X,
and consider the linear system
z′(t) = Az(t)+Bu(t) + f (t),
z(0)= z0 (3)
associated with the system (1), where f ∈ L2([0, T ],X).
Definition 1. The system (3) is said to be exactly null controllable on [0, T ] if
ImLT0 ⊃ ImNT0 .
Remark 2. It is known that, see [1], system (3) is exactly null controllable if and only if
there exists γ > 0 such that∥∥(LT0 )∗z∥∥2  γ ∥∥(NT0 )∗z∥∥2
for all z ∈ X.
The following lemma is crucial in the proof of our main result.
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the linear operator H = (L0)−1NT0 :X × L2([0, T ],X) → L2([0, T ],U) is bounded and
the control
u(t) = −(L0)−1
(
S(T )z0 +
T∫
0
S(T − s)f (s) ds
)
= −H(z0, f )
transfers the system (3) from z0 to 0, where L0 is the restriction of LT0 to [kerLT0 ]⊥.
Proof. LT0 is a bounded linear operator but not necessarily one-to-one. Let kerL
T
0 = {u ∈
L2([0, T ],U): LT0 u = 0} be the null space of LT0 and [kerLT0 ]⊥ be its orthogonal comple-
ment in L2([0, T ],U). Let
L0 : [kerLT0 ]⊥ → ImLT0
be the restriction of LT0 to [kerLT0 ]⊥. L0 is necessarily a one-to-one operator. Define
H :X ×L2([0, T ],X) → L2([0, T ],U) by H(z,f ) = (L0)−1NT0 (z, f ).
We will now show that H is a bounded linear operator. The inverse mapping theo-
rem says that (L0)−1 is bounded if [kerLT0 ]⊥ and ImLT0 are Banach spaces. Obviously,
[kerLT0 ]⊥ is closed, but it may be the case that ImLT0 is not closed. To see that H
is bounded, consider the following argument. Let (zn, fn) be a convergent sequence in
X × L2([0, T ],X) such that H(zn,fn) converges in X and let (z, f ) = limn→∞(zn, fn)
and −u = limn→∞ H(zn,fn). Since [kerLT0 ]⊥ is closed, u ∈ [kerLT0 ]⊥. Since LT0 and NT0
are continuous
LT0 u+NT0 (z, f ) = limn→∞
(−LT0 H(zn,fn)+NT0 (zn, fn))= 0.
Therefore by our construction of L0, u = −(L0)−1NT0 (z, f ) = −H(z,f ) and hence H is
closed. The closed graph theorem implies that H is bounded. 
Define the operator F on C([−r, T ],X) as follows:
(Fx)(t) =
{
φ(t), t ∈ [−r,0],
S(t)φ(0) + ∫ t0 S(t − s)(−BH(φ(0),F )+ ∫ s0 F(τ, xτ ) dτ) ds,
t ∈ [0, T ],
(4)
where
H
(
φ(0),F
)= (L0)−1
(
S(T )z0 +
T∫
0
S(T − s)
s∫
0
F(τ, xτ ) dτ ds
)
.
It will be shown that the operator F from C([−r, T ],X) into itself has a fixed-point.
On Banach space C([−r, T ],X) introduce a set
Yr :=
{
x(·) ∈ C([−r, T ],X) | x(t) = φ(t), t ∈ [−r,0],∥∥x(t)∥∥ r for all t ∈ [−r, T ]},
where r is the positive constant.
Now, we are able to state and prove our main result.
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exactly null controllable.
Proof. Let
ψ(r) = sup{g(φ): ‖φ‖ r}.
By the assumption (A4), there exists r > 0 such that
d + cψ(r) r.
The proof will be given in several steps.
Step 1. The control u(·) = −H(φ(0),F ) is bounded on Yr . Indeed,
‖u‖ =
( T∫
0
∥∥H (φ(0),F )(s)∥∥2 ds
)1/2
 l
(∥∥φ(0)∥∥+
( T∫
0
( s∫
0
∥∥F(τ, xτ )∥∥dτ
)2
ds
)1/2)
 l
(∥∥φ(0)∥∥+
( T∫
0
( s∫
0
λ(τ)g(xτ ) dτ
)2
ds
)1/2)
 l
(∥∥φ(0)∥∥+ √T ‖λ‖ψ(r)). (5)
Step 2. There exists r > 0 such F sends Yr into itself, F :Yr → Yr .
If x(·) ∈ Yr , from (4) and (5) for t ∈ [0, T ], we have
∥∥(Fx)(t)∥∥K∥∥φ(0)∥∥+KM√T
( T∫
0
∥∥H (φ(0),F )(s)∥∥2 ds
)1/2
+K
t∫
0
s∫
0
∥∥F(τ, xτ )∥∥dτ ds
 d
2
+KM√T l(∥∥φ(0)∥∥+ √T ‖λ‖ψ(r))+KT ‖λ‖ψ(r)
 d
2
+ kl(∥∥φ(0)∥∥+ √T ‖λ‖ψ(r))+KT ‖λ‖ψ(r)
 1
2
(
d + cψ(r))+ 1
2
(
d + cψ(r)) r.
Hence, F maps Yr into itself.
Step 3. The operator F maps Yr into equicontinuous set of C([−r, T ],X). Let 0 < t1 <
t2  T . For each x ∈ Yr we have
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[
S(t1) − S(t2)
]
φ(0)−
t2∫
t1
S(t2 − s)BH
(
φ(0),F
)
(s) ds
+
t1∫
0
[
S(t1 − s) − S(t2 − s)
]
BH
(
φ(0),F
)
(s) ds
−
t2∫
t1
S(t2 − s)
s∫
0
F(τ, xτ ) dτ ds
+
t1∫
0
[
S(t1 − s) − S(t2 − s)
] s∫
0
F(τ, xτ ) dτ ds,
∥∥z(t1)− z(t2)∥∥ ∥∥S(t1)− S(t2)∥∥∥∥φ(0)∥∥+KM
t2∫
t1
∥∥H (φ(0),F )(s)∥∥ds
+M
t1∫
0
∥∥S(t2 − s)− S(t1 − s)∥∥∥∥H (φ(0),F )(s)∥∥ds
+K
t2+θ∫
t1+θ
s∫
0
λ(τ)φ(xτ ) dτ ds
+
t1∫
0
∥∥S(t2 − s) − S(t1 − s)∥∥
s∫
0
λ(τ)φ(xτ ) dτ ds

∥∥S(t1)− S(t2)∥∥∥∥φ(0)∥∥+KM
t2∫
t1
∥∥H (φ(0),F )(s)∥∥ds
+M
t1∫
0
∥∥S(t2 − s)− S(t1 − s)∥∥∥∥H (φ(0),F )(s)∥∥ds
+K
t2∫
t1
s∫
0
λ(τ) dτ dsψ(r)
+
t1∫
0
∥∥S(t2 − s) − S(t1 − s)∥∥
s∫
0
λ(τ) dτ ds ψ(r)
= I1 + I2 + I3 + I4 + I5. (6)
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lar choices of x(·). It is clear that, I2 → 0 and I4 → 0 as t1 − t2 → 0. Since the semigroup
S(·) is compact, ‖S(t2 − s) − S(t1 − s)‖ → 0 as t1 − t2 → 0 for arbitrary t, s such that
t − s > 0. Then I1 → 0 and by Lebesgue’s dominated convergence theorem I3 → 0 and
I5 → 0 as t1 − t2 → 0. As t1 − t2 → 0, the right-hand side of (6) tends to zero.
The equicontinuity for the cases t1 < t2  0 and t1  0  t2 follows from the uniform
continuity of φ on the interval [−r,0].
Step 4. For arbitrary t ∈ [0, T ] the set
V (t) = {(F(x))(t) | x(·) ∈ Yr}
is relatively compact.
In fact, the case where t = 0 is trivial, since V (0) = {φ(0)}. So let t, 0 < t  T , be a
fixed and let η be a real number satisfying 0 < η < t. For every x(·) ∈ Yr define
Fη(x)(t) = S(t)φ(0)
+ S(η)
t−η∫
0
S(t − s − η)
(
−BH (φ(0),F )+
s∫
0
F(τ, xτ ) dτ
)
ds.
Since S(η) is compact, the set
Vη(t) =
{Fη(x)(t) | x(·) ∈ Yr}
is relatively compact set in X for every η, 0 < η < t. On the other hand, for every x(·) ∈ Yr
by (5) we have∥∥F(x)(t)−Fη(x)(t)∥∥
=
∥∥∥∥∥
t∫
t−η
S(t − s)
[
BH
(
φ(0),F
)
(s)+
s∫
0
F(τ, xτ ) dτ
]
ds
∥∥∥∥∥

( t∫
t−η
∥∥S(t − s)∥∥2‖B‖2 ds
)1/2( T∫
0
∥∥H (φ(0),F )(s)∥∥2 ds
)1/2
+K‖λ‖ψ(r)η
KMl
(∥∥φ(0)∥∥+ √T ‖λ‖ψ(r))√η +K‖λ‖ψ(r)η  ε.
Therefore there are relatively compact sets arbitrarily close to the set V (t). Hence, for each
t ∈ [0, T ], V (t) is relatively compact in X.
By Steps 2–4 thanks to the Ascoli–Arzela theorem, one can conclude thatF is compact.
On the other hand, it is easy to see that F is continuous on C([−r, T ],X). Hence, F is a
compact continuous operator on C([−r, T ],X). From the Schauder fixed point theorem F
has a fixed point. 
Corollary 5. If F(·, ·) is continuous and maps bounded sets in [0, T ] ×C([−r,0],X) into
bounded sets in C([−r,0],X) and
lim
‖F(t,φ)‖ = 0 uniformly in t,‖φ‖→∞ ‖φ‖
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[0, T ].
Proof. Let g(φ) = sup{‖F(t,φ)‖: t ∈ [0, T ]}. Then∥∥F(t,φ)∥∥ g(φ) for all (t, φ) ∈ [0, T ] ×C([−r,0],X).
It is sufficient to show that the assumption (A4) holds. For a contradiction, suppose that it
is not the case. Then the function
r − c sup{g(φ): ‖φ‖ r},
is bounded from above with respect to r . From here it follows that
lim inf
r→∞
sup{g(φ): ‖φ‖ r}
r
 1
c
.
Then, for some ε > 0, there exists a sequence rn, rn → ∞ as n → ∞ such that for all
n 1,
1
rn
sup
{
g(φ): ‖φ‖ rn
}
> ε.
Hence, there further exists {φn}, ‖φn‖ rn, such that
g(φn)
rn
> ε for all n 1. (7)
Next, we will show that {φn} is necessarily unbounded. Suppose that this is not true, that
is, {φn} is bounded. Since F is continuous, we have
g(φn) =
∥∥F(tn,φn)∥∥ for some tn ∈ [0, T ].
From boundedness of F(·, ·) it follows that g(φn) is bounded. This contradicts (7). We
conclude that {xn} is unbounded. As a result, we can choose a subsequence {φm} of {φn}
such that
‖φm‖ → ∞ as m → ∞.
For this subsequence, we have
lim
m→∞
‖F(tm,φm)‖
‖φm‖ = limm→∞
g(φm)
‖φm‖  limm→∞
g(φm)
rm
> ε > 0.
This, however, contradicts the hypothesis of the corollary. Thus condition (A4) holds and
so, (1) is exactly null controllable on [0, T ]. 
Corollary 6. If F(·, ·) is continuous and uniformly bounded, then under the assumptions
(A2) and (AB) then the system (1) is exactly null controllable on [0, T ].
Corollary 7. Suppose that there exists λ(·) ∈ L2([0, T ],R+) and monotonically nonde-
creasing function g :R → R+ such that∥∥F(t,φ)∥∥ λ(t)(g(‖φ‖)+ 1) for all (t, φ) ∈ [0, T ] × C([−r,0],X).
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c = max(2kl√T ‖λ‖,2KT ‖λ‖).
Then (1) is exactly null controllable on [0, T ] if
lim sup
r→∞
(
r − cg(r))= ∞. (8)
Proof. To prove corollary, we apply Theorem 4 with g(φ) = g1(‖φ‖) + 1 and we need to
show that hypothesis (A4) holds. However, this is trivial, since
lim sup
r→∞
(
r − sup
‖φ‖r
c
(
1 + g1
(‖φ‖)))
 lim sup
r→∞
(
r − sup
‖φ‖r
c
(
1 + g1(r)
))= ∞. 
Corollary 8. Suppose that there exists λ(·) ∈ L2([0, T ],R+) such that∥∥F(t,φ)∥∥ λ(t)(‖φ‖ + 1) for all (t, φ) ∈ [0, T ] ×C([−r,0],X).
Then the system (1) is exactly null controllable on [0, T ] provided that
c = max(2kl√T ‖λ‖,2KT ‖λ‖)< 1.
Proof. We apply Corollary 7 with
g
(‖φ‖)= ‖φ‖.
From condition (8), we obtain
lim sup
r→∞
(
r − cg(r))= lim sup
r→∞
r(1 − c) = ∞,
if c < 1. Hence, corollary holds. 
3. Application
The results from Section 2 is illustrated by showing its applicability to a semilinear
partial integrodifferential equation.
Consider the partial differential system of the form
xt (t, θ)= xθθ (t, θ)+ u(t, θ)+
t∫
0
F
(
s, x(s − h, θ))ds,
xθ(t,0) = xθ (t,1)= 0, t > 0,
x(t, θ)= φ(t, θ), −h t  0, (9)
where φ is continuous and u ∈ L2(0, T ), X = L2(0,1), b ∈ X and where F :R × R → R
is continuous.
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Az = d
2z
dθ2
with domain
D(A) =
{
z ∈ X ∣∣ z, dz
dθ
are absolutely continuous,
d2z
dθ2
∈ X, dz
dθ
(0) = dz
dθ
(1) = 0
}
.
It is known that A is closed and A has the eigenvalues λn = −n2π2, n 0, and the corre-
sponding eigenvectors en(θ) =
√
2 cos(nπθ) for n 1, e0 = 1, form an orthonormal basis
for L2(0,1). Further, it is known that A generates a compact semigroup S(t), t > 0, in X
and is given by
S(t)z = (z,1)+
∞∑
n=1
e−n2π2t (z, en)en
=
1∫
0
z(α) dα +
∞∑
n=1
2e−n2π2t cos(nπθ)
1∫
0
cos(nπα)z(α) dα, z ∈ X,
and it is self adjoint.
If u ∈ L2([0, T ],X), then B = I and B∗ = I and consequently by Remark 2 the condi-
tion for exact null controllability of the linear system with additive term f ∈ L2([0, T ],X),
xt (t, θ)= xθθ (t, θ)+ u(t, θ)+ f (t, θ),
xθ(t,0) = xθ (t,1)= 0, t > 0,
x(t, θ)= φ(t, θ), −h t  0, (10)
is the existence of a γ > 0 such that
T∫
0
∥∥B∗S∗(T − s)z∥∥2 ds  γ
(∥∥S∗(T )z∥∥2 +
T∫
0
∥∥S∗(T − s)z∥∥2 ds
)
or equivalently
T∫
0
∥∥S(T − s)z∥∥2 ds  γ
(∥∥S(T )z∥∥2 +
T∫
0
∥∥S(T − s)z∥∥2 ds
)
.
In [1], it is shown that the linear system (10) with f = 0 is exactly null controllable if
T∫
0
∥∥S(T − s)z∥∥2 ds  T ∥∥S(T )z∥∥2.
From here it follows that
T∫ ∥∥S(T − s)z∥∥2 ds  T
1 + T
(∥∥S(T )z∥∥2 +
T∫ ∥∥S(T − s)z∥∥2 ds
)
.0 0
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We assume that the nonlinear operator F : [0, T ] ×X → X is continuous and there is a
constant 0 < γ < 1 and a function k ∈ L2[0, T ] such that∥∥F(s, z)∥∥ k(s)‖z‖γ
for all (s, z) ∈ [0, T ] ×X. So the conditions (A3) and (A4) are satisfied.
Thus all the conditions stated in Theorem 4 are satisfied. Hence the system (9) is exactly
null controllable on [0, T ].
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