Probl eme d'optimisation de forme pour l'equation de la chaleur
Introduction
In this paper we will consider a problem related to the following. Given a at piece of material { a pane of glass in a window for example { we attach a heating wire to one surface of this material. This wire is modelled as a continuous curve connecting to xed points A and B. We want to investigate which curve would optimize the temperature distribution on the opposite surface at a given time?
We refer the reader to (Henrot, Horn and Sokolowski, 1996) for the related results in the stationary case. In the paper the time dependent problem is considered. We prove, under appropriate assumptions on the set of admissible curves, the existence of an optimal solution. We also investigate the behaviour of the optimal solution for T, when T ! 1 and we prove that it converges to the optimal solution of the stationary problem. The rst order necessary optimality conditions are derived.
Existence of a classical solution 2.1 Presentation of the problem
We assume that is a simply connected domain in IR 2 and let = (0; d). By classical results, we refer to (Lions, Magenes, 1968) and (Aubin, 1963) the space W(0; T) is continuously embedded in C(0; T; H) the space of continuous functions from 0; T] in H and compactly embedded in L 2 (0; T; L 2 ( )).
Since the problem involves a Radon measure on a part of the boundary, we need to de ne in a convenient way the notion of a solution to the parabolic problem P 1 ( ). Since, in our case the measure does not depend t, we have the following representation of solutions to P 1 ( ). Remark 2.1 The solution to the problem P 1 ( ) is of the form u(x; t) = u(x; t) + w(x) ; where w 2 W 1;p ( ) is the unique solution to the stationary problem u(x; 0) = u 0 (x) ? w(x) in so, it is enough to de ne the solution in the stationary case. The stationary case is considered in (Henrot, Horn and Sokolowski, 1996) in a classical way using the duality method. We recall the result here, applied to our problem. 
? INRIA where u n , n = 1; 2; :::; is a solution to P 1 ( n ).
Proof. From the boundedness assumption of the sequence n , we have immediately, in view of (1) that u n is bounded in W(0; T) and then converges strongly in L 2 (0; T; L 2 ( )) and weakly in W(0; T) to a function u . The only point that remains to be proved is that u is the solution to the parabolic problem P 1 ( ) for the weak-( ) limit of the sequence n .
Using the elliptic equation in Proposition 2.1 with replaced by n we have the weak convergence of the sequence of solutions w n 2 W 1;p ( ) to the limit w . Then, for the initial condition u n (x; 0) = u 0 (x)?w n (x) the sequence of solutions u n to the parabolic system in remark 2.1 converges weakly in the space W(0; T) to the solution u . Using the remark 2.1 it follows that u = u + w is a solution to P( ).
Since the solution to the problem P( ) is unique, it follows that u = u. Now, since u is the unique accumulation point of the sequence u n , the whole sequence converges to u, which completes the proof.
Remark 2.2 In order to show that u n ! u strongly in L 2 (0; T; H 1 ( )) it is su cient to have the following convergence < n ; u n >!< ; u > : Lemma 2.3 The sequence u n (T; x) converges weakly to u(T; x) in L 2 ( ) for any xed 0 < T < 1.
Proof. Let us take v = u n in the variational formulation, the bilinear form a( ; ) being coercive by the Friedrichs{Poincar e inequality, by integrating the resulting inequality over (0; T) we obtain, Therefore, the sequence u n (T; x) is bounded in L 2 ( ), so we can extract a subsequence which converges weakly. In the same way as before we have proved that u (0) = u 0 , we are able to show that the weak limit of u n (T) is necessarily u(T), and since this limit is unique, the whole sequence u n (T) converges weakly to u(T).
Admissible curves
We are going to de ne the set of admissible curves . Any admissible curve is the support of the Radon measure which is the heat source for the problem under considerations.
To this end we denote by Q the cube Q = (0; 1) (0; 1), by I Q the interval I = h ? 
Prescribing uniform bounds L = L 1 = L 2 > 0 and assuming that the following compactness condition is satis ed (H) Given a sequence F n which satis es uniformly the latter bounds, there exists a subsequence, still denoted by F n such that jF 0 n ( ; 0)j ! jF 0 ( ; 0)j weakly in L 2 ? Remark 2.4 We use the above de nition of a set of admissible curves F L , since we want to apply an appropriate trace theorem on . Such a de nition is better suited for our applications than the simple de nition of curves parametrized over an interval.
Remark 2.5 We can replace de nition 2.1 by a more general notion of a Lipschitzian manifold, where the existence of a global parametrization is not required. We prefer to work with the global parametrization for the sake of simplicity. The same result can be obtained for the more general setting of a Lipschitzian manifold, provided that the uniform bounds are prescribed with the same Lipschitz constant for any collection of charts. Using a partition of unity the problem can be localized in a standard way. Remark 2.6 Some classes of admissible curves in the plane are introduced by I.I. Daniliuk (Daniliuk, 1975) in the framework of integral equations in non-smooth domains.
On the other hand, it seems to be possible to use some families of admissible curves de ned by using capacity type constraints, which probably assure the existence of a solution in a slightly wider class. But this approach is rather complicated and it is not evident that such families of admissible curves can be of any interest for the numerical methods. We refer the reader to the monograph (Ziemer, 1989) for the de nition and properties of capacity, and to (Bucur, Zolesio, 1995) ' (F(`; 0)) jF 0 (`; 0)jd`= h ; 'i :
Let us consider a sequence of admissible curves n and the admissible curve such that n converges to weakly in M b ( 0 ). We denote by u n ; u solutions to P 1 and P 2 for the boundary data n and , respectively. Using 
Proof. Let f n g denote a minimizing sequence, then for a subsequence, still denoted by f n g we have, by Proposition 2.4 and 2.5, u n ! u strongly in L 2 (0; T; L 2 ( )) and weakly in L 2 (0; T; H 1 ( )) + rG (x(`); y(`)) (`) ) q x 02 (`) + y 02 (`)dZ By an application of the implicit function theorem for solutions of the latter integral identity we obtain the existence of the weak material derivative in W(0; T) and L 2 (0; T; W 1;p ( )), 6 5 < p < The optimality conditions can be further simpl ed using the standard adjoint state equation.
3 Behaviour of the optimal solution when T goes to +1
In the paper (Henrot, Horn and Sokolowski, 1996) we investigated the stationary problem, namely
? We proved, in particular, that functionals analogous to those given by (12) (without dependance in time), have a minimum in the class of admissible curves F L .
In this section, we are interested in the behaviour of the optimal curve that we have obtained for a time interval 0; T], when T goes to in nity. More precisely, we would like to prove that this optimal solution, say T (since it depends on T), converges to the optimal solution for the stationary case. Of course, we are going to work in this section with the following functionals:
and
where u is the solution of the evolutionary problem P 1 ( ), and U the solution of the stationary problem SP( ). Then, we have Theorem 3.1 Let us denote by T (resp. 1 ) an optimal curve for the functional J T (resp. J 1 ) de ned above. Then T converges uniformly to 1 , up to a subsequence, in the sense that the parametrizations F T given by the de nition weak{( ) in the space (W 1;p ( )) 0 ; in fact for p > 2, for p = 2 the result is in general false. In order to prove the theorem, it is su cient to prove the following lemma. Lemma 3.3 The sequence u Tn (x; T n ) converges weakly to u ? (x) in L 2 ( ) when n ! 1.
We continue the proof of theorem 2.6, the proof of lemma 3.3 is given below.
Using the optimal solutions for T n , we have Z 
It is easy to let the second term in (21) less than " for n large enough using the weak convergence of u Tn (x; ) to u ? (x; ) (cf Lemma 1 the last inequality coming from (18) and (19). Then the lemma is proved.
