In this paper, we focus on validation of Multi-Agent System (MAS) 
INTRODUCTION
Distributed systems such as manufacturing, supply chains, service industry, and information infrastructures require a flexible structure for the integration of their components to fulfill the market requirements of this century. Solutions to such requirements can be found in Intelligent Agent technology which provides an appropriate framework to integrate knowledge with efficient production 'actions (Brooks, 1986) (Wooldridge and Jennings, 1995) (Shen, et. al., 2001) .
The validation of agent behavior is not only a local to-the-agent issue but a global issue, where the interaction of the agents and associated latencies should also be modeled as part of the system. This requirement introduces an interesting complexity into the design of the architecture.
Distributed organizations emerges as a result of the dynamic interactions of its intelligent components, which can be human or artificial (intelligent agents or holons), or a hybrid (Christensen, 1994) (Mafik, et. al., 2001 ). To validate the task sequences and interactions of the agents, it is required to understand the agent context from multiple views. We describe the gluing technology to integrate the pieces of the organization from the device level into upper enterprise levels. We focus on the validation infrastructure which is based on a Simulation Development Environment (SDE). The SDE is merged with the agent and control systems. The validation system allows the designer of the agents to verify the feasibility of the agents' actions prior to final commissioning of the system. This is a contribution to the system architecture to improve the design and performance of the future agentbased organization. The agent behavior can be refined exhaustively prior to its final deployment, without ad-hoc investments or complicated equipment iwthe-loop. This infrastructure is synchronized with controllers to mimic the real-time operations in order to obtain good representations of the events occurring in the real world. We demonstrate the new infrastructure on an industrial-sized cooling system.
AGENT ARCHITECTURE FOR CONTROL
In the past, development of Agent architectures was focused on experimental systems of reduced scale (Chiu, et. al., 2001 ) (Tich?, et. al., 2002 . In those experiments, the foundation architecture for highly distributed control agents was established.
Step by step, the new requirements were introduced into the extensions of the automation controllers to enable the creation of distributed intelligence in control.
We anticipate that agents will be distributed among multiple automation devices or Programmable Logic Controllers (PLCs) and therefore an agent infrastructure is needed to fit well the manufacturing environment, information networks, and enterprises in general. Each agent represents a physical process or machine or device and coordinates its operations with other agents. The MAS architecture is organized according to the following characteristics:
Autonomy: Each agent makes its own decisions and is responsible for carrying out its decisions toward successful completion. Cooperation: Agents combine their capabilities into collaboration groups (clusters) to adapt and respond to diverse events and goals. Communication: Agents share a common language to enable interoperation. Fault tolerance: Agents possess the capability to detect equipment failures and to isolate failures.
Automation Architecture
In agent-based control, the controllers have an agent infrastructure for enabling the component-level intelligence. With this, it is possible to distribute the intelligence among multiple controllers using different agent sizes and populations. In this architecture, controllers of various sizes and capacities can be deployed. Different network connectivity can be used to exploit the distributed intelligence dimension that is added by the agents.
Regardless of the network topology (e.g., backbone or ring), the relationship among the agents is kept loosely coupled. There are dynamic interactions among the agents occurring during the decision-making process. These dynamic interactions establish logical relationships among the agents temporarily. The agents are designed based on FIPA specifications (http:\\www.fipa.org) and ContractNet protocol ( Smith, 1 980) t o create and c oordinate their activities throughout 1 ogical links. To enable the agent-based automation architecture, it was required to modify the c ontroller's firmware. A common s oftware infrastructure i s shared among the different controllers.
The application s oftware represents the physical components and processes o f the facility under control by the agents. Each agent represents a physical device such as a valve, water service, heat load, etc. After the agent is created, it is ready to begin operations by carrying out initialization procedures (capability registration) and waiting for external messages or events from the control systems.
The agents contact each other within and outside the controllers via Job Description Language (FIPAJJDL) messages. FIPAIJDL is used by the agents to represent planning, commitment, and execution phases during the task negotiation. Information is encoded as a sequence of hierarchical actions with precedence constraints. JDL is also used to encode plan templates. A plan template is a representation of the agent behavior as parametric scripts. A parametric script has entry variables whose values are set during the planning process. Moreover, the script has associations with internal-to-agent functions which are executed to fulfill local decisions.
When a n a gent a ccepts a request, a n instance o f a p lan template i s created t o record values emerging during the planning process. Requests are propagated throughout the organization using the Contract Net protocol. The requests visit multiple agents and negotiation clusters are formed.
For inter-organization conversations, the agents emit messages outside their organization via wrapping JDL messages inside FIPA envelops. This implementation includes Directory Facilitators (DFs) functionality to be FIPA compliant. A DF performs capability registration and matchmaking. For each capability request, a DF provides a list of agents that coincide with the requested capability. For instance, an overheating component requests cold water from its water service. This is a cooling process capability.
Intelligent Agent Architecture
The agents are goal-oriented entities. They organize the system capabilities around system missions. There are agents exclusively programmed to emit missions. Other agents are programmed to handle the mission requirements and the execution control. This type of distributed responsibility is easily handled using the agent programming methodology. Information is fractioned into small pieces and each of these is associated with separate agents. Importantly, agents are divided according to class types. Thus, information is encapsulated under a class type as a template to be used by the derived instances of that class type.
Goals emerge dynamically and these are agreed upon by the agents throughout negotiation. For instance, an agent that detects a water leakage in a pipe of the cooling system establishes a goal to isolate the problem. The agent then informs adjacent agents to evaluate the problem according to their views and borrowed data. This is the origin of a group based goal, which is to isolate the leaking pipes, in spite of the cost of operation. This action exceeds the pre-assigned priorities. Isolation is the highest possible priority.
The architecture of an agent has four components (Tich9, et, al., 2002) ; planner, execution control, diagnostics, and equipment model. Important part is the execution control component that acts as control proxy, which translates committed plans into execution control actions. These actions are synchronized with the control logic programs. It also monitors events from the control logic and translate them into response-context events to be processed by the planner component.
Both the controller infrastructure and agent architecture facilitate the creation of agents for controlling the physical system. Thus, the control engineer and system engineer can experiment with distributed intelligence and control. in a flexible manner. However, the puzzle is incomplete from the solution validation point of view. I n general, after the automation system has been modeled i n s oftware, i t i s tested on physical pilot systems until a fine tuning of the control system is achieved. But with the introduction of the agent software, this operation becomes more difficult because the system has a larger number of control variables to be tested and stabilized. Therefore, physical testing of such a system becomes impractical. Hence, there is a need to incorporate a validation system to help the solution modeling process, with a minimum of manual operation and pre configuration cycles.
SIMULATION ARCHITECTURE
The general tendency in validation systems for automation control is to build physical prototypes or scaled down models of the real system. This practice is ideal from the accuracy of the observations that are extracted from the operations of the system during validation. Nevertheless, it is also practical to develop simulated models to enable extensive validation process.
Information is organized under the agent scope. This information relates to the transactions that occur during the planning process and during the execution of the plans. Agents enable the construction of more advanced strategies for controlling the system (according to the emergent behavior perspective). Advanced control strategies imply physical changes into the pilot facility, which adds cost and process uncertainty. From the predictive side of the spectrum, more advanced strategies allow for proactive diagnostics. But this requires the equipment to produce specific signatures that are generally obtained after a certain number of service hours. In simulation this can be done efficiently. Therefore, the obvious conclusion is to pursue an integrated architecture that includes all three elements: (1) control, (2) agents, and (3) simulation.
The main components of the validation system are: (1) agentlcontrol software, (2) SDE, (3) soft controller, and (4) simulation. Figure 1 shows This component is intended to contain agents and control programs, i.e., the behavior of the real multi-agent system is emulated in this environment (Maffk, et. al., 2004) . Simulation: This component represents the simulation environment. In this, the application-domain process is modeled using user-preferred techniques and languages. The fundamental idea is to deploy Commercial-Off-The-Shelf (COTS) simulation packages (e.g., Matlab, Solidworks, Arena, etc.). COTS simulations are more practical from the industrial world point of view. Based on the majority of the cases observed, the usage of commercial simulators is more constructive than writing ad-hoc simulations.
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Figure 1 -Simulation system architecture
The simulation architecture adds many degrees of freedom to the design and validation of the agent-based automation system. With this, multiple strategies can be treated as equal and tested using a single computer without incurring into additional investment. Reusability of the infrastructure is a very relevant attribute.
The following sections focus on the system design methodology. The design and validation process is as follows: users create a frst prototype of the agent and control code to suit the characteristics of the physical plant; A simulation engineer creates a simulation model of the physical plant; Users create some desired agent strategies for fulfilling advanced control; Agents and control software are downloaded into the soft controller; Users match the tag topologies and create the synchronization proxy; The integrated system is executed and observed to verify if the desired behavior is fulfilled correctly by the agents and control programs; Users modify the behaviors by changing simulation, control, or agents; Repeat
Step (6). If users add more components or if users change the input/output configuration of the initial components, then repeat Step (5); All the desired behaviors have been fulfilled to complete satisfaction; and 10) Software is transported into the physical plant and industrial controllers for final commissioning. Another important aspect of this methodology is the common inputloutput (110) interface. Both the simulation and the physical plant expose the same set of 110 signals. Therefore, the agent software that interacted with the simulation will see no difference when connected to the physical equipment, because the interconnection has been done through a common I10 set. Nevertheless, at the hardware level, it is expected that some changes will occur regarding the characteristics of the equipment. It is understood that simulation can be very accurate in some cases, but it is still an idealization of the real situation. Nonetheless, these proposed changes are considerably lower than those occurring in a conventional commissioning process, yet from the lab into the pilot facilities. Figure 3 shows the cooling system under study. This cooling system is water based and it is currently used at a Navy site to mimic the cooling system of the DDG-5 1 destroyer class ship of the US Navy. This system is used for evaluation of advanced auxiliary machinery concepts. The cooling system is a reconfigurable fluid system platform with component-level intelligence. It includes the plumbing, controls and communications, and electrical components that mimic the real-life operations.
SYSTEM MODELING
Immersion heaters provide stimuli for each service (SVC boxes in Figure 3 ) so as to model actual heat transfer. Essentially, there are 3 subsystems, plants, mains and services. There is one plant per zone (i.e., currently 2 plants: ACP boxes). There are two types of services, vital (14) and non-vital (2). While in operation, under normal c onditions, the c ooling sy stem is segregated i n two zones t o maintain the cold water from each source separate. These two zones increase the survivability of the system in case of damage occurring on one side.
The water from the cooling plants (named ACP plants) should never be mixed. Cooling flow is controlled by each service using a local flow circuit. As more services demand cooling the relative demand on the plants is increased. Under low load conditions, it is possible for one ACP to handle all the loads. However, high loading conditions will require that non-vital or low priority loads be shed from the cooling loop until a future time at which time the heat load and water distribution could be balanced again.
The ACP plants were modeled as a single agent each, which included pipes, valves, pumps, an expansion tank, and water-level, pressure, flow and temperature sensors. The main circulation piping is partitioned among 'T' pipe sections, i.e., passive agents. Load agents include a heat generator and a temperature sensor. Water Services agents include valves and flow sensors. There are standalone valves in the main circulation loop for the supply and return lines. This partitioning gives us a total of 68 agents.
RESULTS
The results will be presented in terms of the specific models (control, tags, and simulation) of the cooling system. There is no specific target result that can be easily pinpointed from this work but the capability to integrate agent control and simulation for validation purposes.
The following describes the system's topology. In Figure 4 , the mapping of the physical I10 tags as a fragment of the tag symbol topology. The symbol information was automatically extracted from the agentlcontrol models in XML format (refer to Section 3). An agent is a component (e.g., SVC03) with a set of tag elements. Each element identifies the name of the tag (e.g., 'SVC03allReqClose'), the name of the controller that contains the tag (e.g., 'slxl'), an access attribute which is 'r' for reading or 'w' for writing, depending on whether the simulation reads or writes into the variable, and a value type and a n initial v alue. Figure 4 only shows a fragment o f t he tag topology for one service, we have approximately 2000 tags for the whole system.
Next, we explain a use case that was based on a MatlabISimulink simulation of the cooling system. The simulation is a qualitative model, which includes water flow dynamics and heat transfer simulation for each of the components. Figure 5 shows a partial model of one of the cooling regions. It has five loads (SVCO5, SVC06, SVC13, SVC14, and SVC15). Each simulation sub-model has I10 symbols that are imported to the SDE for subsequent matching.
After completing the matching of the symbols and proxy configuration, the system was executed to observe its behavior. The experiment shown in Figure 6 consists of emitting a system mission request into the cooling system. The request is to provide cooling under cruise conditions. The cooling system agents tried a configuration by emitting a series of sub-requests to different sections of the cooling system. The initial attempt (see the left part of Figure 6 ) failed because there was a problem in the water route discovery process. This experiment also failed for other missions such as cooling in 'battle' and 'in-port' modes.
In this experiment, we demonstrated the capability to observe and debug the system's behaviors using a simulation system, real agents and formal control algorithms. After deducing the probable causes of the error, the agent and control code was modified and next experiment was executed. The right part of Figure 6 shows the results. Now, the mission request went through some additional layers marking a successful completion. This experiment showed that the modification of the code eliminated the problem partially, since there were some failing conditions for the other missions. Without the tool to experiment with partial changes, this troubleshooting process would have been extremely hard and tedious using the real equipment. Progressively, as we continued debugging the system more errors appeared until the system was completely cleaned out to operate as expected.
We think that it is important to remark that the troubleshooting procedure described above does not replace the commissioning phase. On the contrary, it complements the final delivery of the solution by accelerating the process of eliminating errors from the system ahead of time and in arbitrary locations chosen by the designers of the system.
CONCLUSION
The above results give explanation of what could be done with the agent/control validation system. In this work, we presented a set of prototype tools and procedures well aligned with industrial automation. Other more complex interactions have been experimented with excellent results. One immediate observation is the reduction of the design time from the beginning of the modeling until obtaining a good working model. It has been also observed that the number of modification cycles increased but these were processed faster. This technique prevented our team from experimenting with real expensive equipment. The debugging and validation tasks were partitioned among multiple users. Each user pinpointed specific advantages and deficiencies of the system. Current research efforts are on the improvement of the new tools and on the establishment of a general methodology to create agents and agent validation environments.
