Introduction
In recent several decades, there emerges a large amount of signal processing algorithms such as principle component analysis(PCA), linear discriminate analysis (LDA), independent component analysis (ICA), the singular-characteristic value decomposition (SVD), which all have achieved great results in the fields of signal processing, neural networks, biomedical, chemistry, and geophysics, and so on. Through the analysis of the above algorithms, we can find that they have something in common as follow: 1) the allowance of negative components; 2) the decrease of data dimensions. In the latest decade, there exists a new algorithm named Non-negative Matrix Factorization (NMF), which arouses the attention of the scholars in the fields as soon as it emerged. Different from all algorithms above, this newly proposed one has non-negative components after factorization, through which we can realize the decrease of non-linear dimensions in the algorithms.
The method of Positive Matrix Factorization is the prototype of the NMF, which was proposed by P. Paatero [1] in 1994, and the theorem of NMF was firstly and officially been put forward in the paper written by Lee and Seung [2] which was published in Nature in 1999. We then build the first NMF algorithm with the assumptions of the Poisson model, and then we constructed an algorithm of multiplicative updates [3] with the EM (Expectation Maximization) optimized algorithm based on Euclidean distance (EUC) and KL (Kullback Leibler) divergence as the objective function. This algorithm is comparatively simple, requires not a parameter selection for the users, moreover, it has no need to define a specific provision on ending criteria. In this condition, we can find that this algorithm has an irreplaceable position in the NMF research areas, and it has become the most widely applied and most popular optimized algorithm.
Since those two classic multiplicative algorithms have been proposed by Lee and Seung, a large number of NMF algorithms have been proposed. Wild [4] has proposed the algorithm of K-means clustering to initialize the matrix to improve the quality of literature [3] , which fastens the convergence speed. Liu [5] has proposed the least squares error as the NMF cost function, which adopts relative gradient as the method for objective function optimization to construct a monotonic declining NMF algorithm which has a slightly higher efficiency than the literature algorithm [3] for data processing. Heiler and Schnorr [6] adopts the method of a series of second-order convex polynomial optimization for least squares error cost function to build a NMF algorithm which is proved to be of a same efficiency with the literature algorithm method [3] through the experiment. Dhillon and Sra [7] , according to the optimization method proposed by Lee and Seung, adopt minimized Bregman divergence as the cost function to build a NMF algorithm. For there is a user-specified function in this algorithm, the user is required to be skillful for the choices of the regulated functions. Without proper application, there will be a significantly decreased efficiency. In this point of view, this algorithm is worse than the literature algorithm [3] on their applicability. Most NMF algorithms are iterative. When W or H is fixed, NMF will be simplified to a convex non-negative least squares (NNLS) problem. The most natural approach is to optimize the NNLS sub-problems, which will result to the problems which are classified as alternating non-negative least squares algorithm (ANLS). The shortcoming is that the computation is relatively large, because for the problems of a factor NNLS, iteration is not required before other factors are optimized. Other several algorithms only calculate NNLS approximation of the sub-problems, in which the process is very rough, but the calculation amount is small, which will generate a consistent decrease of non-precision vectors in the algorithm framework. For this reason, any non-linear optimization algorithm can be classified as a picture gradient algorithm (PG) [8] . For the NNLS problems, if we submit only one singular variable once, we can obtain a simple monotonic quadratic problem which allows a closed-form solution and get a Hierarchical Alternating Least Squares algorithm (HALS) [9] [10] [11] [12] .
HALS is one of the optimized one in the NMF processing algorithms [11] , in this condition, the study on this algorithm is of good practical value. This paper has firstly concluded the previous studies, followed with a fast convergence algorithm.
Alternating Non-negative Least Square Algorithm (ANLS)
Although NMF is non-convex and it is difficult to find the overall minimum point in cost function, we can obtain that the two factorsU andV are independently convex [3] , that is to say, the fixed factorV , by finding a optimization factorU , can reduce convex optimization problems, and the vice versa. More specifically speaking, this convex problem is corresponding to a non-negative least squares (NNLS) problem. We may notice that, NNLS sub-problem 
V ）are optimized at the same time, the convexity will disappear. In this condition, the corresponding minimized sub-problem can no longer solve the problems of overall optimization.
Hierarchic Alternating Least Squares Algorithm (HALS)
ANLS variables are divided in every iteration process, which will make the sub-problems be of convexity. Time spent on the convex NNLS sub-problem is great. In this condition, HALS algorithm is emerges to overcome the shortcomings mentioned above.
HALS Algorithm
If one singular variable optimization is conducted for each time, we can get a simple quadratic monotone problem, which allows a closed-form solution:
) , 0 max( min arg : :
In addition, the optimization method for the given vectors in U and the method for others are equivalent, then we can use the following functions to optimize the entire column in U [10] 
is the first residual matrix for the time k . In fact, there is no need to calculate the specific value of the residual matrix, and the matrix can be replaced by the formula as follow:
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Observe the algorithm 2, we can find that, the vector k R is dense in principle, while for the sparse matrix, the spending calculation for residual matrix computing is lager.
This method was first recommended by Cichock [9] , and then developed by other scholars [12, 14, 15] , and it is known as a hierarchical alternating least squares algorithm (HALS).
HALS Convergence
The potential problem in HALS is that in the optimization process variable 
Then the rules will be revised and updated: , and they are designed to be closed. The second assumption can also be obtained for the problems in this situation are presented to be convex, thus we can get the only optimized value with the method which is offered by update principle (3). The reason for a strict convexity is that the cost functions in these problems are the sums of quadratic formulas. A simple variable and a strict positive parameter (which is given by the diagonal elements of the corresponding matrix 0  T VV ) are consisted in each factor.
Initialize the Convergence Proportion
Another problem for us to consider is to select the initialized matrix ) , ( V U , HALS is sensitive to the proportion of the initialized matrix, which is unlike the MU and ALS. For example, if we select the initialized matrixU andV , thus M UV  . According to the functions (1) and (2), we may find that the values in the first optimized row in matrixU and the first optimized column in matrixV are zero. If the matrix ) , ( V U is selected of a proper proportion [13] , thus the initialized matrix will meet the requirement:
Where， zero values in the first optimized rows and columns in matrixU andV as we mentioned before can be avoided. According to the first step in algorithm 3, we can find that: 
Function (1) can be verified, while for the function (2), because
, we can prove that: 

.where the vector r refers to specific number of the dimension reduction amounts, while it is always of a small number. Thus the Theorem 2 is workable.
Fast HALS Algorithm (F-HALS)
In this section, we firstly analyze the amount of the calculation needed for updatingU matrix in HALS algorithm (for the equation
, the update of factorV and that of factorU is symmetric), and then we analyze the amount of the calculation in each step to change the calculating orders, as well as the numbers, in order to obtain a more effective algorithm. In addition, the improvement above can potentially be applied into the NMF iterative algorithms of any step. In a certain gradient projection algorithm [8] , we can find the specification of this improvement, while this paper concentrates on the consideration of HALS (for it is the most effective algorithm for practical application).
Calculation Amount
In order to conduct effective analysis for sparse matrix and dense matrix, we introduce the parameter K which refers to the amount of non-zero factors in M . If M is sparse, then mn K  . Assume that NMF has completed the compression, which means that storageU and storageV occupy less memory apace than storage M does. To make it simple, we can conclude that the amount of non-zero factors in M must be more than the amount in storage U and storage V , thus ) ( n m r K   . Table 1 gives the calculation amount of flops for multiplication in matrixU which is updated by HALS, from which we can check out the time spent for different matrixes with HALS. Moreover a change of the multiplication order of matrix will greatly differ the time consuming for the computation. In this condition, we can adopt recommended management (especially the multiplication order) in different matrix operations to minimize the computation time.
According to leads to a repeated implementation from step 3 to step 6 for several times in HALS.
Differs from the situation above, the original HALS has no such situation. The original HALS alternately updateU andV . The problem is: how many times shouldU update? That is, how much inner iteration should be implied for HALS? This is the major concern for next section of this paper. 
Dynamic Selection of Internal Iterative Stop Numbers
According to the calculation amount of the flops, we can estimate how much time the matrixU needs for next update (when the value of matrixV is fixed). The result is given from the factor U  as follow (the corresponding value of matrixV is given by factor V  ). 
Stop Criteria
Through the analysis above, we can adopt the stop criteria as follow. ) (l U refers to the iterative value for the matrixU of the l time (when the value of matrixV is fixed). The iteration of the algorithm stops, if only it meets the requirement below:
 is a small positive number. Through the experience, we can find that when 01 . 0   , the algorithm is of a best convergence effect.
Simulation of the Values
In this section, we compared the performances of the algorithms below: 1）MU：Multiplication algorithm [3] proposed by Lee and Seung; 2）HALS：HALS algorithm [10] recommended by Cichocki;
3）F-HALS：Fast HALS algorithm with internal fixed iterations adopting 1  a proposed in this paper; 4）PG：Gradient algorithm recommended by Lin [8] ; Table 2 . 
). We can find that the convergence of a HALS algorithm is slower than that of the others. According to Picture 1, both original HALS algorithm ( 0  a ) and the fast HALS algorithm ( 0  a ) can fasten the convergence in both sparse and intense databases. When the processing time is less than 3 seconds, the amount of errors in F-HALS is less than in original HALS, which proves that F-HALS has better performance than HALS does; while in this period, the performance improvement is not obvious, and the reason is that HALS is originally a well-developed algorithm [9] , and the smallest error rate occurs when 5 . 0  a . In Picture 2, we can find that F-HALS performs best comparing with all other algorithms in processing both sparse data (shown in Picture 2a) or intensive data (shown in Picture 2b), while F-HALS converges rapidly on curves as shown in pictures. Picture 3 to 7 separately shows the picture of CBCL data sampling, MU algorithm proposed by Lee and Seung, the original HALS algorithm proposed by Cichocki, the fast HALS algorithm ( 1  a ) proposed in this paper, PG algorithm proposed by Lin for the process result of CBCL data after 10 seconds. According to the analysis above, we can find that the pictures decomposed with fast algorithm perform better than the ones decomposed with the original algorithm do, and even significantly better than those with MU algorithm or PG algorithm do.
The experimental results confirm that PG algorithm is better than MU algorithm [8] , in any condition, fast HALS algorithm (F-HALS) is better than HALS algorithm. In addition, the performance of HALS algorithm is better than that of the PG algorithm.
Conclusion
In this paper, we firstly introduced a commonly used HALS algorithm, and then we analyzed the computation amount for the matrix calculation in this algorithm to optimize the calculating order and consider the iterative methods. In this way, we can possibly reduce the steps which spend much time.
In other words, we have to make full use of the calculated matrix plots of matrix T MV and T VV . Before the next V update, we have to updateU for several times. In addition, the same process should be taken for theV updates. For this reason, the new algorithm can fasten the convergence and improve the decomposition performance. The experiences results showed that the modified algorithm is significantly better than the original one. Comparing with the PG algorithm proposed by Lin and the MU algorithm, we can find that the performance of fast HALS algorithm (F-HALS) is better than that of the PG algorithm or MU algorithm.
