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Abstract 
Digital image watermarking is one of the proposed solutions for copyright protection of multimedia 
data. This technique is better than Digital Signatures and other methods because it does not increase 
overhead. Watermarking adds the additional requirement of robustness. To improve the robustness of 
digital image watermarking method based on the image frequency, this paper adopts the intermediate 
frequency to embed the watermarking and proposes an digital image watermarking algorithm based on 
robust principal component analysis (RPCA) and discrete cosine transform (DCT). Firstly, the high 
frequency part and the low frequency part of the image are extracted by the RPCA algorithm. Because the 
high frequency part has complex statistical characteristics, this paper processes the high frequency part 
with "8×8" DCT method to obtain intermediate frequency coefficients and then the watermarking 
information is embedded into the obtained intermediate frequency coefficients. The experimental results 
show that the proposed algorithm leads to satisfactory robustness to the attacks of impulse noise and 
cropping. 
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1. Introduction 
Digital image watermarking is a process of embedding a piece of digital content (image) 
into the original image and also it protects digital content from illegal manipulations. The hidden 
watermark should be inseparable from the host image and robust enough to resist any 
manipulations while preserving the image quality [1]. Watermarking adds the additional 
requirement of robustness. An ideal watermarking system would embed an amount of 
information that could not be removed or altered without making the cover object entirely 
unusable [2]. So, watermarking is mainly to prevent illegal copy or claims the ownership of 
digital media. It is a measure of immunity of watermark against attempts to image modification 
and manipulation like compression, filtering, rotation, collision attacks, resizing, cropping, etc [3]. 
In order to minimize the damage of the original image and enhance the robustness, a kind of 
algorithm has been proposed based on the image being layered. At present, the wavelet 
decomposition method is the most familiar method based on this kind of algorithm [4-6].  
Cao [7] proposed a watermarking algorithm based on transform domain. This algorithm 
has some robustness characteristics, but it is not efficient to resist the 1/4 and 1/2 heavily 
cropping. Dai [8] proposed a digital image blind watermarking algorithm based on wavelet 
transform, which can efficiently resist the cropping attack, but the robustness to resist the noise 
attack is not strong. Zhang [9] also proposed a digital image watermarking technology based on 
wavelet transform, which is operated easily, but the ability to resist the noise attack is not 
strong. To improve the robustness of digital image watermarking method, this paper proposes a 
new algorithm with stronger robustness to resist the attacks of impulse noise and cropping 
based on robust principal component analysis (RPCA) and discrete cosine transform (DCT). 
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2. Robust Principal Component Analysis  
The RPCA method decomposes an image into a low rank matrix image and a sparse 
matrix image [10-12]. If a matrix could be decomposed into a linear combination of a low rank 
matrix and a sparse matrix, as the equation M = A + E shows, then the two matrixes could be 
obtained by using some math method [13]. Where, A is a low rank matrix and E is a sparse 
matrix. The low rank matrix A could be recovered from the corrupted matrix M = A + E, as 
shown in Figure 1 [14]. The RPCA method can overcome the shortcoming of correlation data 
loss when the traditional PCA method is used to reduce the high-dimension. 
 
 
  
(a) Data_matrix M (b) Low_rank_matrix A (c) Sparse matrix E 
Figure 1. Components Decomposition by RPCA 
 
 
In the RPCA algorithm, the size of item ܧ is arbitrary, but the support set is sparse and 
unknown. Assuming that a given data matrix D∈Rm×n is a low rank or approximate low rank 
matrix, the optimal matrix A could be obtained by the traditional PCA when the elements of the 
separated sparse matrix E could be described by an independent identically distributed 
Gaussian distribution that is to solve the following optimization problem [14]: 
 
݉݅݊஺,ா‖ܧ‖ி																	
ݏ. ݐ.			ݎܽ݊݇ሺܣሻ ൑ ݎܦ ൌ ܣ ൅ ܧ
  (1) 
 
The matrix ܦ is solved with the singular value decomposition method (SVD), then the 
optimal solution of the above optimization problem would be obtained. If ܧ is a sparse noise 
matrix, the traditional PCA is not applicable. Then, to recover the low rank matrix ܣ becomes a 
double objective optimization problem:  
 
min஺,ாሺݎܽ݊݇ሺܣሻ, ‖ܧ‖଴ሻ
ݏ. ݐ.			ܦ ൌ ܣ ൅ ܧ								   (2) 
 
And then the compromise factor λሺ൏ 0ሻ is introduced, the double objective optimization 
problem is transformed into a single objective optimization problem: 
 
min஺,ா 	ݎܽ݊݇ሺܣሻ ൅ λ‖ܧ‖଴
ݏ. ݐ.			ܣ ൅ ܧ ൌ ܦ												   (3) 
 
This problem is an NP problem, so the objective function of the optimization problem 
needs to be relaxed. Due to the nuclear െ norm of the matrix is an envelope of the matrix rank, 
the 0 െ norm is equal to ሺ1,1ሻ-norm under certain conditions. So the problem is relaxed to the 
following convex optimization problem: 
 
min஺,ா 	‖ܣ‖∗ ൅ λ‖ܧ‖ଵ
ݏ. ݐ.			ܣ ൅ ܧ ൌ ܦ					   (4) 
 
In the actual calculation, the paper [12] suggests λ ൌ 1 ඥ݉ܽݔሺ݉, ݊ሻ⁄ . The above 
optimization problem is also called RPCA.  
When the image is in the process of preprocessing, the augmented Lagrange 
multipliers (ALM) [15] is adopted to solve RPCA in this paper. The idea of ALM is as the 
following: 
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At first, the augmented Lagrange function is constructed:  
 
Lሺܣ, ܧ, ܻ, ߤሻ ൌ ‖ܣ‖∗ ൅ λ‖ܧ‖ଵ ൅ 〈ܻ, ܦ െ ܣ െ ܧ〉 ൅ ߤ ‖ܦ െ ܣ െ ܧ‖ிଶ 2⁄  (5) 
 
When Y ൌ Y௞, ߤ ൌ ߤ௞, the alternating method is adopted to solve the optimization problem min஺,ா ܮሺܣ, ܧ, Y௞, ߤ௞ሻ. The matrix ܣ and ܧ are iterated alternately using the exact ALM (EALM) 
algorithm. If ܧ ൌ ܧ௞ାଵ௝ , then:  
 
 ܣ௞ାଵ௝ାଵ ൌ ܽݎ݃஺ min ܮ൫ܣ, ܧ௞ାଵ௝ , ௞ܻ, ߤ௞൯ 
ൌ ܽݎ݃஺ min ‖A‖∗ ൅ ߤ୩ฮܣ െ ൫ܦ െ ܧ௞ାଵ௝ ൅ ௞ܻ ߤ୩⁄ ൯ฮி
ଶ 2ൗ  (6) 
 ൌ ߯ଵ ఓౡൗ ቀܦ െ ܧ௞ାଵ
௝ ൅ ௞ܻ ߤ୩ൗ ቁ 
 
Update the matrix ܧ according to the obtained ܣ௞ାଵ௝ାଵ :  
 
 ܧ௞ାଵ௝ାଵ ൌ ܽݎ݃ா min ܮ൫ܣ௞ାଵ௝ାଵ , ܧ, ௞ܻ, ߤ௞൯							 
ൌ ܽݎ݃ா min ߣ‖E‖ଵ ൅ ߤ୩ฮܧ െ ൫ܦ െ ܣ௞ାଵ௝ାଵ ൅ ௞ܻ ߤ୩⁄ ൯ฮி
ଶ 2ൗ  (7) 
 ൌ ߴఒ ఓౡൗ ቀܦ െ ܣ௞ାଵ
௝ାଵ ൅ ௞ܻ ߤ୩ൗ ቁ					 
 
Denote ܣ௞ାଵ௝ାଵ  and ܧ௞ାଵ௝ାଵ respectively to converge to ܣ௞ାଵ∗  and ܧ௞ାଵ∗ , then the update expression of 
the matrix ܻ is:  
 
௞ܻାଵ ൌ ௞ܻ ൅ ߤ௞ሺܦ െ ܣ௞ାଵ∗ െ ܧ௞ାଵ∗ ሻ  (8) 
 
At last update the parameter ߤ:  
 
ߤ௞ାଵ ൌ ൜ߩߤ௞,					ߤ௞ ‖ܧ௞ାଵ
∗ െ ܧ௞∗‖ி ‖ܦ‖ி ൏ ߝ⁄
ߤ௞,						otherwise																																		  (9) 
 
Where, ߩ ൐ 1 is a constant and ߝ ൐ 0 is a small positive number. 
The RPCA optimization method is a special case in many common optimization 
methods. According to this idea, this paper applies the RPCA algorithm into the digital image 
processing field and in the meantime a digital watermarking algorithm based on RPCA is 
proposed. This algorithm not only achieves the high visual quality but also the strong robustness 
to efficiently resist the attacks of impulse noise and cropping. 
 
 
3. Discrete Cosine Transform 
Discrete Cosine Transform (DCT) has advantages of high compression ratio, the lower 
bit error rate, the information concentration and small amount of calculation [16]. At the same 
time, the digital watermarking based on DCT domain is very familiar. The basic idea is to 
choose the low frequency coefficients to embed the watermarking into the image [17]. The low 
frequency part of image has more energy than other parts, so the watermarking embedded in 
the low frequency part could obtain higher robustness. The low frequency part is the smooth 
region of an original image, so the modification of this part will lead to reduce the quality of the 
image. The high frequency part is the texture of an image and the visual effect is good if the 
watermarking was embedded in this part, but it is sensitive to filter and compression. So, we 
adopt the intermediate frequency coefficients to embed the watermarking. Two-dimensional 
DCT [18] can be defined as Equation (10): 
 
ܨሺݑ, ݒሻ ൌ ܥሺݑሻܥሺݒሻ∑ ∑ ݂ሺ݅, ݆ሻܿ݋ݏ ሺଶ௜ାଵሻ௨గଶே ܿ݋ݏ
ሺଶ௝ାଵሻ௩గ
ଶே
ேିଵ௝ୀ଴ேିଵ௜ୀ଴  (10) 
 
The inverse of two-dimensional DCT can be defined as Equation (11): 
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݂ሺ݅, ݆ሻ ൌ ܥሺݑሻܥሺݒሻ∑ ∑ ܨሺݑ, ݒሻܿ݋ݏ ሺଶ௜ାଵሻ௨గଶே ܿ݋ݏ
ሺଶ௝ାଵሻ௩గ
ଶே
ேିଵ௩ୀ଴ேିଵ௨ୀ଴  (11) 
 
Where, ܥሺݑሻܥሺݒሻ can be defined as Equation (12): 
 
ܥሺݑሻܥሺݒሻ ൌ
ە
۔
ۓටଵே , ݑ, ݒ ൌ 0
ටଶே , ݑ, ݒ ൌ 1,2,⋯ ,ܰ െ 1
  (12) 
 
The idea of image processing method based on DCT transform is that: Take the carrier 
image ܨሺܯ,ܰሻ	 as a two-dimensional matrix and use DCT transform directly to process the 
matrix and embed the watermarking into the carrier image [19]. This paper processes the 
texture layer with 8 ൈ 8 DCT method, and then the watermarking is embedded into the obtained 
intermediate frequency coefficients. 
 
 
4. Watermarking Embed and Extract Algorithm 
4.1. Watermarking Embed Algorithm 
Embed a watermarking image into a carrier image ܨ with following steps: 
Step 1. At first, use the RPCA algorithm to extract the high frequency part ௧ܲ and the 
low frequency part ௖ܲ from the original carrier image ܨ; 
Step 2. Then, we apply ݊ ൈ ݊ሺ݊ ൌ 8ሻ DCT transfor to the high frequency part ௧ܲ, and 
then use keys to generated pseudo random sequences ݇ଵ and ݇ଶ, which are in order to record 
the watermarking pixel value (1 or 0); 
Step 3. Denote the matrix as ܨሾ݅, ݆ሿ, which is the original carrier image ܨ after the DCT 
transform. The intermediate frequency coefficients of this block are named as ܨሾ݅, 8 െ ݅ ൅ 1ሿ,
ሺ݅ ൌ 1,2,⋯ ,ܰሻ, then we have formulas as following: 
 
൜ܨሾ݅, ݆ሿ ൌ ܨሾ݅, ݆ሿ ൈ σ ൈ ݇ଵ, ݌݅ݔ݈݁	݅ݏ	݁ݍݑ݈ܽ	ݐ݋	0ܨሾ݅, ݆ሿ ൌ ܨሾ݅, ݆ሿ ൈ σ ൈ ݇ଶ, 	݌݅ݔ݈݁	݅ݏ	݁ݍݑ݈ܽ	ݐ݋	1 (13) 
 
Where, σ represents embedding strength; 
Step 4. Combine the high frequency part ௧ܲ with the low frequency part ௖ܲ and the 
process of embedding is complete. The image carrying the watermarking is named as ܨ ′. 
 
4.2. Watermarking Extract Algorithm 
Extract the watermarking from ܨ ′. The extraction process is outlined as following: 
Step 1. Apply DCT to the image ܨ ′ which carries the watermarking;  
Step 2. Denote the matrix as ܨ ′ሾ݅, ݆ሿ, which is after the DCT transform of the image. The 
intermediate frequency coefficients are ܨ ′ሾ݅, 8 െ ݅ ൅ 1ሿሺ݅ ൌ 1,2,⋯ ,ܰሻ. Then, calculate the value 
of each pixel according to the following formula:  
 
W ൌ ൜ݏ݀ଵ ൐ ݏ݀ଶ, 		݄ܶ݁	݌݅ݔ݈݁	ݒ݈ܽݑ݁	݅ݏ	݁ݍݑ݈ܽ	ݐ݋	0ݏ݀ଵ ൏ ݏ݀ଶ, 		݄ܶ݁	݌݅ݔ݈݁	ݒ݈ܽݑ݁	݅ݏ	݁ݍݑ݈ܽ	ݐ݋	1 (14) 
 
Where, 
 
ݏ݀ଵ ൌ ܿ݋ݎݎ2ሺ݌, ݇ଵሻ, ݏ݀ଶ ൌ ܿ݋ݎݎ2ሺ݌, ݇ଶሻ  (15) 
 
Step 3. Complete the watermarking extraction and the watermarking is obtained. 
 
5. Experimental Results and Analysis 
In these experiments, the gray image Lena with 512 ൈ 512 pixel size is taken as the 
original carrier image which is an open source image and the pixel size of watermarking image 
is 64 ൈ 64. The original carrier image and the watermarking image are shown in Figure 2. 
 
                     ISSN: 1693-6930 
TELKOMNIKA  Vol. 14, No. 4, December 2016 :  1424 – 1431 
1428
 
(a) The original carrier image (b) The watermarking image 
                         
Figure 2. Original carrier image and watermarking image 
 
 
After the watermarking image is embeded into the original carrier image, it is hard to 
distinguish Figure 2(a) from Figure 3(a) visually. Figure 3 shows the embedded carrier image 
and the extracted watermarking image using our algorithm. 
 
 
 
(a) The image embedded the 
watermarking 
(b) The extracted watermarking 
         
Figure 3. The embedded carrier image and the extracted watermarking image 
 
 
Use the robustness and invisibility indexes to evaluate the watermarking technology. As 
we can see from the Figure 2(a) and the Figure 3(a), they are very similar to each other. This 
shows that the algorithm invisibility is very strong. This is a subjective evaluation to the 
algorithm. Except the subjective evaluation, the objective evaluation is more important, such as 
Pak Signal to Noise Ratio (PSNR) and Normalized Coefficient (NC) [21]. The compared results 
of extracting watermarking image between our algorithm and the paper [9] whose method is 
based on wavelet transform are shown in Table 1. 
As we can see from Table 1, the PSNR value of our algorithm is 31.4890 and the NC 
value is 0.9970 while the PSNR value of the paper [9] is 30.6912 and the NC value is 0.7615. 
So, in this aspect our algorithm is better than the paper [9]. 
 
 
Table 1. Comparing results of PSNR and NC 
Algorithm PSNR NC 
Our algorithm 31.4890 0.9970 
Paper [4] 30.6912 0.7615 
 
 
Table 2 shows that the extracted watermarking image of our algorithm is closer to the 
original watermarking image than the paper [9]. Table 1 and Table 2 mean that our algorithm is 
more robust than the paper [9]. Meanwhile, in order to measure the performance of our 
algorithm we test the algorithms with some attacks, such as cropping attack and Salt & Pepper 
noise attack [22]. 
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Table 2. Comparing results of the extracted watermark 
The original watermarking image Our algorithm Paper [4] 
   
 
 
5.1. Salt and Pepper Noise Attack 
The salt and Pepper noise attack is that black and white noises are added into the 
image to make the image fuzzy. Whether it could resist the salt and pepper noise attack or not 
that is a very important indicator to measure the performance of an algorithm. After the salt and 
pepper attack (the noise densities respectively are 0.01, 0.03, 0.05), the extract results are 
shown in Table 3. 
 
 
Table 3. The salt and pepper noise attack results of this paper 
Noise density After attack Extracted watermarking PSNR NC 
0.01 
 
 
24.4008 0.9469 
0.03 
 
 
20.3230 0.8880 
0.05 
 
 
18.2125 0.8569 
 
 
From Table 3 we can see that the salt and pepper noise densities respectively are 0.01, 
0.03, 0.05. The algorithm of our paper could extract the watermark, while the salt and pepper 
noise density is bigger than 0.01 the algorithm of paper [9] couldn’t extract the watermarking 
image. Therefore, these show that our algorithm has better ability to resist the salt and pepper 
noise attack than the paper [9]. 
 
5.2. Cropping Attack 
Cropping attack is one of the most common attacks, whether it can resist cropping 
attack effectively or not is an important index to measure robustness of a watermarking 
algorithm. After cropping attack, the extract results are shown in Table 4. 
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Table 4. The results of cropping attack 
Cropping Our algorithm Paper [9] 
The original image after 
cropping 1/4 
  
The extracted watermark 
  
PSNR 12.1358 11.9392 
NC 0.9802 0.6008 
 
 
From Table 4, when the cropping ratio is 1/4, the PSNR value of our algorithm is 
12.1358, while the paper [9] is 11.9392. Moreover, the visual effect of our algorithm is better 
than the paper [9]. The NC value of the extracted watermarking image and the original 
watermarking image could reach to 0.9802, while the paper [9] is only 0.6008. So, our algorithm 
has better robustness to resist the cropping attack than the paper [9]. 
The RPCA algorithm could mostly avoid the effect that caused by a few of degenerate 
points and could converge to the right results. In the meantime, it would keep high calculation 
accuracy and avoid the data loss in the process of dimensionality reduction. So, our algorithm 
has higher performance than the paper [9] which is based on wavelet transform. 
 
 
6. Conclusion 
This paper extracts the low frequency part ௖ܲ and the sparse part ௧ܲ of the original 
carrier image using the RPCA method. And then the sparse part ௧ܲ is handled with 8×8 DCT 
method to get the intermediate freqency coefficients and the watermarking image is embedded 
into the obtained intermediate frequency coefficients of sparse part ௧ܲ. The experimental results 
show that the algorithm of this paper not only could obtain high visual quality but also could 
efficiently resist the attacks of cropping and the salt and pepper noise. 
In the future, we will do our best to find more efficient ways to improve the ability to 
resist attacks such as geometric distortion, stronger noise and so on [23, 24]. 
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