Mixed-norm estimates for a class of nonisotropic directional maximal operators and Hilbert transforms  by Bez, Neal
Journal of Functional Analysis 255 (2008) 3281–3302
www.elsevier.com/locate/jfa
Mixed-norm estimates for a class of nonisotropic
directional maximal operators and Hilbert transforms
Neal Bez 1
School of Mathematics, The University of Edinburgh, James Clerk Maxwell Building, King’s Buildings,
Edinburgh, EH3 9JZ, United Kingdom
Received 25 February 2008; accepted 24 July 2008
Available online 9 August 2008
Communicated by J. Bourgain
Abstract
For all d  2 and p ∈ (1,max(2, (d + 1)/2)], we prove sharp Lp to Lp(Lq) estimates (modulo an
endpoint) for a directional maximal operator associated to curves generated by the dilation matrices
exp((log t)P ), where P has real entries and eigenvalues with positive real part. For the corresponding
Hilbert transform we prove an analogous result for all d  2 and p ∈ (1,2]. As corollaries, we prove Lp
bounds for variable kernel singular integral operators and Nikodym-type maximal operators taking averages
over certain families of curved sets in Rd .
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1. Introduction
Given an integer d  2, fix a real d by d matrix P with the property that each eigenvalue of P
has positive real part. Define the dilations {δt : t ∈ (0,∞)} by
δt := exp
(
(log t)P
)
, (1.1)
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3282 N. Bez / Journal of Functional Analysis 255 (2008) 3281–3302and for t ∈ (−∞,0) we set δt := −δ−t . For Schwartz functions f on Rd and (x,ω) ∈ Rd ×Sd−1,
define operators M and H by
Mf (x,ω) := sup
h∈(0,∞)
1
h
∣∣∣∣∣
h∫
0
f (x − δtω)dt
∣∣∣∣∣,
Hf (x,ω) := p.v.
∫
R
f (x − δtω)dt
t
.
For fixed ω ∈ Sd−1, it was shown by Stein and Wainger [19] that f → Mf (·,ω) is bounded on
Lp for all p ∈ (1,∞] and f → Hf (·,ω) is bounded on Lp for each p ∈ (1,∞). The purpose of
this paper is to address the question of whether M and H are bounded as operators from Lp to
the mixed-norm space, Lp(Lq), consisting of all measurable functions F : Rd ×Sd−1 → C such
that ‖F‖Lp(Lq) is finite, where
‖F‖Lp(Lq) :=
( ∫
Rd
( ∫
Sd−1
∣∣F(x,ω)∣∣q dΩ(ω))p/q dx)1/p.
Here, dΩ denotes the induced Lebesgue measure on Sd−1. In order to describe the earlier devel-
opments on this problem, it will be very convenient to introduce the following.
Notation. If (p, q) ∈ [1,∞] × [1,∞] and p < q , let Δ(p,q) ⊂ [0,1] × [0,1] denote the interior
of the triangle with vertices (0,0), (1,1), and (1/p,1/q). It will also be beneficial to set pd :=
max(2, (d + 1)/2) and
qd(p) := p(d − 1)
d − p , for p ∈ (1,∞)
(with the agreement that qd(p) = ∞ when p  d).
We remark that the arguments of Stein and Wainger in [19] imply that, for each p ∈ (1,∞],
the Lp bound for f → Mf (·,ω) is uniformly bounded over ω ∈ Sd−1. It follows immediately
from Minkowski’s inequality that when 1  q  p ∞ (and p > 1), M is bounded from Lp
to Lp(Lq). A similar remark holds for H provided we exclude the case p = ∞. Consequently,
we are only concerned with the case p < q in this paper and the regions Δ(p,q) will be used to
represent the progress beyond the ‘trivial’ region where p  q .
When P is (a positive multiple of) the identity matrix observe that the dilations δt are the
standard isotropic dilations of Rd . The following is the natural conjecture in the isotropic case.
Conjecture 1. When P is a positive multiple of the identity matrix, the operators M and H are
bounded from Lp to Lp(Lq) for all (1/p,1/q) ∈ Δ(d,∞).
Indeed, by testing on the characteristic function of the unit ball in Rd , it is easy to verify that
if M or H are bounded from Lp to Lp(Lq) then necessarily q ∈ [1, qd(p)). For H , Calderón and
Zygmund [3] verified Conjecture 1 for all (1/p,1/q) ∈ Δ(2,q (2)). R. Fefferman [11] proved thatd
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Later came the following improvement due to Christ, Duoandikoetxea, and Rubio de Francia.
Theorem 2. (See [7].) Suppose P is a positive multiple of the identity matrix. For any d  2,
M and H are bounded from Lp to Lp(Lq) for any (1/p,1/q) ∈ Δ(pd,qd (pd )).
Theorem 2 thus completely resolves Conjecture 1 when d = 2, and we believe represents the
most progress for d  3.
The known results in the nonisotropic setting concern the case that P is a diagonal matrix
with distinct, real, and thus positive, diagonal entries. We begin with the maximal operator M
and the following results of Sato [17] and Chen [6].
Theorem 3. Suppose P = diag(α1, . . . , αd) where the αj are distinct and positive real numbers.
(1) (See [17].) For any d  2, M is bounded from Lp to Lp(Lq) for any (1/p,1/q) ∈ Δ(ps,2),
where
ps :=
2(d
∑
j αj − (d − 2)minj (αj ))
d
∑
j αj − (d − 4)minj (αj )
.
(2) (See [6].) For any d  2, M is bounded from Lp to Lp(Lq) for any (1/p,1/q) ∈ Δ(pc,qc),
where
pc := 2(d − 1 + 1/d)
d − 1 + 2/d , and qc :=
2(d − 1 + 1/d)
d − 1 .
For H , we believe that the best known result is the following theorem of Chen, which is
restricted to the plane.
Theorem 4. (See [5].) Suppose P = diag(α1, α2) where 1 < α2/α1 < 4/3. Then H is bounded
from Lp to Lp(Lq) for any (1/p,1/q) ∈ Δ(2,4).
We should mention that Theorems 2 and 4 in fact hold for the associated maximal Hilbert
transform, as was shown in [7] and [5] respectively. We also remark that either Theorem 3(1) or
Theorem 3(2) can subsume the other, depending on certain relationships between the numbers d ,
minj (αj ), and
∑
j αj .
The main results in this paper extend the known results in the nonisotropic setting of diagonal
matrices P and, in fact, hold whenever the eigenvalues of P have positive real part. For the
maximal operator M , we have the following.
Theorem 5. Suppose d  2 and P is a d by d matrix whose eigenvalues each have positive real
part.
(1) For any p ∈ (1,∞), a necessary condition that M is a bounded operator from Lp to Lp(Lq)
is that q ∈ [1, qd(p)].
(2) For any (1/p,1/q) ∈ Δ(pd,qd (pd )), M is bounded from Lp to Lp(Lq).
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orem 2 for M . In particular, modulo this endpoint, Theorem 5 is sharp in all dimensions for
p ∈ (1,pd ], and when d = 2, sharp for all p ∈ (1,∞).
For each d  2, one may verify that Δ(ps,2) and Δ(pc,qc), the regions obtained in Theorem 3(1)
and Theorem 3(2) respectively, are strict subsets of Δ(pd,qd (p)).
Our analysis of the singular integral operator H has been less successful. At the moment, the
following is known to us.
Theorem 6. Suppose d  2 and P is a d by d matrix whose eigenvalues each have positive real
part.
(1) For any p ∈ (1,∞), a necessary condition that H is a bounded operator from Lp to Lp(Lq)
is that q ∈ [1, qd(p)].
(2) For any (1/p,1/q) ∈ Δ(2,qd (2)), H is bounded from Lp to Lp(Lq).
It follows from Theorem 6 that we have a sharp result for H in all dimensions for p ∈ (1,2],
and, when d = 2, for all p ∈ (1,∞) (modulo an endpoint). When d = 2, the region Δ(2,4) ob-
tained in Theorem 4 for H is strictly smaller than the (essentially) optimal region Δ(2,∞).
In the coming section, we present some preliminary results concerning the dilations δt . In
Section 3 we prove the necessity parts of Theorems 5 and 6. Sections 4 and 5 are devoted to
the sufficiency parts of Theorem 5 and Theorem 6 respectively. In Section 6 we prove the main
oscillatory integral estimate used for these results. Finally, in Section 7 we exhibit some appli-
cations of our results to variable kernel singular integral operators and a Nikodym-type maximal
operator associated to certain families of curved sets.
Notation. Let A and B be nonnegative real numbers. We write A B and B  A for A CB ,
where the constant C may depend only on d , the matrix P , and any index p or q that may be
present. If A B A then we write A ∼ B , and if A ∼ 1 then we may say that A is O(1).
For (x, r) ∈ Rd × (0,∞), we define B(x, r) := {y ∈ Rd : |x − y| < r}.
2. Preliminaries
Particularly with the applications in Section 7 in mind, we desire a parametrisation of Rd by
polar coordinates adapted to our nonisotropic setting. For this we will follow the approach of
Stein and Wainger in [19], and thus refer the reader to their paper for further details.
Choose a real symmetric positive definite matrix Q such that, for fixed x ∈ Rd \ {0},
t → 〈Qδtx, δtx〉1/2 is strictly increasing on (0,∞) (2.1)
(here 〈·,·〉 is the usual Euclidean inner product on Rd ). Assuming that such a matrix Q exists for
the moment, for each x ∈ Rd \ {0}, we (uniquely) define (x) ∈ (0,∞) by the following:
〈Qδ(x)−1x, δ(x)−1x〉 = 1. (2.2)
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that
(δtx) = t(x) for all t ∈ (0,∞) and all x ∈ Rd .
Furthermore, we let Σd−1Q be the ellipsoid given by
Σd−1Q :=
{
ω ∈ Rd : 〈Qω,ω〉 = 1}= {ω ∈ Rd : (ω) = 1}. (2.3)
Remarks.
(1) On the existence of a matrix Q satisfying (2.1), one may take
Q =
∞∫
0
exp(−tP ∗)(−tP ) dt. (2.4)
It is straightforward to check that this has the requisite property; this rather cute choice can
be found in [19]. Note that the choice of Q is certainly not unique.
(2) In general, t → 〈δtx, δtx〉1/2 is not strictly increasing on (0,∞), and thus the identity matrix
is not always an appropriate choice of Q. The identity matrix is, however, appropriate when
P is a diagonal matrix, for example.
(3) In light of the above, a question arises about what is the most ‘natural’ domain of the angular
variable ω in the definition of our operators M and H . Our proofs of Theorems 5 and 6
are sufficiently robust in the sense that one may (appropriately) replace Sd−1 with the ellip-
soid Σd−1Q without altering the conclusions. This is a pertinent point for our applications in
Section 7 and we refer the reader there for more details.
For each nonzero x ∈ Rd there exists a unique pair (r,ω) ∈ (0,∞)×Σd−1Q such that
x = δrω;
of course, r = (x) and ω = δ−1(x)x. The volume element in Rd is
dx = rτ−1dr dΩQ(ω), (2.5)
where dr is Lebesgue measure on the positive real line, dΩQ is a smooth measure on Σd−1Q , and
τ is the trace of P .
We conclude this section with a brief presentation of some properties of the dilations δt that
we rely upon throughout. Firstly, it is a triviality to check that the group property, δsδt = δst ,
holds for all s, t ∈ (0,∞). The following estimates will also be useful:
tα1 |x| |δtx| tα2 |x| for all t < 1, and (2.6)
tα3 |x| |δtx| tα4 |x| for all t  1, (2.7)
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triangle inequality for our nonisotropic distance function  may fail in general,
(x + y) (x)+ (y) for all x, y ∈ Rd . (2.8)
3. Necessity
As far as we know, no necessary conditions have been given in the nonisotropic case. The nec-
essary condition in Theorems 5(1) and 6(1) follows by testing on an arbitrarily small Euclidean
ball centred at the origin. Notice that because of scaling in the isotropic case, this is equivalent
to testing on the unit Euclidean ball and this is in fact sufficient to generate Conjecture 1.
Suppose first that M is bounded from Lp to Lp(Lq) and set fN to be the characteristic func-
tion of B(0,C/N). Here, C ∼ 1 will be determined later in the proof, and N is an arbitrarily
large positive number. Thus,
N−d ∼ ‖fN‖pp 
∫
Rd
( ∫
Sd−1
(
sup
h∈(0,∞)
1
h
h∫
0
fN(x − δtω)dt
)q
dΩ(ω)
)p/q
dx. (3.1)
Next, we change variables to polar coordinates, x = δrθ for (r, θ) ∈ (0,∞)×Σd−1Q , where Q is,
say, given by (2.4).
For each θ ∈ Σd−1Q let Rθ be any positive number such that δRθ θ ∈ Sd−1. By (2.6) and (2.7)
it is easy to see that at least one choice of Rθ exists and moreover Rθ ∼ 1. For fixed r ∈ (1,2)
and θ ∈ Σd−1Q let rθ := r/Rθ and θ ′ := δRθ θ . We claim that, if t ∈ (rθ , rθ + 1/N) and ω ∈ Sd−1
satisfies |ω − θ ′| < 1/N then δrθ − δtω ∈ B(0,C/N). This claim granted, it follows from (3.1)
that
N−d 
2∫
1
∫
Σd−1Q
( ∫
w∈Sd−1
|ω−θ ′|<1/N
( rθ+1/N∫
rθ
dt
)q
dΩ(ω)
)p/q
dΩQ(θ)r
τ−1 dr
∼ N−p−(d−1)p/q,
and this implies that q ∈ [1, qd(p)], as required.
To prove the claim, first write t = rθ + h where h ∈ (0,1/N) and
δrθ − δtω = δrθ (I − δ1+h/rθ )θ ′ − δrθ+h(ω − θ ′),
from which the Euclidean triangle inequality, and the estimates in (2.6) and (2.7) imply that
|δrθ − δtω| ‖I − δ1+h/rθ ‖ + 1/N.
Using the trivial estimate log(1 + h/rθ )  h/rθ and the matrix-norm triangle inequality, it fol-
lows that
‖I − δ1+h/rθ ‖ =
∥∥∥∥∥
∞∑ log(1 + h/rθ )k
k! P
k
∥∥∥∥∥ h
k=1
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our claim now follows; this completes our proof of Theorem 5(1).
To prove Theorem 6(1), we also test H on the function fN , for arbitrarily large positive N .
The only difference to the above argument given for M is that one should restrict the θ -integral
to some smaller subset of Σd−1Q of size O(1) to remove the cancellation in the t-integral. We
omit the details.
4. Proof of Theorem 5(2)
By interpolation with (1/p,1/q) near (0,0) and (1,1) it suffices to prove Theorem 5(2) when
p = pd . Unlike previous approaches in the nonisotropic setting, we shall use the successful
techniques used for the isotropic case in [7]. First, we setup a square function type argument
using a fixed number σ ∈ (1,∞) which we do not specify at all but emphasise that it only depends
on P . Select ς ∈ (1, σ ) for which (ς, ς2)  (1, σ ). Then choose ψ ∈ S(R) such that ψ vanishes
outside (1, σ ), ψ is equal to 1 on (ς, ς2), and 0  ψ  1. Now choose a positive function
φ ∈ S(Rd) for which ∫ φ = ∫ ψ and φ = φ˜((·)) for some decreasing function φ˜ on [0,∞).
Here,  is the P -homogeneous distance function given by (2.2) associated to the matrix Q,
which we now choose to be given by (2.4).
Define, for each k ∈ Z,
Akf (x,ω) :=
∫
R
f (x − δtω)ψk(t) dt −
∫
Rd
f (x − y)φk(y) dy, (4.1)
where
ψk(t) := ς−kψ
(
ς−kt
)
and φk(x) := det δς−kφ(δς−k x).
It is clear that
Mf (x,ω) sup
k∈Z
∣∣Akf (x,ω)∣∣+ sup
k∈Z
∣∣∣∣ ∫
Rd
f (x − y)φk(y) dy
∣∣∣∣. (4.2)
Furthermore, the operator
f → sup
r∈(0,∞)
∣∣δrB(0,1)∣∣−1 ∫
δrB(0,1)
∣∣f (· − z)∣∣dz
is bounded on Lp for each p ∈ (1,∞) (see, for example, Chapter 1 of [18]) and pointwise
dominates the second term on the right-hand side of (4.2) up to an O(1) constant. Therefore, it
suffices to prove Theorem 5(2) with M replaced by M, where
Mf (x,ω) := sup∣∣Akf (x,ω)∣∣.
k∈Z
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such that η vanishes outside B(0,2), η equals 1 on B(0,1), and 0 η 1. It can be shown (see,
for example, [4]) that there exists a natural number D depending on P such that if
λk := ηk+D − ηk−D and Λ̂k := λk,
where ηk(ξ) := η(δ∗ςk ξ), then the following is true.
Theorem 7.
(1) The Λk decompose the identity operator in the sense that
∑
k∈Z λk(ξ) = 2D for each ξ = 0.
(2) For any ξ ∈ Rd , the number of k ∈ Z for which λk(ξ) = 0 is O(1).
(3) If either |δ∗
ςk−Dξ | 2 or |δ∗ςk+Dξ | 1 then λk(ξ) = 0.
(4) For all p ∈ (1,∞), ‖(∑k∈Z |Λk ∗ f |2)1/2‖p  ‖f ‖p.
For any Schwartz function f we have
Mf (x,ω) ∼ sup
k∈Z
∣∣∣∣Ak(∑
j∈Z
Λj+k ∗ f
)
(x,ω)
∣∣∣∣∑
j∈Z
Bjf (x,ω),
where
Bjf (x,ω) := sup
k∈Z
∣∣Ak(Λj+k ∗ f )(x,ω)∣∣.
We claim that it suffices to prove the following inequalities for each Schwartz function f and
each j ∈ Z.
‖Bjf ‖L2(Lq)  ς−αq |j |‖f ‖2 for some αq > 0 and q < qd(2); (4.3)
‖Bjf ‖Lp(Lq)  ‖f ‖p for each (1/p,1/q) ∈ Δ((d+1)/2,d+1). (4.4)
Given the claim, (4.3) immediately implies Theorem 5(2) when d = 2. For d  3, interpolation
between (4.3) and (4.4) implies that
‖Bjf ‖Lp(Lq)  ς−αp,q |j |‖f ‖p
for each p ∈ (2,pd) and q ∈ [1, qd(p)). Hence, for such p and q ,
‖Mf ‖Lp(Lq) 
∑
j∈Z
‖Bjf ‖Lp(Lq)  ‖f ‖p. (4.5)
We can now use this estimate and interpolation to achieve the same conclusion when p = pd
and q ∈ [1, qd(pd)). Indeed, one should interpolate (4.5) for p sufficiently close to pd and an
appropriate q ∈ [1, qd(p)), with the trivial estimate ‖Mf ‖L∞(L∞)  ‖f ‖∞. The rest of this
section is thus dedicated to the proof of (4.3) and (4.4).
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q−1 = 1/2 − ν/(d − 1). (4.6)
By Minkowski’s inequality and Sobolev’s embedding theorem for manifolds,∥∥∥∥(∑
k∈Z
∣∣Ak(Λj+k ∗ f )(x, ·)∣∣2)1/2∥∥∥∥
q

(∑
k∈Z
∥∥Ak(Λj+k ∗ f )(x, ·)∥∥2L2ν
)1/2
,
where L2ν denotes the Sobolev space L2ν(Sd−1). Hence, by Plancherel’s theorem,
‖Bjf ‖2L2(Lq) 
∑
k∈Z
∫
Ak
∣∣f̂ (ξ)∣∣2∥∥m(δ∗
ςk
ξ, ·)∥∥2
L2ν
dξ,
where
m(ξ,ω) :=
∫
R
ψ(t)ei〈δtω,ξ〉 dt −
∫
Rd
φ(x)ei〈x,ξ〉 dx, and
Ak :=
{
ξ ∈ Rd : ∣∣δ∗
ςj+k+Dξ
∣∣> 1 and ∣∣δ∗
ςj+k−Dξ
∣∣< 2}.
We claim that for almost all ξ ∈ Rd ,∥∥m(ξ, ·)∥∥
L2ν
min
(|ξ |, |ξ |−ε),
where ε := 1/2(1/2 − ν). The claim granted, it is not difficult to verify that (4.3) follows from
(2.6), (2.7), and Theorem 7(2). To prove our claim, we shall show that the following estimates
hold almost everywhere:
∥∥m(ξ, ·)∥∥
L20
min
(|ξ |, |ξ |ε−1/2); (4.7)∥∥m(ξ, ·)∥∥
L21
min
(|ξ |, |ξ |ε+1/2); (4.8)
and then interpolate between L20 and L
2
1. Firstly, for small |ξ |, we use the fact that
∫
ψ = ∫ φ to
get
m(ξ,ω) =
∫
R
ψ(t)
(
ei〈δtω,ξ〉 − 1)dt − ∫
Rd
φ(x)
(
ei〈x,ξ〉 − 1)dx,
and hence |m(ξ,ω)|  |ξ | by the mean value theorem. Since the modulus of any first order
derivative of ω → 〈δtω, ξ 〉 on Sd−1 is majorised by |ξ |, the estimates for small |ξ | in (4.7) and
(4.8) follow. The estimates in (4.7) and (4.8) for large |ξ | are implied by the following lemma,
whose proof is delayed until Section 6.
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Ψ(ξ,ω) is supported in [1, σ ], smooth on (1, σ ), and∣∣Ψ(ξ,ω)(t)∣∣+ ∣∣Ψ ′(ξ,ω)(t)∣∣ |ξ |a for all t ∈ [1, σ ]. (4.9)
Then, ∫
Sd−1
∣∣∣∣ ∫
R
Ψ(ξ,ω)(t)e
i〈δtω,ξ〉 dt
∣∣∣∣2 dΩ(ω) |ξ |−1+2a+2ε.
Proof of (4.4). If (1/p,1/q) ∈ Δ((d+1)/2,d+1) then
‖Bjf ‖pLp(Lq) 
∫
Rd
(∑
k∈Z
∫
Sd−1
∣∣Ak(Λj+k ∗ f )(x,ω)∣∣q dΩ(ω))p/q dx

∑
k∈Z
∫
Rd
( ∫
Sd−1
∣∣Ak(Λj+k ∗ f )(x,ω)∣∣q dΩ(ω))p/q dx.
Thus, by Theorem 7(4), it suffices to prove the following.
Lemma 9. There exists a constant Cp,q < ∞ such that for all k ∈ Z,
‖Akf ‖Lp(Lq)  Cp,q‖f ‖p (4.10)
whenever (1/p,1/q) ∈ Δ((d+1)/2,d+1).
Proof. Fix (1/p,1/q) ∈ Δ((d+1)/2,d+1). Since f → supk∈Z |f ∗ φk| is bounded on Lp , it is
immediate from the definition of Ak in (4.1) that it suffices to prove (4.10) with Ak replaced
by Tk , where
Tkf (x,ω) :=
∫
R
f (x − δtω)ψk(t) dt.
Since ‖Tkf ‖pLp(Lq) = det δςk‖T0(f (δςk ·))‖pLp(Lq), we may restrict our attention to k = 0. Fur-
thermore, since T0 is a local operator and ψ is nonnegative, it suffices to prove (4.10) for T0 and
nonnegative functions f with support inside the unit cube centred at the origin, Q0. For such f ,
Hölder’s inequality implies that ‖T0f ‖Lp(Lq)  ‖T0f ‖Lq(Lq), which means it suffices to show
∫
CQ0
∫
Sd−1
( σ∫
1
f (x − δtω)dt
)q
dΩ(ω)dx  ‖f ‖qp where C ∼ 1, (4.11)
or, by duality,∣∣∣∣∫ f (x − δtω)g(x,ω)dt dΩ(ω)dx∣∣∣∣ ‖f ‖p( ∫ g(x,ω)q ′ dΩ(ω)dx)1/q ′ . (4.12)
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To show (4.12) we use a recent theorem of Gressman in [12]. For completeness, we now describe
the general setup and main theorem in [12], and then demonstrate that (4.12) follows immediately
as a special case.
Let X and Y be smooth manifolds equipped with measures of smooth density and assume
dimX < dimY . Let M be a smooth (dimY + 1)-dimensional submanifold of X × Y , also
equipped with a measure, and such that the natural projections πX : M → X and πY : M → Y
have everywhere surjective differential maps. Furthermore, let X1 and N1 be those vector fields
on M which are annihilated by dπX and dπY , respectively. Now choose a nonvanishing repre-
sentative Y1 ∈ N1 and define T (V ) := [V,Y1], where [·,·] denotes the Lie bracket. Define Xj to
be the collection of all vector fields in Xj−1 such that T (V ) ∈ Xj−1 +N1.
Definition 10. The quintuplet (M,X,Y,πX,πY ) is said to be nondegenerate through order k
at m ∈ M if there are dimX − 1 vector fields Xj ∈ Xk such that {X1|m,N1|m,T k(Xj )|m: j =
1, . . . ,dimX − 1} spans the tangent space of M at m.
Let Rk ⊂ [0,1] × [0,1] be the interior of the convex hull of the points (0,1), (1,0), (0,0),
and (
2
j dimX − j + 2 ,1 −
2
(j + 1)(j dimX − j + 2)
)
for j = 1, . . . , k.
Then the following is the main result in [12].
Theorem 11. (See [12].) Let (M,X,Y,πX,πY ) be nondegenerate through order k at m ∈ M.
Then there exists an open set U ⊂ M containing m and a constant Cp,q ′ < ∞ such that, for any
functions fX and fY on X and Y respectively,∣∣∣∣ ∫
U
fX
(
πX(m)
)
fY
(
πY (m)
)
dm
∣∣∣∣ Cp,q ′ ‖fX‖p‖fY ‖q ′
whenever (1/p,1/q ′) ∈ Rk .
To see how (4.12) follows from Theorem 11, we take
X := Rd, Y := Rd × Sd−1, and
M := {(x − δtω, x,ω): (t, x,ω) ∈ (1, σ )×CQ0 × Sd−1},
each equipped with their natural Lebesgue measure. Since M is compact it is clear that The-
orem 11 implies (4.12) once we demonstrate that, at each point m ∈ M, (M,X,Y,πX,πY ) is
nondegenerate through order 1 at m. To this end, consider m lying in the piece of M parametrised
by,
Φ : (1, σ )×CQ0 ×B(0,1) → M; (t, x, y) → (x − δtω, x,ω),
3292 N. Bez / Journal of Functional Analysis 255 (2008) 3281–3302where
ω := (y1, . . . , yd−1,Γ (y)) and Γ (y) := (1 − (y21 + · · · + y2d−1))1/2.
We can parametrise the rest of M using (a finite number of) maps which are similar to Φ and it
will be apparent that the argument which follows can be modified to get the same outcome for the
remaining elements of M. Our computations of the vector fields X1 and N1 occur in a Euclidean
space and thus appear as 2d-tuples. Our choice of parametrisation means that it is convenient to
write these 2d-tuples in the form (t |x|y) where t ∈ R, x ∈ Rd , and y ∈ Rd−1.
One can easily verify that, if ej is the j th standard basis vector in Rd−1 and ωj :=
(ej , ∂yj Γ (y)) ∈ Rd , then the vectors
Xj :=
(
0|δtωj |ej
)
for j = 1, . . . , d − 1 and Xd :=
(
1
∣∣t−1Pδtω∣∣0)
lie in X1, and the vector (1|0|0) lies in N1. It is also straightforward to verify that
T (Xj ) =
(
0
∣∣t−1Pδtωj ∣∣0) for j = 1, . . . , d − 1.
We claim that, for each fixed (t, x, y) ∈ (1, σ )×CQ0 ×B(0,1), the set{
Y1,Xj ,Xd,T (Xj ): j = 1, . . . , d − 1
} (4.13)
is linearly independent. Upon a dimension count, this implies that (M,X,Y, πX,πY ) is nonde-
generate through order 1 at m, as claimed.
To see that the set in (4.13) is linearly independent, suppose that
αY1 +
d−1∑
j=1
βjXj + βdXd +
d−1∑
j=1
γjT (Xj ) = 0.
The last d − 1 components force βj = 0 for j = 1, . . . , d − 1. Therefore,
(
1 1 0 · · · 0
0 t−1Pδtω t−1Pδtω1 · · · t−1Pδtωd−1
)⎛⎜⎜⎜⎜⎝
α
βd
γ1
...
γd−1
⎞⎟⎟⎟⎟⎠= 0, (4.14)
and it suffices to show that the determinant of the matrix in (4.14) is nonzero. This determinant
is clearly equal to
det
(
t−1Pδt
)
det(ω,ω1, . . . ,ωd−1) = tτ−1 det(P )Γ (y)−1,
which is nonzero for each (t, x, y) ∈ (1, σ ) × CQ0 × B(0,1). This completes the proof of
Lemma 9 and thus (4.4). 
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(1) The quintuplet (M,X,Y,πX,πY ) is not nondegenerate through order k for any k  2, in our
particular setup.
(2) In a subsequent paper, Gressman [13] proves completely sharp Lp to Lq mapping properties
for a family of operators related to those arising in Theorem 11.
5. Proof of Theorem 6(2)
We prove Theorem 6(2) using a similar approach to our proof of (4.3). Fix q ∈ (2, qd(2)) and
choose ν ∈ (0,1/2) as in (4.6). By Plancherel’s theorem and Sobolev’s embedding theorem, it
suffices to prove
sup
ξ∈Rd
∥∥m˜(ξ, ·)∥∥
L2ν
 1, where (5.1)
m˜(ξ,ω) := p.v.
∫
R
ei〈δtω,ξ〉 dt
t
. (5.2)
We make a dyadic splitting of the integral in (5.2) using the (unspecified) constant σ ∈ (1,∞)
from Section 4. Thus, we write m˜(ξ,ω) =∑k∈Z m˜k(ξ,ω) where
m˜k(ξ,ω) :=
∫
|t |∈[1,σ ]
e
i〈δ∗
σk
ξ,δtω〉 dt
t
.
We claim that, if ε = 1/2(1/2 − ν) then for almost all ξ ,∥∥m˜0(ξ, ·)∥∥L2ν min(|ξ |, |ξ |−ε). (5.3)
It follows from m˜k(ξ, ·) = m˜0(δ∗σk ξ, ·), along with (2.6) and (2.7), that (5.3) implies (5.1). We
prove (5.3) by showing that (4.7) and (4.8) hold with m˜0 replacing the m which appears in these
equations, and interpolating. The estimates for small |ξ | are again easy to verify. The estimates
for large |ξ | follow from Lemma 8 and the fact that δt = −δ−t for negative t . This completes the
proof of Theorem 6(2).
Remark. In the isotropic case, the schema in [7] is to deduce the same estimates for H from
those known for M (see Lemma 4.1 of [7] in p. 197–198). The argument there relies on the fact
that, for fixed ω, {δtω: t ∈ R} is a subspace of Rd and thus Rd has an associated orthogonal
decomposition. In this way, H can be seen to arise from the classical one-dimensional Hilbert
transform. This approach is clearly unique to the isotropic case. However, as an aside, the point at
which the argument breaks down throws up an interesting question involving weighted inequal-
ities for operators along curves. Specifically, for fixed ω ∈ Sd−1 what values of r ∈ (1,∞) and
s ∈ (0,∞) is it true that the estimate,∫
Rd
∣∣Hf (x,ω)∣∣rMf (x,ω)−s dx  C(r, s,ω)∫
Rd
∣∣f (x)∣∣rMf (x,ω)−s dx
holds for some finite constant C(r, s,ω), and if so, how does C(r, s,ω) depend on ω?
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Firstly, choose Cε > σ such that log |ξ | |ξ |2ε for |ξ | Cε . Since Cε ∼ 1 it is clear that we
only need to consider |ξ | Cε .
We shall handle the cases d  3 and d = 2 separately. In the former case, we make use of the
well-known fact that ∣∣d̂Ω(ξ)∣∣min(1, |ξ |−(d−1)/2) (6.1)
(see, for example, [18]). The decay exponent (d −1)/2 in (6.1) is sharp and we shall see that this
is the reason for our dimensional dichotomy.
Firstly, if d  3 we multiply out to get,
∫
Sd−1
∣∣∣∣∣
σ∫
1
Ψ(ξ,ω)(t)e
i〈ξ,δtω〉 dt
∣∣∣∣∣
2
dΩ(ω) =
∫

d̂Ω
((
δ∗t − δ∗s
)
ξ
)
Ψ(ξ,ω)(t)Ψ(ξ,ω)(s) ds dt,
where  := [1, σ ] × [1, σ ]. Thus, by (6.1) and (4.9),
∫
Sd−1
∣∣∣∣∣
σ∫
1
Ψ(ξ,ω)(t)e
i〈ξ,δtω〉 dt
∣∣∣∣∣
2
dΩ(ω)  |ξ |2a
∫
(s,t)∈
0<(t−s)|ξ |1
1ds dt
+ |ξ |2a
∫
(s,t)∈
1<(t−s)|ξ |
∣∣(δ∗t − δ∗s )ξ ∣∣−(d−1)/2 ds dt
=: |ξ |2a(I + II).
Clearly I is comparable to the measure of a rectangle in R2 with sidelengths |ξ |−1 and 1. Hence
I  |ξ |−1, and the contribution from this term is suitably under control.
We claim that for all |ξ | Cε , and all (s, t) ∈ with t > s we have,∣∣(δ∗t − δ∗s )ξ ∣∣ (t − s)|ξ |. (6.2)
Equipped with (6.2), it is straightforward to verify that
II 
{ |ξ |−1 for d  4,
|ξ |−1+2ε for d = 3,
and this completes the proof of Lemma 8 for d  3. A simple computation shows that when
d = 2 the best one can hope from term II is the weaker estimate |ξ |−1/2. When d = 2 we instead
capitalise on the decay from the t-integral for fixed ω. Before moving on to this case, we prove
our claim in (6.2). For this, it clearly suffices to prove that for all (s, t) ∈ with t > s,∥∥(δt − δs)−1∥∥ (t − s)−1. (6.3)
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of the inverse of δt/s − I . Setting u = t/s for notational convenience, we have u ∈ [1, σ ] and
δu − I = (logu)P
(
I +
∞∑
j=2
(logu)j−1
j ! P
j−1
)
.
Setting B(u) := −∑∞j=2(j !)−1(logu)j−1P j−1 and ensuring σ < 2, we have
∥∥B ′(v)∥∥= v−1∥∥∥∥∥
∞∑
j=2
(j − 1)(logv)j−2
j ! P
j−1
∥∥∥∥∥ 
∞∑
j=2
(j − 1)(log 2)j−2
j ! ‖P ‖
j−1
=: CP < ∞,
for each v ∈ (1, σ ). Hence, if we choose σ ∈ (1,min(2,1 + (2CP )−1)) then ‖B(u)‖ 
CP (u − 1)  1/2 by the mean value theorem. This implies I − B(u) is invertible and more-
over ‖(I −B(u))−1‖ (1 − ‖B(u)‖)−1  2. Whence,∥∥(δu − I )−1∥∥ (logu)−1∥∥P−1∥∥∥∥(I −B(u))−1∥∥ (u− 1)−1.
Since s ∼ 1, this immediately implies (6.3) and consequently completes the proof of Lemma 8
in the case d  3.
For d = 2, note that
σ∫
1
Ψ(ξ,ω)(t)e
i〈δtω,ξ〉 dt =
logσ∫
0
etΨ(ξ,ω)
(
et
)
eiΘ(t) dt (6.4)
where
Θ(t) := 〈ξ, exp(tP )ω〉.
We claim that it suffices to show that∣∣∣∣∣
s∫
0
eiΘ(t) dt
∣∣∣∣∣
2
 1|Θ(0)| (6.5)
uniformly in s ∈ [0, logσ ]. To see why (6.5) is sufficient, first observe that
∫
|Θ(0)|1
∣∣∣∣∣
σ∫
1
Ψ(ξ,ω)(t)e
i〈δtω,ξ〉 dt
∣∣∣∣∣
2
dω |ξ |2a
∫
|Θ(0)|1
1
|Θ(0)| dω
 |ξ |−1+2a log |ξ | |ξ |−1+2a+2ε;
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second estimate follows by a direct computation. Since we also have the trivial estimate
∫
|Θ(0)|<1
∣∣∣∣∣
σ∫
1
Ψ(ξ,θ)(t)e
i〈δtω,ξ〉 dt
∣∣∣∣∣
2
dω
∫
|Θ(0)|<1
|ξ |2a dω |ξ |−1+2a,
the proof of Lemma 8 will be complete once we demonstrate (6.5).
To this end, our first observation is that the matrix P can be thought of as a mapping on C2
and therefore there exists an invertible matrix U such that P = UJU−1, where J is the Jordan
canonical form of P . Since the eigenvalues of P have positive real part it follows that either
(a) J = J1(λ)⊕ J1(μ) for some distinct λ,μ ∈ (0,∞); or
(b) J = J1(λ)⊕ J1(λ) for some λ ∈ C such that (λ) ∈ (0,∞); or
(c) J = J2(λ) for some λ ∈ C such that (λ) ∈ (0,∞).
Thus, in either case (a) or (b), we have the following representation of the phase Θ .
Θ(t) = 〈ξ,U exp(tJ )U−1ω〉= Aeλt +Beμt ,
for some A,B ∈ C (depending on ω and ξ ) such that A+B = Θ(0).
We first consider when (a) holds and, without loss of generality, suppose λ < μ. Fix a positive
constant C such that
μσμ
λ
< C <
μ2
λ2σλ
; (6.6)
the existence of C is guaranteed since λ < μ and upon a choice of σ sufficiently close to 1. For
|A| C|B| it follows from (6.6) that |Θ ′(t)| |A| |Θ(0)| for all t ∈ [0, logσ ]. Furthermore,
for |A|  C|B| it is easy to see that |Θ ′′(t)|  |B|  |Θ(0)| for all t ∈ [0, logσ ]. The estimate
in (6.5) now follows from van der Corput’s lemma; see, for example, [18] for a statement of this
standard result.
Suppose (b) holds and without loss of generality, suppose that |B| |A|. Notice that∣∣Θ ′(t)∣∣ ∣∣λAei(λ)t + λBe−i(λ)t ∣∣ ∣∣Λe2i(λ)tA+B∣∣
where Λ := λ/λ, and, moreover,
∣∣Θ ′′(t)∣∣ ∣∣λ2Aei(λ)t + λ2Be−i(λ)t ∣∣

∣∣Λ2e2i(λ)tA+B∣∣= ∣∣Λ(Λ− 1)e2i(λ)tA+Λe2i(λ)tA+B∣∣.
We decompose [0, logσ ] = I ∪ J , where
I := {t ∈ [0, logσ ]: ∣∣Λe2i(λ)tA+B∣∣ |A+B|/C}
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application of van der Corput’s lemma, it is immediate that the contribution from the integral
over I is suitably under control. For t ∈ J observe that∣∣Θ ′′(t)∣∣ |Λ− 1||A| − ∣∣Λe2i(λ)tA+B∣∣ |A|,
where the final bound follows because |B| |A|. Another application of van der Corput’s lemma
concludes the proof of (6.5) when (b) holds.
Finally, if (c) holds it is straightforward to verify that
Θ(t) = eλt(Θ(0)+ tA˜),
for some A˜ ∈ C (depending on ω and ξ ). Let C be a positive constant such that
|λ|
2 − |λ| logσ < C <
|λ|
1 + |λ| logσ
(again, such a constant exists if σ is chosen appropriately close to 1). It is now straightforward
to verify that if |A˜| C|Θ(0)| then |Θ ′(t)| |Θ(0)| for all t ∈ [0, logσ ] and if |A˜| C|Θ(0)|
then |Θ ′(t)| |Θ(0)| for all t ∈ [0, logσ ]. A final application of van der Corput’s lemma implies
that (6.5) holds for case (c). This concludes our proof of Lemma 8.
Remark. A consequence of our proof of Lemma 8 is that if d  4 and P is a real d by d matrix
whose eigenvalues have positive real part, then there exists a number σ ∈ (1,∞) such that,
∫
Sd−1
∣∣∣∣∣
σ∫
1
ei〈ξ,δtω〉 dt
∣∣∣∣∣
2
dΩ(ω) |ξ |−1; (6.7)
that is, there is certainly no epsilon-loss in this oscillatory integral estimate when d  4. It may
be of interest to establish whether (6.7) holds when d ∈ {2,3}. We have verified that this is the
case when d = 2 and P = diag(1,2).
7. Some applications
Variable kernel singular integrals. Suppose K , defined on Rd × Rd , is such that for each
x ∈ Rd , K(x, ·) is an odd function and satisfies the following homogeneity condition with respect
to the dilations δt .
K(x, δty) = t−τK(x, y) for each (t, y) ∈ (0,∞)× Rd .
Given this homogeneity condition and our discussion in Section 2, it is natural to view the kernel
K(x, ·) as living on an ellipsoid Σd−1Q = {ω ∈ Rd : 〈Qω,ω〉 = 1} governed by some real sym-
metric positive definite matrix Q such that (2.1) holds. The study of singular integral operators
associated with this type of kernel goes back to contributions from Mihlin, Calderón, and Zyg-
mund when P is the identity matrix, and to Jones, Fabes, and Rivière in the case that P is a more
general diagonal matrix; see, for example, [1,8–10,14,16]. Recall that the identity matrix is an
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this more concrete set-up in mind in the sequel.
Notation. Suppose Q is a real symmetric positive definite matrix satisfying (2.1). Let
Lp(Lq(Σd−1Q )) denote the measurable functions F : Rd ×Σd−1Q → C such that ‖F‖Lp(Lq(Σd−1Q ))
is finite, where
‖F‖
Lp(Lq(Σd−1Q ))
:=
( ∫
Rd
( ∫
Σd−1Q
∣∣F(x,ω)∣∣q dΩQ(ω))p/q dx)1/p.
The ellipsoid Σd−1Q and the measure dΩQ are given by (2.3) and (2.5), respectively.
Let T be the operator given a priori on the Schwartz class S(Rd) by Tf (x) = limε→0 Tεf (x),
where
Tεf (x) :=
∫
|y|>ε
f (x − y)K(x, y) dy.
Theorem 12. Given the above set-up and if, in addition, ‖K‖
L∞(Lr (Σd−1Q ))
is finite for some
r ∈ (1,∞] and some real symmetric positive definite matrix Q satisfying (2.1), then T extends
to a bounded operator on Lp for all (1/p,1/r ′) ∈ Δ(2,qd (2)).
Proof. For f ∈ S(Rd), one can show that
lim
ε→0Tεf (x) = limε→0
∫
(y)>ε
f (x − y)K(x, y) dy
where , defined in (2.2), is the P -homogeneous distance function associated to the matrix Q. By
changing to polar coordinates y = δtω for (t,ω) ∈ (0,∞) × Σd−1Q , and using the homogeneity
and oddness of K(x, ·), it is easy to see that we have the following representation:
Tf (x) = 1
2
∫
Σd−1Q
Hf (x,ω)K(x,ω)dΩQ(ω).
Hence, by Hölder’s inequality,
‖Tf ‖p  12‖K‖L∞(Lr (Σd−1Q ))‖Hf ‖Lp(Lr′ (Σd−1Q )).
One can easily verify that the proof of Theorem 6(2) can be adapted to show that, for each
d  2, H is bounded from Lp to Lp(Lr ′(Σd−1Q )) for all (1/p,1/r ′) ∈ Δ(2,qd (2)). It follows that
T extends to a bounded operator on Lp for the claimed range of p. 
If the weaker cancellation condition,
∫
Sd−1 K(x,ω)dΩ(ω) = 0 for each x ∈ Rd , and the sub-
stantially stronger size condition, ‖∂(0,β)K‖L∞(L∞)  Cβ for each index β , hold then T is a
bounded operator on Lp for each p ∈ (1,∞) (see [9]).
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rem 12. In particular, if the same size condition, ‖K‖L∞(Lr ) < ∞, and the weaker cancel-
lation,
∫
Sd−1 K(x,ω)dΩ(ω) = 0 for each x ∈ Rd , hold then T is bounded on Lp for all
(1/p,1/r ′) ∈ Δ(pd,qd (p)). This theorem is a consequence of Theorem 2 and improved upon ear-
lier work Calderón and Zygmund (see [2] and [3]). We include our next theorem as a potential
first step towards the goal of improving Theorem 12 with a view to weakening the cancella-
tion hypothesis. Indeed, in the isotropic case, the result is crucial to the standard argument for
handling even kernels; see, for example, [2] or [7] for more details.
Theorem 13. Suppose d  2 and let P be a real d by d matrix whose eigenvalues each have
positive real part. Let Q be a real symmetric positive definite matrix such that (2.1) holds, and
let  be the associated P -homogeneous distance function given by (2.2).
For ε > 0, define Kε(x, y) := ε−τN(x, y)Ψ (δε−1(y)), where N and Ψ satisfy the following.
(1) For each x ∈ Rd , N(x, ·) is homogeneous of degree zero with respect to the dilations, δt , for
positive t .
(2) For some r ∈ (1,∞], the quantity ‖N‖
L∞(Lr (Σd−1Q ))
is finite.
(3) Ψ is a nonnegative and nonincreasing L1 function, radial with respect to ; that is, Ψ =
ψ((·)) for some nonnegative and nonincreasing function ψ on [0,∞).
Then the operator T ∗ defined by
T ∗f (x) := sup
ε>0
∣∣∣∣ ∫
Rd
f (x − y)Kε(x, y) dy
∣∣∣∣,
is bounded on Lp for all (1/p,1/r ′) ∈ Δ(pd,qd (pd )).
Proof. By hypotheses (1) and (3) it follows that, for each ε > 0,
∣∣∣∣ ∫
Rd
Kε(x, y)f (y) dy
∣∣∣∣ ∫
Σd−1Q
∣∣N(x,ω)∣∣Mf (x,ω)dΩQ(ω);
therefore ‖T ∗f ‖p  ‖N‖L∞(Lr (Σd−1Q ))‖Mf ‖Lp(Lr′ (Σd−1Q )) by Hölder’s inequality. Since
(1/p,1/r ′) ∈ Δ(pd,qd (pd )), it is a routine exercise to check that the proof of Theorem 5(2) may
be modified to show that M is bounded from Lp to Lp(Lr ′(Σd−1Q )). This completes our proof
of Theorem 13. 
We remark that Theorem 13 improves upon a similar result in [17].
A nonisotropic Nikodym-type maximal operator. Let d  2. Fix both a real d by d matrix P
whose eigenvalues each have positive real part and a real symmetric positive definite matrix Q
satisfying (2.1). Let  be given by (2.2).
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pending on at most d,P , and Q such that A CB . The distinction with the earlier notation  is
that the implicit constant C should not depend on any indices p and q which are present.
Let MFN be the Nikodym-type maximal operator given by
MFN f (x) := sup
F∈FN
1
|F |
∫
F
∣∣f (x − y)∣∣dy.
Here, N is a large parameter and FN is a family of sets in Rd which have a certain bounded
‘eccentricity’ and are ‘star-shaped’ in the nonisotropic world determined by P and Q. More
precisely, for a bounded subset F of Rd define E(F ), its ‘eccentricity,’ by
E(F ) := diam(F )
τ
|F | ,
where diam(F ) := sup{(x−y): x, y ∈ F } is the ‘diameter’ of F . Thus, the family FN is defined
to be the collection of all subsets F of Rd such that E(F )N and which admit a parametrisation
of the form
F = {δrω: ω ∈ Σd−1Q and 0 r R(ω)},
for some nonnegative measurable function R on Σd−1Q .
Theorem 14. Let d  2 and N be a positive real number. Then there exists a positive constant λ
depending on d , P , and Q such that
‖MFN f ‖pd  (logN)λN1/qd (pd)‖f ‖pd .
Remark. When P and Q are both the identity matrix, Theorem 14 was proved in [7]. Moreover,
an immediate consequence is that the maximal operator form of the famous Nikodym conjecture
holds up to p = pd for any d  2. A considerable amount of effort and new arguments have since
seen the range of p improved beyond p = pd for this particular form of the Nikodym conjecture;
we refer the interested reader to the survey article [15] for further details.
Proof. The following argument is identical to the analogous result in [7] which handles the
isotropic case. We include the details for completeness.
Let q ∈ (1, qd(pd)) be given by q = (1/qd(pd) + 1/ logN)−1. By changing to polar coordi-
nates, y = δrω for ω ∈ Σd−1Q and r ∈ [0,R(ω)],
1
|F |
∫
F
∣∣f (x − y)∣∣dy = 1|F |
∫
Σd−1
R(ω)∫
0
∣∣f (x − δrω)∣∣rτ−1 dr dΩQ(ω).
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R(ω)∫
0
∣∣f (x − δrω)∣∣rτ−1 dr R(ω)τMf (x,ω) diam(F )τ/qR(ω)τ/q ′Mf (x,ω);
in the second estimate we used the fact that sup{R(ω): ω ∈ Σd−1Q }  diam(F ) which follows
immediately from (2.8). Therefore, using Hölder’s inequality, and the hypothesis that E(F )N ,
1
|F |
∫
F
∣∣f (x − y)∣∣dy  diam(F )τ/q|F |
( ∫
Σd−1Q
R(ω)τ dΩQ(ω)
)1/q ′∥∥Mf (x, ·)∥∥
Lq(Σd−1Q )
 |F |−1+1/q ′ diam(F )τ/q∥∥Mf (x, ·)∥∥
Lq(Σd−1Q )
N1/q
∥∥Mf (x, ·)∥∥
Lq(Σd−1Q )
.
Hence, ‖MFN f ‖pd  N1/q‖Mf ‖Lpd (Lq(Σd−1Q )). As in [7], it follows from our proof of Theo-
rem 5(2) that there exists λ depending on d , P , and Q such that
‖Mf ‖
Lpd (Lq(Σd−1Q ))

(
1
q
− 1
qd(pd)
)−λ
‖f ‖pd ,
and by our choice of q , this completes the proof of Theorem 14. 
Maximal operators related to the operator MFN concerning averages over curved sets are
in the spirit of Wisewell’s work in [20] and [21]. Amongst other results, Wisewell successfully
adapted recent techniques from the classical Nikodym and Kakeya problems to prove a (d+2)/2
result for a certain class of parabolic curves in Rd (d  3). It would be interesting to see whether
Theorem 14 could possibly hold for some p > pd (for d  3). We do not pursue this matter here.
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