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Introduction
The separation of variables (SoV) undoubtedly is the most powerful technique for integrating the
equations describing classical dynamics, namely the Hamilton–Jacobi equation. There are two basic
ways of using SoV. The first one consists in considering a class of Liouville integrable Hamiltonian
systems of physical or mathematical significance and subsequent finding the separation coordinates
in order to integrate these systems by quadratures. This way is extensively described in the existing
literature on the subject, see e.g. [1, 2, 3, 4] and references therein.
The second way, somewhat less explored, starts with the systems written in the separation
coordinates, so the corresponding classical dynamics is a priori integrable, and consists in finding
new (natural) coordinates in which the systems in question may admit a physical interpretation. In
the present paper we follow this way and find natural coordinates for a subset of a very large class of
separable systems described by Benenti [5]. We start with the systems in question written down in the
separation coordinates and present a sequence of transformations leading to the natural coordinates,
i.e., orthogonal coordinates with a constant metric tensor and the corresponding momenta, see
Theorems 1 and 2 below for details.
First of all, recall the basic aspects of modern geometric approach to the separation of variables.
Consider the following class of separation (spectral) curves [2, 6]
H1λ
n−1 +H2λ
n−2 + · · ·+Hn = 1
2
λmµ2 + λk, m, k ∈ Z, n ∈ N. (1)
1
Relations (1) contain complete information about a large class of the so-called Benenti systems
[5, 10]. The separable systems from this class, labelled by the indices m and k, describe one-particle
dynamics on Riemannian manifolds and belong to a yet larger class of the classical Sta¨ckel systems.
Taking n copies of the curve (1) with variables (λ, µ) labelled within each copy as (λi, µi) yields a
system of n separation relations in the form of n equations linear in the Hi. Solving these equations
for fixed m and k yields n functions H
(m,k)
r = H
(m,k)
r (λ, µ) of the Sta¨ckel form
H(m,k)r =
1
2
µTKrGmµ+ V
(k)
r r = 1, . . . , n, m, k ∈ Z, (2)
where λ = (λ1, . . . , λn)T and µ = (µ1, . . . , µn)
T . In turn, for fixed m and k the functions (2) can
be interpreted as n Hamiltonians on the phase space T ∗Q, where Q = {(λ1, . . . , λn) ∈ Rn|λ1 <
λ2 < · · · < λn} is endowed with the contravariant metric tensor Gm (even more broadly, H(m,k)r can
be interpreted as Hamiltonians on T ∗M, the cotangent bundle for a pseudo-Riemannian manifold
M with the contravariant metric Gm). These Hamiltonians are in involution with respect to the
canonical Poisson bracket on R2n. Moreover, the Hamiltonians in question are separable because
they satisfy the Sta¨ckel separation relations (1) by construction [6]. The objects Kr in (2) can be
interpreted as Killing tensors of type (1, 1) on Q; their explicit form is given below in (5). The scalar
functions V
(k)
r are basic separable potentials, see below for details.
The contravariant metric tensors Gm have the form [6]
Gm = L
mG0, m ∈ Z, G0 = diag
(
1
∆1
, . . . ,
1
∆n
)
,
where ∆i =
∏
j 6=i
(λi − λj), and L = diag(λ1, . . . , λn) is a (1, 1)-tensor on Q called a special conformal
Killing tensor [11]. Interestingly enough, these metrics also appear in the theory of local Hamiltonian
structures for systems of hydrodynamic type, see e.g. [7, 8] and references therein. More general
separable metrics can be obtained from Gm via the so-called k-hole deformations [6, 9]. For m =
0, . . . , n the (contravariant) metrics Gm are flat [7], and in what follows we shall restrict ourselves
to considering these metrics only.
For the sake of comparison notice that for the metric G¯ given by
G¯ =
(
n∏
i=1
(L− αi)
)
G0, (3)
where αi are nonzero constants such that αi 6= αj for i 6= j and α1 < · · · < αn, the separation curve
reads
H1λ
n−1 +H2λ
n−2 + · · ·+Hn = 1
2
n∏
j=1
(λ− αj)µ2 + λk.
Then the λ’s turn out to be nothing but the well-known (see e.g. [3] and references therein) elliptic
coordinates related to the flat coordinates xk by the formula
(xk)2 = 4
n∏
j=1
(αk − λj)
n∏
j=1,j 6=k
(αk − αj)
, k = 1, . . . , n, (4)
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where α1 < λ
1 < α2 < λ
2 < · · · < αn < λn. In the x-coordinates G¯ becomes the n × n unit
matrix. Moreover, all separable coordinate systems in Rn endowed with an Euclidean metric can be
obtained [3] as degenerations of (4). However, unlike G¯, the metrics Gm, m = 0, . . . , n, are in general
pseudo-Euclidean (for more details, see the end of Section 1), so this result does not apply to them.
The Killing tensors Kr from (2) are diagonal in the λ-coordinates and have the following form [5]:
K1 = I, Kr =
r−1∑
k=0
(−1)kσk(λ)Lr−1−k, r = 2, . . . , n, (5)
where I is the n×n unit matrix, and σk = σk(λ) are symmetric polynomials in the variables λ1, . . . , λn
(σ0 = 1, σ1 =
∑n
i=1 λ
i, . . . , σn = λ
1λ2 · · ·λn). They are related to coefficients of the characteristic
polynomial of the tensor L as follows:
det(ξI− L) =
n∑
i=0
(−1)iσi(λ)ξn−i. (6)
The explicit form of geodesic Hamiltonians is [12]
Em,r ≡ H(m,0)r =
1
2
µTKrGmµ =
(−1)r−1
2
n∑
i=1
∂σr
∂λi
(λi)m
∆i
µ2i . (7)
The potentials V
(k)
r in the Hamiltonians (2) can be obtained from the following recursion rela-
tion [6]:
V (k)r = V
(k−1)
r+1 + V
(n)
r V
(k−1)
1 , V
(n)
r = −(−1)rσr(λ), k ∈ Z, (8)
with the initial condition
V (0)r = δr,n r = 1, . . . , n. (9)
Here we tacitly assume that V
(k)
r ≡ 0 for r < 1 or r > n .
The recursion (8) can be reversed. The inverse recursion is given by
V (k)r = V
(k+1)
r−1 + V
(−1)
r V
(k+1)
n , V
(−1)
r = (−1)n−r
σr−1(λ)
σn(λ)
, k ∈ Z, r = 1, . . . , n. (10)
Hence, the first nonconstant potentials are V
(n)
r for k > 0 and V
(−1)
r for k < 0, respectively. The
reader may wish to compare these potentials with their counterparts for the metric G¯ (3) in the
x-coordinates (4), see [14].
1 Flat coordinates
Our first step in the construction of natural coordinates is to perform the canonical transformation
from the (λ, µ)- to the (q, p)-coordinates defined as follows [13]:
qi = (−1)iσi(λ), pi = −
n∑
k=1
(λk)n−iµk/∆k, i = 1, . . . , n. (11)
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Notice that qr are nothing but coefficients of the characteristic polynomial of L (6). In the (q, p)-
coordinates we have [13]
Lij = −δ1j qi + δi+1j , (Gm)rs =


n−m−1∑
j=0
qjδr+sn−m+j+1, r, s = 1, . . . , n−m,
−
n∑
j=n−m+1
qjδr+sn−m+j+1, r, s = n−m+ 1, . . . , n,
0 otherwise.
where we set q0 ≡ 1 for convenience and m = 0, . . . , n.
An important advantage of these new coordinates is polynomiality of geodesic Hamiltonians in
p’s and q’s [13]:
Em,1 =
1
2
n−m−1∑
k=0
qk
n−m∑
j=k+1
pjpn−m+k−j+1 − 1
2
m∑
k=1
qn−m+k
k∑
j=1
pn−m+jpn−m+k−j+1.
At the second step, we fix the value of m and perform a canonical transformation from the (q, p)-
to the (r, s)-coordinates defined by means of the formulas
qi = ri +
1
4
i−1∑
j=1
rjri−j, i = 1, . . . , n−m,
qi = −1
4
n∑
j=i
rjrn−j+i, i = n−m+ 1, . . . , n,
sk =
n∑
i=1
∂qi
∂rk
pi, k = 1, ..., n.
(12)
It is straightforward to verify that the following assertion holds:
Theorem 1 For any given m, 0 ≤ m ≤ n, the metrics Gm in the coordinates ri defined by (12)
takes the form
(Gm)
kl =
(
δk+ln−m+1 + δ
k+l
2n−m+1
)
, (13)
and in the (r, s)-coordinates (12) we have
Em,1 =
1
2
(
n−m∑
j=1
sjsn−m+1−j +
n∑
j=n−m+1
sjs2n−m+1−j
)
. (14)
The tensor L in the coordinates ri takes the form:
for m < n: Lij = δ
i+1
j (1− δin−m)−
1
2
riδ1j −
1
2
rn−j−m+1+n[(j+m−1)/n]δin−m
for m = n: Lij = δ
i+1
j +
1
4
rirn−j+1.
Here [k] denotes the greatest integer less than or equal to k and δji is the Kronecker delta.
Notice that although the canonical coordinates (r, s) are still nonorthogonal, the metric tensor
Gm is constant in these coordinates. In order to bring Gm into canonical form, with +1 and −1 at
the diagonal and zeros off the diagonal, we should perform one more canonical transformation from
the (r, s)- to the (x, pi)-coordinates defined as follows (here d ≡ [(n−m)/2]):
4
Theorem 2 For any given m, 0 ≤ m ≤ n, the transformation defined by the formulas
pik =
n∑
i=1
∂ri
∂xk
si, k = 1, . . . , n,
ri = (xi + xn−i+1)/
√
2, i = 1, . . . , d,
ri = (xn−m−i+1 − xm+i)/√2, i = n−m− d+ 1, . . . , n−m,
ri = (xi−n+m+d + x2n−m−d−i+1)/
√
2, i = n−m+ 1, . . . , n−m+ [m/2],
ri = (xn+1+d−i − xi−d)/√2, i = n+ 1− [m/2], . . . , n,
if n−m is odd and m is even then rd+1 = xd+[m/2]+1,
if n−m is even and m is odd then rn−m+[m/2]+1 = xd+[m/2]+1,
if both n−m and m are odd then rd+1 = xd+[m/2]+1 and rn−m+[m/2]+1 = xd+[m/2]+2,
(15)
brings the metrics Gm into the canonical form
Gijm =


+1, if i = j and i = 1, . . . , n− [(n−m)/2]− [m/2],
−1, if i = j and i = n− [(n−m)/2]− [m/2] + 1, . . . , n,
0 otherwise.
(16)
and we have
Em,1 =
1
2

n−d−[m/2]∑
j=1
pi2j −
n∑
j=n−d−[m/2]+1
pi2j

 , m = 0, . . . , n. (17)
Thus, xi are orthogonal coordinates for the metric Gm, cf. (17), and hence x
j and pij provide natural
coordinates for all Hamiltonians H
(m,k)
1 = Em,1 + V
(k)
1 , m = 0, . . . , n, k ∈ Z, from the Benenti class
(1). The relationship of the q- and x-coordinates can be readily recovered from direct comparison
of the coefficients of characteristic polynomial for L in the corresponding coordinate frames. Note
that the Hamiltonians H
(m,k)
1 with k = −m, ..., 2n − m − 2 for m = 0, ..., n − 1 and H(n,k)1 with
k = −n + 2, ..., n for m = n, n+ 1 are maximally superintegrable [13].
As a final remark notice that, unlike G¯ (3), which is Euclidean, the metrics Gm, m = 0, . . . , n, are
in general pseudo-Euclidean with the signature (n− [(n−m)/2]− [m/2], [(n−m)/2] + [m/2]), i.e.,
there are n− [(n−m)/2]− [m/2] positive and [(n−m)/2] + [m/2] negative entries in the canonical
form (16) of Gm.
2 Examples
Let us illustrate our results for n = 4. In the (q, p)-coordinates we have
G0 =


0 0 0 1
0 0 1 q1
0 1 q1 q2
1 q1 q2 q3

 , G1 =


0 0 1 0
0 1 q1 0
1 q1 q2 0
0 0 0 −q4

 , G2 =


0 1 0 0
1 q1 0 0
0 0 −q3 −q4
0 0 −q4 0

 ,
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G3 =


1 0 0 0
0 −q2 −q3 −q4
0 −q3 −q4 0
0 −q4 0 0

 , G4 =


−q1 −q2 −q3 −q4
−q2 −q3 −q4 0
−q3 −q4 0 0
−q4 0 0 0

 , L =


−q1 1 0 0
−q2 0 1 0
−q3 0 0 1
−q4 0 0 0

 ,
with the simplest nontrivial potentials being
V
(−3)
1 = (q
2q4 − (q3)2)/(q4)3, V (−2)1 = q3/(q4)2, V (−1)1 = 1/q4, V (4)1 = −q1,
V
(5)
1 = −q2 + (q1)2, V (6)1 = −q3 + 2q1q2 − (q1)3, V (7)1 = −q4 + 2q1q3 + (q2)2 − 3(q1)2q2 + (q1)4.
For m = 0 in the (r, s)-coordinates we have
q1 = r1, q2 =
1
4
(r1)2 + r2, q3 =
1
2
r1r2 + r3, q4 =
1
2
r1r3 +
1
4
(r2)2 + r4,
G0 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 , L =


−1
2
r1 1 0 0
−1
2
r2 0 1 0
−1
2
r3 0 0 1
−r4 −1
2
r3 −1
2
r2 −1
2
r1

 ,
while in the (x, pi)-coordinates
q1 =
1√
2
(
x1 + x4
)
, q2 =
1
8
(
x1 + x4
)2
+
1√
2
(
x2 + x3
)
,
q3 =
1
4
(
x1x2 + x1x3 + x4x2 + x4x3
)
+
1√
2
(
x2 − x3) ,
q4 =
1
4
(
x1x2 − x1x3 + x4x2 − x4x3)+ 1
8
(
x2 + x3
)2
+
1√
2
(
x1 − x4) ,
G0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , L = 1√2


−x1 −1
2
x2 + 1√
2
1
2
x3 + 1√
2
1
2
x4 − 1
2
x1
−1
2
x2 + 1√
2
1√
2
− 1√
2
−1
2
x2 − 1√
2
−1
2
x3 − 1√
2
1√
2
− 1√
2
−1
2
x3 + 1√
2
1
2
x1 − 1
2
x4 1
2
x2 + 1√
2
−1
2
x3 + 1√
2
−x4

 ,
and, for instance, the Hamiltonian H
(0,6)
1 reads
H
(0,6)
1 =
1
2
(
pi21 + pi
2
2 − pi23 − pi24
)
+
3
4
(
x1x2 + x1x3 + x4x2 + x4x3
)
+
1√
2
(
x3 − x2)− 1
4
√
2
(
x1 + x4
)3
.
For another choice m = n− 1 = 3 in the (r, s)-coordinates we obtain
q1 = r1, q2 = −1
4
(r3)2 − 1
2
r2r4, q3 = −1
2
r3r4, q4 = −1
4
(r4)2,
G3 =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

 , L =


−r1 −1
2
r4 −1
2
r3 −1
2
r2
−1
2
r2 0 1 0
−1
2
r3 0 0 1
−1
2
r4 0 0 0

 .
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Hence in the (x, pi)-coordinates we have
q1 = x2, q2 = −1
4
(
(x1)2 + (x3)2 − (x4)2) , q3 = − 1
2
√
2
x3
(
x1 − x4) , q4 = −1
8
(
x1 − x4)2 ,
G3 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 , L =


0 −1
2
x1 1√
2
0
−1
2
x1 −x2 −1
2
x3 1
2
x4
1√
2
−1
2
x3 0 − 1√
2
0 −1
2
x4 1√
2
0

 ,
and, for example, the Hamiltonian H
(3,6)
1 takes the form
H
(3,6)
1 =
1
2
(
pi21 + pi
2
2 + pi
2
3 − pi24
)− 1
2
(
(x1)2 + 2(x2)2 + (x3)2 − (x4)2)x2 + 1
2
√
2
(
x1 − x4)x3.
Let us mention that for m = 0 and arbitrary dimension n the potentials V
(2n+1)
1 correspond to
stationary flows of the KdV soliton hierarchy while for m = n−1 the potentials V (−n)1 are related to
stationary flows of the Harry Dym hierarchy [1, 15, 16]. Further applications of the flat coordinates
presented in Theorems 1 and 2 can be found in [17].
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