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A usable. not technically complicated theory unlike that of Wasow of linear. 
singular, even order differential operators with general boundary conditions IS 
proposed and the behaviour of eigenvalues and eigenfunctions is discussed in the 
limit as E + 0. E > 0. Completeness of the eigenvalue spectrum when the operator is 
formally self-adjoint is discussed and formal solutions are constructed and finally 
justification of the formal approximations is shown by proving the existcncr of 
actual solutions of the differential equation approximated by formal solutions. Also. 
modifications necessary for the consideration of the critical point are suggested. 
This theory is unlike that of Reid since it provides rigorous justification of the 
approximations and moreover, this theory is applicable to a large class of physical 
problems rewritten in such a way that they contain a small parameter. 
Many of the physical phenomena have governing equations that contain 
only even order differential operators. One of the equations that occurs (can 
be found in the book “The Theory of Sound.” Lord Rayleigh (22)) is a self- 
adjoint differential eigenvalue problem given by 
(c2D4 - 2D2) I$ = r$b in O<x<l 
with boundary conditions given by 
The study of Eq. (1) with the help of matched asymptotic expansions 
together with L, and L, estimates for the eigenfunctions has been 
considered by Raman and will be published elsewhere. The above is a self- 
adjoint eigenvalue problem with constant coefficients with even order 
differential operators which are hypoelliptic and hence it follows from a 
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theorem of Browder [3] that the generalised eigenfunctions of (1) are dense 
in the set of square integrable functions on the interval. 
The stability of parallel shear flows is governed by the well-known 
Orr-Sommerfeld equation and in the study of Eq. (1) for large values of 
Reynolds number, asymptotic expansions have played a significant role. It is 
given by 
where 
2’4 = iaR((U - c) U$ - U”@), 
Q = D2 - a2, D=-$ 
#=Dqb=O at ?c=O andl. 
(2) 
Again we see that (2) contains only even order derivatives. However, it is a 
fourth order ordinary differential non self-adjoint eigenvalue problem. 
Moreover (2) has variable coefficients unlike (1). However, both problems 
contain only even order derivatives and one can reformulate problem (2) in 
such a way that it contains a small parameter. Many people have studied 
Eq. (2) both analytically and numerically. In the comparison equation 
method, which has been studied by Wasow [32, 331 Langer [ 13 ], Lin 
[ 14-161, Lin and Rabenstein [ 17, 181, and others, one seeks to express the 
solutions of the Orr-Sommerfeld equation in terms of the solutions of an 
appropriately chosen comparison equation. Although this approach has been 
formally successful, it is technically quite complicated and has rarely been 
used in actual calculations. The application of the method of matched 
asymptotic expansions was first studied by Graebel [9] and later by Eagles 
[5] in a more systematic manner. Eagles’s [5] work is quite different from 
the rigorous discussions of Wasow [34,35] wherein the emphasis is on 
obtaining useful explicit approximations to those exact solutions needed for 
the eigenvalue problem. The above approximations are made uniformly valid 
by the use of the matching principle described by Van Dyke [30], Cole [4], 
Nayfeh [20] as modified later by Fraenkel [6]. Sibuya [27] has done 
rigorous asymptotic solutions of initial value problems and such results have 
hardly ever been used in actual calculations. The study of Eq. (2) has been 
done in a polished fashion with the help of generalised Airy functions by 
Reid [23]. In addition to the above analytical calculations, numerical space 
amplified solutions to Eq. (2) for the case of a flat plate boundary layer have 
been calculated for a wide range of values of frequency and Reynolds 
number by Jordinson [ 111. The most accurate calculation on the critical 
Reynolds number for the stability of Plane Poiseuille flow is that of Orszag 
[21] who solved Eq. (2) numerically using expansions in Chebyshev 
polynomials [7] and QR matrix eigenvalue algorithm [36] wherein great 
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computational accuracy is obtained very economically. Such calculations 
have also been done by Nachtsheim 1 I9 ) and Thomas I29 1 but they are not 
as accurate as that of Orszag 121 I. In this paper. we will develop a theory of 
singular, linear even order differential operators with general boundary 
conditions and will investigate the behaviour of eigenvalues and eigen- 
functions in the limit as the small parameter t: + 0. t’ > 0. The results of this 
paper are not only applicable to Eqs. ( I ) and (2) but to a large class of 
physical problems reformulated in such a way that they contain a small 
parameter and only even order differential operators. Also. results of this 
paper can be used to justify Reid’s approximations which will eventually 
place the study of Orr-Sommerfeld stability equation on a rigorous basis. 
Even in constructing matched asymptotic solutions. one is interested in 
finding the dependence of eigenvalues and eigenfunctions of the full problem 
to the eigenvalues and eigenfunctions of the reduced problem. 
A popular way of solving ordinary linear differential equations for large 
values of certain parameter generally yield expressions which are power 
series in terms of the inverse of the large parameter. Of course, when such 
expressions are obtained, they cannot be expected to be actual solutions of 
the governing differential equation but only formal ones. due to the fact that 
the series that they contain are divergent. So. truncation of these series. say 
at the 1 st term, yield functions that represent the actual solutions in an 
asymptotic fashion, in some suitably restricted regions. In most cases the 
error committed in stopping at any term in an asymptotic expansion is of the 
order of the first term neglected. and the best estimate will usually be found 
by stopping at the term of least modulus. 
As has been pointed previously in the literature of this subject. the 
majority of applications of this asymptotic method suffer from a distinct lack 
of rigour. In Section 6 typical applications of the method in its most modern 
form will be made with some attempt at rigour. 
The crucial point in proving the existence of solutions approximated by 
formal solutions relies on the fact that the sequence of solutions that have 
been constructed are majorised by a power series that converges in the 
interior of some domain and hence the constructed sequence of functions 
converge uniformly and that the solution exists in a common domain. Also, 
another important point that occurs while converting the given governing 
differential equation into an integral equation, the path of integration must be 
chosen so that the integrand is bounded and the crucial trick is to construct 
a contraction map so that the operator has a fixed point. The above ideas 
can be used as to whether Eq. (1.4) is satisfied or not. The assumption in 
Eq. (1.4) ensures that the Wronskian of the solutions under consideration is 
nonzero as a consequence of which the solutions are linearly independent. 
Nevertheless. existence of formal asymptotic approximations can be proved 
along the same lines outlined in Section 6 even with the violation of 
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condition ( 1.4). However, suitable asymptotic approximations must be 
chosen to begin with depending on condition (1.4). 
This paper deals with two problems, namely, a self-adjoint problem and a 
non self-adjoint one. All the results in this paper are applicable to Eq. (1) 
and with some minor modifications to Eq. (2). For instance, the 
completeness of the eigenvalue spectrum is shown in Section 4 which would 
be true for problem (1) but not necessarily for problem (2). 
In the case wherein a singularity occurs at a point in one of the coef- 
ficients, for instance. in the case of the Orr-Sommerfeld equation. the theory 
in this paper has to be modified to account for that case. First of all, using 
the approach of Reid [23] composite approximations to the solutions of the 
Orr-Sommerfeld equation can be constructed in a polished way using the 
theory of generalised Airy functions developed in the appendix by Reid 123 I. 
Not only that, his theory provided a systematic approach to construct higher 
approximations. On the other hand, the above composite approximations are 
nonuniform in the neighbourhood of the critical point. But. however, the 
inner expansions in the analysis by Reid 123 ] provide a heuristic way to 
construct uniform asymptotic expansions to tirst order which are valid in a 
full neighbourhood of the critical point, and in fact, this has been done by 
Reid [ 241. However, it must be said, that his theory is purely a formal one 
and a theory in this paper can be extended to handle the case of a critical 
point by showing that such expansions indeed do exist by the method shown 
Section 6. Eventhough Reid’s 124) theory is purely a formal one, his 
solutions are quite usable solutions as far as finding a uniform approx- 
imation to the eigenvalue relation, Lakin, ef al. [ 121. 
However. this is not the only way to derive uniform asymptotic approx- 
imations in the neighbourhood of the turning point. Using the method of 
multiple scales. Fowkes [S] has constructed uniform asymptotic approx- 
imations with a simple turning point. Extending his method to fourth order 
equations, it is possible to derive uniform approximations valid in a full 
complete neighbourhood of the critical point. 
In Section 1, we will discuss the problem wherein the lemma states only 
that there exist solutions of the differential equation which possess 
asymptotic series up to a certain order p and in general these solutions will 
depend on p. Needless to say, one can use elegant methods of Wasow 
wherein one can construct solutions independent of p. Nevertheless, that 
approach is complicated and hence rarely been used. We do not need the 
above result to prove Theorem A. In Section 3 we will discuss the behaviour 
of eigenfunctions and in Section 4 we will examine the completeness of the 
eigenvalue spectrum when the problem is formally self-adjoint and such 
results are applicable to physical problems like Eq. (1). In Section 5. we will 
construct formal solutions and finally in Section 6. we will prove the 
existence of actual solutions approximated by formal solutions. 
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1. THE PROBLEM 
We consider linear singular eigenvalue problems of the form 
(M+FN)@=$~, (1.1) 
where M and N are linear differential operators wherein the order of the 
operator N is higher than the order of the operator M which implies that the 
reduced problem will have too many boundary conditions to satisfy in the 
limit when E 4 0. So 
?u 
A44 = \‘ m;(x) g’“(x), 
,T, 
(1.2) 
Nq$= \’ 
;I; 
q(x) p(x). (1.3) 
where @‘j’(x) = d’/d,u’ and where v > p. Without loss of generality we will 
consider (1.1) in the interval 0 ,< x < 1. as any [a, 61 can be transformed to 
[0, 1) by means of a linear transformation. We will assume that all m,(x), 
ni(x) are infinitely differentiable real valued functions in the given interval 
under question. Also we will assume that the coefftcients satisfy 
t-1 1” m,,(x) > 0 (-1)” n&) > 0 in O<x< 1. (1.4) 
Since the order of the differential operators is even. we will be able to write 
the results symmetrically with respect to either 0 or 1. Since the Orr-Som- 
merfeld stability equation is usually treated in the interval [O. 1 ] we prefer to 
carry the discussion in IO, 11. Equation (1.1) is supplemented with general 
boundary conditions 
?“-I zL,-I 
@&= K- a,jp(o)=o, 
,ro 
!Pig = K- &#(l) = 0 i = 1, 2,.... 
,Gi 
(1.5) 
i.e., there are v boundary conditions at 0 and 1. Without loss of generality, 
one can consider boundary conditions wherein the coefficient of highest 
derivative is 1 which means (1.5) can be written as 
cPip = qP’(0) + y c$$P(O) = 0, 
ice, 
vl,g = gvbi’( 1) + \‘ pii#‘j’( 1) = 0, 
icb, 
(1.6) 
i = 1, 2 ,..., r, 
where O,<a, <a, < ... < a, < 2~7, 0 < b, < b2 < ... < 211. Please note that 
the letters appearing in (1.5) and (1.6) are different. The same type of 
boundary conditions (1.6) has been used by Birkhoff [ 11. 
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With (1.6) the reduced problem is given by 
w = @, 
ai@ = 0. (1.7) 
Yfp=O (i = 1. 2 ,.... ,D), 
where one omits (V - p) boundary conditions at 0 and 1. In order to find out 
the eigenvlues of system (1.6) we choose a fundamental set of solutions of 
(1.6) given by 4,,42,...r h,, as solutions of Mq$ = L& where the functions 
di(x, 1) are entire functions of A. The eigenvalues are certainly the zeroes of 
the determinant 
D,,(A) = det i = 1. 2,..., ,u j = 1, 2,.... 2j1 
a simple eigenvalue here means Do(&) = 0, DA(&) # 0. Now we prove 
THEOREM A. If ,I= 1, is a simple eigenvalue of the reduced problem and 
if d, is the d@erence of orders of the d@erential operators M and N and if 
ai k aj (Inod(d bi f bj (mod(d,)) 
for i#j, i,j. =,u + l..... r. 
then for suflcientlq, small E > 0, in a neighbourhood of A= A,, there exists an 
eigenvalue of problem (1.1) with (1.6) A= A(E) and which is determined 
uniquely as 
1=&+t.l,+t2A,+ ... + r”A, + cy”A,(~), 
where A,(r) is bounded by some function B, which is independent of <. 
For every such integer p, the existence of such an asymptotic expansion 
for the eigenvalue is guaranteed. As usual, the eigenfunctions are determined 
to within a constant factor 
s = qx, <) = S,(x) + (S,(x) + ... + KS&) + r,+ ‘q& 8 
wherein all crp(x, 0 and its derivatives are bounded 
$ op(x, 0 < B,(@, k = 0, 1, 2, 3 ,..., 2v - 1, 
for every positive integer p and 6 <x < 1 - 6, 0 < 6 < l/2, wherein < > 0 
and also sufficiently small. S,(x). p = 1, 2,..., p, are all infinitely differentiable 
542 V. hl. RAMAN 
with respect to X. If the eigenvalue A,, of the reduced problem is real. then 
L = A(E) is a real function of E. 
First, the reduced problem will not be a reasonable eigenvalue problem if 
the boundary conditions contain derivatives of order higher than 2u-I which 
means we also assume that the a’s and b’s are restricted by 
a, < 2,~. 6, < 2,~. (1.8) 
Since a,<a,+,<a,+,<“~<a,.<2~~. it is easy to see that 
a,, < 2v -d, = 2,~ + d, which tells us that (1.8) is definitely a restriction. So 
if (1.8) is satisfied. we can say that the boundary conditions are reasonable. 
permissible boundary conditions. If the operators were to be selfadjoint (i.e.. 
M and N which is certainly the case for Eq. (I) then we have certain 
restrictions on the coefftcients m; and ni and such operators certainly satisfy 
(1.8). In the self-adjoint case. we are interested in determining the depen- 
dence of the spectrum of M + EN on E, where M and N even order self- 
adjoint differential operators. Even though the theory for such operators have 
been developed by Rellich 125 1, we do not have his major assumption that 
the operator N is majorised by the operator Rrl which is violated here on 
account of the fact that 11 > ,u. What this implies is that the eigenvalues 
,I= L(E) cannot be expanded as a convergent power series of E. but what we 
can hope for is an asymptotic expansion in powers of < = e’ “ldu’, where d, is 
the difference of orders of differential operators. Also we know from 
Rellich’s theory that if the operator were to be self-adjoint. the eigenvalues 
can be ordered such that they are analytic functions of F for E > 0. Here we 
are interested in the singular perturbation problem wherein we want to 
investigate as to what happens to the eigenvalues I.,,(E) as E + 0. Such a 
result is stated in 
THEOREM B. If 1,(O), p = I, 2. 3 . . . . . are the eigenralues of the reduced 
problem, then if the problem Lrlere to be self-adjoint. then lim,_, J,(E) = I,(0 ). 
kvhere L,(E) are the eigenualues of the unreduced problem which are gicen bj, 
the asymptotic expansions in powers of r = ~““~0’. where d, is the differewe 
of orders of dlyferential operators. 
2. PROOF OF THEOREM A 
Before we can give the proof of Theorem B, we give proof of Theorem A. 
The method of approach is basically to construct a fundamental system of 
solutions in powers of < = ~‘~‘~~0’ and prove that these series actually approx- 
imate the solution to the differential equation and we will also investigate the 
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behaviour of A,(E) as E + 0, E > 0. The characteristic equation of (1.1) is 
given by 
F(f) = n,,.(x)f?” + m&)f2u = 0. (2.1) 
For nontrivial solutionsf. we must have 
(-1)“ n,,.(X)(if)*d0 - (-l)U Q(X) = 0. (2.2) 
For every solution of (2.2) we have Re(f) # 0. since (if)‘“ll ( 0. It easily 
follows from (2.2) that we can order the solutions of (2.2) in the following 
fashion: 
where Re(fi) < 0 for j = 1. 2, 3, 4 ,..., d,. 0 ,< x < 1. As before, all the above 
expansions are in powers of c = E”“~~‘. 
LEMMA A. Now we can express the fundamental system of (1.1) as an 
asymptotic expansion in powers of < as 
\ 1 Xi=eXp /-igi[ kiO+&il +r’Xiz+‘.‘+rPXip+rP+‘Cip). 
i = 1. 2. 3 ,.... d,, 
where gi =gi(x) = jSf,(,a) dp for some 6 in (0. 1) with det(d):- “) # 0 
(i, p = 1, 2, 3 ,..., 2,~) and vi,, z 0, Xi0 + 0 in [0, I]. i= 1. 2. . . . . d,. 
Furthermore, we estimate that the remainder terms are bounded by 
for x E [0, 11, i = 1, 2. 3, 4 ,..., 2,u, p = 0. 1, 2, 3 ,.... 2v - 1,j = 1, 2. 3 ,..., d,. D, 
is a constant independent of (x, c, A). The functions appearing in (2.3) are 
real valued functions and are infinitely differentiable r is suffkiently small 
andAE(I]<K,K> 1. 
Before proving Lemma A, let us analyse its consequences. Since all the 
functions occuring in (2.3) are analytic in ]A] < K. and since gi is 
independent of A, this clearly implies that we can safely differentiate (2.3) 
@;(A), &(,I), x;(n), provided we can obtain bounds for the remainder terms 
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(a/ak)(&IiP/8xP), etc. Since, e(A) = (;Ip/%xp) Ai, is such that le(1)l < D, as a 
consequence of Lemma A. With the Cauchy formula, it immediately follows 
that. 
/e”‘(A)1 < KD, for 111 < K ~ 1. j== 1. 2, 3,.... (2.4) 
So, in order to get the asymptotic behaviour of the derivatives appearing in 
(2.3) we simply differentiate (2.3). Our main interest in this paper is to 
determine the eigenvalues ,I = n(s) of Eq. (1.1). So we write the solution p of 
(1.1) as 
~=u,~,+“z~z+...+azugzu 
+P,w1 +Pzwz + ... +&V/d,,+ 71x1 + ... + )‘d,Xd,,. (2.5 1 
The main idea is to determine the coefficients such that 9 is nonzero and the 
boundary conditions are satisfied. The condition turns out to be the 
vanishing of 
Det = Det(J. c) = det (2.6) 
Here @o stands for the matrix Qipi, j = 1. 2 . . . . . V. i = I, 2 . . . . . 2,~ and @w, @x 
are similarly defined; @v. @x. Yyy/, Yx are v x d,, matrices. Since we have 
chosen $i, vi, xi to be real valued functions det(1. {) is analytic in 111 < K 
and det(l, <) = det(% 0. 
It is difficult to expand (2.6). So we get the asymptotic expansion of 
do 
Det = n exp 
p=l I 
$(g,O-g,(l))/ 6 
where 
09 (@w) exp 
E= det 
y4 (Yv) exp 
(2.7) 
\ ’ l-rc(O)( (@x)exp 
]-+G(O)/ ('YX)exp 
Even then the above determinant is quite complicated to evaluate. So we 
make estimates on certain terms of the determinant and see whether they go 
to zero. Using the abbreviation 
G(x) = @xJ .!T,(x)), exp !sG(x)[ = (d,,exp l+g,(x)[ ). (2.9) 
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For a matrix P = (p,,), define, 
IPI = SUPI P,A 
P-0 
so. 
<Psupexp 
I 
$ (&A 1 
:ause tends to zero for r-+ 0, < > 0 bet 
1 -g,(O) ! (2.10) 
Wg,(Wg,KW=Re) f,cU)h<O. 
0 
In the same fashion, 
I(Wexp /-$1)1 1 gps~pexp ]S(g,(l)-g,(O))1 (2.11) 
tends to zero for r+ 0, < > 0. The above essentially tells us that 
go to zero much faster than any algebraic power of <. So the asymptotic 
expansion of E is the same as that of 
2 = det 
@qi (@W)exp (-$G(O)) 0 
1 y4 0 (‘Wexp ($W)) 
Using the asymptotic expansions in (2.3) of vi and xi and ai and !Pi from 
(1.6) and after some manipulations, we get, 
(2.13) 
(2.14) 
Now, the numbers a, and b, are such that they increase with u which means 
that we get the leading term of the asymptotic expansion of I? by taking the 
minor of the last do rows of (@w) exp{-( l/c) G(O)} and the minor of the last 
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d, rows of (Yx) exp((l/<) G( l)} and their complimentary minor in (“, z ). 
This yields 
where 
F, = det(f;u+-(0)). 
From (2.1), we have. 
Fz = det(f2 +n( 1))) (4 u = I, 2 ,..., d”). 
f,(x) =f(x) exp )27ri -C i 
/ 24, i 
@ = 1. 2 ,.... d,). 
Withf(x) # 0, we can compute the determinants F, and F, as Vandermonde 
determinants. They are nonzero if and only if 
a, f a,. b, # b,(mod 2dJ for p#a. p,a=p+ l..... 1 
which is precisely our first assumption of Theorem A. So the determinant is 
given by (2.6) has the expansion 
where Y is a nonzero constant independent of L and r, and D(k r) is given 
by the asymptotic expansion 
D(/i, <) = D,(A) + <D,(A) + <‘D&) + ... + pD,(i) + p+‘E,(n. 0, (2.15) 
where 
D(A)=det (: t) (i= 1,2 ,.... ,~,j= 1.2 ,... ,2~). 
The remainder term is bounded by (E,(L, l)l < k, with k, independent of ,I 
(in 1 L 1 < K) and <. D(l, <), Do(A) etc., are all real valued functions of 1. The 
purpose of all these computations is to get the eigenvalues of the operator 
M + EN, which are the zeroes of Dk, l). since Do(&) = 0. and Oh(&) # 0, 
which means that we can solve for D@, 0 = 0 uniquely for L as a function 
of <, satisfying the condition L(O) = A,,. So, 
n(r)=~,+~,+r?~z+...+rP~p+rP+‘/ip(r) (2.18) 
with /A,1 <_k,, where once again, k, is independent of r. Moreover, 
D@, <) = D(A, {). Also, the eigenvalue L = n(r) is independent of the choice 
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of the fundamental system. That is for p’ another integer, we will have an 
asymptotic expansion 
where /ALI < k; and Lo, A,, 13? ,..., are all the same as (2.17). This implies. 
that given an integer, there exists an asymptotic expansion for A(<). 
3. BEHAVIOUR OF EIGENFUNCTIONS 
In order to determine the behaviour of the eigenfunction, let us consider a 
solution of Eq. ( 1.1) 
S=a,$,+a2~2+~~~+a2,~2, 
+P,w* +P*w*+ ... +&,V/d, + 1?,x, + 1'2x2 + '** + j'd,,Xd,* t3.1) 
where a’s, /3’s, y’s are determined up to a constant factor. Of course, one 
solution for a, /I. y is given by the minors of the first row of the matrix 
(Det))‘. (3.2) 
Not all of the minors can be zero as can be seen by our assumption that 1, is 
a simple eigenvalue. If all minors were zero, (Det)’ = 0 which is not the case. 
As in Section 2, we start estimating /I, 1’ wherein we restrict ourselves only to 
exponential terms. Now, note that in the minor j3 of matrix (3.2) the column 
that contains the term exp(<-‘g,(x)) is omitted and hence 
and 
(3.3) 
(3.4) 
Now the ap, p = 1, 2, 3, 4 ,..., 4 are calculated from the asymptotic 
expansion 
a0 + a,, + (a,, + t’aoz + .... (3.5) 
If we perform a calculation similar to the calculation of the determinant, we 
get ai0 is the minor of the first rows and ith column of the matrix 
@APO 
( 1 YO@PO ’ p = 1, 2 ‘...) 2,u, u = 1, 2,...,/L (3.6) 
JOY '94 '2 I ? 
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i.e.. D, = CFt, a,,qh,,, is certainly a nontrivial solution to the unperturbed 
problem. Now, in order to assert that the asymptotic expansion of D is the 
same as xi:, apoqbp we need to show that the asymptotic expansion of /?, ‘c/, 
and YJ, in powers of r are zero identically. It is easy for, 
and for 
x< 1, \ 1 I IY,~,I Wexp $gp(l)-g,W)j -4. 
So we get, 
s = s, + ys, + r*s* + . . . + ps, + r” + ‘(T,(-Y, 0, 
where 
-g fJ&v a < qm p=o, 1,2 )...) 2y- 1, 6<x< l-6, 
for every positive integer p and 6 < i and where all the functions are ininitely 
differentiable. S, can be chosen to be real valued if S is real valued. 
4. COMPLETENESS OF THE EIGENVALUE SPECTRUM WHEN 
THE OPERATOR IS FORMALLY SELF-ADJOINT 
Now, we will prove Theorem B. Let us take the case when the operators M 
and N and the boundary conditions are formally self-adjoint. As usual, we 
assume that the reduced problem has only simple eigenvalues 1,(O) 
(p = 1, 2,...). Using the method we have described in Section 2, it yields 
infinitely many eigenvalues A,(O) @ = 1. 2,...), for sufficiently small values of 
E, 0 < E < E,. But as p + 00, E, + 0, and this means that these eigenvalues 
will not be defined in a uniform interval. So what we have to do is to define 
n,(s) for every E > 0 by analytic continuation along the positive F axis 
because the eigenvalues n,(e) are all analytic functions of E for every E as we 
have previously described. For E = su > 0, suppose if two eigenvalues are the 
same, we can still use analytic continutation. In effect. what we are saying 
here is that if we continue all the eigenvalues of M + EN for some E, > 0. to 
some E, > 0, we get all the eigenvalues of M + E, N. All the above are conse- 
quences of Rellich’s [25] theory. However, Rellich’s theory is not applicable 
in the singular case for E + 0 which is the case we are interested. We are 
SINGULARORDINARY LINEARDIFFERENTIALOPERATORS 549 
interested here in showing that the eigenvalues that are characterised by 
(A,(E), p = 1,2, 3,4),...) constitute the entire spectrum of the operator 
M + EN. So essentially, we have to show that A = A(e) is any eigenvalue of 
M + EN depending analytically on E, then lim,,, A(E) = A,,, beause, if that 
were to be true then it will follow that A= A(e) will be a solution of the 
eigenvalue quation II@, <) = 0 with A(O) = A,,, and we can solve for A = A(<) 
since D/J&) # 0, since 2, is a simple eigenvalue. 
LEMMA B. Let M and N be dtflerential operators such that M + EN is 
formally selfadjoint together with the boundary conditions (1.5). Let A = A(E) 
be an eigenvalue of the above operator depending analytically on E for E > 0. 
Then lim,+, A(E) = A(O), provided 
(-1)” m, > 0, (-1)” n,. > 0 in O<x<l. (4.2) 
Before proving Lemma B, we must find bounds for the operators 
1: dN# dx and li #M#dx. W e will basically show bounds for one of the 
operators, say N, the other will follow on similar lines. 
LEMMA C. The operators M and N are bounded below in the sense that 
there exist real constants a and b such that 
Let us prove (4.4). Without loss of generality, let us assume that 
~=~r=~rr=...=~(2~~“=0 at ,y=O and .y= 1, 
Integrating by parts v times and using boundary conditions we get 
L.H.S. = 2 (-l)O \’ n,,($‘P’)2 dx. 
p=O -0 
Separating the vth term we get 
(4.3) 
(4.4) 
L.H.S. = (-f)‘!I n,,(@““)‘dx - ‘e’ (-f)pJ,’ (nP@(P))2 dx. 
PTO 
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Let K, = inf,(-1)” n,.(x) > 0, K, = Sup,,, In,(.~)l. So 
,‘- I 
L.H.S.: > K, [’ (rf”‘) dx - K, \‘ 1.’ (4’“‘)’ d.u. 
-0 - p’T, -0 
We define numbers 4,. = .r‘A ($““)2 dx for every integer 1’ and 
It is easy to see that 
-‘@,.-I < 1 .4, 
+ 4,~ G $0 for v<o. 
So this clearly implies that for every 6, there exists a positive constant 
K, = K,(6,, p) such that 
1’ (qh’“‘)’ dx < 6, ;’ (qb”“)’ dx + K, 1’ q~’ dx: 
‘0 ‘0 . ‘I 
(4.5) 
the above holding true for 0 <p < v. Since 6, is at our disposal, choosing 
6, < K,/vK,. we get 
SO, if we choose b = -K,K, v (4.4) is proved. We can also prove (4.5) for 
the case 0 < u < v. using integration by parts. 
< f 
i 
.lo’ S,(@“)’ dx + 6; I .io’ (#“u-L”)’ dx). 
The above is true for every 6? > 0 and since 20 - v = u - (v - CJ) < u, using 
induction we get 
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from which (4.5) follows easily for u < V. Now, we use Heinz’s [lo] 
argument which holds quite generally for symmetric operators that are 
bounded below in a Hilbert space. Suppose (4.3) and (4.4) were to be false. 
This implies that the sequence of eigenvalues 1,) ,I2 ,.... will tend to -co. That 
implies. that there are 417 + 1 distinct eigenvalues A, . . . . . lJ,.+, < b,. Let 4, 
satisfy the boundary conditions and let 
so that, 
j; 4,$, dx = 4,. 
As before, we determine Q = Ct:o ~‘,4, and determine y’s so that the 
boundary conditions $ = 4’ = ..a = g”‘-” = 0 are satisfied. There are only 
4~ equations for the 4v + 1 coefficients and hence there exists certainly a 
nontrivial solution. 
which contradicts (4.4) and hence we have proved Lemma C. Without loss 
of generality, we can take a and b to be zero in (4.3) and (4.4) for we can 
replace M by M - (I and N by N - b. Let 
with ,I = n(s). Now using (4.3), and (4.4) with a = 0, b = 0, we get 
1(E)=j’~~~dx+EjlmN~dx)O 
0 0 
where ’ means differentiation w.r.t. E. Therefore 
A’(+r3(c&‘(2d~v+ \‘$N$dx=j’#N@dx>O. 
-0 -0 0 
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This implies as E decreases J(E) decreases monotonically and E > 0 which 
concludes that lim,,, k(c) exists. Hence Lemma C and Theorem B follow as 
a consequence of this. 
5. PROOF OF LEMMA B 
Construction of Formal Solutions 
Following standard methods, we write the differential equation in the form 
(kf+t”-“N)@=O. (5.1) 
wherein we have replaced M - II of the previous section by M and n = 211, 
m = 2,~. We assume Q = @,(x. A) @ = 0, 1. 2 . . . . . m - 1) are polynomials in J 
that are infinitely differentiable in [0, 11. Also, the coeffkients m,(x), n,(s) 
(p = 0, 1) 2 ,..., V) are independent of A and infinitely differentiable and that 
the coeffkient of the highest derivative m,(x), n,(x) are nonzero in (0, 11. m0 
and n, are real valued functions of 1 if ,I is real. The characteristic equation 
of (5.i) is 
x(f) = n,(x)f” + m,(x)f” = 0. 
Since n > m, we denote the n solutions of the above equation to be. 
j-, =f2 = ... =f, = 0. fn,+,.fm+z.....f,. 
where, 
f.y2LL, 
-n,, 
@ = m + I,..., n). 
For some c E (0, l), define 
(5.2) 
(5.3) 
The functions f,(x), g,(x) are independent of A. We construct formal 
solutions and will prove that they approximate the solution of the differential 
equation, So to every f, there is a corresponding forma1 solution 4,(x, 0 
having the form 
For f, = 0, we have the formal power series solution 
g=o,+r~,+Yz~z+...+rp~p+~~.. (5.7) 
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Substituting (5.7) into the differential equation, we get 
(M+~“-“N)~=M~,t~(M~,to,)t...trP(M~,tup)t...=O. (5.8) 
where err, = N#,-,+,,, for p>n -m, o, < 0 for p < n-m. So CJ, depends 
only on 9,-,+, and its derivatives. In order to solve for do, 4, ,..., one can 
solve successively the following differential equations: 
M#, = 0, A@, t 0, = 0, p = 1. 2. 3 ,.... (5.9) 
The initial values of the functions #, and first (m - 1) derivatives can be 
prescribed arbitrarily at any point x = c. Without loss of generality, we 
choose these initial values to be independent of A so that QO, Q, , dZ ,..., are all 
real for real A. and entire functions of 1. So. for d,,. we have m linearly 
independent solutions My& = 0, which means we can construct m formal 
power series by 
@,(x9 8 = Qpo + Q,, + .*. @ = 1, 2 . . . . . m), (5.10) 
where det($$“) # 0 @, j = 1, 2, 3,4 ,..., m). If f, were to be nonzero, then. 
we do not write index p explicitly but instead write the solution as 
Please note that the factor <” is not really essential but is quite convenient in 
our formal procedure because. with that factor r”‘d is a solution of the 
differential equation. 
In order to examine the structure of the derivatives, we differentiate (5.11) 
and get 
I’ 4’=Y-‘exp jTg (f~ot~(f~,t~6)t~..tr”(f~,+~:,-n+R,,)+...I 
I 
(5.12) 
and by induction, we get 
t ..a r"(f"#, + Nf"-I@;-, t Q,\,) + .a.}. (5.13) 
We have mainly included (5.12) and (5.13) to show that RsD depends only 
on #,-, but not on its derivatives and on the terms 4,-z ,..., #0 and their 
derivatives. Now substitute these formal power series into (5.1) and get, 
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\ 1 I O=exp ,-Tgi (M+<“-“N)@ 
+ . ..+r”Or(J)~.+x’(f)9:,~,+“.+up)+.... (5.14) 
where once again, up depends only on gp _, not on its derivatives and on the 
terms $p- I ,.... @0 and their derivatives. Now since f is at our disposal, we 
choose f so that the first term on (5.14) vanishes: i.e.. x(f) = 
ll,fn+m,fm=O. 
We select f # 0 to be a solution, hence, f = f,, , ,..., f,,, so that x’(f) # 0. 
For some c E (0, 1). we define. 
-I 
d-y) = 1 f cu) &. .C 
We determine QO, 4, ,..., successively by equating to zero the different coef- 
ficients of { in (5.14). In order that the coefticient of { vanishes, go must be 
chosen such that, 
x’(f 1 &I + 01 = 0. 
Since this is a first order ordinary differential equation for $,,, specification 
of &-Jc) is arbitrary. So choose &(c) # 0. This implies q,,(x) # 0 for 
x E [O. 11 since &, is a solution of the first order differential equation. 
Following on the same lines, suppose QO, $, ,..., @,, _z are computed. qp , can 
be computed from 
x’(f)g;-, +rr,=o. (5.15) 
The initial values @,-,(c) can be prescribed arbitrarily as explained above 
and can be chosen to be independent of 1 which implies that d,,. 4, ,..., are 
entire functions of 1. So we construct (n - m) such formal solutions. each 
one of the solutions associated with one solution of 
Il,f n “’ + mn, = 0, 
i.e., with f =f,+ ,,.... f,. In this fashion, we get, together with (5.10), n 
formal solutions 
4, = @,o + Gb,, + r2q,z + ... + <“P,, + ... @ = 1. 2 ,..., m). (5.16) 
d,=r”exp(Sg)(4,11+~~,,+r2d~?+...+~u~~~+...,i 
p=m+ l,m+2 ,..., n. (5.17) 
These are asymptotic expansions and hence they need not converge. 
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6. EXISTENCE OF ACTUAL SOLUTIONS 
APPROXIMATED BY FORMAL SOLUTIONS 
We basically follow the same approach as was used by Birkhoff and 
Langer [2]. But their result is not directly applicable here because of the 
multiple roots f = 0 of the characteristic equation x(f) = 0. Let 0 be 
infinitely differentiable and associate with 4 the vector 
(6.1) 
The reason why we are doing this will become clear in a while. Let us denote 
by @ a matrix of n vectors associated with the n functions 4,) &,..., 4, . Now 
we can write the fact that 4,) & ,..., 4, are solutions of (M + <“-“N) $ = 0 as 
the solutions of 
@’ = t- ‘R(r) @, (6.2) 
where 
R(t)= R, + &, + t=R, + *.a t t"-"R,-,. (6.3) 
Now R, depends on m,n;‘,..., m,n;‘, and R,, R, ,..., R,-,, do not depend 
on m,, m,, m, ,..., m,. If R consists of solutions of (5.1) then (6.2) is 
satisfied and if (6.2) is satisfied, then @ consists of solutions of (5.1). Let us 
write the formal solutions (5.16) and (5.17) in a different notation here. Let 
I iG @= yexp r I i’ 
Y= Y()+<Y, trZy12+..., (6.5) 
where G is the diagonal matrix G = (g, 6,,) and 
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The reason why we defined @ in a strange manner stems from the fact that 
we can prove det(Y,,) f 0 in this formulation rather easily. 
(6.6 1 
where 
you,, = wr ‘7 (p, u = 1, 2. 3 ,.... m), 
y,, = bLJ-:-‘) @, u = m + I,.... n). 
where (0) is m x (IZ - m) zero matrix and (0’) is a (/z - m) X m zero matrix. 
Now it is easy to compute 
det(y~Y,)=det(y~~)det(y,,)=det(y~Y,,) (,!:I+, d,,) det(K’h 
This is nonzero because, qoO (a = 1, 2, 3..... m) are linearly independent, 
guo f 0 for u = m t l,..., n and det(fE- ‘) # 0 which is Vandermonde’s deter- 
minant. Hence. Y;’ exists; 
Y - Y&I f yul, ’ Y, + . . . ). (6.7) 
Inverting, 
Y-’ - (I-rY’,‘Y, f . ..) Yv,‘. (6.8) 
Here, - means that we connect two formal power series which have the 
same coeffkients. Therefore. Yy ’ is again a formal power series in 5. 
Substituting (6.4) into (6.2) we get, 
I l 1 (@‘-<-‘R@)exp )-rGi - Y’f<-‘(YG’-RY)-0. 
Since Yy ’ is a formal power series in & we have 
{Y’Y- + YG’Y-’ -R. 
What we are trying to do is to get an approximation for Y as Y. Replace Y 
as P= YO+frY,+... +rL(YU.Define~as#‘Y/-‘tYG’Y-‘=R^;~isa 
convergent power series in < and all the coefficients of 6, <I...., c in R and k 
are the same. As before, for a matrix P = (p,,), we define 
lPl= sup I P,,I. 
P-0 
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Then IR -fiI < k,< Mc ’ for suffkiently small < and k, a constant. 
From 9 we can define 
il i 6= qexp IrGi, 
6 will satisfy the differential equation 
& -pp&o 
which approximates (6.4). We write (6.4) as 
@‘-(-‘$#=(--‘(R-d)@; (6.9) 
the idea behind that is that the above is equivalent to the integral equation 
@ = 6 + <-’ j-l 6(x) &‘(p)(R -It) Q(p) dp. (6.10) 
Every solution of (6.10) is a solution of (6.2) and vice versa. Divide (6.10) 
by exp(S-‘G) and we get, Y= @+ r(Y), where 
".C 
r(lu) = r-' J I' l ul(-x) exp (7 (G(x) - G(n)) \ 
X 'J'kXR - k) y(t) exp )- i (G(x) - G(p)) ( dp. \ i (6.11) 
Note that r(Y) is a matrix which is linear in the elements of Y = ( Yii). The 
coeffkients of (Y,) in r(Y) have the following form: 
where a$j’(x, p, <) are convergent power series in <. As usual in proving 
existence theorems, we choose the path of integration in r(Y) in such a 
fashion that if Re(f, -f,) < 0, then we integrate over ji and if 
Re(f, -f,) > 0, we integrate over j:. Since we have 
where k, is a suitable constant. If r is small enough. we have the bound 
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Now, we set up an iteration scheme to solve Eq. (6.1 I ) 
Since 
Y(, = 0 
Y p+,= ~+flv/,l (p = 0, I? 2....). 
this implies that the sequence !PO converges uniformly in A, x for 111 < K. 
O<x< 1. Let 
Y= lim You,. 
P - I 
)YJ~J~l+)~*-~,I+...~IPI+2-‘+2~2+...=141+1. 
Y= !P+ f(Y). 
i.e., the coeffkients of 1, {, <‘,..., <‘- ’ m Y and Y are the same. This implies 
that there exists a solution Y of (6.11) and hence 
I 1 @= Yexp iTG[ 
is a solution of (6.2). It is quite obvious from our iteration scheme that 
YO, Y, 5 are entire functions of A. Because of uniform convergence of the 
sequence in 111 < K, the limit function is analytic 111 < K and which implies 
that @ is analytic )A/ < K. Moreover, this solution @ is such that the coef- 
ficients of 1, r. r’,..., <‘-’ in Y and t he previously obtained formal series are 
the same. So if N is chosen large enough, then @ contains a fundamental 
system of (M + y-“N) @ = 0, which has the same asymptotic expansion as 
the formal power series upto terms of order N and hence Lemma A is 
proved. 
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