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a b s t r a c t
In this study we address the problem of the mean estimation of the IBEX-35 index
stock quotes in the presence of change points. We rely on nonparametric regression
methods for detecting and estimating changes points, and for estimating the discontinuous
regression function. Model-assisted and model-based estimators and their jump-
preserving counterparts are used for mean estimation and an empirical comparison
between the methods is performed.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The IBEX-35 is the official Spanish continuous market index and is comprised of the 35 most liquid stocks traded on this
market. On balance, the IBEX-35 index behaved positively from years 2003 to 2007. A representative period of time of this
rising tendency is shown in Fig. 1.
To analyze the IBEX-35 stock quotes, we rely on nonparametric regression methods. Only smoothing assumptions over
the underlying regression function are made. As the functional relationship between the variables under study is typically
unknown, nonparametric regression estimators seem to be a reasonable choice.
Nevertheless, there are numerous examples of real-life problems where change points exists. Change points can occur in
situations such as the economical impact in a region of a natural disaster caused by an earthquake or the impact of a sudden
climatic change.Well-known applications can be found inmedicine and in physical sciences, economics, quality control and
so on.
We focus on detecting and estimating IBEX-35 index stock quotes jump points. Once they have been estimated, two jump
preserving local linear kernel smoothers are proposed and applied to estimate the IBEX-35 prices mean finite population.
Kuo [1] adopted a nonparametric model-based approach. Other important works in this area are given by Chambers
et al. [2], Dorfman [3] and Dorfman and Hall [4]. Under the model-assisted approach Breidt and Opsomer [5] rely on local
polynomial kernel regression for the estimation of the unknown regression functionm(·).
Two different approaches are considered in the survey sampling context: model-based and model-assisted estimators
are proposed, as well as their corresponding jump-preserving counterparts.
The paper is organized as follows: Section 2 provides a brief description of the methodology used and Section 3 includes
the application to the IBEX’35 index stock data.
2. Methodology
Consider U = {1, . . . ,N} a population of N units from which a sample s of size n is selected according to a specified
sampling design d with inclusion probabilities pik and pikl assumed to be strictly positive. Let yj be the value of the study
variable y, and xj the corresponding value of an auxiliary variable x.
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Fig. 1. Scatter plot of IBEX’35 population.
The Horvitz–Thompson estimator of the finite population mean Y based on sample s is given by
y¯HT = 1N
∑
j∈s
yj
pij
. (1)
The variance of the Horvitz–Thompson estimator under the sampling design d is
V (yHT) = 1N2
∑
i,j∈U
(piij − piipij) yi
pii
yj
pij
and an unbiased estimator of this variance is given by
V̂ (yHT) = 1N2
∑
i,j∈s
(piij − piipij)
piij
yi
pii
yj
pij
.
It is interest to improve upon the efficiency of the Horvitz–Thompson estimator by using auxiliary information. It will be
assumed in the following model:
yj = m(xj)+ ej, j = 1, . . . ,N, (2)
where ej are independent and identically distributed with E(ej) = 0, and constant variance σ 2. The unknown regression
function m is defined on the interval [0, 1] and is smooth but in a finite and unknown number q of jump points tk
(k = 1, . . . , q).
Under the model-assisted approach, we consider Breidt and Opsomer’s [5] method for estimating the finite population
mean as follows
yMA = 1N
∑
j∈s
yj − m˜j
pij
+ 1
N
∑
j∈U
m˜j, (3)
where m˜j is the local linear kernel estimator [6,7]. This estimator is asymptotically design unbiased and an expression for
their asymptotic mean squared error is given by:
AMSE(yMA) = 1N2
∑
i,j∈U
(piij − piipij)yi −mi
pii
yj −mj
pij
.
M̂SE(yMA) = 1N2
∑
i,j∈s
piij − piipij
piij
yi − m˜i
pii
yj − m˜j
pij
is asymptotically design unbiased for AMSE(yMA) [5].
A different approach to estimate the population mean is given by model-based estimators, which only predict the non-
sampled values. The proposed estimator is given by
yMB = 1N
∑
j∈s
yj + 1N
∑
j∈U−s
m˜j, (4)
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being m˜j the local linear kernel smoother. This estimator is asymptitocally model unbiased but is not asymptotically design
unbiased.
To detect the jump points of the underlying regression function Müller and Stadtmüller [8] introduced a nonparametric
regression method, based on the cross-validation function, to determine the number of jump points of the discontinuous
regression function.
If discontinuities are present, an adaptation of the nonparametric regression estimator is required. First, we estimate
jump points following Wu and Chu’s [9] method but relying on local linear kernel smoothing instead of the traditional
Nadaraya–Watson kernel smoother [10]. The jumppoints are finally estimated through differences of estimators of this type.
The discontinuous regression function is estimated as a result of combining local polynomial regression, introduced by
Ruppert andWand [6] and Fan and Gijbels [7], among others, together with an adapted version of Wu and Chu’s [9] method
of the projected observations. See [11] for more details.
Finally, the finite mean population is estimated by the model-assisted estimator,
yJPMA = 1N
∑
j∈s
yj − m̂j
pij
+ 1
N
∑
j∈U
m̂j (5)
being m̂j the above-mentioned adapted version to discontinuities of the local linear kernel smoother given in [11].
The corresponding jump-preserving model-based estimator is given by
yJPMB = 1N
∑
j∈s
yj + 1N
∑
j∈U−s
m̂j. (6)
Theoretical comparison of variances of all these estimators is not a simple issue to be addressed because they rely on
different principles. In addition, in some cases there are no expressions for the variance under the design, even asymptotic
expressions. In the next section we will see the behavior in the practice of such methods.
3. Application
We consider the IBEX-35 index stock quotes, taken from April 2004 to October 2005, as an example of a period of time
with overall positive behavior. This population dataset contains 401 units and is plotted in Fig. 1.
Müller and Stadtmüller’s [8] method is used and it fixed the number of jump points of the discontinuous regression
function in q = 1. This change point can be seen in Fig. 1 at the end of September 2004.
We compare the performance of model-assisted estimator (yMA), jump-preserving estimator (yJPMA), model-based
estimator (yMB), jump-preserving estimator (yJPMB), regression estimator (yReg) [12] and the Horvitz–Thompson estimator
(y¯HT) applied to the IBEX’35 data set.
Similarly to Breidt and Opsomer’s simulation studies, two bandwidths are chosen for the nonparametric regression
estimators, h = 0.1 and h = 0.25. Samples are generated by simple random sampling using sample sizes n = 50, n = 75
and n = 100. We perform 500 replications.
For each estimator we compute the relative absolute bias (RAB)
RAB(̂θ) =
500∑
i=1
∣∣∣∣∣ θ̂ (si)− YY
∣∣∣∣∣ , (7)
and the relative efficiency respect to the Horvitz–Thompson estimator
RE (̂θ) =
500∑
i=1
(̂
θ(si)− Y
)2
500∑
i=1
(
yHT(si)− Y
)2 (8)
where θ̂ is the finite population mean estimator considered.
Tables 1 and 2 show our simulation results.
The jump-point preserving methods provide an overall improvement relative to their other non jump-preserving
counterparts. Moreover, better results in terms of RE and RAB values are given by the model-assisted methods compared to
the model-based estimators.
We also obtain the confidence intervals for the mean at confidence level 0.95 by using as pivot estimator the estimators
y¯HT, yMA, yJPMA, yMB, yJPMB and yReg. We used jackknife variances [13–15] because there is not a design unbiased estimator for
the variance of some estimators considered. Samples of different sizes have been generated. For each sample we compute
the length of confidence intervals.
In Table 3 we can see the average lengths of the intervals (l), the variance of these lengths (σ 2l ) and the proportion of
times that these intervals relate to the trued median (real coverage, Cove). As we can observe for all the sample sizes, the
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Table 1
Relative efficiency RE with bandwidths h = 0.1 and h = 0.25.
n y¯HT yMA yJPMA yMB yJPMB yReg
h = 0.1
50 1 0.04021 0.03465 0.16749 0.12868 0.13266
75 1 0.01968 0.01722 0.02721 0.01917 0.10599
100 1 0.01647 0.01341 0.02545 0.01733 0.10371
h = 0.25
50 1 0.09759 0.09664 0.10372 0.10623 0.13266
75 1 0.06799 0.06456 0.07149 0.06529 0.10599
100 1 0.06113 0.06041 0.06581 0.06066 0.10371
Table 2
Relative absolute bias RABwith bandwidths h = 0.1 and h = 0.25.
n y¯HT yMA yJPMA yMB yJPMB yReg
h = 0.1
50 0.01020 0.00106 0.00101 0.00289 0.00242 0.00372
75 0.00818 0.00061 0.00055 0.00087 0.00063 0.00269
100 0.00743 0.00047 0.00046 0.00077 0.00059 0.00237
h = 0.25
50 0.01095 0.00129 0.00123 0.00369 0.00121 0.00372
75 0.00820 0.00081 0.00081 0.00157 0.00078 0.00269
100 0.00649 0.00063 0.00061 0.00116 0.00069 0.00237
Table 3
Empirical comparison of confidence intervals for IBEX stock quotes (1− α = 0.95, h = 0.1).
n Method l Cove σ 2l
100 yMA 28.61 0.916 35.61
yJPMA 26.22 0.938 30.97
yMB 82.64 0.958 57.86
yJPMB 70.15 0.95 46.32
yHT 343.39 0.966 443.45
yReg 115.57 0.96 71.44
75 yMA 35.34 0.91 49.73
yJPMA 32.63 0.924 43.56
yMB 79.04 0.93 63.09
yJPMB 65.08 0.946 52.8
yHT 388 0.952 1052.33
yReg 137.67 0.908 213.06
50 yMA 45.04 0.884 58.65
yJPMA 40.5 0.93 52.79
yMB 90.16 0.894 105.43
yJPMB 82.3 0.918 90.75
yHT 491.23 0.94 2217.1
yReg 163.01 0.922 451.74
yJPMA estimator produces intervals with an average and variance length inferior to the other estimators. We also observe
that the jump-point preserving methods provide intervals with average length inferior to their other non jump-preserving
counterparts. Although the real coverage of intervals based on yJPMA and yJPMB estimators are a little inferior to the nominal
coverage, it maintains reasonable values. Such real coverages become larger as the sampling sizes increases.
Questions beyond those discussed in this work can be addressed. For example an automated bandwidth parameter using
a design-based CV criterion similar to proposed by Opsomer and Miller [16] can be considered.
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