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INTRODUÇÃO 
A ordenação de tarefas em oficinas 
de máquinas pode ser entendida 
como um caso particular do proble- 
ma clássico de "Job Shop" 
"Job Shop" pode ser definido 
como um sistema composto de M 
máquinas destinadas a realizar ope- 
rações em tarefas que a elas chegam. 
0 processo de chegada e o percurso 
a ser seguido pelas tarefas determi- 
nam, de uma certa maneira, a com- 
plexidade de um "job shop" 
Em relação ao percurso, çlois casos 
extremos podem ser observados; 
— o "job shop" puro, no qual cada 
uma das tarefas tem a mesma pro- 
babilidade de ser operada em qual- 
quer máquina, dentro de qualquer 
seqüência; 
— o "flow shop" puro, no qual to- 
das as tarefas devem passar pelas M 
máquinas, seguindo uma mesma se- 
qüência. 
Com respeito ao processo de chega- 
da, dois casos podem ser abserva- 
dos: 
— o caso "dinâmico", em que as ta- 
refas chegam à oficina independen- 
temente, de acordo com alguma dis- 
tribuição de chegada; 
— o caso "estático", em que as tare- 
fas chegam à oficina em grupos es- 
tanques, para serem operadas. 
Da enorme variedade de casos pos- 
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siveis, o mais complexo é, sem dúvi- 
da, o do ''job shop" puro com che- 
gada "dinâmica" Para estudo des- 
tes casos, a solução adotada tem si- 
do a construção de modelos de si- 
mulação digital, a fim de se estudar 
a eficiência de diversas regras de pri- 
oridade. 
Diversos autores — SANDERMAN 
(1961), GERE (1966)), EILON 
(1969), NELSON (1967), CON- 
WAY (1962) — estudaram a perfor- 
mance de regras de prioridade para 
a sequenciação de tarefas em "job 
shop" dinâmicos. 
No caso mais simples de "flow shop" 
estático, já se podem formular mo- 
delos matemáticos que as represen- 
tem. Diversos modelos de progra- 
mação linear inteira e programação 
linear com resultados arredondados 
para inteiros já foram utilizados na 
determinação de uma solução ótima 
para o problema. Métodos heurísti- 
cos otimizantes "brandi and bound" 
e de enumeração também já foram 
usados. 
O problema dos métodos otimizan- 
tes se concentra, principalmente, no 
alto tempo de computação exigido 
e na sofisticação de cálculo. Tal 
problema cresce exponencialmente 
com o número de tarefas e máqui- 
nas na oficina. 
Com o objetivo de minimizar os 
problemas acima, vem sendo desen- 
volvida uma série de algoritmos 
heurísticos que, embora não leve 
sempre à solução ótima, exigem um 
tempo de computação e uma sim- 
plicidade de cálculo significante- 
mente vantajosos em relação aos 
modelos otimizantes. 
O Problema de Ordenação em Flow 
Shop Estático 
O problema de ordenação ocorre 
quando se tem N tarefas para serem 
processadas em M máquinas e se de- 
seja determinar a seqüência em que 
essas N tarefas serão processadas 
nas M máquinas. De uma forma 
mais precisa, o problema de ordena- 
ção pode ser definida da seguinte 
forma: 
N tarefas devem ser operadas se- 
qüencialmente em cada uma das M 
máquinas; 
uma tarefa não pode ser processa- 
da na máquina j antes de ser opera- 
da na máquina j 1, (j = 2, m); 
os tempos de operação de cada ta- 
refa em cada máquina são conheci- 
dos e bem determinados e indepen- 
dem da tarefa anterior; 
todas as N tarefas estão disponí- 
veis no início das operações; 
as máquinas estão sempre disponí- 
veis e nunca falham; 
procura-se uma ordenação que mi- 
nimize o tempo total gasto para 
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«completar a operação de tódas as 
tarefas em todas as máquinas. 
Os dados relativos ao problema po- 
dem ser representados por uma ma- 
triz {Xjj }de dimensão N x M, que 
contém os tempos de operação das 
N tarefas nas M máquinas. Desta 
forma, um.elemento representa- 
ria o tempo de operação da tarefa 
i na máquina j. 
Os Diversos Algoritmos Heurísticos 
Johnson (1964) foi um dos primei- 
ros autores a formular o problema 
de ordenação, tendo apresentado 
um algoritmo que fornece a solução 
ótima para o caso particular em que 
o número de máquinas M é igual a 
2, e para quaisquer valores de N. 
Johnson também analisou seu algo- 
ritmo para o caso de m= 3 máqui 
nas, e concluiu que o mesmo daria 
soluções ótimas apenas para o caso 
especial em que o maior tempo de 
operação na máquina do meio (má- 
quina 2) fosse menor que o tempo 
de operação nas máquinas 1 e 3. 
Merbach (1966) desenvolveu um al- 
goritmo que ele chamou de método 
aproximado, e que se baseia no 
princípio de que a minimização do 
tempo total de término de todas as 
tarefas é equivalente á minimização 
dos tempos de ociosidade da última 
máquina. Este método pode ser 
aplicado para quaisquer valores de 
Me N. 
Smith "et ai" (1970) fizeram uma 
generalização do algoritmo de John- 
son para um número M qualquer de 
máquinas, dando como resultado 
um método apenas aproximado. 
Palmer (1965) também desenvolveu 
um algoritmo heurístico não otimi- 
zante, generalizado para o caso de 
NeM quaisquer Este algoritmo é ba- 
seado nos chamados índices de ten- 
dência, que tentam medir a tendên- 
cia de aumento nos tempos de ope- 
ração de uma determinada tarefa, 
da primeira para a última máquina; 
Finalmente, existe o algoritmo de- 
senvolvido por Nicholson (1967), 
chamado pelo autor de método de 
sequenciação, que se baseia em per- 
mutações efetuadas entre os diver- 
sos "jobs" 
Justificativas para o Estudo 
Do que foi exposto anteriormente, 
é possível abservar dois fatores pre- 
dominantes, que deveriam ser leva- 
dos em consideração quando da es- 
colha de um método para a ordena- 
ção de tarefas em uma oficina de 
máquinas: 
— o tempo de computação envolvi- 
do na determinação de uma solução; 
— o grau de aproximação ao ótimo 
gerado pelo método utilizado. 
Estudos anteriores indicam a exis- 
tência de um "trade off entre estes 
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dois parâmetros de performance. 
Os métodos mais sofisticados, que 
tendem a oferecer uma solução 
mais próxima do ótimo, têm como 
desvantagem principal um maior 
custo de processamento, represen- 
tado por um maior tempo de com- 
putação. 
Um Método de Análise 
Se o problema de ordenação for 
analisado sob o ponto de vista de 
custos, os seguintes parâmetros de- 
veriam ser considerados: 
Ce — custo de espera / unidade de 
tempo; 
Cc — custo de computação / uni- 
dade de tempo; 
At = (tx -12) — diferença entre os 
tempos de computação dos méto- 
dos; 
Ti — tempo total de término para 
a seqüência encontrada pelo méto- 
do 1; 
Tj —tempo total de término para a 
seqüência encontrada pelométodo2. 
Com base nestes parâmetros, pode- 
ríamos então afirmar que o método 
1 será mais vantajoso que o método 
2 se: 
(T2 Ti) Ce > (tj tz) Cc 
Seja Tj o tempo de término dado' 
pela ordenação gerada pelo método 
1. Sabe-se que Tj é constituído de 
duas parcelas, que são: 
1. Tr — tempo real de operação na 
máquina M, que corresporfcle à 
somatória dos tempos de opera- 
ção de cada uma das IM tarefas 
na máquina M: 
n 
Tr = Z (Xim) 
i = l 
onde m corresponde à última má- 
quina e |Xij | é a matriz de opera- 
ção das n tarefas nas m máquinas. 
2- TqC = Tj Tr —corresponde 
ao tempo ocioso da última má- 
quina. 
% 
Considerando que Toc /Tj é a por- 
centagem de tempo ocioso na últi- 
ma máquina, temosf 
Toc Tr 
Desta forma, se conhecemos a per- 
centagem de tempo ocioso gerado 
por um determinado método, po- 
demos determinar os tempos totais 
de operação que serão gerados por 
aquele método. 
Esta percentagem deverá variar de 
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caso para caso, e deverá também ser 
uma função do número de tarefas N 
e do número de máquinas M. Uma 
maneira aproximada de se comparar 
os diversos métodos seria a de se de- 
terminarem valores médios de pem 
função de M e N. 
O objetivo qlpste estudo é, portanto, 
o de determinar, através de experi- 
mentação as funções p = f (N,M), 
juntamente com as funções dos 
tempos de computação, t = f (N,M), 
para os diversos algoritmos heurísti- 
cos mencionados anteriormente 
(Merbach, Smith "et ai" Palmer e 
Nicholson), a fim de que se possa 
tomar uma decisão mais racional na 
escolha entre métodos. 
Projetos de Experimentos 
Considerando-se que M medirá o ta- 
manho de uma determinada oficina 
e N o grau de ocupação daquela ofi- 
cina, decidiu-se pesquisar os valores 
de percentagem de tempo ocioso p 
para os seguintes casos: 
— M igual a 2, 3, 5, 7; 
— N igual a 2xm, 4xm, 6xm, e 
8xm, resultando em um projeto 
fatorial com 2 fatores e 4 ní- 
veis, dando um total de 24 ex- 
perimentos, de acordo com a ta- 
bela 1, abaixo: 
TABELA 1 — PROJETO DE EXPERIMENTOS 
M N M N M N M N 
2 4 2 8 2 12 2 16 
3 6 3 12 3 18 3 24 
5 10 5 20 5 30 5 40 
7 14 7 '28 7 42 7 56 
Para cada um dos 16 experimentos, 
foi determinado um tamanho de 
amostra através do teste de ordena- 
ção múltipla de Bechhoffer et. al. 
(1954). 
As amostras foram geradas através 
da utilização da sub-rotina RANDU 
da IBM, que gerava conjuntos de 
dados aleatórios para compor a ma- 
triz N x M de tempos de operação. 
Esses tempos de operação seguem 
uma distribuição uniforme entre 1 e 
25. 
O uso de distribuições uniformes 
para a geração dos tempos de opera- 
ção se justifica pelo fato de que ou- 
tros autores (Smith et al., 1961) 
testaram a performance deste tipo 
de algoritmo para distribuições nor- 
mais, exponenciais e uniformes e 
observaram que, em média, os pio- 
res resultados eram obtidos para as 
seqüências provindas das matrizes 
geradas por distribuições uniformes. 
Desta forma, como nos interessa 
um teste de capacidade de melho- 
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ria, seria mais interessante escolher 
os casos que apresentassem maiores 
discrepâncias. 
Para a determinação das funções 
t = f (N.M), decidiu-se por uma série 
mais ampla de experimentos, que 
correspondiam a combinações de 
valores de M e N de acordo com a 
tabela 2, abaixo: 
Tabela 2 
N M N M N M N 
5 3 5 5 5 7 5 
10 10 10 10 
15 15 15 15 
20 20 20 20 
25 25 25 25 
30 30 30 30 
35 35 35 35 
40 40 40 40 
45 45 45 45 
50 50 50 50 
60 60 60 60 
70 70 70 70 
90 90 90 90 
versos valores de M e N de acordo 
com o projeto de experimentos. 
Tais tempos foram obtidos para um 
computador IBM 1130 do Núcleo 
de Computação Eletrônica da UFRJ 
e organizados em forma de tabe- 
las!» ). 
-<8i 
A partir dos tempos observados, 
procurou-se ajustar uma curva que 
melhor se adaptasse aos pontos ob- 
tidos. Acurva escolhida foi um po- 
linômio da forma t = an^ devido ao 
bom nível de aproximação dada pe- 
la mesma (menos de 5% de desvio). 
Se aplicarmos logaritmo à função 
t = anb teremos: 
log t = log a + b log n 
Considerando-se que a função mo- 
dificada é um polinômio do 19grau, 
podemos, então, fazer uma regres- 
são pelo método dos mínimos qua- 
drados. 
Apresentação dos Resultados 
Aprimeira parte dos resultados se 
refere aos tempos de computação 
necessários à determinação de uma 
solução, para cada um dos métodos, 
os quais foram testados para os di- 
Para isso, foi utilizada a rotina 
APOL da IBM, que fornece como 
safda os coeficientes a e b, que são 
os parâmetros representativos da 
curva. Esses parâmetros foram de- 
terminados independentemente, pa- 
ra valores diferentes de m, segundo 
a tabela 3. 
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TABELA 3 — Relação dos Coeficientes da Curva de Tempo de Computação 
MERBACH SMITH PALMER NICKOLSON 
A B A B A B A B 
M = 2 0,0133 1,9161 0,0087 1,5983 0,0032 1,6659 0,0030 2,6952 
M = 3 0,0221 1,9186 0,0185 1,5786 0,0061 1,6673 0,0044 2,7319 
M = 5 0,0375 1,9351 0,0460 1,5416 0,0103 1,6381 0,0071 2,7593 
M = 7 0,0541 1,9360 0,0910 1,4850 0,0210 1,5635 0,0102 2,7647 
Um exame da tabela 3 e dos tempos 
de computação dos diversos algorit- 
mos levou-nos às seguintes observa- 
ções: 
0 algoritmo de Nicholson apre- 
senta tempos de computação 
consistentemente maiores que os 
demais algoritmos. Embora bas- 
tante acentuadas em termos rela- 
tivos, estas diferenças só são sig- 
nificantes em termos absolutos 
para valores de N maiores que 
30. 
Os algoritmos de Palmer e Smith 
apresentam tempos de computa- 
ção com valores bem próximos 
um do outro, devendo-se notar, 
no entanto, a maior tendência de 
crescimento do algoritmo de Pal- 
mer representada por maiores 
valores do parâmetro b da curva 
de regressão. 
— O algoritmo de Merbach apresen- 
ta tempos de computação que se 
situam entre os valores apresenta- 
dos pelos algoritmos de Palmer e 
de Nicholson. Por exemplo, para 
o caso extremo de M = 7 e N = 90, 
o algoritmo de Nicholson consu- 
miu 2.871 seg. comparados com 
os 24 seg. de Palmer, 81 seg. de 
Smith e 341 seg. de Merbach. 
A segunda parte dos resultados se 
refere aos dados de performance 
dos diversos algoritmos, em termos 
de capacidade de gerar soluções 
mais próximas do ótimo. De acordo 
com o descrito anteriormente, esta 
performance é medida através da 
percentagem de tempo ocioso da úl- 
tima máquina. 
Os resultados obtidos foram testa- 
dos através do teste de ordenação 
múltipla de Bechhoffer (1954), e 
todas as diferenças mostraram ser 
estatisticamente significantes a um 
nível de confiança de 0,90. 
Em função dos resultados, as se- 
guintes observações podem ser fei- 
tas: 
113 
Ordenação de Tarefas em Oficinas de Máquinas: Comparação da Eficiência de Alguns Algoritmos 
— Com exceção dos casos em que o 
número M de máquinas é igual a 
2 e para os quais o algoritmo de 
Smith é sempre ótimo (para m=2 
o algoritmo de Dudek se torna 
igual ao de Johnson), os demais 
casos apresentam sempre os algo- 
ritmos, em termos de performan- 
ce, dentro da seguinte ordem: 
1. Nicholson 
2. Smith 
3. Palmer 
4. Merbach 
Por exemplo, para o caso de M=7 e 
N=56, o alforitmo de Nicholson 
apresentou um índice de ociosidade 
de 14.05%. comparado com 15.18% 
para Smith, 18.00% para Palmer e 
18.37% para Merbach. 
— À medida em que o número de 
máquinas vai aumentando, au- 
mentam também as diferenças 
absolutas entre os algoritmos de 
Nicholson e os demais. 
— Para os casos em que o número 
de máquinas M é igual a 2, e nos 
quais se tem a solução ótima dada 
pelo algoritmo de Palmer, é pos- 
sível observar que o algoritmo de 
Nicholson apresenta resultados 
bem próximos do ótimo. Para o 
caso específico de M=2 e N=16, 
em 100 casos testados, o algori- 
tmo de Nicholson gerou soluções 
ótimas em 89 casos, contra apenas 
46 de Palmer e 36 de Merbach. 
Das seqüências geradas aleatoria- 
mente, apenas 2 representaram 
soluções ótimas. 
CONCLUSÕES A RESPEITO 
DOS ALGORITMOS 
Algoritmo de Merbach 
Os resultados obtidos por esse algo- 
ritmo mostram, claramente que a 
minimização por etapas dos tempos 
ociosos das máquinas não implica 
absolutamente na minimização do 
tempo total de operação na última 
máquina. 
O algoritmo se revelou sempre infe- 
rior aos demais, no que se refere à 
capacidade de otimização. Em rela- 
ção ao tempo de computação, ele 
também não é vantajoso, apresen- 
tando valores significativamente su- 
periores aos apresentados pelos al- 
goritmos de Palmer e Smith, e pró- 
ximos aos de Nicholson. Sua utiliza- 
ção, portanto, parece não ser inte- 
ressante em nenhuma circunstância. 
Algoritmo de Smith 
O algoritmo de Smith apresentou 
resultados bastante interessantes. 
Em primeiro lugar, para os casos em 
que M é igual a 2, ficou demonstra- 
da a sua superioridade sobre os de- 
mais algoritmos. Além de apresen- 
tar sempre soluções ótimas, ele re- 
quer esforços computacionais bas- 
tante pequenos e próximos do algo- 
ritmo de menor tempo (Palmer). 
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Para casos onde M é maior que 2, 
ele ainda permanece interessante, 
principalmente para número de ta- 
refas acima de 30, onde o algoritmo 
de Nicholson exige tempos de com- 
putação relativamente altos. Obvia- 
mente, o custo deste esforço com- 
putacional vai depender do equipa- 
mento disponível em cada situação. 
Algoritmo de Palmer 
O melhor aspecto do algoritmo de 
Palmer é o seu pequeno tempo de 
computação, o menor dentre os 
quatro algoritmos. Entretanto, esta 
vantagem pode ser considerada in- 
significante, quando comparada ao 
algoritmo de Smith. 
Algoritmo de Nicholson 
Este algoritmo se revelou o mais efi- 
ciente, no que diz respeito à capaci- 
dade de otimização para todos os 
casos em que M é maior que 2. Sua 
maior restrição se refere ao elevado 
tempo de computação requerido, 
que tende a se tornar mais crítico 
à medida em que se aumenta o nú- 
mero N de tarefas e o número M de 
máquinas. 
Entretanto, para um número de ta- 
refas abaixo de 30 e para um núme- 
ro de máquinas até 7, ele parece ser 
o mais interessante. 
Como comentário final, podería- 
mos dizer que o estudo comprovou 
o "trade-off" existente entre esforço 
computacional e capacidade de oti- 
mização, o que significa que uma 
decisão entre as vantagens de um al- 
goritmo sobre o outro dependerá, 
na maioria das vezes, do caso parti- 
cular em estudo. 
Parece, entretanto, que os algori- 
tmos de Smith e de Nicholson serão 
sempre superiores aos outros dois, 
em razão, principalmente, das pe- 
quenas diferenças de tempo de 
computação e das grandes vanta- 
gens na capacidade de otimização. 
(♦) Os resultados apresentados nes- 
tas tabelas estão à disposição dos in- 
teressados que poderão obtê-las 
com o autor ou na Secretaria Edito- 
rial da Revista de administração da 
USP 
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