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Abstract
This work addresses the problem of generating a motion strategy for solving a visibility-
based task with a mobile robot equipped with sensors. In particular, the problem is to
ﬁnd a static object – modeled with a probability density function – in a completely known
environment.
Given a starting position for the robot, the problem is to generate a trajectory that
minimizes the expected value of the time to see the object for the ﬁrst time along that
route. The problem is shown to be NP-hard and eﬃcient algorithms that perform well in
practice are presented.
Several versions of this problem are addressed. The ﬁrst one is the case of a point
robot moving in a polygonal workspace. The robot is restricted to sense the world only at
predeﬁned locations arranged in a graph. The proposed solution uses an utility function
to drive a greedy search algorithm in a reduced space, able to explore several steps ahead
without incurring too high a computational cost. This approach is also extended to
coordinate a team of robots searching in parallel to further reduce the search time without
an increase in the computational complexity of the algorithm.
The second version assumes the robot is able to sense the environment continuously. In
this case, the proposed approach partitions the polygonal workspace into regions separated
by critical curves. Then, the calculus of variations and numerical integration are applied to
compute locally optimal trajectories within each individual region. Finally, the resulting
sub-paths are concatenated to generate a complete path.
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In the ﬁnal version, the robot is no longer a point but a mobile manipulator moving in
a 3-D environment. The proposed solution builds on previous results and also introduces a
sample-based convex cover to estimate the size and shape of visibility regions in 3-D. The
resulting convex regions are exploited to generate trajectories that compromise between
moving the base and moving the robotic arm.
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Chapter 1
Introduction
This work addresses the general problem of generating a motion strategy for solving a
visibility-based task. These kinds of tasks are a very interesting and challenging research
area – particularly when the sensors are not static but rather are carried by mobile robots.
The present work is placed in the area of sensor based planning for mobile robots.
Within this area, there are diﬀerences in how sensing is used. In some cases, sensing is
used as a tool for accomplishing some task. For example, in the general case navigation
[1, 2], where the task is to move the robot from an initial to a ﬁnal conﬁguration, sensing
is usually employed as a tool to provide information to the robot in order to perform the
main navigation task.
In contrast, we are interested in those tasks whose ﬁnal goal is to sense the environment
(perception planning [3, 4, 5]). In this case, sensing is incorporated into the plan generation
as a constraint that must be satisﬁed when executing the plan. There are a number of
speciﬁc problems that fall into this broad category, such as exploration, pursuit-evasion
and coverage.
Exploration problems usually involve the generation of a motion strategy to eﬃciently
move a robot to sense and discover its environment and construct a representation (model)
[6, 7, 8]. This is usually done by fusing diﬀerent environment views. An important aspect
is to have a useful representation that is appropriate to accomplish other tasks in the
environment.
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The pursuit-evasion problems, in general, can be deﬁned as a scenario where one
faction (one or more robots) tries to chase another. Game theory [9] has been used
extensively to address this kind of problem [10, 11]. There are several variants of this idea
that actually yield diﬀerent problems. For example, one robot or team – the pursuers –
may be interested in ﬁnding other mobile robots – the evaders [12, 13, 14, 15, 16, 17].
The pursuers could also be interested in maintaining visibility (tracking) of the evaders
[18, 19, 20]. In some other cases, the goal could be to actually “catch” the evaders, that
is, move to a contact conﬁguration [10].
In the coverage problem [21, 22], the goal is usually to sweep a known environment
with the robot or with the viewing region of a sensor. In this problem, it is often desirable
to minimize sensing overlap so as not to cover the same region more than once.
For all the previous problems, there are characteristics that can be added to make them
more general, for example, kinematic constraints on movement [23], position uncertainty
[24, 25, 26], limited sensors [6, 27], etc. The motion strategies that consider multiple
robots [28, 29, 30, 31] are generally harder to generate but usually yield better performance
(compared to a single robot). In these types of problems, it is very interesting but often
challenging to develop complete algorithms that ﬁnd optimal solutions.
We are interested in the problem of ﬁnding a static object in a known environment [32].
This problem is closely related to the coverage problem in the sense that any complete
strategy to ﬁnd an object must sense the whole environment.
1.1 Problem Deﬁnition
This research deals with the problem of using a mobile robot to ﬁnd an object as quickly
as possible on average. The possible applications have a wide range, from ﬁnding a speciﬁc
piece of art in a museum to search and rescue of injured people inside a building.
We deﬁne the problem as follows: Given a completely know environment, a starting
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position, and a recognizable object in an unknown location, develop a motion strategy for
a mobile robot to ﬁnd the object in the least amount of time on average. In other words,
if the search is performed many times, for many diﬀerent object locations, the average
time required to ﬁnd the object will be minimized.
We assume that, while the object’s exact location is unknown, we know (or can approx-
imate) a probability density function (PDF) of the object’s location over the environment
fxy(x, y).
Figure 1.1: A simple example of a point robot following a route S
We establish that the robot starts moving at time t = 0 from an initial position (x0, y0)
along a path S in the environment (see Fig. 1.1). We deﬁne the time to ﬁnd the object T
as the time it takes from the start until the object enters the robot’s ﬁeld of view for the
ﬁrst time.
The probability of seeing the object before any given time P (T ≤ t) is the cumulative
distribution function (CDF) of the random variable T ,
FT (t) =
∫ t
0
fT dt = P (T ≤ t).
In our case, the probability of seeing the object at any moment depends on the route S
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followed by the robot, therefore, we can deﬁne the CDF along any given path as
FT (t|S) =
∫
V (S,t)
fxy(x, y) dx dy
where fxy is the object PDF associated to the (x, y) position of the environment, and
V (S, t) is the subset of the environment that has been seen by the robot as it moves along
S from t = 0 to t. We say that at time t the path S has covered the region V (S, t), and
in general we will use the term cover to denote that the robot has sensed, not necessarily
physically covered, a certain region.
In the particular case of a uniform fxy, the probability of seeing the object before time
t is proportional to the area of the environment that has already been seen,
V (S, t)
Total Area
= P (T ≤ t).
With FT we can obtain fT and calculate the expected value of the time to ﬁnd the
object T following route S,
E[T |S] =
∫ ∞
0
t · fT |S(t|S) dt.
We are interested in ﬁnding the trajectory S that minimizes the expected value of the
time to ﬁnd an object E[T |S], in other words, obtaining the path that, on average, makes
the robot ﬁnd the object as quickly as possible. This amounts to the optimization
inf
S
{E[T |S]} = inf
S
{∫ ∞
0
t · fT |S(t|S) dt
}
,
but this is an inﬁnite dimensional optimization problem, and we will show that even
a discrete version of this problem is NP-hard; therefore is not practical to generate an
optimal route. We will present algorithms that make a trade-oﬀ between optimality and
4
tractability.
1.2 Expected Value vs. Worst Case
It is important to note the diﬀerence between minimizing the expected value of the time
to ﬁnd an object and minimizing the time it would take in the worst case.
To minimize the worst case time, the robot must ﬁnd the shortest path that completely
covers the environment (the shortest watchman tour problem [33]). This usually means
that no portions of the environment are given any priority over others and the rate at
which new portions of the environment are seen is not important.
On the other hand, to minimize the expected value of the time, the robot must gain
probability mass of seeing the object as quickly as possible. For a uniform object PDF,
this translates into sensing large portions of the environment as soon as possible, even if
this means spending more time later to complete covering the whole environment. For
non-uniform PDFs, the robot should visit the most promising areas ﬁrst. We believe this
represents another paradigm for coverage tasks, where it is important to gain as much
new information in the shortest time possible. This could be very useful in applications
where the time assigned to the task is limited or not completely known.
Figure 1.2: Example with a simple environment
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The trajectories that satisfy the previous two criteria are not the same. In fact, for a
given environment, the route that minimizes the distance traveled may not minimize the
expected value of the time to ﬁnd an object along it.
Consider the example in Fig. 1.2. The robot starts in the corridor at location L0.
Assume that the object will always be in one of two rooms, and the probability of it being
in either is related to the size of the room. These rooms have a narrow door and the entire
room is visible from the threshold. The room to the right – seen from location L1 – is
smaller but lies closer to the initial location, while the room to the left – seen from L2 –
is larger but farther from initial position. There are only two routes the robot might take
to solve this problem: Go to the smaller room ﬁrst (L0 → L1 → L2), or go to the larger
room ﬁrst (L0 → L2 → L1). For the following analysis, we assume that the robot moves
at a constant speed of 1 unit per second.
Route 1 – If the robot goes to the smaller room ﬁrst and then moves on to the larger
room, it reaches L1 at time 1 and L2 at time 7. The expected value of the time it takes
to ﬁnd the object following this route is
E [T | (L0, L1, L2)] = (0.1)(1) + (0.9)(7) = 6.4.
The robot always completes its search after 7 seconds.
Route 2 – If the robot moves to the larger room ﬁrst and then goes to the smaller
room, it reaches L2 at time 5 and L1 at time 11. The expected time in this case is
E [T | (L0, L2, L1)] = (0.9)(5) + (0.1)(11) = 5.6.
In the worst case, it will take the robot 11 seconds to ﬁnd the object.
A robot following route 1 always ﬁnishes searching after 7 seconds, while a robot
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following route 2 takes 11 seconds. Route 1 minimizes the distance traveled. However,
the average time it takes for a robot following route 1 to ﬁnd the object is 6.4 seconds
whereas for route 2 it is only 5.6 seconds. Route 2 minimizes the expected value of the
time to ﬁnd an object.
Thus, a trajectory that is optimal in the distance traveled does not necessarily minimize
the expected value of the time to ﬁnd an object along it.
1.3 Diﬀerent Versions of the Object Search Problem
By imposing constraints on the environment, the input information and the robot behavior
and capabilities, several versions of the problem can be deﬁned.
First, we address the case where the robot is required to sense the environment only
from speciﬁc locations. This changes the nature of the problem from continuous to dis-
crete, with information arriving in blocks. This also introduces the problem of generating
an “appropriate” set of sensing locations (or it can be assumed that they are given as
input).
Second, we assume that the robot is capable of continuously sensing the environment
as it moves along a given trajectory, thereby gathering information in a continuous fashion.
This version does not restrict the robot to visit any particular point in the environment
(other than the starting position).
Finally, we consider the problem in a 3-D workspace. Due to the high computational
complexity of visibility queries, we propose a sample-based approach that, while not com-
plete, does provide probabilistic bounds on the quality of the coverage.
For all these cases, we have made a number of assumptions: The environment is
completely known a priori and the robot accurately knows its own position at all times.
Also, the robot is equipped with an omni-directional, inﬁnite range sensor and we do not
impose any constraints on its movement other than constant speed.
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1.3.1 Sensing at Speciﬁc Locations
The ﬁrst version of the problem we address is the case where the robot is given a ﬁnite set
of sensing locations in the environment. These locations cover the whole workspace (every
point in the workspace is visible from at least one of them). The robot travels between
these locations but only senses the environment when it reaches one of them.
Figure 1.3: An abstract representation of the environment
The most abstract case does not even require an explicit representation of the environ-
ment. The input is simply a set of abstract locations, each with an associated probability
of seeing the object, and the distances between those locations. This can be represented
by a weighted graph (which need not be planar), like that in Fig. 1.3.
The problem is simply to ﬁnd the order of visiting locations that minimizes the ex-
pected value of the time to ﬁnd the object. In chapter 2 we will show that ﬁnding such
an ordering is an NP-hard problem and propose a heuristic algorithm based on a utility
function to solve it.
For the case of a polygonal environment, such as the one in Fig. 1.4, if the set of
sensing locations is given as input, the problem is basically the same, except that the
probability of detecting the object from any particular location depends on what portion
of the visible region has already been seen from another location along the current route.
These visibility region intersections must be taken into account to compute the actual
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Figure 1.4: A polygonal environment with a guard set
probability of seeing the object for the ﬁrst time from a given location. We only consider
the case of uniform object PDF, therefore, the probability gained by sensing from a given
location is directly proportional to the new area seen.
It is clear that the generated trajectory depends on the set of sensing locations, and
for now, we assume that they are given as input. To generate this set automatically, there
are several options: Solve an art gallery problem [34, 35] and use the guards, deﬁne a
suﬃciently ﬁne regular grid, make a convex cell decomposition (e.g., triangulation [36])
and place a location inside each cell, or place a location near all reﬂex vertices (those with
internal angles strictly greater than π).
In chapter 2 we present an algorithm for the cases of abstract locations and sensing
locations in a polygonal environment.
1.3.2 Continuous Sensing
In chapter 3 we will address the case where the robot is able to continuously sense the
environment as it moves. In principle, this eliminates the need for computing a covering
set (sensing locations), as the robot is now free to move along any path. For our particular
case, however, we will build upon the previous approach to generate continuous trajectories
in polygons.
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For this version of the problem, one way of recovering the general shape of the optimal
path is to deﬁne a ﬁne grid over the environment and perform a graph search looking for
the minimum expected value of the time. This approach is prohibitively expensive, so we
have decided to partition the environment with critical curves and process each region in
the partition independently.
It is clear that by solving the problem for independent sections we are abandoning
optimality in general, especially since we know that an optimal trajectory may change
direction “abruptly” in other places than our critical curves (as will be explained in section
3.5).
Figure 1.5: A polygonal environment partially covered by a continuous path
Our proposed strategy for generating continuous search paths in simple polygons – like
the one shown in Fig. 1.5 – is as follows: First, partition the polygon using critical curves.
Next, ﬁnd an ordering of visiting these regions using the heuristic algorithm proposed for
sensing at speciﬁc locations (section 1.3.1). Then generate locally optimal paths for each
individual region, and ﬁnally, concatenate the resulting sub-paths to generate a complete
trajectory.
We believe that this strategy ﬁnds a good compromise between greediness (following
locally optimal curves) and long term beneﬁts (visiting regions in an speciﬁc order).
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1.3.3 Sample-based Approach in 3-D
The ﬁnal case we consider, in chapter 4, is where the environment is a 3-D workspace. We
propose two approaches, one for a point robot and another for mobile manipulator with
an “eye-in-hand” sensor, like the one shown in Fig. 1.6.
Figure 1.6: A 3-D workspace with a mobile manipulator
For this 3-D case, we propose a sample-based convex cover algorithm sthat allows us
to partition the environment into convex pieces and also to estimate the volume of each
piece. We assume that as long as the sensor is inside one of these regions, the whole piece
will be visible to the robot (i.e. we disregard self-occlusions).
For a point robot, we connect the convex regions in a graph that captures the con-
nectivity of the workspace. With this, we have again reduced the problem to a graph
search.
There are many other approaches that connect samples to capture connectivity of
high dimensional spaces, for example, [37], [38] and [39] just to name a few. Our work
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is diﬀerent in several aspects. First, we are interested in representing the workspace for
searching an object, not in abstracting the conﬁguration space for path planning purposes.
Second, most techniques throw away “useless” samples, we keep all of them since we need
to estimate the size of volumes. Finally, we can determine a clear-cut threshold of when
it is no longer useful to continue sampling.
For the case of a mobile manipulator, we use the complete regions as sensing locations,
which gives us ﬂexibility on exactly where to place the sensor. This scheme is useful to
generate what we call “metric-dependent trajectories”, which means, trajectories that are
good compromises between moving the base and moving the robotic arm.
1.4 Summary
In this chapter we presented the problem of generating a motion strategy that, on average,
makes a robot ﬁnd an object as quickly as possible. We described three versions of the
problem. In the ﬁrst one, the robot must visit speciﬁc locations in the environment from
which to sense, making it a discrete, combinatorial problem. In the second version, the
robot can sense the environment as it moves, and it is not required to visit any particular
point in the environment. The last version deals with a mobile manipulator moving in a
3-D environment.
In chapter 2 we will show that sensing at speciﬁc locations is an NP-hard problem and
present a greedy algorithm based on a utility function to heuristically ﬁnd an ordering of
locations.
In chapter 3 we will propose an approach that builds on the heuristic algorithm to
generate continuous trajectories in simple polygons. In this case, we assume that the
robot is able to sense the environment as it moves.
In chapter 4 we will present a sample-based approach to partition a three dimensional
workspace into convex regions and show how to use them to generate trajectories. We
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will also describe an approach on a mobile manipulator with an “eye-in-hand” sensor.
Finally, in chapter 5 we present some ﬁnal remarks and possible future research direc-
tions.
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Chapter 2
Sensing at Speciﬁc Locations
In this chapter we propose an approach to solve the problem of ﬁnding an object in a
polygon that may contain holes. We deﬁne an optimal solution as the route that minimizes
the expected time it takes to ﬁnd the object.
The object search problem is shown to be NP-hard by reduction, therefore, we propose
the heuristic of a utility function, deﬁned as the ratio of a gain over a cost. We use this
utility function to drive a greedy algorithm in a reduced search space that is able to explore
several steps ahead without incurring too high a computational cost.
This approach was implemented and simulation results are shown.
2.1 Problem Deﬁnition
In general terms, we deﬁne the problem of searching for an object as follows: Given a
mobile robot with some kind of sensing capabilities, a completely known environment and
an object somewhere in the world, develop a motion strategy for the robot to ﬁnd the
object in the least amount of time on average.
At this point we are not concerned with the geometry of the robot or the capabilities
of the sensor (ﬁeld of view, range, resolution and so on). For now, we consider only a
point robot with an omni-directional, inﬁnite range sensor. These assumptions are made
to simplify the analysis and to better understand the problem.
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The environment W is known, and modeled as a polygon that may contain holes
(obstacles). The obstacles generate both motion and visibility constraints.
Furthermore, we assume that the probability of the object being in any speciﬁc point
is uniformly distributed throughout the polygon’s interior. Therefore, the probability of
the object being in any subset R ⊆ W is proportional to the area of R.
We also assume that we are given a set of locations L (also known as guards, from the
art gallery problem [35]) so that each point in W can be seen from at least one location
in L. There are several criteria for determining the goodness of this set. For example,
the minimal number of locations (art gallery problem [34]), locations along the shortest
path that covers the whole environment (shortest watchman path [35]), and so on. The
visibility region of location Lj, denoted V (Lj), is the set of points in W that have a clear
line of sight to Lj (the line segment connecting them does not intersect the exterior of
W ). The set L is chosen so that the associated visibility regions deﬁne a cover of W . This
means that their union is the whole environment W ,
⋃
j
V (Lj) = W.
We do not require nor assume the set L to be minimal.
Our exploration protocol is as follows: the robot always starts at a particular location
in L (the starting point) and visits the other locations as time progresses (it follows
the shortest paths between them). It only gathers information about the environment
(sensing) when it reaches one of these locations – it does not sense while moving. We
describe the route followed by the robot as a series of locations Lik that starts with the
robot’s initial location and includes every other location at least once. It is important to
note that while Lj refers to locations in the environment, Lik refers to the order in which
those locations are visited. That is, the robot always starts at Li0 , and the k-th location
it visits is referred to as Lik .
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For any route S, we deﬁne the time to ﬁnd the object T as the time it takes to go
through the locations – in order – until the object is ﬁrst seen. We assume that the robot
will be able to identify the object from any given viewpoint and that there are no other
objects that could be mistaken for the searched object.
Our goal is to ﬁnd the route that minimizes the expected value of the time it takes to
ﬁnd the object
E [T |S] =
∑
j
tjP (T = tj) (2.1)
where
P (T = tj) =
Area
(
V
(
Lij
) \⋃k<j V (Lik)
)
Area(W )
. (2.2)
Here, tj is the time it takes the robot to go from its initial position – through all
locations along the route – until it reaches the j-th visited location Lij , and P (T = tj) is
the probability of seeing the object for the ﬁrst time from location Lij . Since the robot
only senses at speciﬁc locations, we also denote this probability of seeing the object for
the ﬁrst time from location Lij as P
(
Lij
)
.
Explicitly, the probability of seeing the object for the ﬁrst time from a given location
is proportional to the visibility polygon of that region V
(
Lij
)
minus the already explored
space up to that point
⋃
k<j V (Lik).
2.2 Proposed Solution
Since we assume that we are given a set of sensing locations that completely cover the
environment, we are interested in ﬁnding an order of visiting those locations – the problem
becomes a combinatorial search. In this section we present two algorithms for performing
this search. The ﬁrst one is a traditional graph search that ﬁnds the optimal ordering but
is intractable. The second is a greedy algorithm that can be computed in polynomial time
and yields good results.
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In general, the robot will not be able to travel between two locations by following a
straight line. In this cases, we use a reduced visibility graph [40] and Dijkstra’s Algorithm
to follow the shortest path between them.
2.2.1 Algorithm for Optimal Ordering
Given a set of locations L that are guards to a polygonal region W , there exists an
algorithm for computing the route that minimizes the expected time to ﬁnd the object.
It is described hereafter.
Construct a complete weighted graph as follows:
(1) For each location Lj, create a node Nj in the graph.
(2) For each pair of nodes Nj and Nk, add an edge with variable weight Wjk.
(3) The weight Wjk is dynamic; it depends on the route followed by the robot before
reaching Nj. These weights are calculated on-line.
Figure 2.1: Example for the dynamic weight W23
The weight Wjk should correspond to the increase in expected time ∆E[T ] the robot
incurs by going from Lj to Lk. This is a function of the time at which it arrives at Lk,
which in turn depends on the route followed by the robot up to that point. For example,
consider the abstract environment in Fig. 2.1. The nodes represent locations and the arcs
the time it takes to move from one location to another. If robot starts in location L0 at
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time t = 0, it can take two paths to location L2 and the increase in expected value of
time W23 to go from L2 to L3 depends on what route the robot follows. If the robot goes
directly from L0 to L2, it reaches L2 at time t = 2.0, so the increase is W23 = 2.0 ·P (L3).
On the other hand, if the robot goes from L0 to L1 and then to L2, it reaches L2 at t = 4.0,
so the the increase in expected value of time to reach L3 from L2 is W23 = 4.0 · P (L3).
Once a graph is deﬁned, we need to ﬁnd the path of minimum cost that starts at the
robot’s initial location Li0 and includes all other locations. This can be accomplished with
a branch and bound graph search. This search strategy maintains a list of nodes to be
opened, ordered by their accumulated cost. The next node to be expanded is always at
the head of the list, the one whose accumulated cost is currently minimal.
When a node is expanded, only those nodes that are adjacent and not already included
in the current path are considered children. The added cost Wjk of expanding a child Nk
from its parent Nj is
Wjk = Time (Nk) · P (Lk)
Time (Nk) = Time (Nj) +
Dist (Lj, Lk)
Speed
.
Then, the accumulated cost for the child is
Cost (Nk) = Cost (Nj) + Wjk,
with a starting cost of zero for the node corresponding to the initial position, Cost (Ni0) =
0.
Initially, the branch and bound list contains only the starting robot location. Then,
the head of the list is expanded and its children added to the ordered list until a solution
is found – a path that contains all locations in L. When a solution is found, the currently
best nodes still continue to be expanded until
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(a) a lower cost solution is found, in which case the better solution is saved and the
process continues, or
(b) the lowest cost node is worse than the current solution, in which case we know that
the current solution is optimal.
This algorithm ﬁnds the optimal solution – the one that minimizes the expected time
to ﬁnd the object. Unfortunately, its space and time complexities are not of polynomial
order. Furthermore, the problem itself is intractable, more speciﬁcally, NP-hard.
2.2.2 Reduction from an NP-hard problem
The minimum weight hamiltonian path problem (MWHP), known to be NP-hard [41], can
be reduced to the problem of ﬁnding the optimal visiting order of sensing locations which
minimizes the expected time to ﬁnd an object.
In order to make a formal reduction, we abstract the concept of environment and
visibility regions. We only consider a set of locations that have an associated probability
of seeing the object and whose visibility regions do not overlap.
Given a weighted graph representing an instance of the MWHP problem, the reduction
consists in deﬁning a sensing location at each graph vertex, setting the distances between
them as the edge weights, and making all the the probabilities uniform (same value for
all).
Since the probabilities are set uniformly, the ordering that minimizes the expected time
will be exactly the same as the one that minimizes the distance traveled. This happens
because the expected value of the time to ﬁnd an object is determined only by the time it
takes to reach locations along the route. Since time is proportional to distance, the route
that minimizes time will also minimize the distance.
Given that the solutions to both problems are the same ordering of locations, ﬁnding
a polynomial algorithm to solve these instances of the deﬁned problem would also solve
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the minimum weight hamiltonian path problem in polynomial time, thereby proving that
the proposed problem is NP-hard.
Figure 2.2: Polygon corresponding to an instance of the MWHP problem
Using a similar argument, it is also possible to construct an instance of our problem
in a polygon that corresponds to a MWHP problem. Our original problem deﬁnition
does not require the probability density function of the object over the environment to be
uniform, therefore, we can deﬁne that the object be found only in small, enclosed regions
(or “rooms”), as shown in Fig. 2.2. If these regions are very small with respect to the
distances between them, they will essentially behave as single points on the plane.
With this construction, it is possible to create a polygon that corresponds to a given
instance of the geometric minimum weight hamiltonian path problem (where the triangle
inequality is satisﬁed). Simply place a small “room” at each graph vertex and deﬁne that
the probability of ﬁnding the object in every room is the same. Under these conditions,
the route that minimizes the distance traveled to visit all the rooms will also minimize the
expected value of the time to ﬁnd an object in them. Again, this shows that the MWHP
problem can be reduced to an instance of our proposed problem.
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2.2.3 Utility Heuristic
Since trying to ﬁnd an optimal solution is a futile eﬀort, we have decided to implement
an iterative, greedy strategy, one that tries to achieve a good result by exploring just a
few steps ahead.
In the obvious version of this algorithm, the next location to visit is chosen as the one
that causes the least increase in the partial calculation of (2.1) along the current route,
that is, at each step of the route, calculate how much would the expected value of the
time to ﬁnd the object increase for going to each of the remaining locations and then
choose the least increase. This has O (n2) complexity, because each step must consider
every available location.
This algorithm performs poorly. We believe this happens because the product in (2.1)
makes locations with low probability be preferred and visited ﬁrst, which seems contrary
to what should be done.
For this reason, we propose an alternate greedy algorithm, called utility greedy, that
tries to maximize a utility function. This function measures how convenient it is to visit
a determined location from another, and is deﬁned as follows:
U (Lj, Lk) =
P (Lk)
Time (Lj, Lk)
. (2.3)
This means that if the robot is currently in Lj, the utility of going to location Lk is
proportional to the probability of ﬁnding the object there and inversely proportional to
the time it must invest in traveling.
A robot using this function to determine its next destination will tend to prefer loca-
tions that are close and/or locations where the probability of seeing the object is high.
Intuitively, it is convenient to follow such a strategy, but its relationship with the expected
value minimization will be more evident after the following analysis.
Consider a deﬁnition of expectation for a non-negative random variable, such as time,
21
from [42]
E[T |S] =
∫ ∞
0
P (T > t|S)dt.
This is equivalent to
E[T |S] =
∫ ∞
0
(1− P (T ≤ t|S)) dt =
∫ ∞
0
(
1− FT |S
)
dt (2.4)
in which FT |S is a cumulative distribution function that depends on the speciﬁc route
followed.
(a)
(b)
Figure 2.3: Deﬁned cumulative distribution functions. (a) FT |S (b) 1− FT |S
In our problem, every valid trajectory S deﬁnes a particular cumulative distribution
function of ﬁnding the object, FT |S. Since we are dealing with a discrete problem, the
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distributions are only piecewise continuous with the discontinuities being the times at
which the robot reaches the distinct locations along the route, as shown in Fig. 2.3 (a).
By (2.4), we know that the expected value of a random variable with distribution FT |S
is the area under the curve 1−FT |S, shown in Fig. 2.3 (b). This area is the value we want
to minimize.
One method for making this area small is to have the time intervals as small as possible
and the probability changes (down step) as large as possible. This is the notion that our
utility function in (2.3) captures; its value is larger when the probability of seeing the
object from a particular location is high (large down step) and/or when the location is
near (small time interval).
It is important to point out that under a special condition, a greedy algorithm using
heuristic (2.3) yields an optimal solution to our problem. The condition is that the distance
to every location remains constant regardless of the previous location. Equivalently, the
distance traveled after visiting a subset of locations is the same regardless of the order in
which they were visited.
If this condition holds, a robot choosing the next sensing location according to heuristic
(2.3) would minimize the expected value of the time to ﬁnd an object. To prove it, suppose
that the robot visits locations Lj, Lk and Ll in that order, but did not follow the heuristic,
which means that
P (Lk)
Time (Lj, Lk)
<
P (Ll)
Time (Lj, Ll)
. (2.5)
If we swap locations Lk and Ll along the route, the time at which the robot arrives at Lk
increases by Time (Lj, Ll) (now it goes to Ll ﬁrst). Also, the time at which it arrives at
Ll decreases by Time (Lj, Lk) (since it skips Lk). Overall, the expected value of time will
change by
Time (Lj, Ll)P (Lk)− Time (Lj, Lk)P (Ll) .
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But from (2.5) we know that this change is negative, since
Time (Lj, Ll)P (Lk) < Time (Lj, Lk)P (Ll) ,
T ime (Lj, Ll)P (Lk)− Time (Lj, Lk)P (Ll) < 0.
This shows that, if the robot does not follow the heuristic, we can always improve the
expected value of time by making the greedy choice. Therefore, the route obtained by
using the utility function in (2.3) is optimal.
Of course, this depends on the condition stated previously: that the distance to every
location remains constant regardless of the previous location. This will not be true in
general, but there are situations in which distances do not change by much. For example,
consider uniformly distributed points in a high dimensional space.
Suppose we have a set of N uniformly distributed random points in a space with D
dimensions. From [43], the average distance to the nearest neighbor of a given point is
〈r1〉 = 1
π
1
2
(
1
N
· Γ
(
1 +
D
2
)) 1
D
Γ
(
1 +
1
D
)
,
whereas the average distance to the n-th nearest neighbor is
〈rn〉 = 1
π
1
2
(
1
N
· Γ
(
1 +
D
2
)) 1
D Γ
(
n + 1
D
)
Γ(n)
.
These equations diﬀer only on their last term, and if the number of dimensions D is high,
both terms will tend to one. Therefore, the average distance to any point in the set
will be about the same and the greedy solution will converge to the optimal, as we will
experimentally show in the next section.
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2.2.4 Eﬃcient Utility Greedy Algorithm
The utility function in (2.3) is suﬃcient to deﬁne a 1-step greedy algorithm. At each step,
simply evaluate the utility function for all available locations and choose the one with the
highest value. This algorithm has a running time of O (n2).
As mentioned before, if all the locations are at about the same distance from each other,
our proposed greedy algorithm will be close to the optimal solution. To corroborate this,
we solved small instances of the problem optimally and also using our heuristic.
Figure 2.4: Ratio between optimal and heuristic solutions vs. number of dimensions
Speciﬁcally, we randomly generated 12 locations uniformly on the unit hypercube for
diﬀerent numbers of dimensions. Since the number of locations is small, we were able to
solve the problem optimally as described in section 2.2.1. We also solved the problem
with our greedy algorithm and computed the average ratio of both solutions as a function
of the number of dimensions. The results are plotted in Fig. 2.4. It can be seen that,
indeed, the heuristic solution converges to the optimal one as the number of dimensions
increases. Furthermore, for this particular setting, the overhead in 2 and 3 dimensions is
already less than 15%.
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2.2.5 Branch Reduction Heuristic
Instead of just exploring one step at a time, it might be convenient to explore several steps
ahead to try to “escape local minima” and improve the quality of the solution found. The
downside of this idea is that it usually increases the complexity of the algorithm by a
factor of O(n) for each look ahead step.
To reduce this eﬀect we propose a second heuristic that reduces the branching factor.
The heuristic is that the children of each location can only be those other locations that
are not strictly dominated according to the two variables in the utility function P (Lk)
and Time (Lj, Lk). As seen from the j-th location Lj, a location Lk strictly dominates
another Ll if both of the following conditions are true
P (Lk) > P (Ll) ,
T ime (Lj, Lk) < Time (Lj, Ll) .
Figure 2.5: Location dominance
Graphically, this is shown in Fig. 2.5. It is straightforward that dominating locations
will lie on the convex hull of the remaining set of locations when plotted on the proba-
bility vs. distance plane. The endpoints of this partial convex hull are not considered as
candidates since they are not deﬁned locations.
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By only considering this subset of the remaining locations at each step, we reduce the
branching factor, making it possible to explore more steps ahead without incurring too
high a computational cost. Of course, there is no guarantee that the optimal solution is
indeed a member of this reduced search space or even that this will yield better results.
However, we have found it to be a good heuristic in practice, as described in section 2.4.
Figure 2.6: Exploration algorithm
The full algorithm consists in iteratively exploring several steps ahead, choosing the
most promising route up to that point and starting over from there. For n locations, if the
branching factor (average number of children per node) is B, a tree of height logB n can
be explored in linear time. This creates a partial route of length logB n. Since a solution
should be of length n, the process needs to be repeated n
logB n
times for the complete route.
This is depicted in Fig. 2.6. The big triangle represents the tree that would be generated
if a complete exploration were made, whereas the small triangles represent the trees that
are actually generated (explored) by the algorithm.
Thus, our ﬁnal algorithm is as follows:
(1) For the last location along the current solution (initially just the robot starting
location) explore the possible routes (create a tree breadth-ﬁrst) until the number
of nodes is of order O(n).
(2) For each node that needs to be expanded, compute the set of locations that are not
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strictly dominated by others and only choose those as children. This can be done
with a convex hull algorithm with complexity O (n log n).
(3) When the number of nodes in the exploration tree has reached order O(n), choose
the best leaf according to the heuristic in (2.3), discard the current tree and start
over with the best node as root.
The complexity of the algorithm is proportional to exploring a tree of order O(n),
choosing the best children for each node in the tree with a convex hull algorithm in
O (n log n) and repeating n
logn
times to generate a complete route. This is
O
(
n · n log n · n
log n
)
= O
(
n3
)
.
Of course, this result depends on the number of dominating locations being signiﬁcantly
smaller than n on average, which may be diﬃcult to determine for a speciﬁc problem. We
know, for example, that the expected number of points on the convex hull of a set sampled
uniformly from a convex polygon is of order O (k log n) for a k-sided polygon [36]. In the
worst case, when the branching factor is not reduced at all, our algorithm only explores
one step at a time and has a running time of
O (n · n log n · n) = O (n3 log n) . (2.6)
This analysis only considers the time complexity of the search algorithm itself, that
is for the case of abstract locations only. It does not include the time complexity of
performing polygon clipping operations. As described below, these are needed at every
step of the algorithm when applied to general polygons because they are used to calculate
the probability of seeing the object from any given location (which depends on the route
followed up to that point).
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2.2.6 Probability Computation for Polygonal Environments
We assume a uniform probability density function of the object’s location over the en-
vironment, consequently, the probability of seeing the object from any given location is
proportional to the area of the visibility region from that location (point visibility polygon
[44]). This visibility polygon can be computed in linear time to the number of vertices in
simple polygons [45], and if the results are cached, it only has to be done once for each
location.
The probability of seeing the object for the ﬁrst time from location Lij , denoted
P (T = tj), is proportional to the area visible from Lij minus the area already seen from
locations Lik ∀k < j, as stated in (2.2). This involves polygon clipping operations of union
and diﬀerence. We know that any clipping algorithm supporting two arbitrary polygons
must have a complexity of at least O(n m) where n and m are the number of vertices in
each polygon [46].
The cost of performing these clipping operations must be added to the complexity in
(2.6) to describe the total complexity of the algorithm when applied to general polygons.
One of the polygons in every operation will be a point visibility polygon, with at most n
vertices – the same as the number of vertices in the polygonal environment. However, the
other polygon with m vertices is the result of union operations, and we have been unable
to ﬁnd a good characterization for this quantity.
2.3 Extension to a Multi-robot Approach
It is possible to extend our previous approach to handle a team of robots with central co-
ordination. For the case of a single robot, each node in the search tree (state) corresponds
exactly to one sensed location. To handle multiple robots, the state can be augmented to
include the status of every robot in the team.
The states now are snapshots in time where each robot can be performing one of two
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possible actions: sensing or traveling. Therefore, nodes in the search tree are n-tuples of
robot actions. We assume that two or more robots will never arrive to sensing locations
at exactly the same time, which is true for sensing locations that are in general position.
Therefore, every n-tuple state will have exactly one robot sensing, while the rest are
traveling to their next location. Intuitively, children of a given state correspond to each
of the traveling robots arriving to their next sensing location, while the rest move.
This approach allows us to discretize time into uneven intervals bounded by critical
events. These events correspond to the times robots reach given locations and sense the
environment. This formulation deﬁnes a new state space that can be searched with the
same utility function algorithm proposed for a single robot.
Under our scheme, the possible next states only consider the locations already visited
by all the robots, and once a robot commits to going to a certain location, it will not change
regardless of what the other robots are doing. This yields a scheme that guarantees one
more location will be visited at each exploration step. This is analogous to a single robot
being sent to a new location at each exploration step, except that the intervals at which a
robot is dispatched to a another location are shorter since all robots are working in parallel.
Just as before, not all possible path permutations will be explored, only a subset.
With this scheme, the computational complexity for a team of robots is exactly the
same as for the single robot approach established in (2.6). In the general case, the expected
value of the time to ﬁnd an object will be shorter since each robot has to visit fewer
locations. The end result is that it is possible to add more robots to ﬁnd the object faster
without incurring too high a penalty in processing time.
2.4 Simulation Results
For our simulations, we implemented routines for computing visibility polygons, the re-
duced visibility graph and shortest paths (Dijkstra’s algorithm [47]). For calculating the
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union of visibility regions, we used the gpc library developed by Alan Murta based on an
approach proposed in [48].
Figure 2.7: Test polygonal world
This section presents the simulation results for the polygonal world shown in Fig. 2.7.
The black regions correspond to the obstacles, the small circles to the sensing locations
(guards) given as input, and the grey region is the visibility polygon of the starting
location.
For this instance, we generated the sensing locations manually, and they do not corre-
spond to any kind of optimality criteria.
For each route given below, we show the expected value of the time it takes to ﬁnd
the object following that particular route, and its total length. These values are given in
arbitrary units, what really matters is the relative value diﬀerences between the routes.
The execution times are in seconds for a regular PC workstation.
For this polygonal world, we computed three routes. The ﬁrst one is the route that
minimizes the expected value of the time to ﬁnd the object (the optimal solution). For
purposes of comparison, we also computed the route that minimizes the distance traveled,
and ﬁnally, we show the route generated by our heuristic algorithm. We were able to solve
the optimal cases because the number of sensing locations is relatively small, only ten.
The three trajectories are shown in Fig. 2.8. The route that minimizes the expected
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(a)
(b)
(c)
Figure 2.8: A polygon and the routes to search for an object by diﬀerent criteria: the
optimal expected value of time (a), the optimal distance traveled (b) and the heuristic
utility function (c)
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value of the time to ﬁnd an object – the optimal solution to our problem – is shown in
Fig. 2.8 (a). For this route the expected value of time is 943.21 with a total distance
traveled of 2783.20. This result took 892.82 seconds to compute. Fig. 2.8 (b) shows the
route that minimizes the distance traveled from the starting location. In this case, the
expected value of the time to ﬁnd the object is 994.79 with a total distance of 2273.09.
This route was computed in 488.87 seconds. This further shows that the best strategy to
ﬁnd an object as quickly as possible on average, is not the one that minimizes the distance
traveled. Finally, Fig. 2.8 (c) shows the route generated by our heuristic algorithm. The
expected value along this route is 982.21 with a total distance traveled of 2970.43. In this
case, the processing time was only 0.44 seconds.
Strategy Expected Time Dist. Traveled Processing (sec)
Optimal Expected Time 943.21 2783.20 892.82
Optimal Distance 994.79 2273.09 488.87
Heuristic Algorithm 982.21 2970.43 0.44
Table 2.1: Comparison between the three strategies
The results for this particular example are summarized in Table 2.1. It can be seen
that the expected value of the time to ﬁnd the object along the route obtained by our
heuristic algorithm is slightly smaller (by 1.2%) than along the route that minimizes the
distance traveled. Of course, the length of the route is larger (by about 30%). With
respect to the optimal solution, the route generated by our algorithm is worse in both
expected value of the time to ﬁnd the object (by 4.1%) and distance travelled (by 6.7%).
However, in execution time, our algorithm is more than 2000 times faster.
For the case of multiple robots, Fig. 2.9 shows the paths generated by our proposed
approach for two diﬀerent environments and a team of two robots. Parts (a) and (b) show
the environments (with black obstacles), the set of sensing locations (crosses) and the
initial position (black circle). Parts (c) and (d) show the ﬁnal paths and diﬀerent regions
sensed by the robots. The light grey path corresponds to robot A1, and the dark grey to
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(a) (b)
(c) (d)
Figure 2.9: Simulation results for two environments and a team of two robots
robot A2. The dark grey area was only sensed by A1, the light grey only by A2 and the
white area was seen by both. It can be seen that the robots split the eﬀort of sensing
the environment in approximately equal amounts, even when an intuitive partition is not
evident, as in the case shown in Fig. 2.9 (b) and (d).
Due to the large number of locations, we could not solve this problem optimally, but
the execution times of our heuristic algorithm are still very low, 1.28 seconds for the
example in Fig. 2.9 (c) and 0.16 seconds for Fig. 2.9 (d). Therefore, we can conclude
that for a team of multiple robots, the expected value of the time is further reduced – as
expected – but with the same order of computational complexity.
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2.5 Conclusions
In this chapter we proposed an eﬃcient approach to solve a speciﬁc version of the problem
of searching for an object in a polygonal environment. We deﬁned an optimal solution as
the route that minimizes the expected time it takes to ﬁnd the object.
The problem itself was shown to be NP-hard by reduction, therefore, we proposed
the heuristic of a utility function, deﬁned as the ratio of a gain (increase in a cumulative
distribution function) over a cost (travel time).
We also proposed a greedy algorithm in a reduced search space that is able to explore
several steps ahead without incurring too high a computational cost.
We showed experiments in simulation that suggest that the quality of the routes gen-
erated by our algorithm is close to the optimal case.
Finally, we proposed a scheme to coordinate multiple robots to further reduce the
search time without incurring in too high a penalty in processing time.
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Chapter 3
Continuous Sensing in 2-D
In this chapter we address the problem of continuous sensing for ﬁnding an object as
quickly as possible on average in a simple polygon. Our goal is the generation of a motion
strategy that minimizes the expected value of the time to ﬁnd the object. We propose
a two layered approach that ﬁrst determines an eﬃcient ordering of visiting regions that
are bounded by critical curves, and then generates locally optimal trajectories within each
region to construct a complete continuous path. We have implemented this algorithm and
present simulation results.
3.1 Problem Deﬁnition
This chapter addresses the problem of covering a simple polygon with a mobile robot
that can sense the environment continuously with the purpose of ﬁnding an object in the
environment as quickly as possible on average. In chapter 2, we presented a discrete version
of this problem, where we used a set of sensing locations (guards) and were interested in
ﬁnding an order of visiting them that was eﬃcient for the problem of searching an object.
The main diﬀerence in this chapter is that we are dealing with continuous sensing
in a continuous two dimensional space. To address this problem, we split the polygonal
environment into regions that are bounded by critical curves. We use the utility function
described in chapter 2 to ﬁnd an eﬃcient order of visiting these regions, and the calculus
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of variations to ﬁnd locally optimal trajectories within each one of them.
As before, we deﬁne the time to ﬁnd the object T as the time it takes from the start
until the object enters the robot’s ﬁeld of view for the ﬁrst time. We are interested in
ﬁnding the continuous path S that minimizes the expected value of the time to ﬁnd an
object following that path E[T |S]. This trajectory will, on average, ﬁnd the object as
quickly as possible.
We have made a number of assumptions. We model the robot as a single point with
an inﬁnite range, omni-directional sensor. We do not impose any constraints on the
movement of the robot other than constant speed.
3.2 Proposed Approach for Continuous Sensing
As mentioned before, in this chapter we are dealing with continuous sensing in a con-
tinuous space. We assume that the robot is sensing the environment as it moves. This
contrasts with sensing only at speciﬁc locations, as was described in chapter 2.
We say that a continuous trajectory covers [35] a polygon P if each point p ∈ P is
visible from some point along the route. If the path is to minimize the distance traveled,
then the problem is called the shortest watchman tour problem [33]. This is not exactly
our problem since, as we showed in chapter 1, a trajectory that minimizes the distance
traveled may not minimize the expected value of the time to ﬁnd an object along it.
The shortest watchman tour problem is also related to the art gallery problem [34] in
that they both deal with visibility in polygons. However, the art gallery problem seeks to
minimize the number of point guards needed cover a polygon and is not concerned at all
with the distances between them.
Any trajectory that covers a simple (without holes) polygon must visit each subset of
the polygon that is bounded by the aspect graph lines associated to non-convex vertices
of the polygon. An aspect graph for a polygon [49] consists of a set of line segments
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Figure 3.1: The aspect graph lines (in grey) associated to non-convex vertices A, B and
C
generated by features of the polygon. We only use the line segments generated by non-
convex vertices of the polygon. These line segments are simply extensions of the incident
edges on non-convex vertices, as shown in Fig. 3.1 with grey lines.
We call the area bounded by these aspect graph lines the corner guard regions. These
regions have the characteristic that any point inside them can see “both sides” of their
associated non-convex vertices. Therefore, a continuous route that covers a simple polygon
needs to have at least one point inside the region associated to “outlying” non-convex
vertices (non-convex vertices in polygon ears), like A and C in the ﬁgure. Since these
points need to be connected with a continuous path, the trajectory will cross all other
corner guard regions, like the one associated to vertex B.
Since a continuous path needs to visit all the corner guard regions, it is important
to decide in which order they are visited. The problem can be abstracted to ﬁnding an
speciﬁc order of visiting nodes in a graph that minimizes the expected value of time to
ﬁnd an object. In chapter 2 we showed that a version of this problem is NP-hard.
For this reason, to generate continuous trajectories we propose an approach with two
layers that solve speciﬁc parts of the problem. The high level, combinatoric layer attempts
to ﬁnd a “suitable” order of visiting corner guard regions without taking into account how
exactly the robot is to move between them. The low level, continuous layer takes an
ordering from the upper level and tries to ﬁnd how to best visit the given regions.
This decoupling makes the problem simpler to address, but does so at the expense of
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global optimality. To preserve global optimality, an algorithm would need to consider how
the robot is moving while generating the best ordering of visiting corner guard regions.
Calculating the globally optimal robot motions is not an easy task because the trajectory
can make “sudden” direction changes within a single region (as will be described in sec-
tion 3.5) and also because these motions must make a compromise between the distance
traveled (time) and the amount of the environment (probability) that is visible at diﬀerent
points along the complete trajectory (to minimize the overall expected value).
In the remainder of the chapter, we describe our two-level approach. In section 3.3
we describe how optimal continuous paths are generated for moving from one region to
another. In section 3.5 we address the problem of choosing a good ordering for the regions.
Results are given in section 3.6.
3.3 Planning Optimal Continuous Paths within
Regions
Once an ordering of visiting corner guard regions is established by the combinatoric layer,
it is still necessary to generate a continuous path between them.
Given that we want to generate a continuous path, it is necessary to compute the
expected value of time E[T |S] along a trajectory S (as the robot moves). The form of the
equation to compute E[T |S] changes in diﬀerent regions of the polygon. For this reason,
we have analyzed the simplest case – within one region – and concatenated these sections
for a complete trajectory. Note that with this approach, there are no guarantees as to
whether locally optimal sub-paths will lead to a globally optimal solution.
3.3.1 Continuous Sensing in the Base Case
The simplest case for a continuous sensing robot is that shown in Fig. 3.2. In this case,
the robot has to move around a non-convex vertex (corner) to explore the unseen area A′.
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For now, we assume that this is the only unseen portion of the environment.
(a) (b)
Figure 3.2: Base case for a continuous sensing robot
As the robot follows any given trajectory S, it will sense new portions of the environ-
ment. The rate at which new environment is seen determines the expected value of the
time required to ﬁnd the object along that route. In particular, consider the following
deﬁnition of expectation for a non-negative random variable from [42],
E[T |S] =
∫ ∞
0
P (T > t|S)dt. (3.1)
The particular route S followed by the robot determines the probability of not having
seen the object at any given time, P (T > t|S).
We require that this probability decreases monotonically, which is equivalent to consid-
ering only trajectories along which the size of the unseen region decreases monotonically.
As shown in Fig. 3.2, the remaining section of the environment to be explored A′ decreases
monotonically if and only if the angle from the corner to the robot increases monotoni-
cally. For this reason, it is natural to express the path in polar coordinates with the origin
at the corner.
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3.3.2 Expected Value of Time Along any Trajectory
In the simple environment shown in Fig. 3.3 the robot’s trajectory is expressed as a
function in polar coordinates with the origin on the non-convex vertex. We assume that
the robot will have a starting position such that its line of sight will only sweep the
horizontal edge E1. As mentioned before, the expected value of the time to ﬁnd an object
depends on the area A′ not yet seen by the robot. Since we assume inﬁnite sensing range,
at any time t the only important feature of the robot’s position is its angle θ(t) relative
to the origin.
Figure 3.3: Base case for a continuous sensing robot
The following analysis is only valid for an axis-parallel edge E1, but it can be easily
adapted to the general case. Let Qx(t) and Qy be horizontal and vertical distances from
the origin to the point where the robot’s line of sight through the origin intersects E1.
The area of the unexplored region A′(t) is
A′(t) =
QyQx(t)
2
. (3.2)
As can be seen in Fig. 3.3,
tan (α(t)) =
Qx(t)
Qy
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and
α(t) =
π
2
− θ(t).
Since tan
(
π
2
− θ(t)) = 1
tan(θ(t))
, we have tan (θ(t)) = Qy
Qx(t)
, and (3.2) can be written as
A′(t) =
QyQx(t)
2
=
Qy
2
2 tan (θ(t))
.
Assuming that the probability density function of the object’s location over the envi-
ronment is constant, the probability of not having seen the object at time t is
P (T > t|S) = A
′(t)
A
=
Qy
2
2A tan (θ(t))
, (3.3)
where A is the area of the whole environment.
Finally, from (3.1) and (3.3),
E[T |S] = Qy
2
2A
∫ tf
0
dt
tan (θ(t))
. (3.4)
Equation (3.4) is useful for calculating the expected value of the time to ﬁnd an object
given a robot trajectory S expressed as a parametric function θ(t). It is interesting to note
that the expression does not directly depend on the radius r(t) (a consequence of inﬁnite
sensing range). In the next section, we will also use (3.4) to ﬁnd the optimal trajectory
S∗ by minimizing the value of the integral.
3.3.3 Minimization Using the Calculus of Variations
The calculus of variations is a mathematical tool employed to ﬁnd stationary values (usu-
ally a minimum or a maximum) of integrals of the form
I =
∫ b
a
F (x, y, y′)dx, (3.5)
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where x and y are the independent and dependent variables respectively.
The integral in (3.5) has a stationary value if and only if the Euler-Lagrange equation
is satisﬁed,
∂F
∂y
− d
dx
(
∂F
∂y′
)
= 0. (3.6)
In our case, it is not useful to apply the prototypical Euler-Lagrange equation directly
to expression (3.4) for two reasons. First, r and θ are expressed as parametric equations,
instead of one as a function of the other. This is not really a problem, because expressions
very similar to (3.6) can be derived to accommodate the case of parametric functions
[50]. The real problem is that (3.4) does not impose any constraints on the parametric
equations describing the robot motion. The optimal trajectory without any constraints
would be one where θ increases inﬁnitely fast.
Figure 3.4: Generalized motion of a particle moving along path S
To address both of these problems, we introduce the constraint that the robot moves
with constant (unitary) speed. To do this, we express its velocity vector as a generalized
motion [51] in a basis where one component Ur is radial from the origin and the other Uθ
is perpendicular, as shown in Fig. 3.4. Both Ur and Uθ are unit vectors that deﬁne an
orthogonal basis. In this basis, the robot’s velocity (in polar coordinates) can be described
as
V = r˙Ur + rθ˙Uθ.
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The constraint that the robot speed is constant can be expressed as
‖V ‖ = r˙2 + r2θ˙2 = 1. (3.7)
In practice, this means that the maximal speed the robot can achieve is constant regardless
of the direction of motion. The velocity components need to “add up” to a constant value.
This contrasts with other systems where each dimension can be controlled independently,
like a plotter.
Starting with equation (3.7), it is possible to express the diﬀerential of time as a
function of a diﬀerential of θ. This will allow us to rewrite the parametric equation as a
function in which θ and r are the independent and dependent variables respectively,
1 =
(dr)2
(dt)2
+ r2
(dθ)2
(dt)2
,
(dt)2 =
(
(dr)2 + r2(dθ)2
) (dθ)2
(dθ)2
,
(dt)2 =
(
r′2 + r2
)
(dθ)2,
dt =
(
r′2 + r2
) 1
2
dθ, (3.8)
where r′ = dr
dθ
. Substituting (3.8) into (3.4), we obtain an expression for the expected
value of time to ﬁnd an object where the robot’s trajectory S is expressed as r being a
function of θ,
E[T |S] = Qy
2
2A
∫ θf
θi
1
tan(θ)
(
r′2 + r2
) 1
2
dθ. (3.9)
To ﬁnd stationary values of (3.9), we use equation (3.6) with x = θ, y = r and
F = 1
tan θ
(
r′2 + r2
) 1
2 . After simpliﬁcation, this yields the following second order non-
linear diﬀerential equation,
r′′ = r +
2r′2
r
+
2
sin(2θ)
(
r′ +
r′3
r2
)
. (3.10)
44
Solutions to 3.10 deﬁne stationary values for the expected value of time in 3.9. If this is
coupled with a suﬃcient condition of optimality (like the transversality condition), then
we will obtain the route to move around a non-convex vertex (corner) to search the area
on the other side optimally.
3.3.4 Closed Form Solution Attempt
This section describes our attempt to ﬁnd a closed form solution to the second order non-
linear diﬀerential equation. While we were able to reduce the order by one, we have been
unsuccessful in ﬁnding a general solution in closed form. Below, in sections 3.3.5 and 3.3.6
we describe numerical approaches that have given good results in practice.
If the trajectory is expressed in cartesian coordinates instead and similar constraints
are imposed, the resulting diﬀerential equation is
x + yy′ + xy′2 + yy′3 + xyy′′ = 0. (3.11)
Note that equations (3.10) and (3.11) are equivalent, since they represent the same problem
but in diﬀerent coordinate frames. When integrated, as described in the next section, both
equations generate the same trajectory.
We tried to ﬁnd a closed form solution to (3.11) using Lie symmetries [52], but we
have only been able to reduce the order by one (as described below).
The Lie symmetries method uses special ξ and η functions that deﬁne an operator
called the inﬁnitesimal generator, shown in (3.12), to make a variable change from (x, y)
to (t, s). This variable change when applied to the diﬀerential equation has the property of
eﬀectively reducing the order by one. This procedure can be applied recursively, however,
when an equation is already of ﬁrst order, there is no systematic way of ﬁnding further
Lie symmetries.
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X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
+ · · ·+ η(n−1)(x, y) ∂
∂y(n−1)
. (3.12)
We know that equation (3.11) admits the following symmetry,
X = ax
∂
∂x
+ ay
∂
∂y
, (3.13)
where a is an arbitrary constant.
From (3.13) we can calculate the group orbits,
ξ(x, y)dy − η(x, y)dx = 0,
axdy − aydx = 0,
dy
dx
=
ay
ax
,
y′ =
y
x
. (3.14)
A solution to (3.14) is y = Cx, where C is the constant of integration, that is t, therefore
t(x, y) =
y
x
. (3.15)
The variable s can be obtained from
s(y, t) =
∫
dy
η(y, t)
,
s(y, t) =
∫
dy
ay
,
s(y, t) =
1
a
ln(y) + C0. (3.16)
Since (3.16) does not depend on t,
s(x, y) =
1
a
ln(y). (3.17)
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From (3.17) we can obtain y(t, s) as
y = e(as). (3.18)
Combining (3.15) and (3.18) we can obtain x(t, s) as
t =
e(as)
x
,
x =
e(as)
t
. (3.19)
Since both x and y are functions of s and t,
y′ =
dy
dx
=
dy
ds
ds
dx
+
dy
dt
dt
dx
,
y′ = t
(
1 +
1
ats′ − 1
)
. (3.20)
Also,
y′′ =
dy′
dx
=
dy′
ds
ds
dx
+
dy′
dt
dt
dx
,
y′′ =
ae−(as)t3
(−2s′ + ats′2 − ts′′)
(ats′ − 1)3 . (3.21)
Replacing (3.18), (3.19), (3.20) and (3.21) into (3.11) and simplifying, yields the fol-
lowing equation,
−1 + 3ats′ − at3s′ − 3a2t2s′2 − 2a2t4s′2 + a3t3s′3 + 2a3t5s′3 + a3t7s′3 − at4s′′ = 0. (3.22)
Equation (3.22) is eﬀectively of ﬁrst order in the variable s′ (since it does not depend on
s). Thus, the problem of solving the second order diﬀerential equation in (3.11) has been
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transformed into that of solving the following non-linear ﬁrst order diﬀerential equation,
−1 + 3axy − ax3y − 3a2x2y2 − 2a2x4y2 + a3x3y3 + 2a3x5y3 + a3x7y3 − ax4y′ = 0. (3.23)
integrating the result (a quadrature) and substituting in (3.18) and (3.19).
Unfortunately, we have been unable to ﬁnd a solution to (3.23) up to this point. Doing
so would lead to a closed form solution to equation (3.11). The process of solving it involves
ﬁnding another admissible symmetry, deﬁned by ξ and η functions. These functions must
satisfy the following symmetry condition (subindices indicate partial derivatives),
ξωx + ξxω + ξyω
2 = ηx + ηyω − ηωy, (3.24)
where y′ = ω(x, y), that is, ω is obtained by isolating y′ from (3.23). One method for
satisfying (3.24) is to collect all terms containing powers of y and make them vanish
identically. This, in turn, yields the system of partial diﬀerential equations in (3.25)
through (3.31) which need to be satisﬁed simultaneously.
4 ξ
c x5
+
3 η
x3
− η
x
+
ξy
c2 x8
+
ηy
c x4
− ξx
c x4
− ηx = 0, (3.25)
−9 ξ
x4
+
ξ
x2
− 4 c η − 6 c η
x2
− 6 ξy
c x7
+
2 ξy
c x5
− 3 ηy
x3
+
ηy
x
+
3 ξx
x3
− ξx
x
= 0, (3.26)
6 c ξ
x3
+
3 c2 η
x
+ 6 c2 x η + 3 c2 x3 η +
15 ξy
x6
−
2 ξy
x4
+
ξy
x2
+ 2 c ηy +
3 c ηy
x2
− 2 c ξx − 3 c ξx
x2
= 0, (3.27)
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2 c2 ξ − c
2 ξ
x2
+ 3 c2 x2 ξ − 20 c ξy
x5
− 10 c ξy
x3
+
2 c ξy
x
−
c2 ηy
x
− 2 c2 x ηy − c2 x3 ηy + c
2 ξx
x
+ 2 c2 x ξx + c
2 x3 ξx = 0, (3.28)
6 c2 ξy +
15 c2 ξy
x4
+
22 c2 ξy
x2
− 2 c2 x2 ξy = 0, (3.29)
−6 c3 ξy
x3
− 16 c
3 ξy
x
− 14 c3 x ξy − 4 c3 x3 ξy = 0, (3.30)
4 c4 ξy +
c4 ξy
x2
+ 6 c4 x2 ξy + 4 c
4 x4 ξy + c
4 x6 ξy = 0. (3.31)
We have been unable to continue the analysis beyond this point, therefore, we have
not found a closed form solution to equation (3.11). However, we have obtained numerical
solutions as described in the next two sections, 3.3.5 and 3.3.6.
3.3.5 Numerical Integration
We solved equation (3.10) numerically using an adaptive step-size Runge-Kutta method
[53]. Since this equation is of second order, any numeric approach that integrates it as
an initial value problem requires two initial conditions: r(θi) and r
′(θi). We know the
staring point r(θi) and the integration range (θi, θf ), but we do not impose any other
constraints on the trajectories other than unitary speed. Therefore, the possible solutions
are a family of curves that depend on the value of the ﬁrst derivative at the beginning of
the integration range r′(θi). These are shown in Fig. 3.5.
Most of the possible solutions diverge long before they reach the end of the integration
range. In fact, it is evident from (3.10) that the solution is not deﬁned there (at θf =
π
2
).
However, it is possible to get arbitrarily close, and to do so, the ﬁrst derivative at the end
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Figure 3.5: Family of curves depending on initial conditions
of the integration range must be such that the trajectory approaches the target manifold
(the vertical line in Fig. 3.3) perpendicularly. This translates to stating that r′(θf ) = 0. In
fact, the transversality condition for the Euler-Lagrange equation establishes that, in order
to satisfy the equation and obtain a minimum, the solution function must be perpendicular
to the target manifold at t = tf [54].
This observation allows us to integrate equation (3.10) as a two point boundary value
problem, where we specify the position at the beginning of the integration range r(θi) and
the ﬁrst derivative at the end r′(θf ). For this, we coupled the Runge-Kutta algorithm
with a globally convergent Newton-Raphson method [53].
Fig. 3.6 shows the paths generated for six diﬀerent starting positions in solid black
lines. To save space, the ﬁgure only shows the upper right portion of an environment
similar to that in Fig. 3.3 (the units on the axes are arbitrary).
3.3.6 Simulated Annealing
To corroborate our results from the previous section, we found an approximate solution
to the original problem, as depicted in Fig. 3.2, by another method independent of our
previous analysis. For this, we implemented simulated annealing [55]. This stochastic
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Figure 3.6: Optimal trajectories for a simple environment obtained through numerical
integration
relaxation method is based on describing the possible solutions as system states, assign-
ing an energy value to them and then minimizing that energy. Obviously, the state of
minimum energy must correspond to the optimal solution.
The system goes through a heating process, where the energy of the system is in-
cremented then a cooling process where the energy is iteratively decreased. We made
these variations exponentially by multiplying the current temperature by constants (2.0
for heating up, 0.98 for cooling down).
To generate a new state si+1, the current state si is perturbed randomly. If the energy
of the new state U (si+1) decreases, then the new state is deterministically accepted. If the
energy rises, a Boltzmann acceptance criterion is used. Namely, the new state is accepted
with probability
P ∼ eK
 
U(si)−U(si+1)
Temp

,
where K is a normalization constant.
In our problem, a state is an ordered set of control points that deﬁne the robot’s
trajectory. These points were randomly perturbed along one dimension only (vertically) –
except for the ﬁrst point, which corresponds to the initial position, and was always ﬁxed.
51
We deﬁned the energy of any state as the expected value of time to ﬁnd an object by
visiting those points in order (with respect to the horizontal dimension).
We started the heating process with unitary temperature (in arbitrary units) and
multiplied it by 2.0 until more than 97% of the new states generated were accepted.
Then, we cooled down with a constant of 0.98 until no new states were accepted. Each
epoch corresponded to individually perturbing each point approximately four times, and
then, at the end of the epoch, perturbing the whole range once.
Figure 3.7: Optimal trajectories for a simple environment obtained with simulated an-
nealing
As can be seen in Fig. 3.7, the general shape of the trajectories generated for six diﬀer-
ent starting positions by our numerical integration (solid lines) and stochastic relaxation
(control points) are very similar. We should point out, however, that each simulated an-
nealing run took more than an hour whereas the numeric integration is done in a fraction
of a second. As mentioned before, the ﬁgure only shows the upper right section of an
environment, like that in Fig. 3.3 of arbitrary dimensions.
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3.4 Decomposing a Polygon into Regions
As mentioned before, our overall strategy is to partition the workspace with critical curves,
calculate the locally optimal trajectory in each region and then concatenate the sub-paths
to construct the ﬁnal trajectory.
Figure 3.8: Edges visible through a reﬂex vertex
For the partition, we use the two sets of straight lines shown in Fig. 3.8. The ﬁrst set
contains lines through reﬂex vertices (corners) and other vertices (like R1 in the ﬁgure).
These lines delimit regions where the edge being seen “through” a reﬂex vertex changes.
In the ﬁgure, the edge seen through reﬂex vertex G1 while the robot is inside the shaded
region is E1, but as the robot moves out of this region, the edge seen through G1 changes
to E2. These lines are important because the visibility region generated by the reﬂex
vertex will change non-smoothly when the robot crosses one of them.
The second set of lines we use to partition the environment contains the aspect graph
Lines [56] associated to reﬂex vertices (such as A1 in Fig. 3.8). These lines are important
because they bound regions where the associated reﬂex vertex causes occlusions. In the
ﬁgure, when the robot crosses A1, reﬂex vertex G1 will no longer occlude any portion of
the environment.
If the environment is convex then everything can be seen from a single point, and the
solution is trivial. If the environment contains a single reﬂex vertex (corner), as the one
in Fig. 3.9, any path that covers the polygon must reach one of the aspect graph lines,
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Figure 3.9: An environment with one reﬂex vertex
either A1 or A2, associated to the reﬂex vertex. For these simple cases, we can obtain the
globally optimal search curve as discussed previously.
(a) (b)
Figure 3.10: An environment with two reﬂex vertices
When the polygonal workspace contains more than one reﬂex vertex, as shown in
Fig. 3.10, then we could use two diﬀerent strategies to generate continuous paths. The
ﬁrst one in Fig. 3.10 (a), is to generate a curve that is optimal for all visible corners at once.
This is similar to following the visibility gradient. Obviously, this does not guarantee that
the trajectory as a whole (from beginning to end) is optimal.
The second strategy for multiple reﬂex vertices is to generate paths that are optimal
for only one corner at a time, shown in Fig. 3.10 (b). This strategy completely ignores
the area visible behind other corners for the purpose of generating paths. The advantage
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of this policy is that it can be “guided” to follow a certain order of reﬂex vertices – as
opposed to just following gradients like the previous strategy.
We use the second approach to make the robot follow an ordering of regions that tries
to globally reduce the expected value of time. The technique to ﬁnd such an ordering is
discussed in the next section.
3.5 Choosing an Ordering of Regions
To cover a simple polygon, it is suﬃcient that a trajectory visits at least one point inside
each corner guard region (as deﬁned in section 3.2) associated to reﬂex vertices of the
polygon. The high level, combinatoric layer attempts to ﬁnd an ordering for the robot to
visit these corner guard regions such that the expected value of the time to ﬁnd an object
in the environment is reduced.
To ﬁnd a suitable ordering, we deﬁne a point guard inside each corner guard region and
use the approach we presented in chapter 2 for sensing at speciﬁc locations. Potentially,
any point in the closure of a corner guard region can be used as a point guard; we decided
to place them very close to the non-convex vertices.
Once point guards have been deﬁned, it is straightforward to calculate the visibility
regions and distances required for the proposed utility function of chapter 2. In the end,
the algorithm yields an ordering for visiting corner guard regions (associated to non-convex
vertices) that attempts to reduce the expected value of the time to ﬁnd an object.
Once an ordering has been established, the lower level, continuous layer uses the se-
quence of non-convex vertices to perform locally optimal motions around each of them,
thus generating a complete trajectory that covers the polygonal environment.
We believe that this trajectory reduces the expected value of the time to ﬁnd an
object, but we know that any path generated in this fashion will not be globally optimal
in the general case. There are several reasons for this, the most obvious being that any
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(a)
(b)
Figure 3.11: Two similar polygonal environments
partition of the problem into locally optimal portions does not guarantee global optimality
(Bellman’s principle of optimality does not apply). Another reason is that our generated
routes will only change direction abruptly (non-smoothly) in aspect graph lines and points
where the edge being seen through a reﬂex vertex changes, for example, when the robot
has ﬁnished seeing an ear of the polygon and must reverse direction. However, an optimal
trajectory might need to change direction at other points of the environment as well, as
described in the next section.
3.5.1 Direction Changes within a Region
An optimal trajectory may change direction at points that are not part of our set of critical
curves, that is, it may change direction abruptly in the interior of a region. Consider the
polygon in Fig. 3.11 (a). If the robot starts at P , it is clear that any path that covers
the polygon must reach the vertical lines at non-convex vertices A and B belonging to
the aspect graph. If such a trajectory is to be optimal, then it is not necessary to cross
said lines because the complete side region would already be visible and nothing is to be
gained by going further.
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Also, since both non-convex vertices are “above” the starting position and the robot is
already at the lower limit of the polygon, the optimal trajectory will not move vertically.
The robot cannot go “downward” because it would leave the polygon, and it is not useful
to move “upward” because no new regions would ever be visible moving this way. Any
new point seen in a diagonal path could be seen sooner by traveling a shorter distance
on the horizontal component of said path. Also, the two closest aspect graph lines that
must be visited are vertical, therefore, moving vertically does not decrease the distance to
either of them.
Since moving vertically does not help either of the two variables involved in the ex-
pected value search, distance (time) and visible area (probability), we can conclude that
the optimal trajectory will not have a vertical component.
Having established that the optimal trajectory for this particular problem will only
move horizontally, let us consider the case of horizontal trajectories starting at P that
cover the whole polygon.
A path that covers the polygon and only moves horizontally needs to reverse direction
at least once. If it only changes direction once, then there are only 2 cases, it must go
from P to B then to A (PBA) or go from P to A then to B (PAB).
It is also possible that a route changes direction twice, for example, it may go from P
towards (but not reaching) B, reverse once to go to A then reverse again to reach B. In
this case, there is a range of possible routes depending on how far they go the ﬁrst time
they move towards B.
The graph in Fig. 3.12 (a) tallies the expected value of the time to ﬁnd an object
in the environment depicted in Fig. 3.11 (a) when following a horizontal trajectory that
makes only two direction reversals. The horizontal axis in Fig. 3.12 (a) represents the
point at which the ﬁrst direction change is made. The negative domain means that the
robot starts moving towards A instead of B.
The discontinuity at the origin is the result of the initial direction of motion. Since the
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(a)
(b)
Figure 3.12: Expected value of time vs. direction change point
trajectories must make exactly two direction changes, if the robot initially moves right
towards B, it will reverse direction and reach A ﬁrst. On the other hand, if it starts
moving left for a while, it will change direction and reach B ﬁrst.
Notice that if the ﬁrst direction change happens very close to the origin or very close
to A or B, the expected value is practically the same as either of the two paths with only
one change (shown in the graph as the horizontal lines). It is also interesting to note that
the best case (lowest expected value) for these routes does not happen at the boundary –
equivalent to the PBA and PAB routes. The optimal trajectory, therefore, must have at
least two direction changes (it may have more).
Now consider the polygon in Fig. 3.11 (b). It is very similar to (a), except that
one vertex was raised so that the relative area of the left side of the polygon is larger.
58
Analogous to the previous case, Fig. 3.12 (b) shows the expected value of the time to ﬁnd
an object following trajectories with two direction changes in this new polygon. It can be
seen that path PAB is now better than path PBA but neither of them is the best one
in this group. Also, it is evident that the best point to make the direction change (global
minimum) has shifted to the left.
The graphs in Fig. 3.12 show that, for routes that make two direction changes, the
best trajectory (the one with the lowest expected value of time) moves towards but does
not reache B, then reverses direction to go to A and then ﬁnally B. The best point at
which the ﬁrst direction change is made does not correspond to any point in the aspect
graph of the polygon. Furthermore, this point shifted to the left when the area of the left
portion of the environment was increased.
These examples do not show what the optimal trajectory is, however, they do show
that it must have at least two direction changes and that the points at which these changes
are made do not necessarily correspond to aspect graph lines or points where the edge
being seen through a reﬂex vertex changes. In conclusion, an optimal trajectory may
change direction abruptly inside our deﬁned regions, not just at the boundary on our
deﬁned critical curves.
3.5.2 Inﬁnitely Long Trajectories
The notion of direction changes raises an interesting question: Is it possible that the
optimal trajectory for a given problem be inﬁnitely long?
Disregarding optimality, it is indeed possible in certain polygons to construct inﬁnite
paths where the expected value of the time to see the object along them is ﬁnite. Consider,
for example the polygon shown in Fig. 3.13. The robot starts in the middle (point P )
and moves left and right, “bouncing” from one side to the other, without ever reaching
either of the vertical lines A and B. As long as the amount of new area seen each time
diminishes rapidly, the expected value of time will converge to a ﬁnite value.
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Figure 3.13: A polygon where inﬁnitely long trajectories are possible
Speciﬁcally, suppose that the amount of area seen at the i-th direction change is
P (T = ti) =
1
i3
. Since the robot travels at most 1 unit of distance each direction change,
ti is bounded by ti < i. Hence, the expected value of the time will be,
E [T |S∞] =
∞∑
i=1
ti · P (T = ti) <
∞∑
i=1
i · 1
i3
=
∞∑
i=1
1
i2
=
π2
6
.
Therefore, if the robot changes direction after seeing only a tiny bit more of the environ-
ment, and the whole trajectory is planned to eventually cover the whole environment, the
distance traveled will be inﬁnite, yet the expected value of time will not.
This, of course, does not mean that such a trajectory is optimal. We tried to exper-
imentally ﬁnd if, for a certain polygon, the expected value of time improved with the
number of direction changes of the trajectory. For this, we constructed several polygons
and, for a given resolution, searched the space of possible routes.
In some cases, the expected value of time decreased with a few more direction changes
but it always stopped improving at some point. Even increasing the resolution did not help
ﬁnd better paths. For the polygon shown in Fig. 3.14 (a), the best number of direction
changes is 3. In this example, the robot starts at the origin and only moves horizontally.
The best route with 3 direction changes is shown in in Fig. 3.14 (b), which is a close up
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view of the region around the origin.
(a)
(b)
Figure 3.14: A polygon and the best trajectory with 3 direction changes
This suggests that inﬁnitely long trajectories might not minimize the expected value
of the time to see an object along them.
3.6 Simulation Results
This section presents an example of how our proposed two layered approach can be used
to generate a continuous trajectory that covers a simple polygon with the goal of reducing
61
the expected value of the time to ﬁnd an object along that trajectory.
Figure 3.15: A simple polygon with non-convex vertices as guards
Fig. 3.15 shows a simple polygon and a staring position P (near the bottom). We
placed a guard Gi close to every non-convex vertex and used the algorithm proposed in
chapter 2 to ﬁnd an eﬃcient ordering for visiting the guard locations. This algorithm
returns a complete ordering (all guards are included once).
However, the guard set can be redundant and since sensing is done continuously the
polygon may be completely covered before all guards are “visited”. In consequence, some
guards late in the ordering may not need to be visited. This is the case of guards G4 and
G5 in the ﬁgure.
Figure 3.16: Edges visible through guard G1
Once an ordering has been established, the trajectory is generated piecewise according
to which guard is to be visited. The robot does not actually travel towards the guard,
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but rather it goes around its associated non-convex vertex in a locally optimal trajectory,
as described in section 3.3. A locally optimal portion of the complete path is generated
for every edge seen through the current non-convex vertex. For example, in Fig. 3.16 as
the robot moves from the starting position P , in the shaded region, the section of the
environment that will be visible through guard G1 is bounded by edge E1, that is, as the
robot moves, its line of sight through the corner will “sweep” edge E1 until it reaches
edge E2. At this point, the shape of the current sub-path changes as it is now edge E2
that will be swept. When the trajectory reaches one of the aspect graph lines associated
to the non-convex vertex of the current guard, the process starts over with the next guard
in the ordering.
Figure 3.17: Locally optimal trajectories for the guards that generated them
Fig. 3.17 shows all the path pieces (A through F ) generated for the polygon and the
guard they correspond to. There may be occasions, such as portion E, where the locally
optimal trajectory would leave the polygon. In this case, the route is saturated and made
to follow the polygon boundary. Note that the endpoints of each path portion correspond
to critical events, which occur at aspect graph lines or when there is a transition between
the edges that are currently been seen through the corner (guard).
Fig. 3.18 shows the ﬁnal trajectory for that polygon. It is important to remark that
this trajectory attempts to minimize the expected value of the time to ﬁnd an object, not
the distance traveled. The zig-zag motion is not necessarily bad because a good path must
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Figure 3.18: The ﬁnal trajectory for a simple polygon
ﬁnd a compromise between advancing to the next guard and sensing a larger portion of
the environment as soon as possible.
For this particular example, the expected value of the time to see the object along
the shown path is 115.3. This contrasts with the expected value along the straight line
segments shown in Fig. 3.15 (G1 → G2 → G3), which turns out to be 136.9.
3.7 Discussion and Conclusions
We addressed the problem of continuous sensing for expected value search in simple poly-
gons. This problem involves the generation of a motion strategy that minimizes the
expected value of the time to ﬁnd an object.
We presented a two layered algorithm that determines an eﬃcient ordering of visiting
regions and then generates locally optimal sub-paths to construct a complete trajectory.
The ﬁnal trajectory is not globally optimal for two reasons. First, the discrete version
of the problem is NP-hard and we proposed a tractable algorithm. Second, we chose to
decouple the task of ﬁnding an ordering and moving between regions (bounded by aspect
graph lines). However, these aspect graph lines are not the only places where an optimal
trajectory may change direction, showing our proposed decoupling may not be the best
one.
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Obviously, the optimal paths will depend on the general shape of the polygon. For
example, in polygons where most of the area is visible towards the end of the path a motion
strategy that moves the robot in the visibility graph will yield good results. This happens
because it is reducing the distance to travel up to the point where it is more likely to ﬁnd
the object. In contrast, if the majority of the visible area lies near the starting point a
completely greedy algorithm that follows the visibility gradient will perform better. In
our case, the high level, combinatoric layer attempts to ﬁnd global optimality by forcing a
speciﬁc ordering for the low level, continuous layer. Without this ordering, the end result
would be a purely greedy algorithm that does not consider the amount of area visible in
the future. For this reason, we think our algorithm presents a good trade-oﬀ.
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Chapter 4
Sensing Strategy in 3-D
In this chapter we address the problem of generating a motion strategy to ﬁnd an object
in a known 3-D environment as quickly as possible on average.
Due to the high computational complexity of visibility queries in 3-D, we decided to
use sampling to decompose the environment into convex pieces. We use the resulting
covering to plan expected-time eﬃcient trajectories for a point robot as well as for a
mobile manipulator.
For the case of the mobile manipulator, we also present an approach to generate metric-
dependent trajectories, that is, trajectories that ﬁnd a compromise between moving the
base or moving the robotic arm.
As in the previous chapters, we show simulation results.
4.1 Problem Deﬁnition
This chapter addresses the problem of minimizing the expected value of the time to ﬁnd
an object in a known 3-D workspace. To solve this problem, we need to calculate the
size and shape of visibility regions, but the computational complexity of such a task in
three dimensions is very high [44]. For this reason, we decided to use a sampling scheme
to calculate a lower bound on the visibility region of any point. Speciﬁcally, we propose
a sample-based convex cover algorithm to decompose the environment into overlapping
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convex cells. We then assume that the visibility region of any point is restricted to its
containing cell, and we estimate its size using a Monte Carlo approach. Unlike the previous
chapters, the proposed algorithms are no longer complete nor deterministic, but we do
provide probabilistic bounds on their performance.
For the the convex cover, we use the sampling strategy presented in [57] to obtain an
initial set of guards that cover the environment. We then transform this initial coverage
into a convex decomposition of the space. Our algorithm tries to reduce the cardinality of
the resulting set and has the advantage of being easily applied to higher dimensions. In
fact, the algorithms proposed here directly scale to dimensions greater than three. Using
this decomposition, we propose two approaches to our search problem, one for a point
robot and another for a mobile manipulator with an “eye-in-hand” sensor.
For the case of a point robot, we use the convex regions to deﬁne new sensing locations
that cover the space and connect them in a graph. This graph is useful because it captures
the connectivity of the workspace. We then apply the techniques discussed in chapter 2
to this graph and generate trajectories that try to reduce the expected value of time to
ﬁnd an object along them.
For the case of a mobile manipulator, we use the complete regions as sensing locations,
that is, as long as the end eﬀector is inside one of them, we assume that the whole region
will be visible to the robot (we disregard self-occlusions). This gives ﬂexibility as to where
to place the sensor, and is also helpful in the generation of what we call “metric-dependent
trajectories.” These trajectories take into account weights assigned to the diﬀerent degrees
of freedom and therefore, can be good compromises between moving the base or moving
the robotic arm.
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4.2 Sampling the Environment
As mentioned before, we use probabilistic sampling to decompose the workspace into
convex regions and to estimate the size of those regions. In particular, we implemented
the sampling strategy in [57] originally proposed to construct a probabilistic roadmap in
the conﬁguration space. The diﬀerence in our case is that we will sample the workspace
(not the conﬁguration space) and keep all samples, as opposed to throwing away those
that do not join important conﬁgurations.
4.2.1 Sampling that Covers the Environment
In order to capture the size and shape of the workspace W , we generate a set of inde-
pendent, uniformly distributed samples S in the interior of W . Among these samples, we
choose a hidden guard set G. A set is called a hidden guard set if it covers the environment
and individual member of the set are not visible to each other. Since we are approximating
W with sample points, for the set G to cover the environment, every sample in S must
be visible to at least one guard in G. That is,
⋃
gi∈G
V is (gi) = S,
where V is (gi) is the set of points in S whose line segment to gi does not intersect the
exterior of the workspace
(
W
)
. Also, since guards must not be mutually visible, gi /∈
V is (gj) ∀j = i.
The algorithm to generate samples and the hidden guard set is as follows:
(1) Initialize the sample set S to empty.
(2) Initialize the hidden guard set G to empty.
(3) Set the counter of the number of consecutive visible samples n to zero.
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(4) While n is less than a constant m,
(4.1) Generate a uniformly distributed random sample in the interior of W .
(4.2) If the sample is visible from at least one of the current guards in G, add it to
the sample set S and increment n.
(4.3) Else, add it as a new guard to G and reset n to zero.
(5) Return.
It is evident that this algorithm will generate a set of hidden guards that see all the
other samples and – with a large enough m – the vast majority of the environment.
Figure 4.1: An environment of unit volume and the sizes of covered (A) and uncovered
(B) regions
To determine how well the workspace has been covered, consider an environment of
unit volume like the one shown in Fig. 4.1. Suppose that the portion of the environment
that is visible from the guard set is A and has measure µ(A) = 1−  , while B is another
portion with measure µ(B) =  that is not yet visible and does not contain a single sample
point.
If samples are drawn independently, the probability of m consecutive points not falling
into the uncovered region B is P (Am) = (1− )m. After m consecutive samples, it is still
possible that the actual size of B is greater than , but with a large m, we can bound this
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probability with a small value α. For this, we determine m as follows,
(1− )m ≤ α
m log(1− ) ≤ log(α)
m ≥ log(α)
log(1− ) .
Therefore, choosing a large enough m we can expect with certainty (1− α) that the size
of the unseen region B is at most .
4.2.2 First Approach for a Point Robot
The algorithm above returns a set of guards that with high certainty cover the vast
majority of the environment, and we can estimate the size of the visibility region of each
guard (and their intersections) with a Monte Carlo approach [58]. Using the graph search
approach presented in chapter 2, this is suﬃcient to generate an eﬃcient trajectory that
tries to minimize the expected value of the time to ﬁnd an object.
However, we would like to have more ﬂexibility in the possible routes that the robot
must follow. We would like to have the robot visit a region, as opposed to a single point
(the guard). For this reason, we decided to decompose the space into overlapping convex
regions, that is, a convex cover.
4.3 Sample-based Convex Cover
The algorithm we propose for the sample-based convex cover is based on the idea that
there is a dual between a maximum hidden guard set and a minimum convex cover. It
has been proved that a minimum convex cover is an NP-hard problem [59], therefore our
aim is just an eﬃcient algorithm that tries to generate as few convex regions as possible,
without any guarantee of optimality. Nevertheless, we have found that in practice, our
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algorithm does ﬁnd a minimal cardinality set in many instances.
4.3.1 Convex Cover Algorithm
Given our strategy of stochastically choosing a hidden guard set, there will be a neighbor-
hood around each guard that only that particular guard can see (since a small perturbation
on a guard is not likely to make it visible to the others). Likewise, provided an adequate
number of samples, there will be a set of sample points that only one particular guard can
see. We call this set of points, the kernel of the guard, and denote it as
Ker (gi) = V is (gi) \
⋃
j =i
V is (gj) .
In any minimum convex cover C, each convex region Ci has a set of points only
contained in that particular region. Otherwise, region Ci could simply be removed and the
cover would not have been minimal. Although we know there is not an exact equivalence,
we use guard kernels as an approximation to these unique subsets. Thus, the main idea
behind our convex cover algorithm, is that by “growing” convex regions around the guard
kernels, we can generate a low cardinality convex cover.
The following description of our algorithm is depicted in Fig. 4.2. In the ﬁgure, guards
are circles and samples small squares. The current guard, as well as its kernel are high-
lighted.
(1) Choose the guard g with the largest kernel (Fig. 4.2 (a)), g = argmaxj {|Ker (gj) |}
and compute the convex hull QO = Conv (Ker (g)) of the kernel. For this, we start
with the guard and add kernel samples to the current convex hull using the iterative
algorithm described in [60]. Each kernel point adds new edges to the current hull,
and we check to make sure that they do not collide with facets of the environment.
(2) At some point, the convex hull may collide with the obstacle region (Fig. 4.2 (b)),
that is Q0
⋂
W = φ. In this case, we move the guard g to a random location inside
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(a) (b) (c)
(d) (e) (f)
Figure 4.2: Convex cover algorithm
the kernel but outside the current hull (Fig. 4.2 (c)). This does not violate the
hidden property because the kernel was only visible to this guard. Then, we re-
process the rest of the samples with the algorithm described in section 4.2.1. After
this, at least one new guard will be generated and added to G (Fig. 4.2 (d)) because
the original guard g can no longer see all the previous kernel points (since it was
moved outside a growing convex region). This process tries to generate a maximum
cardinality hidden guard set in situations where a single guard covers both sides of
a convex corner. In this case, the guard is moved to one side of the corner and a
new one generated on the other side. We then go to (1) and start over.
(3) If the whole kernel can be contained in a single convex region that does not intersect
the environment boundary (Fig. 4.2 (e)), Q0
⋂
W = φ, we continue to “grow” this
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region adding sample points in S as long as doing so does not generate a collision
with the obstacle region (Fig. 4.2 (f)). That is, we generate the convex hull Qi+1 =
Conv (Qi
⋃{s}) for some s ∈ S, but only if Qi+1⋂W = φ. When the convex region
has reached its maximum size, we remove the original guard g from G. If all the
guards have been processed, terminate, otherwise continue at (1).
(a)
(b)
Figure 4.3: A polygon (a) and the covering convex regions generated (b)
This algorithm scales well with the number of dimensions of the environment, as long
as a suitable convex hull algorithm and a segment-facet intersection test are implemented.
Therefore, it is possible to use the same algorithm to generate a convex cover in diﬀerent
dimensions. To illustrate this point, Fig. 4.3 shows the results of our algorithm when
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.4: A simple environment (a) and the eight covering convex regions generated (b)
– (i)
applied to a polygon (resulting regions were drawn with an oﬀset for clarity) and Fig. 4.4
when applied to a 3-D environment (here, one of the boxes is on the ground while the
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other is “ﬂoating”).
4.3.2 Second Approach for a Point Robot
As long as the dimensionality of the internal obstacles matches that of the environment,
our proposed approach will decompose the workspace into overlapping convex regions.
These regions can then be transformed into a graph that captures the connectivity of
the workspace (provided that there were not suﬃciently narrow passages that scaped
the convex covex). The process is as follows: For every pair of regions, place a new
sensing location (node) at the center of their intersection (if it exists). Then, join all
the intersection centers within each region with straight line segments. This process is
depicted in Fig. 4.5.
(a) (b)
Figure 4.5: The intersection center of two convex regions (a) and the graph connecting all
the intersection centers (b)
The locations on the resulting graph have the property of covering the whole environ-
ment (since there is at least one in every region). To each of these locations, we assign a
reduced visibility region – just the two generating convex regions, and we estimate their
size using the samples that fall inside of them. With this, it is possible to use the ap-
proach we proposed in chapter 2 to search the graph and generate eﬃcient trajectories
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that reduce the expected value of the time to ﬁnd an object in the environment.
4.4 Application to a Mobile Manipulator
In addition to a point robot, we decided to apply our search strategy to a mobile manip-
ulator with an “eye-in-hand” sensor, like the one shown in Fig. 4.6. This robot is made
of an arm with four degrees of freedom (DOFs) mounted on a mobile base with three
DOFs (translation and rotation in the plane). Since the ﬁrst rotation of the arm (around
a vertical axis) and center of rotation for the mobile base are oﬀ-center, they are not the
same axis. Thus, the entire system has a total of seven internal DOFs – two translations
and ﬁve rotations. The ﬁgure also shows the coordinate frame for the end eﬀector, where
our idealized sensor resides. As mentioned before, when the end eﬀector is inside a convex
region, we assume the entire region is visible to the robot.
Figure 4.6: A mobile manipulator with an “eye-in-hand” sensor
The decomposition into regions provides ﬂexibility on exactly where to place the end
eﬀector to sense each region – any point inside is a valid candidate. On one hand, this
simpliﬁes the path planning problem, since now we have a set of goal conﬁgurations, as
opposed to a single one. But on the other, it invites a more challenging problem: given
that we have more options, what is the best way to reach one of these regions?
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In general, it is suﬃcient to make a small modiﬁcation to existing path planning
algorithms to solve the simpler problem. In the case of RRTs [61] for example, the
modiﬁcation consists in checking every new node added to the growing tree to see if it
places the end eﬀector inside the desired region – the condition for success. With this
change, it is possible to move the robot from region to region and use a strategy similar
to that of chapter 2 originally applied to polygons.
However, the option of reaching a region in the best possible way presents a more
challenging problem. We are not only interested in ﬁnding a way to reach a region, but
also the best way to do it. This problem could be decomposed into ﬁrst determining which
conﬁguration would be the best and then ﬁnding a path to it, but we decided to solve
both subproblems at once.
Our deﬁnition of optimality is shortest distance, which of course, depends on the
particular metric being used. The choice of metric is interesting because it can generate
diﬀerent “behaviors” for the robot, as we will explain in the next section.
4.4.1 Metric-dependent Trajectories
We would like to ﬁnd shortest paths between conﬁgurations. The actual paths depend
on the metric used to measure distance. One way to deﬁne the distance between two
conﬁgurations X and Y in a D-dimensional conﬁguration space is
‖X − Y ‖Λ ≡ (X − Y )TΛ(X − Y ),
where Λ is a diagonal matrix with weights λ1, λ2, . . . λD assigned to the diﬀerent DOFs.
In general, the matrix Λ is needed because not all joints might be equivalent (e.g., large
links vs. small links), and also because diﬀerent DOFs might not even be measuring the
same movement (translation vs. rotation).
In our case, by weighting each DOF diﬀerently we can assign diﬀerent priorities to the
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two main components of our system: the mobile base and the robotic arm. We divided
the DOFs of the mobile manipulator into two groups, the two DOFs that translate the
robot on the plane and the ﬁve rotations that further place the end eﬀector at a speciﬁc
position. This division is made without loss of generality since weights can be adjusted
individually. That is, there is no reason not to mix rotations and translations into a single
group. Our choice is simply to make the results more evident.
If we assign larger weights to one group and smaller weights to the other, it will be
reﬂected in the shortest paths for that metric. It is evident that these paths will have
lower length when the DOFs that move the most are the ones with the low cost.
However, in the general case, the shortest path between a pair of ﬁxed conﬁgurations
will not change qualitatively when varying weights in the metric. The real advantage of
ﬁnding a shortest path is most evident when there is an option as to exactly where to
go; when the robot can decide on a more “convenient” goal conﬁguration. In this case, a
convenient conﬁguration is one that can be reached by moving the low cost DOFs more
than the others.
For our case, the task of sensing a region can be accomplished by reaching any of a set
of conﬁgurations. By ﬁnding a shortest path to that set (according to a carefully chosen
metric), we can ﬁnd trajectories that tend to move some DOFs more than others. Since
we can select which DOFs we would like to move the most (or the least), we can ﬁnd
trajectories that ﬁnd a compromise between, for example, moving the base and moving
the arm.
The problem is, of course, to ﬁnd the shortest path to a set of conﬁgurations. Since
it is inherently more complex than the classic path planning problem which only asks
for any solution, it is unlikely that it can be solved by an eﬃcient algorithm. For this
reason, we decided to simply implement a wavefront expansion. This algorithm is obvi-
ously exponential in D, but if we restrict ourselves to a particular robot, then it becomes
polynomial.
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The wavefront expansion algorithm uses the weights λ1, λ2, . . . λD assigned to the DOFs
to expand the wave in the diﬀerent dimensions, so that all conﬁgurations at the growing
boundary are at the same distance from the start conﬁguration.
(a) (b) (c)
(d) (e) (f)
Figure 4.7: Visiting two regions with low-cost rotation DOFs
To make the results more evident, we divided the DOFs of the robot into two groups,
two translations and ﬁve rotations. First we assigned a larger weight to one group and
then to the other. Fig. 4.7 shows the case when rotating the links is better than translating
the robot. Parts (a) and (d) show the initial position and the two regions that need to be
visited. Parts (b) and (e) show the initial (dark) and ﬁnal (light) conﬁgurations. Finally,
parts (c) and (f) show the actual path followed by the robot.
Similarly, Fig. 4.8 shows the same setup but when it is better to translate the base
than rotate links. The ﬁrst example in both ﬁgures (parts (a)–(c)) shows the case when
the robot has few options, as it must stick its arm through a hole in the wall. In this
example, the two trajectories are very similar: the robot spins around and then moves
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(a) (b) (c)
(d) (e) (f)
Figure 4.8: Visiting two regions with low-cost translation DOFs
towards the wall. However, in the second example (parts (d)–(f) in both ﬁgures) the robot
has more ﬂexibility and the resulting trajectories are very diﬀerent. When rotations are
better (Fig. 4.7 (f)), the robot goes straight to the obstacle and places its sensor over it.
Note that the robot must rotate the base (and compensate with the “shoulder”) and also
rotate the middle link (and compensate with the end eﬀector) to be able to reach beyond
the obstacle, so there are a total of four rotations in this movement. In contrast, when it
is better to translate (Fig. 4.8 (f)), the robot does not rotate any link and simply moves
around the obstacle to reach the region behind.
4.5 Simulation Results
For the case of a point robot, we applied the convex cover algorithm described in section 4.3
and our previous approach to search a graph connecting sensing locations to the synthetic
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(a)
(b)
Figure 4.9: Two views of an environment with three rooms and the ﬁnal covering path
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.10: Search in a 3-D space with low-cost rotation DOFs
environment shown in Fig. 4.9. The environment has three rooms and several obstacles
(some of which are ﬂoating). Fig. 4.9 also shows two views of the same trajectory with
the starting position highlighted with a small square.
The trajectory ﬁrst goes a bit to the left, as seen in Fig. 4.9 (a), then goes through
the two doors to the last room, then back to the ﬁrst room through the windows and
ﬁnally returns to the third room to cover the last portion. Bear in mind that this route
is not trying to minimize the distance traveled, and that the back and forth movements
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.11: Search in a 3-D space with low-cost translation DOFs
are actually good for minimizing the expected value of the time to ﬁnd an object. In this
case, what is required is to sense the largest portions of the environment as quickly as
possible, even if it means investing more time later to ﬁnish sensing the environment.
For the case of a mobile manipulator, Fig. 4.10 shows a complete run with low-cost
rotations. Part (a) shows the initial position and the region ﬁrst sensed by the robot.
Each part afterward (until (i)) shows the currently sensed region, and the path the robot
took to get there. In some cases, the same conﬁguration reaches more than one region, in
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those cases robot does not move between sensings. It is clear that the robot must translate
to reach certain regions, but does so as little as possible, specially at the beginning.
Fig. 4.11 shows the same environment and starting position but with low-cost trans-
lations. In this case, the robot translates more freely but also rotates when it needs
to.
These two simulations show that, by choosing diﬀerent metrics, we can make the robot
behave diﬀerently, and ﬁnd compromises between moving the arm and moving base.
4.6 Conclusions
We addressed the problem of searching for an object in a known 3-D environment. Due
to the high computational complexity of visibility queries in 3-D, we decided to use a
sample-based approach to approximate the size and shape of visibility regions.
In particular, we proposed a sample-based convex cover algorithm. Our algorithm tries
to reduce the cardinality of the resulting set and has the advantage of scaling well with
the dimensionality of the environment. The decomposition into regions gives us ﬂexibility
on exactly where to place the sensor, and their convexity guarantees that the entire cell
will be visible from every point inside.
Based on this covering, we presented approaches for a point robot as well as for a
mobile manipulator with an “eye-in-hand” sensor. In this case, we presented an approach
to generate metric-dependent trajectories, that is, trajectories that compromise between
moving the base and moving the robotic arm.
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Chapter 5
Conclusions
This work addressed the problem of generating a motion strategy for solving a visibility-
based task. In our case, the problem was to ﬁnd a static object in a completely known
environment with a mobile robot. The object location was modeled with a probability
density function over the environment. For the most part, we assumed that the PDF was
uniform, i.e. the probability of ﬁnding the object in a given region was directly proportional
to the size of that region.
Given a starting position for the robot, we were interested in generating the trajectory
that minimized the expected value of the time to see the object for the ﬁrst time along that
route. We showed that this problem is NP-hard, so we abandoned the search for global
optimality in favor of eﬃcient algorithms that perform well in practice. We presented
several versions of this problem.
In chapter 2 we proposed an eﬃcient approach to solve the problem of a point robot
moving in a polygonal workspace. In this case, we restricted the robot to sense the world
only at predeﬁned locations. These locations cover the environment and each one has an
associated probability of seeing the object which is proportional to the size of its visibility
polygon. We arranged the sensing locations in a graph and used a utility function to drive
a greedy search algorithm in a reduced space, able to explore several steps ahead without
incurring too high a computational cost.
We also extended this approach to coordinate a team of robots searching in parallel to
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further reduce the search time. A nice feature is that our multi-robot strategy does not
increase the computational complexity of our algorithm.
In chapter 3 we addressed the same object search problem but with a robot able to
sense the environment continuously. In this case, the sensor information is streaming in,
rather than arriving in chunks.
To generate complete trajectories in this case, we split the problem as follows: First,
we partitioned the polygonal workspace into regions using critical curves and used our
utility function to ﬁnd an eﬃcient order of visiting these regions. Then, we applied the
calculus of variations and numerical integration to compute locally optimal trajectories
within each individual region. Finally, we concatenated the resulting sub-paths to generate
the complete trajectory.
We showed that this scheme, in general, will not yield globally optimal paths. One of
the reasons is that the optimal trajectory may change direction in other places than our
deﬁned set of critical curves. However, we believe this layered approach presents a good
trade-oﬀ between local greediness and long-term planning.
In chapter 4 we presented the case where the robot is no longer a point but a mobile
manipulator moving in a 3-D environment. In this case, we presented a sample-based
approach to estimate the size and shape of visibility regions. For this, we proposed
a sample-based convex cover algorithm that scales well with the dimensionality of the
environment. The resulting convex regions provide ﬂexibility on exactly where to place
the sensor and also guarantee that the entire cell will be visible to the robot (disregarding
self-occlusions). We exploited these properties to generate trajectories that compromise
between moving the base and moving the robotic arm.
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5.1 Future Work
There are several extensions to the proposed problems that we think would be interesting
to research.
The ﬁrst one is a more realistic sensor model, with ﬁnite range and/or limited ﬁeld
of view. For the case of ﬁnite range, one possible solution might be to add scaled-down
versions of the workspace as “virtual obstacles.” These obstacles would be deﬁned at the
maximum sensor range and essentially decompose the environment into regions that can
be sensed completely by the robot. For limited ﬁeld of view, the robot might simply rotate
on itself while sensing or, it may decompose the space into pieces that can be completely
sensed in one take. If this is done, then our proposed algorithms could be applied directly.
For the case of a continuous sensing robot, it would be interesting to consider alternate
solutions for the case when the locally optimal path leaves the polygon (for example,
section E in Fig. 3.17). In our case, we simply saturate the trajectory and follow the
polygon’s boundary, but other options exist. For example, following the reduced visibility
graph to the start of the next sub-path. Another interesting aspect would be a more
elaborate way of concatenating sub-paths; if it incorporated scaling, it might avoid the
problem of leaving the polygon altogether.
Finally, we believe that our proposed Convex Cover algorithm could be applied to the
sole problem of path planning. First, since it captures the connectivity of the workspace,
it could be used to bias any sample-based path planner towards regions known to be
connected in the workspace. We believe this might be useful in locating narrow passages,
since they are not as narrow in the workspace (a robot with volume must be able to pass
through).
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