The dynamic reconstruction problem in tomographic imaging is encountered in several applications, such as species determination, the study of blood flow through arteries/veins, motion compensation in medical imaging, and process tomography. The reconstruction method of choice is the Kalman filter and its variants, which, however, are faced by issues of filter tuning. In addition, since the time-propagation models of physical parameters are typically very complex, most of the time, a random walk model is considered. For geometric deformations, affine models are typically used. In our work, with the objectives of minimizing tuning issues and reconstructing time-varying geometrically deforming features of interest with affine in addition to pointwise-normal scaling motions, a novel level-set-based reconstruction scheme for ray tomography is proposed for shape and electromagnetic parameters using a regularized Gauss-Newton-filterbased scheme. We use an implicit Hermite-interpolation-based radial basis function representation of the zero level set corresponding to the boundary curve. Another important contribution of the paper is an evaluation of the shape-related Frechet derivatives that does not need to evaluate the pointwise Jacobian (the ray-path matrix in our ray-tomography problem). Numerical results validating the formulation are presented for a straight ray-based tomographic reconstruction. To the best of our knowledge, this paper presents the first tomographic reconstruction results in these settings.
Introduction
The problem of reconstruction of time-varying parameters from tomographic measurements appears in several situations, such as process tomography [1] , biomedical tomography [2] [3] [4] , and species analysis [5, 6] . Typical solution schemes in the literature for such problems have been via the use of Kalman filters and their variants, such as the nonlinear extended Kalman filter in applications such as electrical impedance tomography [1] , diffuse optical tomography [2, 3] , infrared species tomography of transient flow fields [5] , and reconstruction of a time-varying state vector containing physical and/ or shape parameters, or via the use of variational schemes such as in [7, 8] .
The main issues in such reconstructions are typically about having an awareness of the nature of dynamics of the state, tuning the Kalman filter for the various filter covariances, and knowing the amount of information that can be realistically reconstructed from the typically limited data available in situations in which the object undergoes a transition between two measurements.
If the state is a pointwise physical parameter (such as refractive index, absorption coefficient, or electrical impedance as the case may be), its dynamics are typically not easily known and it is mostly modeled as a random walk. Considering the limited data available in situations in subsurface imaging or high-speed imaging, the object is typically represented in terms of its shape and any physical/ electromagnetic parameter characterizing it. In such representations, the dynamics have been typically assumed to be of the class of affine transformations [7] with possibly unknown components [8] . Also, considering that the actual pointwise state dynamics can be very complex, estimating the dynamics in a geometrical deformation setting gives extremely valuable insight into the actual behavior of such time variations.
"Shape-based" approximate reconstruction schemes broadly fall into two categories. The first class has as unknowns the coefficients in an explicit parametric representation for the boundary curve(s), while in the latter class, the unknowns are the values of a set function representing the image, with the zero level set of that function implicitly representing the boundary. While the first (explicit-representation) class of schemes (as in [9] [10] [11] [12] [13] [14] ) has the advantage of fewer unknowns, which is useful in potential threedimensional reconstructions, the second (implicitrepresentation) class [6, 15, 16] is better suited to handle topological changes in the evolving shape of the boundary. Radial basis function (RBF)-based implicit-representation reconstruction schemes were first suggested in [17] followed by recent works such as [18, 19] , extending the capability of the approaches in [10, 14] by allowing for topological changes, while retaining their advantage over conventional implicitrepresentation schemes of having few unknowns. A detailed literature survey of these various classes of schemes is given in [10, 13, 14, 17, 18] .
In recent works [18, 19] , a compactly supported RBF-based parameterized level-set representation with centers in the interior of the domain (the centers in [17] are placed on the boundary) is used to solve single and multi-objective reconstruction problems in static nonlinear tomographic settings.
The contribution of our present work is to set up the framework for the time-varying shapereconstruction problem with unknown boundary dynamics in an RBF-based level-set parametrization with respect to a regularized Gauss-Newton-filter scheme. In addition, we assume the class of shape transitions to be of a nonlinear kind, consisting of the affine class [20] in addition to a pointwise-normal scaling. Another contribution of the paper is an evaluation of the shape-related Frechet derivatives that does not need to evaluate the pointwise Jacobian (the ray-path matrix in our ray-tomography problem).
The Gauss-Newton filter [21] is a batch estimator of time-varying states and overcomes to quite an extent the tuning issues of nonlinear Kalman filtering. Also, scaling along the normal at a boundary point is a deformation that is natural with respect to level-set schemes since only boundary perturbations along the normal are considered in these. This "naturalness" of normal deformations is emphasized in the case of Hermite-RBF-interpolation-based representations with centers on the boundary, since the normals at the RBF centers are reconstructed along with the center coordinates. To the best of our knowledge, this paper presents the first tomographic reconstruction results in these settings.
An object's boundary is defined implicitly as the zero level set of an RBF fitted to boundary parameters comprising the locations of a few points on the curve (namely the RBF centers) and the normal vectors at those points. The e.m. parameter reconstructed is the difference of the refractive indices of the object and the ambient space, and is represented by coefficients in a suitable global basis. An objective functional w.r.t. time-varying boundary and e.m. parameters is set up, and required Frechet derivatives are calculated. Reconstructions are obtained by using an iteratively regularized Gauss-Newton-filtering scheme for this almost rankdeficient problem.
The layout of this paper is as follows. Section 2 gives the problem formulation, and Section 3 evaluates the shape derivatives for the regularized GaussNewton solution scheme. Validating numerical studies in straight-path tomography test cases are carried out in Section 4. Section 5 presents the conclusions of our study. Appendix A gives the RBF interpolation matrix and level-set derivative, and Appendix B gives the Jacobian matrix corresponding to the state-transition model considered in our work.
Problem Statement
The fundamental reconstruction problem is the recovery of a time-varying spatially finitely supported electromagnetic parameter such as the refractive index or attenuation coefficient αr; t from lineintegral measurements at different views corresponding to different time instants.
The line-integral measurements obtained at each time instant can be written as
where L corresponds to the line in object space along which the ray integral is taken, αr; t being the spatially and time-varying refractive-index/attenuation distribution under interrogation.
Observing that αr; t contains information about the parameter values as well as the shape, considering, without loss of generality, homogeneous inclusions in the background, we can express the parameter at a point in the image space as αr; t α g rH ρ sr; t;
where s:; t is a level-set-based representation of the image (see [22] and references therein) at a time instant t, with fr:sr; t 0g representing the boundary ∂Ω at time instant t of the object(s) under consideration supported in region Ω; H ρ : is a Heaviside function taken in a suitable limiting sense [23] ; and the field quantity α g : can be considered as a "ghost" parameter value manifesting itself through H:. Without loss of conceptual generality we consider α g r α 0 , with α 0 being a constant independent of position.
The approximation to the Heaviside mentioned above is
There are many ways in which one can represent the boundary curve/surface sr 0 (suppressing the time dependence for ease of notation). In an explicit parametrization, this boundary has been described in terms of a spline basis [9, 12, 14] in two dimensions or with spherical harmonics [10] in three dimensions. In implicit formulations [6, [17] [18] [19] , typically the shape unknowns are the values of the function sr on the reconstruction grid. In [17] with the objective of retaining an implicit representation coupled with significant search-space-dimensionality reduction (as in explicit schemes), we represent sr as a RBF via a Hermite interpolation scheme to fit a few on-curve points (called centers of the RBF, and denoted by r continuously differentiable basic function Φ, conditionally positive definite of order k in the appropriate sense, we can write the level-set solutions to the RBF Hermite interpolation problem as an RBF of the form
where p: is a polynomial (typically of low order), Φ: ≡ ϕ‖:‖, with ϕ being a (usually unbounded and noncompactly supported) real-valued function on 0; ∞ called the basic function, and D n j ψt ≡ n j · ∇ψt denoting the directional derivative functional w.r.t a unit normal n j . The coefficients c and d are the RBF coefficients.
Applying the interpolation conditions we obtain the RBF Hermite interpolation problem in matrix form:
with the entries A ij μ r i μ t j Φr − t, P ij μ i p j , where pr P L l1 a l p l r for some basis fp 1 ; …; p l g for the space π The expressions for the entries in the matrices A and P of Eq. (A1) are given in [17] and summarized in Appendix A for completeness.
We are reconstructing a signed distance function, which is zero on the curve and has a unit directional derivative in the direction of the inward normal. Thus, the right-hand side values we will use are b i 0 for 1 ≤ i ≤ m, and b i 1 for m 1 ≤ i ≤ 2m. Hence, given the RBF centers fr c j g, and the unit normal vectors at those points fn j cosθ c j ; sinθ c j g, we obtain the coefficient vectors a and λ for our RBF approximation (5) by forming and solving the linear system (A1).
In this work, we use the Hermite-interpolationbased representation of [17] . In the two-dimensional setting considered in our work, r ≡ x; y, and we have as shape parameters the RBF-center coordinates fx 
where 1 is a column vector of ones of length N cent , the number of RBF centers. 
where β diag ≔ diagβ c 1…β c N cent is the diagonal matrix of scaling factors corresponding to the boundary centers.
Thus we define the unknown to be reconstructed as
where superscript "T" denotes matrix/vector transposition, and β c is the vector (of the same size as either center-coordinate vector x c or y c ) representing the basic scaling factor along the normal direction at the boundary points corresponding to the RBF centers. τ x (resp. τ y ) is the basic translation along the x (resp. y) direction, and γ is the angle of rotation of the object. The vectors fb; t x ; t y ; cg represent the coefficients of assumed autoregressive processes governing the time variation of fβ c ; τ x ; τ y ; γg as follows: Denoting the vector of normal-scaling factors at a time k by β 
Similarly, for k 0…N views − 1, the translation of the object along the x or y direction is expressed as
where superscript p denotes either x or y. The rotation angle propagates as
We then denote m ≔ m 1 …m N views −1 T , for m b; t x ; t y ; e in turn. Thus, combining the actions of translation, rotation, and normal scaling, the RBF-center coordinates propagate as
where β diag k ≔ diagβ k 1…β k N cent , and the earlier superscript "c" representing the RBF-center-related parameters is suppressed for ease of notation. On the RHS, the first term represents RBF-centercoordinate rotation, the second yields the translation of the rotated coordinates, and the third scales the rotated and translated center coordinates along the unit normal after taking the coordinate rotation through angle γ into account.
The angle corresponding to the boundary-normal direction at each RBF center propagates as
where γ k denotes the angle of rotation of the object. Thus from the above formulation, using the definition of the state vector to be estimated as in Eqs. (10) and (11)- (15), we can now symbolically write a state propagation equation as
where the transition maps f k : are appropriately defined, and h 0 is the state corresponding to the first time instant. Note also that the first time instant (i.e., k 0 instant) can without loss of generality be assumed to correspond to a first view.
Hence we can now write Eq. (1) for i 0…N views − 1 as
where z i ≔ p L1 t i …p Lr t i T is the vector of ray integrals corresponding to the rays L 1 …L r in a view, and g i : represents the ray-integral operator at the ith time instant/view.
Define by ζh 0 the vector of residuals denoting the difference between the measured and predicted rayintegral data as
. . .
where we have set M ≔ N views for brevity of notation.
Thus the reconstruction problem of interest to us is about minimizing this residual vector with respect to h 0 . As is common practice, this problem is approximated by the following Tikhonov regularized nonlinear μ-minimum norm problem:
where η is a regularization parameter, and μ is a known constant representing a priori information, which is typically taken to be the initial estimate of the iterative process (it can be changed within the iterative process to help stabilize the iterates).
In this work, the minimization problem given by Eq. (19) is solved by using an iteratively regularized Gauss-Newton method [14] that solves, at the current iterate h,
where the M × N matrix Jh is the Jacobian matrix of the functional ζh with respect to h, defined via a Taylor series expansion of the form
The termination criterion we have used is a relative one; i.e., we measure "how much" of the residual remains to minimize. The relative criterion is defined as
where P Jaug is the orthogonal projection onto the range space of J aug , and
Termination of the nonlinear recursive scheme is set as satisfaction of the criterion ϵ rel < tol for some tolerance limit "tol" or the iterates staying stable. The GN scheme thus requires the computation of the Frechet derivatives of the measured ray integrals with respect to the parameter vector. This aspect is dealt with in the following section.
Dynamic Shape Derivatives
Define the residual vector at each time instant i ∈ f0; …; M − 1g as
Thus the GN iteration would require the evaluation of a Jacobian matrix J evaluated as
where the ith submatrix of J corresponding to the ith residual is given by
where, as defined earlier in Eq. (16),
Evaluation of the measurement-related derivatives as in G i h i is typically accomplished by using the chain rule to combine a Frechet-derivative calculation with respect to the (discretized) pointwise unknowns together with the variation of the pointwise unknown with needed shape parameters as in [14] (and references therein). In our work, we propose a novel ray-tomographic scheme for evaluating the shape derivatives via continuous ray tracing, without needing to evaluate the pointwise derivatives via a discrete ray trace in a discretized object representation. Thus, we are using a single object representation in the ray-trace and Frechet-derivative parts of the forward problem.
Recall that the ray integral corresponding to a ray indexed as l at a time instant i is modeled as
where w lj are appropriate quadrature weights, fα lj g represent the values of the unknown inhomogeneity on the ray l at the quadrature points indexed by j, and N l is the number of quadrature points on the lth ray, and the explicit presence of the time instant i in the equation above is omitted for ease of notation. Defining w l w l1 …w lN l T , and, α l α l1 …α lN i , we can write
Further, since we have assumed the form αr; t α 0 H ρ sr; t, we have for a given time instant
where
Hence, we can write
where s l ≔ s l1 …s lN l T . Thus, the first variation of the measurements with respect to the level-set values can be expressed as
where,
and δh δα 0 δx T δy T δθ T T , in which δs l is the first variation of the level-set values on the line l with respect to the variation in center parameters fδx; δy; δθg at the time instant considered, and the matrix J l is the corresponding Jacobian matrix that is calculated in [17] and given in Appendix A for completeness.
Note that the vector H 0 ρ s l has very few nonzero values since the derivative H 0 : of the approximate Heaviside has a small support. This results in the Jacobian matrix corresponding to the lth ray having to be computed for very few points on the ray that are in a tube close to the boundary.
Combining all the ray integrals that are available at the time instant i, we have
where ∇g il denotes the gradient corresponding to the lth ray-integral at the ith time instant. The above evaluation of the Frechet derivatives does not need to evaluate the pointwise Jacobian (which is nothing but the ray-path matrix in this case [24] ), thus removing any inconsistency that would otherwise be there between the shape-based representation and a grid-based interpolation for computing the pointwise derivatives.
A note on the Heaviside approximation: we observe from Eq. (3) that the support of H 0 ρ sr is contained in s −1 −ρ; ρ. The choice of the Heaviside parameter ρ should be such that the interpolating function sr should be a good approximation to a signed distance function in the "tubular" region s −1 −ρ; ρ. In our work, as in [14] , for a plane curve γx; y 0 such as in the two-dimensional problems under consideration, we can define the tube as consisting of all parallel curvessx; y ε such that jεκx; yj < 1 for all values of x; y ∈ ∂Ω, where κx; y is the curvature of the curvesx; y 0. This condition ensures that a parallel curve is regular, as well as that the normal vectors of the curvẽ sx; y 0 coincide with those of a parallel curvẽ sx; y ε for all x; y ∈ ∂Ω [25, 26] .
Numerical Studies

A. Case Studies and Methodology
We validate our formulations by reconstructions of a time-varying phantom with two different assumed state-variable models. The data are obtained for one view at each time instant, with the object undergoing geometric transformations in between. The transformations we consider are (x and y) translation, rotation, and pointwise-normal scaling. The corresponding parameters [as in Eq. (10)] characterizing these transformations are τ x and τ y for x and y translations, respectively, γ for rotation, and β for pointwise-normal scaling. In our reconstructions, we have used the triharmonic basic function, i.e., Φr r 4 ln r, with a quadratic polynomial basis. In our first state model (denoted as SM-1), we consider the translation, rotation, and scaling parameters fixed across views; i.e., they propagate with autoregressive coefficients [Eqs. (11)- (13)] of unity. In addition, the pointwise-normal scaling parameter β is considered fixed for all boundary points. The second state model (denoted as SM-2) considers the same three transformations with the corresponding parameters governing them taking different values at each view; in addition the pointwise-normal scaling parameter β takes a different value at each boundary point.
We have considered reconstruction of an object with unknown refractive-index difference to be −0.02, from 20 views and 40 rays per view. At each time instant ray-integral data are obtained for a view and the object is assumed to be geometrically transforming in the duration between the measurement time instants. In principle, the number of centers can be considered as an implicit regularization parameter in the solution of the reconstruction problem; however, for the numerical studies in this work we fix this a priori and regularize the resultant almost rank-deficient problem in the iterative regularization scheme. In our present studies, we typically picked the minimum number of RBF centers that yielded closed curves for the reconstructions considered across all models considered; we chose eight centers for our reconstructions.
The ray-integral data are generated via continuous ray tracing [27] followed by the addition of zero-mean Gaussian noise.
The Gauss-Newton scheme used in the reconstructions is summarized in the chart below: II. Reconstruction phase For k 1; 2; …, until ϵ rel < tol or residual is unchanging for many past k:
(a) Estimate the Heaviside approximation parameter, ρ, as mindl; ε max , where ε max maxfε; jεκx; yj < 1 for all values of x; y ∈ ∂Ωg and dl is the ray-integral-discretization interval.
(b) Evaluate the Jacobian Jh k using Eq. (
In order to incorporate bound constraints, in the optimization steps we use a projected gradient update [28] .
B. Discussion and Quantification of Results
In this subsection, we analyze the reconstructions obtained with the aid of a quantification of the quality of reconstructions via three error measures with respect to the optical parameter, the area-parameter product, and the centroid of the object.
Reconstructions are shown for a concave phantom with different noise levels for each of these state models. Results are also shown for a convex elliptical phantom with the SM-2 model. In addition, results are presented using SM-2 based reconstructions on data obtained from SM-1 transitions; this set of results corresponds to an "overfit" of parameters in the reconstructions, in that only a few of the reconstructed parameters are involved in the actual data creation.
The reconstructions obtained for the cases mentioned above are plotted in Figs. 1-4 , and are seen to show good agreement between the reconstructed and actual shapes. Also, the refractive-index difference is well reconstructed.
While we observe in Fig. 1 (SM-1 reconstructions) that the concave part of the phantom is sometimes not estimated accurately, the issue might be hypothesized to be a data-noise-related local minimum of the objective function that is overestimating the present concavity. We performed the reconstructions with seven and eight centers for the SM-1 zero-noise data, and these are found to be almost exact, thus giving a justification for the above hypothesis. These "noiseless" reconstructions are given in Fig. 5 for eight centers. Of course, the local minimum issue need not be only noise-related as our experience with other noiseless data sets point out, where even though the reconstructions are as expected tracking the shape better than with noisy data, there are mild locational discrepancies.
We point out, however, that the reconstructions with noisy data are quite close to the actual phantoms-visually as well as quantitatively (as will be defined below)-indicating that the present algorithm performs well. In order to quantify the quality of reconstructions we utilize three error measures, namely, a normalized percentage of error of the area-parameter product [parameter here referring to the optical parameter of refractive-index difference (w.r.t the background) α], a normalized percentage of error of the refractive-index difference, and the distance of the centroid of the reconstructed object from its actual position.
We define an area-parameter-product error measure as E a jα rec A rec − α ac A ac j jα ac A ac j × 100;
where α rec and α ac are the reconstructed and actual values of the optical parameter, respectively, and A rec and A ac are the reconstructed and actual values of the area of the object, respectively. An error measure of the difference between the actual and reconstructed refractive-index differences is defined as
The Euclidean distance
between the centroids of the reconstructed and actual objects, is another error measure that quantifies the reconstruction. Here, x rec ;ȳ rec (resp. x ac ;ȳ ac ) are the centroid coordinates for the reconstructed (resp. actual) object. The area and centroid coordinates are evaluated by discretizing the reconstructed/actual images, and are defined as
x object
y object
where the indices i; j range over the extent of the discretized image, and χ object : is the characteristic function with respect to the object support. We take these error measures as the average errors across all views/time instants at which measurements are collected; the results are tabulated in Table 1 , along with the reconstructed and actual values of the refractive-index parameter. The small errors obtained show the basic efficacy of the proposed scheme. The relatively larger shape errors obtained in the "overfitting" case-4 (in Table 1 ) point out that the choice of an appropriate model is important to obtain good reconstructions. Similarly, as mentioned above, the choice of the number of centers is also of importance since that number acts as another implicit regularization parameter. The development of adaptive schemes to address these aspects of model appropriateness is an important direction of future work.
Conclusions
In this paper, with the objective of reconstructing time-varying geometrically deforming features of interest, a novel level-set-based reconstruction scheme for ray tomography is proposed for shape and electromagnetic parameters using a regularized GaussNewton-filter-based scheme. We use an implicit Hermite-interpolation-based RBF representation of the zero level set corresponding to the boundary curve. Numerical results validating the formulation are presented for a straight ray-based tomographic reconstruction.
The contribution of our present work is to set up the framework for the time-varying shapereconstruction problem with unknown dynamics in an RBF-based level-set parametrization with respect to a regularized Gauss-Newton-filter scheme. In addition, we assume the class of shape transitions to be of a nonlinear kind, consisting of the affine class in addition to a pointwise-normal scaling. Another important contribution of the paper is an evaluation of the shape-related Frechet derivatives that does not need to evaluate the pointwise Jacobian (the raypath matrix in our ray-tomography problem).
The Gauss-Newton filter [21] is a batch estimator of time-varying states and overcomes to quite an extent the tuning issues of nonlinear Kalman filtering. Also, scaling along the normal at a boundary point is a deformation that is natural with respect to level-set schemes since only boundary perturbations along the normal are considered in these. This "naturalness" of normal deformations is emphasized in the case of the Hermite-RBF-interpolation-based representations, since the normals at the RBF centers are reconstructed along with the center coordinates. To the best of our knowledge, this paper presents the first tomographic reconstruction results in these settings. take the first variation of the interpolation system of Eq. (A1) to obtain δA δP
Hence we obtain δλ δa
We now make the following definitions: 
where the functional forms (explicitly given in Appendix A of [17] ) for B, P a , and P λ are obtained by appropriate rearrangement of the respective left-hand sides in the expressions above. Considering s to be the vector of values of sr at the required (N T number of) points in a tube of radius ρ about the boundary, we can thus write [17] δs , where r i is the i th point at which the value of δs needs to be calculated. Similarly, the derivative matrices Φ x , Φ y , Φ xx , Φ xy , and Φ yy can be defined.
3. R is an N T × L matrix with R nl p l r n . 4. Ã −1 a (resp. Ã −1 c and Ã −1 d ) corresponds to the last L rows (resp. rows 1 to m and m 1 to 2m) ofÃ −1 . 5. F F x F y F θ , with 
where Λv ≡ diagv 1 …v m for some vector v.
Appendix B: Transition Jacobian
In this appendix, we write out the Jacobian matrix corresponding to the state-transition model Eq. (16) considered in our work. The Jacobian matrix F i h i (denoted in short form as F i ) evaluated at a nominal h i corresponding to the i th time instant is detailed below: 
where C is the number of centers, V N views − 1, P 4N views − 1, 0 n and 1 n are column vectors containing all zeros and ones of length n, respectively, O m;n is a zero matrix of size m × n, q ≡ diagq for an arbitrary vector q, ε θ γ, and u We thank the anonymous reviewer for pointing out directions of improvement in the presentation of our results.
