Abstract. In this paper, we introduce the concept of local Leray solution to the fractional Navier-Stokes equations with s ∈ [3/4, 1). Furthermore, we prove that fractional Navier-Stokes equations admits a local-in-time local Leray solution starting form a locally square-integrable initial data when s ∈ (3/4, 1) and a global-in-time local Leray solution associated to a locally square-integrable initial data vanishing at infinity when s ∈ (5/6, 1). For such local Leray solution starting from locally square-integrable initial data vanishing at infinity, the singularities only occur in a ball of R 3 .
Introduction
In this paper, we consider the following incompressible fractional Navier-Stokes equations in R 3 × (0, ∞) with s > 0: ( 
FNS)
∂ t u + Λ 2s u + u · ∇u + ∇P = 0, div u = 0, equipped with the initial data (FNSI) u(x, 0) = u 0 (x) in R 3 .
Here the vector field u and the scalar function P describe the velocity field and the associated pressure of fluid, respectively. The fractional Laplacian operator Λ s is a non-local operator defined in terms of the Fourier transform:
The fractional Laplacian operator appears in a wide class of hydrodynamics, statistical mechanics, physiology, including Lvy flights, stochastic interfaces and anomalous diffusion problems, see [18, 20] . So fractional Navier-Stokes system (FNS) has very important physical meaning. For example, when s ∈ (0, 1), Zhang in [27] decried the stochastic Lagrangian particle approach via (FNS). In particular, when s = 1, the system (FNS) becomes the classical 3D incompressible Navier-Stokes equations.
Recently, there are increasing interesting results about weak and strong solutions the fractional Navier-Stokes equations (FNS). The strong solutions of the fractional Navier-Stokes equations (FNS)-(FNSI) have been studied in some works using analytical tools, see e.g. [5, 8] . In this paper, we mainly consider the weak solutions to (FNS). The results with respect to weak solutions can be traced back to Leray [14] . In [14] , Leray proved that, for any divergence free initial data u 0 ∈ L 2 (R 3 ), there exists a weak solution in energy class L ∞ ([0, ∞); L 2 (R 3 )) ∪ L 2 ([0, ∞);Ḣ s (R 3 )) to (FNS), satisfying the continuity at t = 0: lim t→0+ u(t) − u 0 L 2 (R 3 ) = 0, and the L 2 energy estimate:
( , we can show the existence of Leray-Hopf weak solutions to (FNS)-(FNSI) for any divergence free initial data u 0 ∈ L 2 (R 3 ). However the uniqueness and global regularity of Leray-Hopf weak solutions in 3-D are still an open problems. There are only some partial regularity results. In [21, 22, 23] , Scheffer began to study the partial regularity theory of a class of weak solutions to (FNS) with s = 1, which satisfies the following local energy inequality instead of (1.1):
for any nonnegative function ϕ ∈ D(R 3 × R + ). He proved such weak solutions have a singular set with finite 5/3-Hausdorff measure. Later, Scheffer's result was improved by Caffarelli, Kohn and Nirenberg in [1] , where they introduced the concept of suitable weak solutions and proved that the 1D parabolic Hausdorff measure of the singular set associated to suitable weak solutions is zero. For a simplified proof, see Lin [15] . As for high-order fractional Navier-Stokes equations (s > 1), for s ≥ 5/4, Lions [16] showed that (FNS)-(FNSI) admits a unique global smooth solution for any prescribed smooth initial data. For 1 < s < 5/4, firstly, Katz and Pavlović in [9] proved the first version of the C-K-N theory, that is, the Hausdorff dimension of singular set at the fist blow up time is at most 5 − 4s. Lately, Colombo, De Lellis and Massaccesi in [7] introduced the definition of suitable weak solution via the harmonic extension of higher order fractional Laplace operator in [26] and proved a stronger version of the results of Katz and Pavlović, which fully extends the C-K-N theory. For 3/4 < s < 1, in [25] , via the harmonic extension established in [2] , Tang and Yu gave the definition and existence of suitable weak solutions to (FNS) and generalized the C-K-N theory. The endpoint case s = 3/4 was studied by Ren, Wang and Wu in [19] .
To give a precise statements about the question which we consider in this paper, we introduce some Banach spaces in local measure sense. For any p ∈ [1, ∞), define
. In addition, for any p ∈ [1, ∞), we define
For simplicity, we adapt the following notations:
For s = 1, with the aid of ε-regularity theory established in [1] , Lemarié-Rieusset in [12] introduced the concept of local Leray solutions to (FNS), which satisfying local energy inequality (1.2), and proved that for any divergence free initial data u 0 in E 2 , (FNS) admits a global in time local Leray solutions. Based on the partial regularity results given in [25, 19, 7] , a nature and interesting question arises:
(Q): Does there exist a global in time weak solutions to (FNS)-(FNSI) with s ∈ (3/4, 1) for any divergence free initial data u 0 in E 2 ? To solve this question for the general case s = 1, we face some difficulties which don't appear in classical Navier-Stoke equations (s = 1).
Difficult point 1: Since the fractional operator Λ s is an nonlocal operator, we can't deal with the term Λ 2s u as classical Navier-Stokes equations. To overcome it, we adapt the nonlocal commutator [Λ s , φ] with φ ∈ C ∞ (R 3 ) and ϕ = 0 when 0 < s < 1. With it, we can define the local Leray solutions to (FNS)-(FNSI) similar to classical Navier-Stokes equations. uloc . We call u is a local Leray solution to (FNS) on R 3 × (0, T ) starting from u 0 if u satisfies the following conditions:
(iv) u is suitable, that is, for any nonnegative function φ ∈ D(R 3 ×R + ), u satisfies the following local energy inequality
(1.3)
The restriction on the pressure P avoid the existence of trival local Leray solution, for example, u = ρ(t) and P = −ρ ′ (t) · x where ρ(t) is a smooth vector field with ρ(t) = 0.
By regularization method, we can prove our first main result. Theorem 1.2. Let s ∈ (3/4, 1). Then, for any solenoidal vector field u 0 ∈ L 2 uloc , there exist a T > 0 and a local Leray solution to (FNS) with initial data u 0 on R 3 × (0, T ).
, is fails. Hence, we can't use the commutator [Λ s , ϕ] directly. We may give a positive answer to (Q) via the following techniques:
In this case, the definition of local Leray solution is different from Definition 1.1. But, in this paper, we only consider the cases s < 1.
Difficult point 2: Due to the last two term of the right side of (1.3), we can't directly get the global-in-time existence of local Leray solution u. However, for such local Leray solutions with initial data in E 2 , they have the following additional regularities:
With the help of Theorem 1.4, we say that (1.3) is equivalent to the local energy inequality given in [25] via the harmonic extension. This implies that local Leray solutions with initial data in E 2 is a suitable weak solution defined in Section 4. For details, see Section 4. Hence, by Proposition 4.4, we showed that any local Leray solution u starting from u 0 ∈ E 2 is regular
Based on these properties, using the construct method used in [12] , we prove the following theorem, which gives a positive answer to (Q). Theorem 1.5. Let s ∈ (5/6, 1). Then, for any solenoidal vector field u 0 ∈ E 2 , there exits a local Leray solution u to (FNS)-(FNSI) in R 3 × (0, ∞). Remark 1.6. From the above analysis, we have that for any local Leray solution u to (FNS)-(FNSI) on R 3 × (0, T ) with u 0 in E 2 , it is regular in B c R × (0, T ) for some large enough positive constant R.
we call a solution on R 3 ×(0, ∞) is a forward self-similar solution if and only if u(x, t) = u λ (x, t) and P (x, t) = P λ (x, t) for all λ > 0. The existence of forward self-similar solutions to (FNS)-(FNSI) was firstly studied in the case s = 1, see e.g. [3, 6] . Lately, Lai, Miao and Zheng in [10] proved the existence of forward self-similar solutions to (FNS)-(FNSI) with 5/6 < s ≤ 1 for arbitrarily large self-similar initial data via the blow-up argument. Since E 2 contains nontrivial scale-invariant functions, for example:
|x| 2s−1 , we think that the result given in [10] may be proved via the global-in-time existence of local Leray solutions in Theorem 1.5.
The rest of this paper is structured as follows. In Section 2, we give some key foundation estimates, which will be used repeatedly in following Sections. In Section 3, by regularization method, we prove Theorem 1.2. Section 4 is devoted to developing decay and regularity properties local Leray solutions to (FNS)-(FNSI) with initial data in E 2 . In Section 5, we complect the proof of Theorem 1.5 via Theorem 1.2 and the properties given in Section 4. Finally, in Appendix, we prove some results, which are recognized by everyone but not proven before.
Notation. We denote C as an absolute positive constant. C λ,γ,··· denotes a positive constant depending only on λ, γ, · · · . We adopt the convention that nonessential constants C may change from line to line. Given two quantities a and b, we denote a b and a λ,γ,... b as a ≤ Cb and a ≤ C λ,γ,··· b respectively. For any x 0 ∈ R 3 and t 0 ∈ R + , B R (x 0 ) means a ball in R 3 with radius R centered at
Preliminaries
In this section, we mainly introduce some important results which will be used in the following sections.
2.1.
Estimates of Heat kernel and Oseen Kernel of fractional Laplacian. In this subsection, we consider the following Cauchy problem for the linear fractional Stokes problem in R n × R + :
where F is a given second-order tensor filed. Since div u = 0, applying Leray project operator P = Id + R ⊗ R where R := (R 1 , . . . , R n ) and R j is the Riesz operator, to the above first equation, by Duhamel's formula, we get that
where G t (x) and O j,k,t are the kernel function of e −tΛ 2s and e −tΛ 2s (δ jk + R j R k ), respectively. It's obvious that
and R n G t (x)dx = 1. In addition, G t and O j,k,t satisfy the following point-wise and L p − L q properties:
Lemma 2.1. Let s > 0. Then, for any x ∈ R n , there exist a absolute constant C such that
To prove it, we use the following estimate:
. Proof of Lemma 2.1. Since (2.1) and (2.2) have been proved in [17] , we only need to prove (2.3). From (2.1), we easily see that Λ α G 1 ∈ L 1 (R n ). Hence, by (2.4) in Lemma 2.2, we deduce that
provided we avoid r = 1 or r = ∞ expect α > 0, and
, α = 0 and r = ∞. The proof is similar to the proof of Lemma 2.1. Here we omit it.
Estimates of nonlocal commutator
. In this part, we introduce a nonlocal commutator [Λ s , ϕ] with s ∈ (0, 1) and ϕ ∈ C ∞ (R 3 ), ϕ = 0, which will be used to deal with the nonlocal effect of Λ s . It's firstly established in [11] by Lazar. For the convenience of readers, we give a simply proof.
Lemma 2.4. Let 0 < s < 1. Then for any nonnegative and non-trivial smooth function φ, we have
Here
Proof.
where
. By a simple calculation, we have
Thus, by (2.4) in Lemma 2.2 and Minkowski's inequality , we have that for any 1
By Lemma 2.4, we claim that
In fact, without loss of generality, we assume that φ ∈ D(B 2 (0)) satisfying ϕ ≡ 1 in B 1 (0) and 0 ≤ ϕ ≤ 1. For any such fixed φ, we can choose a nonnegative function ϕ ∈ D(B 4 (0)) satisfying ϕ = 1 in B 3 (0). Obviously,
Hence, by Lemma 2.4 and Young's inequality, we deduce that for any 1
This yields (2.9). Similarly, we deduce that
Local in time existence of local Leray solutions
In this section, we will mainly study the local-in-time existence of local Leray solution to (FNS)-(FNSI) with initial data u 0 ∈ L 2 uloc . We will proceed in following 5 steps to accomplish our goal.
Step 1. Approximate solution sequence. In this step, we consider the following mollified system of (FNS)-(FNSI):
x−y ε )f (y) dy with η ∈ D(B 1 ) and 0 ≤ η ≤ 1. Applying Leray project operator P to the first equation of (MFNS), by Duhamel's formula, we can rewrite (MFNS) as follows:
Next, we will use Banach fixed point theorem given in [4] to prove the existence of solutions to (3.1) in the Banach space
Let us begin with the term e −tΛ 2s u 0 . By (2.3) in Lemma 2.1, we have the following estimates:
, we adapt the splitting argument. For any fixed x 0 ∈ R 3 , we split u 0 into I |y−x 0 |≤3 u 0 (y) =: u 1 0 (y) and I |y−x 0 |>3 u 0 (y) =: u 2 0 (y). Then, we have that
For any x ∈ B 1 (x 0 ) and y ∈ B c 3 (x 0 ), it's obvious that
Hence, by (2.1) in Lemma 2.1, we deduce that for any x ∈ B 1 (x 0 ) and t ∈ [0, T ε ]
Collecting the above two estimates, we get that
Finally, we deal with the bilinear term
To proceed the above estimates, we obverse that
as follows from (2.5) with α = 1 in Lemma 2.2. With the aid of (3.5), we have
In addition, invoking Lemma 2.4, (3.5) and (3.6), we get that
Substituting the above two estimates into (3.4), we finally obtain that
where we use the fact that ε < 1, T ε < 1 and 3/4 < s < 1. Combining with (3.2), (3.3) and (3.7), applying Banach fixed theorem to (3.1), there exist a unique mild solution to (MFNS) in X Tε if T ε > 0 satisfying
Step 2. Uniform existence time. Since u ε ∈ L ∞ ((0, T ε ); L 2 uloc ), the equation
is well-defined. Thus, P ε is defined up to a function which does not depend on
Multiplying the first equation of (MFNS) by u ε ϕ x 0 and then integrating over R 3 × [0, t], we get that
We now denote by I.1 to I.3 the last three terms on right-hand side of the above equality, respectively. Set
, β ε (t) = sup
. By Hölder's and Young's inequalities, and Lemma 2.4, we have that
By Hölder's inequality, we get that for any ε ≤ 1,
To estimate the term I.3, we need to deal with the pressure P ε . For any fixed x ∈ B r (x 0 )×(0, T ), we decompose P ε (x, t) in the following way: take a nonnegative function ψ x 0 := ψ(x − x 0 ) with ψ ∈ D(B 4r (0)) and ψ = 1 in B 2r (0). Then there exists a function P x 0 ,r,ε (t) depending only on x 0 , r, t, ψ x 0 such that for (x, t) ∈ B r (x 0 ) × (0, T )
x 0 ,r,ε (x, t) + P x 0 ,r,ε (t) P x 0 ,r,ε (x, t) + P x 0 ,r,ε (t).
(3.9)
where k(x) is the kernel of the Calderon-Zygmund operator ∆ −1 div div, satisfying
Set r = 2. By Calderon-Zygmund estimate, we get that
For the term P 2 x 0 ,2,ε , on |x − x 0 | ≤ 2, by (3.10), we have that Combining with (3.11) and (3.12), we deduce that
Collecting the estimates of I.1-I.3, we obtain that
With the aid of (2.9), we see that
This, together with the interpolation between L 2 (R 3 ) and L 6 3−2s (R 3 ) and the Sobolev inequality:
Hence, we get that
(3.14)
Substituting the above inequality into (3.13) with θ small enough, and taking sup over x 0 ∈ R 3 on both sides of the above inequality, we obtain that
(3.15)
Thus, by the continuity method, we get that as long as T * satisfies that
the following estimate holds for any 0 ≤ t ≤ T * :
Step 3. Existence of a weak approximate solution. From Step 2, we know that there exits a T * > 0, independent of ε, satisfying (3.16), such that for any ε ∈ (0, 1),
. This implies that for any nonnegative function
). In addition, we know that
So, we can say that φ∂ t u ε remains bounded in L ). According to the Aubin-Lions Lemma in [24] and the Cantor diagonal process, we can find a subsequence of (u ε ,P x 0 ,2,ε ), still denoted by (u ε , P x 0 ,2,ε ), and a pair (u, P ) satisfying
uloc (T * ). Relying on the above convergence properties, ones can easily verify that (u, P ) satisfies (FNS) in the sense of distribution.
Step 4. Local energy inequality for the weak limit. It's obvious that (u ε ,P x 0 ,2,ε ) satisfies the following equality:
for any nonnegative function ψ ∈ D(R 3 × R + ) andψ ∈ D(R 3 ) withψψ = ψ. According to (3.17), we can easily get that for any nonnegative function ψ ∈ D(R 3 × R + ) andψ ∈ D(R 3 ) withψψ = ψ.
Step 5. Strong convergence of u(t) to u 0 in L 2 loc . For any nonnegative smooth function
In addition, combining with (3.8) and (3.17), we deduce that for every t ∈ [0, T * ]:
It's obvious that the right side of the above inequality is continuous on t. Thus, letting t → 0+, we get that
Collecting (3.19) and (3.20), we get that
This, together with the weak convergence of φu(t) to φu 0 in L 2 (R 3 ), gives that
Collecting all above five steps, we prove Theorem 1.2.
Regularity of local Leray solutions with initial data in E 2
In this section, we mainly study the additional regularity of local Leray solutions, of which the initial data not only belong to L 2 uloc but also vanish at infinity.
Theorem 4.1. Let u 0 ∈ E 2 with div u 0 = 0, and u be a local Leray solution to (FNS)-(FNSI) on R 3 × (0, T ) associated with u 0 . Let χ ∈ C ∞ (R 3 ), satisfying
uloc (T ′ ) with T ′ < T . Then, for any T ′ < T , there exists a constant C s,T ′ ,M T ′ such that for all t ∈ (0, T ′ )
Proof. According to the definition of local Leray solution, for any T ′ < T , there exist a constant M T ′ >, which depends only T ′ , such that
Choose two nonnegative functions θ ∈ C ∞ 0 (R) and φ ∈ C ∞ 0 (R 3 ) satisfying R θ dx = 1 and
η ) ds with 0 < η < t 0 < t 1 and t 1 + η < T . It's clear that α η (t) ∈ C ∞ 0 ((0, T )). Then, applying the text function ψ(x, t) α η (t)φ(x) to (1.3), we get that
with for anyφ ∈ D(R 3 ) satisfyingφφ = φ. According to the definition of α η , we know that
In addition,
If t 0 and t 1 are the Lebesgue points for the function t → R 3 |u(t)| 2 φ dx, due to (4.2) and (4.3), letting η → 0+, by Lebesgue theorem and Lebesgue dominated converge theorem, we obtain that
Due to div u = 0, so the term P in (4.4) can be replaced byP x 0 ,2 defined in (3.9) with r = 2. Since the map t → u(·, t) is weak continuous, we say that (4.4) holds for almost all t 0 ∈ (0, T ) and t 1 ∈ (t 0 , T ). In addition, we know that
Hence, taking t 0 → 0+ on (4.4), we deduce that (4.4) also holds for t 0 = 0 and any 0 < t < T .
Let ϕ x 0 andφ x 0 be the same functions defined in Step 2 in Section 3. Applying φ := ϕ x 0 χ 2 R to (4.4) with t 0 = 0, we get that for any 0
We denote the last three parts of the right side of the above inequality by I-III, respectively. Set
.
Firstly, we deal with the term I. By Lemma 2.4, we have that
On the other hand, we observe that for any φ ∈ D(R 3 ), 
By Lemma 2.4, we get that
Then, substituting (4.5) into the term I, by Lemma 2.4 and (4.6), the term I can be bounded as follows:
(4.7)
For the term II, by Hölder's inequality, we easily get that
Finally, we consider the term III. Let III = III.1 + III.2, where
By Höler's inequality, Calderon-Zygmund estimates and (3.12), we have that
by the mean value theorem, Hölder's inequality and Calderon-Zygmund estimates, we obtain that (4.10)
For χ R (x)P 2 x 0 ,2 (x), we adapt the following decomposition for any R > 4:
For any x ∈ B 2 (x 0 ) and 4 ≤ |y − x 0 | ≤ 2 √ R, using the mean value theorem, we get that
By (3.12), we deduce that for all x ∈ B 2 (x 0 )
Combining with (4.10) and (4.11), we obtain that
Summing (4.8), (4.9) and (4.12), we have that for any t ∈ [0, T ′ ],
Taking sup over x 0 ∈ R 3 on both sides of the above inequality, we get that
From (3.14), we know that
where θ is a sufficiently small positive constant to be chosen later. Substituting this inequality into (4.13) and taking θ =
2C M T ′
, by Hölder's inequality, we obtain that This yields that
By Gronwall's inequality, we get that, for all t ≤ T ′ ,
This implies that (4.1).
Depending on the above proposition, we easily get that
Proof. Form Theorem 4.1, we can easily deduce that u ∈ L ∞ ([0, T ′ ]; E 2 ) and Λ s u ∈ G 2,2 (T ′ ) for any T ′ < T . Next, we prove (4.14). Since u(t) is continuous in D ′ (R 3 ) with respect to t ∈ [0, T ′ ], and u ∈ L ∞ ([0, T ′ ]; E 2 ) for any T ′ < T , for all Lebesgue points t 0 ∈ (0, T ), we obtain that, for any compact subset K of R 3 ,
In addition, from (4.4) in Section 4, we know that for any compact subset K of R 3 , lim sup
This, together with the weak continuity of the map t → u(·, t), we get that (4.15) lim
for all Lebesgue points t 0 ∈ (0, T ) and t 0 = 0. In addition, we know that
for any nonnegative function φ ∈ D(B 2 (0)). Combining (4.15) and (4.16), we obtain (4.14). So, we complect the proof of Corollary 4.2.
For any divergence free vector field u, satisfying Λ s u ∈ E 2 , the above is well-defined. According to [2] , such u * satisfies (4.18)
Hence, the local energy inequality (1.3) for u ∈ L ∞ ((0, T ); E 2 ) and Λ s u ∈ G 2,2 (T ) is equaled to that for any nonnegative function ψ ∈ D(R 3 × (0, T )). Note that, the ϕ of the integration on R 3 × R + in (4.19) should be understood as any function in H 1 (R 3 × R + , y 1−2s ) which equals ϕ on R 3 × {t = 0}. Based on above analysis, we can give another version of suitable weak solution which is a generalization of the version introduced in [25] . 
(ii) u and P satisfy (FNS) in the sense of distribution on R 3 × (0, T ); (iii) for any nonnegative function ψ ∈ D(R 3 × (0, T )), u and P satisfy the generalized local energy inequality on (0, T ). Qr(x 0 ,t 0 )
for some constant C > 0. 
Here Q * r (x 0 , t 0 ) = B r (x 0 ) × (0, r) × (t 0 − r 2s , t 0 ) and ε 1 is the constant in Theorem 1.2 in [25] . Later, Ren, Wang and Wu in [19] proved Proposition 4.4 at the end point case s = 3/4. Following the method used in [19] , we can prove Proposition 4.4 for all s ∈ [3/4, 1). Since this works without any additional tricks, we feel that it is not necessary to reproduce this purely mechanical procedure here in detail.
Based on Proposition 4.4, we prove the local Leray solutions to (FNS)-(FNSI) with initial data in E 2 satisfy the following additional regularity. Proposition 4.6. Let u be a local Leray solution to (FNS) on R 3 × (0, T ) starting from u 0 ∈ E 2 (R 3 ) with div u 0 = 0. Then u satisfying the following regularity results:
(1) u is regular in B c R × (0, T ) for some large enough R > 0; (2) for all [δ, t] ⊂ (0, T ) and p ∈ [2,
Proof. By Theorem 4.1, we know that u ∈ L ∞ ((0, t); E 2 ) and Λ s u ∈ G 2,2 (t) for any t < T . Hence, by the interpolation, we have that there exits a R > 0, such that for all |x 0 | ≤ R, we have that
where r = min{ √ t, 1} and ε 0 is the constant given in Proposition 4.4. Using Proposition 4.4, we get that (4.22) sup
This, together with the fact that u ∈ G 2, 6 3−2s (T ′ ) for any T ′ < T as follows from Λ s u ∈ G 2,2 (T ′ ), yields that u ∈ L 2 ((δ, t); E 
Global-in-time existence of local Leray solution
In this section, we will adapt the construction to prove the global in time existence of local Leray solutions to (FNS)-(FNSI) with initial data in E 2 . To do it, we need the following uniqueness.
Assume that v is a another local Leray solution on R 3 × (0, T ) to (FNS) with the same initial data u 0 , then u = v on R 3 × (0, T ).
Proof. We will split two steps to complect the proof.
Step.1 u is a local Leray solutions on R 3 × (0, T ) associated with u 0 . From Theorem 6.1, we know that u ∈ C ∞ (R 3 × (0, T )). In addition, due to u ∈ C([0, T ); E p ), we know that
uloc ) for any T ′ < T . Hence, by elliptic theory and the fact that u ∈ C ∞ (R 3 × (0, T )), we deduce that
, which implies that p is smooth on R 3 × (0, T ). So, multiplying both sides of the following equation
by uϕ for nonnegative function ϕ ∈ D(R 3 × (0, 1)), we derive that u satisfies the local energy inequality (1.3) for any ϕ ∈ D(R 3 × (0, 1)). This, together with
uloc (T ′ ) for any T ′ < 1. Hence, we say u is a local Leray solution to (FNS)-(FNSI) on R 3 × (S 2 , T 2 ) starting from u 0 ∈ E p .
Step. 2 Uniqueness of u and v. For any nonnegative function ϕ ∈ D(R 3 ), we have
Hence, the following equalities holds in the sense of D ′ (R 3 × (0, T )):
where ·, · denote the inner product between vectors. This equalities imply that Step 4: uniqueness of solutions. By Theorem 6.2 and Proposition 5.1, we get that the resolutions u 2 = X 2 + Y 2 is a local Leray solution to (FNS)-(FNSI) on R 3 × (S 2 , T 2 ) with T 2 = S 2 + 1 starting from u 1 S 2 . Then, by Proposition 5.1, we have u 1 = v 2 = u 2 on R 3 × (S 2 , U 2 ) with U 2 = min{S 2 + T, T 2 }.
Step.5 global existence in E 2 . From Step 1-Step 4, we construct a local Leray solution u 2 on R 3 × (0, T 2 ) satisfying u = u 1 on (S 1 , T 1 ). Next, repeating Step 2-Step 4 for u 2 on (S 2 , T 2 ), we can construct a sequence of Leray solutions u N on (S N , T N ) satisfying u N = u N +1 on (S N , U N +1 ) with U N +1 < T N +1 and T N = S N + 1. Then, we construct a local Leray solution u on R 3 × (0, ∞). In particular, u is smooth on R 3 × (0, T ).
Proof. By Duhamel's formula, we write that u = e −tΛ 2s u 0 + From (6.1), (6.2) and (6.3), it's obvious that e −tΛ 2s ∈ X T and B(u, v) ∈ X T for any u, v ∈ X T . Hence, by Banach fixed point theorem, there exists a T ∈ (0, 1] such that 
