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Abstract
Marginal association summary statistics have attracted great attention in statistical
genetics, mainly because the primary results of most genome-wide association studies
(GWAS) are produced by marginal screening. In this paper, we study the prediction
accuracy of marginal estimator in dense (or sparsity free) high-dimensional settings with
(n, p, m) → ∞, m/n → γ ∈ (0,∞), and p/n → ω ∈ (0,∞). We consider a general
correlation structure among the p features and allow an unknown subset m of them to be
signals. As the marginal estimator can be viewed as a ridge estimator with regularization
parameter λ → ∞, we further investigate a class of ridge-type estimators in a unifying
framework, including the popular best linear unbiased prediction (BLUP) in genetics.
We find that the influence of λ on out-of-sample prediction accuracy heavily depends
on ω. Though selecting an optimal λ can be important when p and n are comparable,
it turns out that the out-of-sample R2 of ridge-type estimators becomes near-optimal for
any λ ∈ (0,∞) as ω increases. For example, when features are independent, the out-
of-sample R2 is always bounded by 1/ω from above and is largely invariant to λ given
large ω (say, ω > 5). We also find that in-sample R2 has completely different patterns
and depends much more on λ than out-of-sample R2. In practice, our analysis delivers
useful messages for genome-wide polygenic risk prediction and computation-accuracy
trade-off in dense high-dimensions. We numerically illustrate our results in simulation
studies and a real data example.
Keywords. GWAS; Summary statistics; Marginal screening; Ridge estimator; Best linear
unbiased prediction (BLUP); Prediction accuracy; Training error; Relative efficiency.
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1 Introduction
Human complex traits often have a polygenic genetic architecture [Boyle et al., 2017,
O’Connor et al., 2019, Wray et al., 2018]. That is, a large number of genetic variants have
small but nonzero contributions to phenotypic variation [Timpson et al., 2018]. Genome-
wide association studies (GWAS) aim to find suspicious genetic risk variants by examin-
ing association between complex traits and millions of variants, typically common (mi-
nor allele frequency [MAF] ≥ 0.05) single-nucleotide polymorphisms (SNPs) collected
across the genome. After a decade of GWAS discovery, more than 100 millions of indi-
viduals have been genotyped [Martin et al., 2019] and thousands of unique traits have
been studied [Visscher et al., 2017].
In the genetics community, GWAS summary association statistics (e.g., effect size,
standard error, p-value) of all SNPs for various traits are shared and assembled into
large databases. Summary statistics from more than 4000 GWAS are now publicly avail-
able [Watanabe et al., 2019] and the number rises steeply. As individual-level SNP data
are massive and are often under strict ethical/regulatory protections, it is an active re-
search area to directly use these GWAS summary statistics for various in-sample and
out-of-sample analyses [Pasaniuc and Price, 2017]. For example, GWAS summary statis-
tics are used to prioritize causal variants in fine-mapping analysis [Schaid et al., 2018],
to quantify genetic overlaps among different traits [Bulik-Sullivan et al., 2015, Speed and
Balding, 2019], to perform causal inference among traits via Mendelian randomization
[Zhao et al., 2018], and to carry out integrative association tests with gene expression
data [Gamazon et al., 2015, Gusev et al., 2016, Hu et al., 2019]. Owing primarily to the
potential to translate GWAS findings to medical advancements, it is of particular interest
to predict the personalized genetic risk for new GWAS individuals using results from
historical GWAS [Martin et al., 2019, Sugrue and Desikan, 2019, Torkamani et al., 2018].
One of the state-of-art methods for genetic risk prediction of human complex traits is
genome-wide polygenic risk score (PRS) [Purcell et al., 2009], which is a weighted sum
of millions of SNPs where each SNP is weighted by their estimated effect size from dis-
covery GWAS. As no need to access the personal DNA information of subjects in the
training set, PRS is computationally efficient and has widespread applications with more
than 3, 000 related publications in 2018 [Zhao and Zou, 2019]. Recent efforts have begun
to explore the clinical utility of PRS on human diseases, such as heart disease and breast
cancer [Khera et al., 2018, Mavaddat et al., 2019].
Though GWAS summary statistics have numerous applications, there is little rigor-
ous theoretical evaluation. Without sufficient understanding of their statistical proper-
ties, we risk drawing erroneous decisions on summary statistics database design and
construction. Most, if not all, of publicly shared GWAS summary statistics are marginal
effects generated from marginal screening. Let y be an n× 1 vector of continuous trait,
a linear polygenic structure between y and SNP data X is often assumed in GWAS (e.g.,
Jiang et al. [2016])
y = Xβ+ e =
p∑
i=1
xiβi + e =
m∑
i=1
xiβi + e,
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where X = (x1, · · · , xm, xm+1, · · · , xp) is an n × p SNP data matrix with population-
level correlation Σ among the p features, β = (β1, · · · , βm, βm+1, · · · , βp)T is a p × 1
vector of genetic effects such that (β1, · · · , βm)T are m unknown nonzero parameters,
and (βm+1, · · · , βp)T are zeros, and the n× 1 vector e represents independent non-genetic
random errors. The single SNP analysis in GWAS is given by
y = 1nµi + xiβi + e∗i (1)
for i = 1, · · · , p, which is a marginal screening approach similar to sure independence
screening [Fan and Lv, 2008]. Let β̂S = (β̂1S, · · · , β̂pS)T be the marginal screening ordi-
nary least squares (OLS) estimator of model (1), the marginal estimators are given by
β̂iS = (x
T
i xi)
−1xTi y, i = 1, · · · , p,
and thus β̂S = {Diag(XTX)}−1XTy is the form of nearly all shared GWAS summary
statistics for continuous traits, where Diag(A) is the diagonal of matrix A.
For human complex traits, the number of causal SNPs m is trait-specific and population-
specific, and it can be comparable with n, but is not necessarily p. An overwhelming
number of empirical evidence supports the polygenicity and pleiotropy of complex traits
(e.g., Martin et al. [2018], Sullivan and Geschwind [2019], Watanabe et al. [2019]), which
can be potentially explained by biological complexity and negative selection [O’Connor
et al., 2019]. Statistically, we may have a dense (sparsity free) signal model, while not
every feature has a nonzero effect on the outcome. This is different from the standard
settings in spare regression (e.g., Fan and Lv [2008], Feng and Zhang [2017], Guo et al.
[2019], Zhao and Yu [2006]), which often has sparsity restriction on m.
Motivated by GWAS applications, the goal of this paper is to evaluate the out-of-
sample and in-sample behaviors of high-dimensional marginal estimator β̂S in sparsity
free settings. As marginal estimator can be viewed as a ridge-type estimator with regular-
ization parameter increases to infinity [Fan and Lv, 2008], we investigate several popular
ridge-type estimators in an unifying framework and allow the regularization parame-
ter goes to zero or infinity. We first introduce the whole class of ridge-type estimators
studied in this paper.
1.1 The class of ridge-type estimators
In this section, we summarize the estimators investigated in our analysis and highlight
their natural connections.
1.1.1 Ridge, marginal, and ridge-less
For simplicity, suppose X have been column-standardized to have mean zero and vari-
ance one, then the marginal estimator can be asymptotically given by
β̂S = {Diag(XTX)}−1XTy = {Diag(Σ̂X)}−1 · n−1XTy = n−1XTy, (2)
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where Σ̂X = n−1XTX is the sample covariance matrix. The ridge-regularized estimator
[Hoerl and Kennard, 1970, Tikhonov, 1963] with regularization parameter λ is
β̂R(λ) =
(
XTX + λnIp
)−1XTy = (Σ̂X + λIp)−1β̂S, λ ∈ (0,∞). (3)
Here Σ̂X + λIp is a linear combination of Σ̂X and diagonal matrix λIp, and is called linear
shrinkage estimator of Σ [Ledoit and Wolf, 2004]. In equation (3), β̂R(λ) can be viewed
as the marginal estimator β̂S after “accounting for Σ” through this linear shrinkage es-
timator. When λ is large enough such that λIp can dominate Σ̂X, Σ̂X + λIp becomes
asymptotically a diagonal matrix. Thus, let β̂R(∞) = limλ→∞ β̂R(λ), as λ → ∞, we can
have
β̂R(∞) ∝ β̂S.
On the other hand, as λ → 0+ (from the right), we have the ridge-less least squares
estimator [Hastie et al., 2019]
β̂R(0+) = lim
λ→0+
β̂R(λ) =
(
XTX
)+XTy = Σ̂+X β̂S,
where A+ is the Moore-Penrose pseudoinverse of matrix A. When n > p and suppose X
has full column rank, β̂R(0+) reduces to the classic OLS estimator β̂O given by
β̂O = β̂R(0) =
(
XTX
)−1XTy = Σ̂−1X β̂S.
1.1.2 BLUP and BLUP-less
In addition, ridge estimators have natural connection with the following best linear un-
biased prediction (BLUP)
β̂B(τ) = XT
(
XXT + τpIn
)−1y, τ ∈ (0,∞).
BLUP is originally from linear mixed effects model (LMM) [Henderson, 1950, 1975] and
has been widely applied in genetics to tackle dense genetic effects (e.g., Yang et al. [2010]).
Similar to β̂R(0+), we can define the BLUP-less estimator β̂B(0+) by letting τ → 0
β̂B(0+) = lim
τ→0+
β̂B(τ) = XT
(
XXT
)+y.
When n < p and suppose X has full row rank, XT
(
XXT
)+ reduces to XT(XXT)−1,
which has been used for variable selection [Wang and Leng, 2016] and also has many
applications in genetics, such as OmicKriging [Wheeler et al., 2014]. It can be shown that
[Wang and Leng, 2016]
XT
(
XXT + τpIn
)−1y = (XTX + τpIp)−1XTy.
It follows that β̂B(τ) = β̂R(τω) and there is one-to-one correspondence between ridge
estimator and BLUP.
Similar to β̂S, all of the ridge-type conditional estimators β̂R(λ), β̂B(τ), β̂R(0+), β̂B(0+),
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and β̂O can be shared as GWAS summary-level data for following-up in-sample and out-
of-sample applications. However, their computational complexity can be totally different
in large training dataset with both n and p → ∞. Particularly, marginal estimator β̂S is
usually much less computationally expensive than conditional estimators. Thus, under-
standing their connections and differences are important to determine the “best” GWAS
summary-level data to share while considering the computation-accuracy trade-off. In
the rest of this paper, we analyze and compare these estimators in an unifying frame-
work. We name them the class of ridge-type estimators.
1.2 Overview of main results
Below we briefly summarize some phenomena we observed for high-dimensional dense
signal prediction and then provide some practical guidelines on GWAS applications.
• (Cross-validation free) The optimal regularizer λ∗ (or τ∗) for out-of-sample R2 is
independent of Σ and is solely determined by ω and the global signal strength h2
(i.e., the genetic heritability). Given consistent estimator of h2 [Jiang et al., 2016, Ma
and Dicker, 2019], optimal ridge-type estimator can be obtained without the need
for cross-validation in ridge estimator or BLUP.
• (Sparsity free) Given ω and h2, out-of-sample R2 depends on the eigenvalue dis-
tribution of Σ, but is independent of the unknown m. For example, Σ affects the
prediction accuracy of marginal estimator β̂S through the first three moments of its
eigenvalue distribution. Thus, the prediction accuracy of feature datasets can be
assessed and compared by their eigenvalue distributions, without the knowledge
of the sparsity of signals.
• (Is it important to select optimal λ?) The sensitivity of out-of-sample R2 to λ highly
depends on ω. λ plays an important role when n and p are similar (for example,
ω ≈ 1), in which β̂R(λ) with small λ may be over-fitted and have very poor out-
of-sample performance. Particularly, the out-of-sample R2 of β̂R(0+) can equal to
zero while its in-sample R2 can be one regardless of h2. In addition, model under-
fitting with large λ can be substantially suboptimal. However, as ω increases, β̂R(λ)
becomes near-optimal for any λ ∈ (0,∞). Therefore, selecting optimal λ for out-
of-sample prediction becomes less essential as feature dimensionality increases. In-
stead, computational efficiency might be more important and thus marginal esti-
mator becomes more favorable.
• (Goodness-of-fit) Compared to out-of-sample R2, in-sample R2 is much more sen-
sitive to λ. For example, the in-sample R2 of β̂R(λ) with small λ is usually larger
than h2 and can easily become one when ω > 1 regardless of h2. On the other
hand, the in-sample R2 of β̂S ∝ β̂R(∞) may be lower than h2 and can only equal
to one as ω → ∞. Thus, β̂R(λ) with different λ may differ a lot for their in-sample
goodness-of-fit, though their out-of-sample R2 can be very similar.
• (Meta-analysis/Distributed computation) Different from ridge-type conditional es-
timators [Dobriban and Sheng, 2019], marginal estimator β̂S can have zero predic-
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tion accuracy loss in distributed computation given optimal weights. This mainly
because β̂S has no need of calculating the inverse of sample covariance matrix.
Now we deliver some useful messages for GWAS applications.
• (Diverse populations) We provide analytic results on how the prediction accuracy
of GWAS summary statistics is related to the linkage disequilibrium (LD) struc-
ture ΣG of the SNP data. For example, we show that the out-of-sample R2 of β̂S
is determined by the first three moments of eigenvalues of ΣG. More generally the
out-of-sample R2 of β̂R(λ∗) is related to the Stieltjes transform. The LD structure is
known to be consistent within each population, but substantially different among
different populations. Following our results, we can calculate and compare the
population-specific prediction accuracy using some simple functions of eigenvalue
distribution.
• (Marginal summary statistics) Since ω remains large in most of current GWAS, we
provide statistical guarantees that marginal estimator is computation-accuracy effi-
cient in the sense that it can have near-optimal out-of-sample R2 and is much faster
than ridge-type conditional estimators. Moreover, the zero efficiency loss of β̂S in
meta-analysis is desirable for summary-level data sharing and assembling.
• (Comparable n and p) However, one should be aware that as n and p become more
comparable, or even n > p, β̂R(λ∗) (or β̂B(τ∗)) may have substantially better per-
formance than β̂S. As GWAS sample size increases dramatically in recent few years,
efficient estimation of β̂R(λ∗) (or β̂B(τ∗)) can become more important for out-of-
sample prediction in the near future. When n < p, one good alternative of marginal
estimator is the optimal BLUP estimator β̂B(τ∗) from LMM; and when n > p, the
optimal ridge estimator β̂R(λ∗) is a good choice. Again, τ∗ and λ∗ have one-to-one
correspondence and can both be directly estimated from the data without the need
for cross-validation.
1.3 Related work and novelty
The present work is related to literature on the studies of high-dimensional linear model
without sparsity assumption, most of which are on the asymptotic behavior of high-
dimensional ridge estimator, including Dicker [2013, 2016], Dobriban and Wager [2018],
El Karoui [2013, 2018], Hastie et al. [2019], Hsu et al. [2011] and Pluta et al. [2017]. For
example, Dicker [2013, 2016] studies dense signal ridge problems with Gaussian assump-
tion of data and allows general correlation structure Σ among predictors. Dobriban and
Wager [2018] study ridge estimator without Gaussian assumption and recently extend
their results to distributed computing problem [Dobriban and Sheng, 2019]. El Karoui
[2013, 2018] studies ridge estimator in robust regression. Motivated by interpolation in
machine learning, Hastie et al. [2019] analyze the ridge-less estimator by taking a limit on
regularization parameter λ. In addition, our results for ω ∈ (0, 1) are related to studies of
OLS estimator in moderate-dimensions [Guo and Cheng, 2018, Yang and Cheng, 2018].
Our analysis is also related to previous studies on high-dimensional LMM [Dicker
and Erdogdu, 2017, Jiang et al., 2016, Ma and Dicker, 2019, Steinsaltz et al., 2018], in
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which the authors mainly focus on the in-sample inference of LMM model parameters
(such as h2) and do not pay attention to BLUP and out-of-sample predictions. On the
other hand, BLUP has been a popular method in genetics and agriculture for a long time
[Robinson, 1991]. Thus, there are studies of BLUP in genetics community, sometimes
named genomic BLUP (gBLUP), such as de los Campos et al. [2013], Daetwyler et al.
[2010], Goddard [2009], Speed and Balding [2014], and some Bayesian or ridge alterna-
tives, such as Zhou et al. [2013] and Li et al. [2014].
This study is motivated by the increasing applications of high-dimensional GWAS
marginal estimator, especially in out-of-sample polygenic risk prediction. A few studies
(such as Chatterjee et al. [2013], Daetwyler et al. [2008], Dudbridge [2013], and Zhao and
Zou [2019]) have explored the prediction accuracy of GWAS summary statistics in the
special case Σ = Ip. To the best of our knowledge, there is no study on the behavior
of marginal estimator in dense high-dimensional settings with general Σ. In the present
work, we build our analysis on random matrix theory (RMT) and allow a arbitrary corre-
lation structure Σ among SNPs. Moreover, we link marginal estimator to ridge estimator
and BLUP, and study them in an unifying framework. Driven by read data applications,
we also generalize our results to cover cross-trait prediction and meta-analysis.
Different from most of previous studies on ridge-type estimators, we focus on R2 in-
stead of mean squared prediction error (MSE). R2 is between zero and one and can be
viewed as a normalized version of MSE. Different from MSE, R2 is invariant to linear
transformations of predictors, such as scaling and adding constants. This enables us to
quantify and compare the performance of different estimators in a unified manner. More
importantly, using R2 allows us to generalize our analysis to study cross-trait prediction
where the traits in training and testing data can be different. From a practical perspec-
tive, R2 and pseudo R2 are standard measures used in GWAS (and many other areas)
to evaluate the out-of-sample prediction performance and in-sample goodness-of-fit. As
shown in later sections, R2 can yield very intuitive asymptotic results when comparing
these estimators.
1.4 Outline and notation
This paper proceeds as follows. In Section 2, we introduce the detailed model setups and
assumptions for cross-trait prediction. In Section 3, we provide the results for marginal
estimator. Section 4 investigates the whole class of ridge-type estimators. Section 5 per-
forms simulation studies and real data analysis to numerically verify our asymptotic
results in finite samples. We discuss a few future topics in Section 6. Most of the special
case results, MSE analysis, and technical lemmas and details are provided in supplemen-
tary file.
We make use of the following notations frequently. tr(A) is the trace of matrix A,
Diag(A) is the diagonal of matrix A, A− is the inverse of matrix A, AT is the transpose
of matrix A, and A+ is the Moore-Penrose pseudoinverse of matrix A. → donates the
convergence of a series of real numbers, →p represents the in probability convergence
of a series of random variables, and→a.s. is the almost surely convergence of a series of
random variables. λi(A) is the ith eigenvalue of matrix A, I(·) is the indicator function,
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and ‖x‖2 = xTx = ∑pi=1 x2i is the squared l2 norm of p× 1 vector x, and ‖x‖2Σ = xTΣx
is the norm induced by Σ. In addition, o(1) and O(1) define the small o and big O, op(1)
and Op(1) define the small o and big O in probability, and c, C are some generic constant
numbers.
2 Modeling framework
In this section, we introduce the modeling framework, including the genetic architecture,
assumptions on SNP data and genetic effects.
2.1 Cross-trait prediction
Consider two independent GWAS that are conducted for two traits with the same p SNPs
(features):
(a). Training GWAS: (X, y), with X = [X(1),X(2)] ∈ Rn×p, X(1) ∈ Rn×mβ , and y ∈ Rn×1.
(b). Testing GWAS: (Z, yz), with Z = [Z(1),Z(2)] ∈ Rnz×p, Z(1) ∈ Rnz×mη , and yz ∈
Rnz×1.
Here y and yz are two continuous phenotypes measured in two independent groups
of individuals with sample sizes n and nz, respectively. The X(1) is an n × mβ ma-
trix of the SNP data with nonzero effects, and X(2) is an n × (p − mβ) matrix of the
null SNPs, resulting in an n × p matrix of all SNPs, donated by X = [X(1),X(2)] =
(x1, · · · , xmβ , xmβ+1, · · · , xp), where xi is an n× 1 vector of the SNP i, i = 1, · · · , p. Simi-
larly, Z(1) denotes the causal SNPs of yz and Z(2) donate the null SNPs. We allow y and
yz to be two different traits. That is, we consider a general cross-trait prediction prob-
lem, such as predicting cognitive ability by educational attainment [Lee et al., 2018] or
neuroimaging traits [Zhao et al., 2019], and treat same-trait prediction as a special case.
Thus, mβ and mη can be different numbers and X(1) and Z(1) correspond to two different
sets of causal SNPs in general. The linear polygenic models assume
y = X(1)β(1) + e and yz = Z(1)η(1) + ez, (4)
where βT(1) = (β1, · · · , βmβ)T and ηT(1) = (η1, · · · , ηmη )T are vectors of nonzero causal
SNP effects, and e and ez represent independent random error vectors. We let βT =(
βT(1), β
T
(2)
)
and ηT =
(
ηT(1), η
T
(2)
)
, in which elements in βT(2) = (βmβ+1, · · · , βp)T and ηT(2) =
(ηmη+1, · · · , ηp)T are all zeros. We model β(1) and η(1) as random variables [Dobriban and
Wager, 2018] and will introduce the detailed distribution assumptions in the following
section. The overall genetic heritability of y and yz are given by
h2β =
Var(Xβ)
Var(y)
=
βTXTXβ
βTXTXβ+ eTe
and h2η =
Var(Zη)
Var(yz)
=
ηTZTZη
ηTZTZη+ eTz ez
, (5)
which measure the proportion of variation in phenotype that can be explained by addi-
tive genetic factors. We assume h2β and h
2
η ∈ (0, 1].
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2.2 Model assumptions and definitions
Since mβ and mη can be different and the causal SNPs of different traits may partially
overlap, we let mβη ≤ min(mβ, mη) be the number of overlapping causal SNPs of y and
yz.
SNP data The assumptions on SNP data X and Z are summarized in Condition 1.
Condition 1. (a). SNP data satisfy X = X0Σ1/2, Z = Z0Σ1/2, and entries of X0 and Z0
are real-value i.i.d. random variables with mean zero, variance one and a finite 12th
order moment. Σ is a p× p population level deterministic positive definite matrix
with 0 < c ≤ λmin(Σ) ≤ λmax(Σ) ≤ C for all n, p and some constants c, C, where
λmin(Σ) and λmax(Σ) are the smallest and largest eigenvalues of Σ, respectively.
Σ1/2 is any nonnegative square root of Σ. For simplicity, we assume Σii = 1, i =
1, · · · , p, or equivalently, X and Z have been column-standardized. In summary, Σ
is assumed to be a correlation matrix with uniformly bounded eigenvalues.
(b). As min(n, nz, mβη)→ ∞, we assume
mβ/n→ γ, mη/nz → γz, for γ,γz ∈ (0,∞);
p/n→ ω, p/nz → ωz, for ω,ωz ∈ (0,∞); and
mβη/
√
mβmη → κβη , for κβη ∈ (0, 1].
(c). For the p × p population level correlation matrix Σ, we define its empirical spec-
tral distribution (ESD) as FΣp (x) = p−1 ·
∑p
i=1 I(λi(Σ) ≤ x), x ∈ R. As p → ∞,
let {Σp}p>1 be a sequence of matrices, we assume the sequence of corresponding
ESDs {FΣp (x)}p>1 converges weakly to a limit probability distribution H(x), x ∈ R,
named the limiting spectral distribution (LSD) of Σ.
Conditions 1 (a). and 1 (c). are frequently used in high-dimensional data analysis [Do-
briban and Wager, 2018, Hastie et al., 2019, Ledoit and Pe´che´, 2011]. In modern GWAS,
the number of the SNPs p in Condition 1 (b). is usually in millions [Tam et al., 2019],
and the current training GWAS simple size n is often smaller or substantially smaller
than p [Watanabe et al., 2019]. The genetics community has striven to increase the GWAS
sample size in recent years, and for a few traits the sample size has been larger than one
million (e.g., Lee et al. [2018]). With these great efforts, the ω is decreasing from a large
number towards one for many traits.
Genetic effects and random errors Let F(0, V) represent a generic distribution with
mean zero, (co)variance V, and finite fourth order moments. We introduce the following
condition on genetic effects β(1) and η(1) and random error vectors e and ez.
Condition 2. We assume the distributions of β and η are independent of Σ. Moreover,
nonzero elements βi and ηj are independent random variables satisfying
βi ∼ F(0, σ2β/p), i = 1, ..., mβ; ηj ∼ F(0, σ2η/p), j = 1, ..., mη .
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The mβη overlapping nonzero effects (βk, ηk)s of (y,yz) satisfy(
βk
ηk
)
∼ F
[(
0
0
)
, p−1 ·
(
σ2β σβη
σβη σ
2
η
)]
,
where σβη = ρβη · σβση . And ei and ezj are independent random variables satisfying
ei ∼ F(0, σ2e ), i = 1, ..., n; ezj ∼ F(0, σ2ez), j = 1, ..., nz.
Genetic correlation and heritability Given the above assumptions, we define the
genetic correlation between y and yz as
ϕβη =
βTΣη
‖β‖Σ · ‖η‖Σ · I(‖β‖Σ · ‖η‖Σ > 0),
and we assume ϕβη ∈ [−1, 1]. Following Conditions 1 and 2, as min(n, nz, mβη) → ∞,
the genetic correlation between y and yz is asymptotically given by
ϕβη =
mβησβηtr(Σ)/p2
{mβσ2βtr(Σ)/p2}1/2{mησ2η tr(Σ)/p2}1/2
= κβη · ρβη + op(1).
Similarly, the heritability h2β and h
2
η defined in equation (5) can be asymptotically repre-
sented as
h2β =
‖β‖Σ
‖β‖Σ + σ2e
=
mβσ2βtr(Σ)/p
2
mβσ2βtr(Σ)/p
2 + σ2e
and h2η =
‖η‖Σ
‖η‖Σ + σ2ez
=
mησ2η tr(Σ)/p2
mησ2η tr(Σ)/p2 + σ2ez
.
With Σii = 1, i = 1, · · · , p, we have tr(Σ)/p = 1, and thus we have the same definitions
of h2β and h
2
η as those in Jiang et al. [2016] and Guo et al. [2019] for the special case Σ = Ip.
Our theoretical analysis of large-scale GWAS below is based on classic random matrix
theory (e.g., Bai and Silverstein [2010], Paul and Aue [2014], Yao et al. [2015]), and some
recent advances of trace functionals (e.g., Dobriban and Wager [2018], Hastie et al. [2019],
Ledoit and Pe´che´ [2011], Wang et al. [2015]). We introduce some useful RMT results and
our lemmas in Section 7.1 of supplementary file.
3 Marginal estimator
Let β̂ be a generic p× 1 estimator of β, the out-of-sample predictor and in-sample estima-
tion are given by ŜZ = Zβ̂ and ŜX = X β̂, respectively. The out-of-sample and in-sample
R2 are respectively defined as A2 and E2, where
A =
yTz ŜZ∥∥yz∥∥ · ∥∥ŜZ∥∥ and E = y
T ŜX∥∥y∥∥ · ∥∥ŜX∥∥ . (6)
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In this section, we present the results of A2 and E2 for marginal estimator β̂S, donated as
A2S and E
2
S, respectively.
3.1 Asymptotic limits
The asymptotic limits of A2S and E
2
S are given in the following theorem.
Theorem 1. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη , p)→
∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have
A2S = h
2
ηϕ
2
βη ·
n{tr(Σ̂XΣ̂Z)}2 · h2β
ntr(Σ̂Z)tr(Σ̂XΣ̂ZΣ̂X) · h2β + tr(Σ̂Z)tr(Σ̂X)tr(Σ̂ZΣ̂X) · (1− h2β)
+ op(1)
= h2ηϕ
2
βη ·
{ b3(Σ)
b2(Σ)2
+
ω
b2(Σ)
· 1
h2β
}−1
+ op(1),
and
E2S =
{ntr(Σ̂2X) · h2β + tr(Σ̂X)2 · (1− h2β)}2
n2tr(Σ̂X)tr(Σ̂3X) · h2β + ntr(Σ̂X)2tr(Σ̂2X) · (1− h2β)
+ op(1)
=
{b2(Σ) · h2β +ω}2
{b2(Σ) · h2β +ω}2 + b2(Σ)ω+ {b3(Σ)− b2(Σ)2 · h2β} · h2β
+ op(1).
For Σ = Ip, we have bk(Σ) = 1 for any positive integral k, it follows that
A2S = h
2
ηϕ
2
βη ·
h2β
h2β +ω
+ op(1) and E2S =
(h2β +ω)
2
(h2β +ω)
2 +ω+ h2β(1− h2β)
+ op(1). (7)
Here h2ηϕ2βη represents the signal strength, which is the ultimate upper bound for out-
of-sample prediction. Equation (7) indicates that A2S is linearly decayed by the nonzero
ω when Σ = Ip. It is also easy to see that A2S and E
2
S are the same if ω = 0 and ϕβη = 1,
but are quite different given nonzero ω. This represents the difference between low and
high-dimensions. Next remark further illustrates that Σ has bidirectional effects on A2S
when ω > 0.
Remark 1. (Bidirectional influences of feature-wise correlation) For general correlation
Σ 6= Ip, A2S depends on the first three moments of the LSD H(t) of Σ through the two
terms b2(Σ)2/b3(Σ) and ω/b2(Σ). Note that for general Σ 6= Ip, b3(Σ) > b2(Σ)2 and
b2(Σ) > 1 by Cauchy–Schwarz inequality. In classic linear model theory where p is
fixed, or ω = 0, we have A2S = h
2
ηϕ
2
βη · b2(Σ)2/b3(Σ). Thus, A2S is reduced by a factor
b2(Σ)2/b3(Σ) due to the unadjusted feature-wise correlation. On the other hand, when
ω > 0, further decay of A2S is introduced by the nonzero term ω/b2(Σ). Thanks to the
fact that b2(Σ) > 1, correlation among features can delay such decay. This makes sense,
because correlation among p features can be viewed as a reduction of signal dispersion
in high-dimensions. Together, there is a transition point for whether or not feature-wise
correlation can help achieve higher prediction accuracy in high-dimensions. Formally,
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we can define the prediction relative efficiency (PRE) for Σ 6= Ip to quantify the bidirectional
effects of Σ on A2S and identify the transition point. Let δS(Σ) = A
2
S(Σ)/A
2
S(Ip), we have
δS(Σ) =
h2β +ω
h2β · b3(Σ)b2(Σ)2 +ω ·
1
b2(Σ)
+ op(1),
and it follows that
δS(Σ)
>
=
<
1+ op(1) if ω
>
=
<
h2β ·
b3(Σ)− b2(Σ)2
b2(Σ)2 − b2(Σ) .
Remark 2. (In-sample v.s. out-of-sample) For the optimal case where h2β = h
2
η = ϕ
2
βη = 1,
i.e., predicting fully heritable traits with absolute genetic correlation one, we have
A2S =
{
tr(Σ̂XΣ̂Z)
}2
tr(Σ̂Z)tr(Σ̂ZΣ̂2X)
+ op(1) and E2S =
{
tr(Σ̂2X)
}2
tr(Σ̂X)tr(Σ̂3X)
+ op(1).
This optimal case reveals more insights into the difference between in-sample and out-of-
sample R2, and the difference between low- and high-dimensions. We note that tr(Σ̂X) =
tr(Σ̂Z) = tr(Σ), and tr(Σ̂XΣ̂Z) = tr(Σ2). That is, trace of sample covariance is always the
same as the trace of population covariance, and similar result holds for the product of two
independent sample covariances. However, by Lemma 3 in Section 7.1 of supplementary
file, such concordance no longer holds for the trace of higher order products in high-
dimensions with nonzero ω. Specifically, we have tr(Σ̂2X) = tr(Σ
2) + ωtr(Σ)2, tr(Σ̂3X) =
tr(Σ3) + 3ωtr(Σ)tr(Σ2) +ω2tr(Σ)3, and tr(Σ̂ZΣ̂2X) = tr(ΣΣ̂
2
X) = tr(Σ
3) + n−1tr(Σ)tr(Σ2).
Therefore, we have
A2S =
{
tr(Σ2)
}2
tr(Σ) · {tr(Σ3) + n−1tr(Σ)tr(Σ2) + op(1)} + op(1)
and
E2S =
{
tr(Σ2) +ωtr(Σ)2
}2
tr(Σ) · {tr(Σ3) + 3ωtr(Σ)tr(Σ2) +ω2tr(Σ)3} + op(1).
It is clear that in-sample and out-of-sample R2 are completely different and both can be
much less than one given nonzero ω.
In summary, the asymptotic performance of marginal estimator is solely determined
by heritability, genetic correlation, ω, and the first three moments of H(t). These param-
eters are independent from the unknown number m. Such properties enable us to easily
evaluate the prediction accuracy of given SNP dataset. In addition, the PRE measures
the influence of Σ on A2S, which can also be used to compare the prediction accuracy
among different structures of feature-wise correlation. In next section, we illustrate how
to apply the Theorem 1 to estimate A2S in GWAS applications.
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3.2 Prediction accuracy estimation and comparison
In GWAS, different global populations (e.g., African, Latino, East Asian) have different
SNP correlation structure Σ, and Σ is known to be largely consistent within each pop-
ulation [Gurdasani et al., 2019]. Thus, given the same ω and h2η , h2β, ϕ
2
βη , the prediction
accuracy of GWAS data varies across different populations. To evaluate and compare
the prediction accuracy of GWAS data in diverse populations, we need to study the LSD
H(x) of Σ. Here we discuss two approaches to evaluate the prediction accuracy A2S for
each global population.
Asymptotic estimator (External reference panel) The asymptotic estimator is based
on the asymptotic limits. It is clear that we only need to estimate the first three mo-
ments b1(Σ), b2(Σ), b3(Σ) of H(t), which have known relationships with b1(Σ̂), b2(Σ̂),
b3(Σ̂) according to Lemma 3. Therefore, we can estimate bk(Σ̂) from SNP data then
obatin bk(Σ), for k = 1, 2, 3. In practice, this can be done using external data in pub-
licly available LD reference panels [Tam et al., 2019], such as the 1000 Genomes Project
[1000-Genomes-Project-Consortium., 2015]. Let the reference data be W ∈ Rnw×p, and let
Σ̂W = n−1w WTW , then bk(Σ̂W) = p−1tr(Σ̂kW) = p
−1∑p
i=1 λi(Σ̂W)
k, k = 1, 2, 3. Thus, all
we need are the eigenvalues of Σ̂W , λi(Σ̂W), i = 1, · · · , p. When nw < p, we may instead
focus on the n× n companion matrix Φ̂W = n−1w WWT to obtain these moments.
Empirical estimator (Individual-level data) When SNP data X and Z are available,
one can also directly estimate the prediction accuracy by evaluating the four traces tr(Σ̂X),
tr(Σ̂Z), tr(Σ̂XΣ̂Z), and tr(Σ̂2XΣ̂Z). Since tr(Σ̂X) = tr(Σ̂Z) = p, we only need to estimate
tr(Σ̂XΣ̂Z) and tr(Σ̂2XΣ̂Z). Estimating Σ̂X and Σ̂Z can be computationally expensive when
both n and p are large. However, some tools have been developed to tackle this challenge
[Das et al., 2016, Quick et al., 2018]. Moreover, we may need to additionally account for
the population stratification when population substructures exist [Sun and Lin, 2017].
One common solution is to remove the top few “outlier” eigenvalues, which often rep-
resent population substructures if any, since the population substructures are usually
much stronger than the local SNP correlations.
To estimate the prediction accuracy for a specific pair of traits y and yz, we also need
to estimate h2β, h
2
η and ϕβη . Various estimators of these parameters have been proposed
in GWAS context, we provide a brief review and discussion of these estimators in Sec-
tion 7.2 of supplementary file. Next, we discuss two more potential usages of the predic-
tion accuracy results.
Diverse populations Based on these estimators, one can compare the prediction ac-
curacy among diverse populations using their PREs. For example, suppose population 1
has Σ1 and population 2 has Σ2, then their relative prediction accuracy can be written by
the ratio of their PREs
δS(Σ1)
δS(Σ2)
=
h2β · b3(Σ2)b2(Σ2)2 +ω ·
1
b2(Σ2)
h2β · b3(Σ1)b2(Σ1)2 +ω ·
1
b2(Σ1)
+ op(1).
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Fig. 1: Out-of-sample R-squared A2R(λ) of ridge-type estimators given
different λ and heritability when Σ = Ip. λ∗ is the optimal λ value, 0+
corresponds to the case λ → 0+, and +∞ represents λ → +∞. We set
ϕβη = 1, h2β = h
2
η = (0.5, 0.8) in A and B, respectively.
It is clear that when ω is much larger than h2β and b3(Σ) is comparable to b2(Σ)
2, b2(Σ)
plays an important role in the relative prediction accuracy.
LD-based pruning In practice, it is quite common to first perform LD-based pruning
with predefined threshold to remove highly related SNPs (e.g., remove one of a pair of
SNPs that have correlation larger than the threshold) before out-of-sample prediction.
The choice of the predefined threshold is often arbitrary. Using Theorem 1, it is possible
to input a series of thresholds, estimate the corresponding prediction accuracies, and
then make a decision about the “optimal” threshold for SNP pruning.
3.3 Meta-analysis of marginal estimator
Suppose there are k independent GWAS (Xi, yi), i = 1, · · · , k, on the same trait with
genetic effects β, we have the following results when aggregating the summary statistics
β̂1, · · · , β̂k from the k studies.
Theorem 2. Under polygenic model (4) and Conditions 1 and 2, suppose we have in-
dependent GWAS (Xi, yi), with sample sizes (ni, · · · , nk) and p SNPs, i = 1, · · · , k,
k ∈ (0,∞), let B̂ = (β̂T1 , · · · , β̂Tk ) be the p × k matrix of marginal estimators from the
k GWAS. Let d = (di, · · · , dk)T be an k× 1 vector of weights, and let B̂(d) = B̂d be the
aggregated summary statistics. As min(n1,· · · , nk, nz, mβη , p) → ∞, for any ω ∈ (0,∞),
h2β, h
2
η ∈ (0, 1], ϕβη ∈ [−1, 1], d, and Σ, we have
A2S(d) = h
2
ηϕ
2
βη ·
{ b3(Σ)
b2(Σ)2
+
∑k
i=1 d
2
i /ni
(
∑k
i=1 di)2
· p
b2(Σ)h2β
}−1
+ op(1).
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For d ≡ d∗ = (ni, · · · , nk)T, we have
A2S(d
∗) = h2ηϕ2βη ·
{ b3(Σ)
b2(Σ)2
+
ω˜k
h2β
· 1
b2(Σ)
}−1
+ op(1),
where ω˜k = p/
∑k
i=1 ni. A
2
S(d
∗) is the same as the out-of-sample R2 for one single GWAS
with sample size
∑k
i=1 ni. Particularly, when Σ = Ip, we have
A2S(d
∗) = h2ηϕ2βη ·
h2β
h2β + ω˜k
+ op(1).
Theorem 2 shows that marginal screening has no prediction accuracy loss in dis-
tributed computation followed by meta-analysis with weights d∗. Thus, aggregating
summary statistics from independent training GWAS has the same asymptotic predic-
tion accuracy as one big GWAS that trains all the individual-level data together. This is
a favorable property of high-dimensional marginal estimator. It is known that both OLS
[Dobriban and Sheng, 2018] and ridge [Dobriban and Sheng, 2019] estimators may have
prediction accuracy loss in high-dimensional distributed computation. Similar results
also hold for in-sample R2. For example, when d = d∗, we have
E2S(d
∗) =
{b2(Σ) · h2β + ω˜k}2
{b2(Σ) · h2β + ω˜k}2 + b2(Σ)ω˜k + {b3(Σ)− b2(Σ)2 · h2β} · h2β
+ op(1).
And for Σ = Ip, we further have
E2S(d
∗) =
(h2β + ω˜k)
2
(h2β + ω˜k)
2 + ω˜k + h2β(1− h2β)
· {1+ op(1)}.
4 The class of ridge-type estimators
In this section, we present the results for the following ridge-type conditional estima-
tors:
{
β̂R(λ), β̂B(τ), β̂R(0+), β̂B(0+), β̂O
}
. We define their out-of-sample R2 as
{
A2R(λ),
A2B(τ), A
2
R(0
+), A2B(0
+), A2O
}
, and in-sample R2 as
{
E2R(λ), E
2
B(τ), E
2
R(0
+), E2B(0
+), E2O
}
.
4.1 Out-of-sample R-squared
We have the following results on
{
A2R(λ), A
2
B(τ), A
2
R(0
+), A2B(0
+), A2O
}
.
Theorem 3. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη , p)→
∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have
A2R(λ) = A
2
B(λ/ω)
= h2ηϕ
2
βη ·
[
1+ λω{1− 1λv(−λ)}
]2 · h2β[
1+ λω
{
2− 1
λv(−λ) − v
′ (−λ)
v(−λ)2
}] · h2β + { v′ (−λ)v(−λ)2 − 1} · (1− h2β) + op(1),
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and
A2R(0
+) = A2B(0
+) = h2ηϕ
2
βη ·
{
1− 1v(0+)ω
}2 · h2β{
1− 1v(0+)ω
} · h2β + { v′ (0+)v(0+)2 − 1} · (1− h2β) + op(1),
where v(0+) = limλ→0+ v(−λ) and v′(0+) = limλ→0+ v′(−λ). A2R(0+) reduces to A2O if
ω < 1, which is given by
A2O = h
2
ηϕ
2
βη ·
{
1+
1− h2β
h2β
· ω
1−ω
}−1
+ op(1).
If h2β ∈ (0, 1), A2R(λ) is maximized at λ = λ∗ ≡ ω · (1− h2β)/h2β, and the optimal out-of-
sample R2 is given by
A2R(λ
∗) = A2B(λ
∗/ω) = h2ηϕ2βη ·
{ 1
h2β
− 1
v(−λ∗)ω
}
+ op(1).
If h2β = 1, i.e., y is a fully heritable trait, the optimal out-of-sample R
2 is obtained as
λ→ 0+, and we have
A2R(0
+) = A2B(0
+) =
{
h2ηϕ2βη + op(1), if ω < 1;
h2ηϕ2βη ·
{
1− 1v(0+)ω
}
+ op(1), if ω > 1.
Theorem 3 shows that A2O is invariant to Σ and always has closed-form expression.
For other estimators, due to the linear shrinkage induced by nonzero λ, Σ still has influ-
ence on A2 through the limits of Stieltjes transform v(−λ) and its first order derivative
v
′
(−λ). When λ = λ∗, v′(−λ) cancels out and thus the optimal out-of-sample R2 de-
pends on Σ only through v(−λ). Let STN(h2β) = h2β/(1− h2β) be the signal to noise ratio,
λ∗ can be rewritten as
λ∗ = ω/STN(h2β).
Thus, in linear shrinkage estimator Σ̂X + λIp, the optimal weight for Ip is proportional
to ω and inversely proportional to the signal to noise ratio, matching previous results on
MSE [Dobriban and Wager, 2018].
When Σ = Ip, the closed-form expressions for v(−λ) and v′(−λ) are available, and
thus we have closed-form expressions for
{
A2R(λ), A
2
B(τ), A
2
R(0
+), A2B(0
+), A2O
}
, which
are given in the following corollary.
Corollary 1. Under the same conditions as in Theorem 3, when Σ = Ip, we have
A2R(λ) = A
2
B(λ/ω) = h
2
ηϕ
2
βη · {
1− λg(−λ)}2 · h2β{
1− 2λg(−λ) + λ2g′(−λ)} · h2β + {ωg(−λ)−ωλg′(−λ)} · (1− h2β) + op(1),
where closed-form expressions of g(·) and g′(·) can be found in equations (8) and (9). In
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Fig. 2: Out-of-sample R-squared of optimal ridge/BLUP estimators
(A2R(λ
∗) = A2B(λ
∗/ω)), ridge/BLUP-less estimators (A2R(0
+) = A2B(0
+)),
and marginal estimator (A2S) when Σ = Ip. We set ϕβη = 1, h
2
β = h
2
η =
(0.5, 0.8) in A and B, respectively. The dash line represents the upper limit
(n/p) · h2β.
addition,
A2R(0
+) = A2B(0
+) = h2ηϕ
2
βη ·
{ 1+ω−|ω−1|
2ω
}2 · h2β
1+ω−|ω−1|
2ω · h2β + ω+1−|ω−1|2|ω−1| · (1− h2β)
+ op(1)
=

h2ηϕ2βη ·
h2β
h2β+
ω
1−ω ·(1−h2β)
+ op(1), if ω < 1;
h2ηϕ2βη ·
h2β
h2β·ω+ ω
2
ω−1 ·(1−h2β)
+ op(1), if ω > 1.
If h2β ∈ (0, 1), A2R(λ) is maximized at λ∗, and the optimal out-of-sample R2 is given by
A2R(λ
∗) = A2B(λ
∗/ω) = h2ηϕ2βη ·
{
1− λ∗g(−λ∗)}+ op(1)
= h2ηϕ
2
βη ·
ω+ h2β −
√
(ω− h2β)2 + 4ωh2β(1− h2β)
2ωh2β
+ op(1).
If h2β = 1, the optimal A
2
R(λ) is obtained as λ→ 0+, and we have
A2R(0
+) = A2B(0
+) = h2ηϕ
2
βη ·
ω+ 1− |ω− 1|
2ω
+ op(1) =
{
h2ηϕ2βη + op(1), if ω < 1;
h2ηϕ2βη · 1ω + op(1), if ω > 1.
In Corollaries S1 and S2 of supplementary file, we quantify the relative prediction
accuracy between marginal estimator and the optimal ridge estimator in closed-form
expressions for the special case Σ = Ip. The following remarks provide more insights
into high-dimensional dense signal prediction.
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Remark 3. (Optimal regularizer and prediction accuracy) The optimal values λ∗ and τ∗
for out-of-sample R2 (when h2β ∈ (0, 1)) are functions of h2β and ω, and are independnet of
all other parameters including Σ. Since ω is known and consistent estimator of h2β is avail-
able, in practice cross-validation techniques are not required to obtain optimal regulariz-
ers for ridge estimator or BLUP. Moreover, A2R(λ
∗) can be estimated by additionally cal-
culating sFn(λ
∗), which is a consistent estimator of v(−λ∗,Σ). To quantify the influence
of Σ on A2R(λ
∗), we can define the PRE for Σ 6= Ip as δR(λ∗,Σ) = A2R(λ∗,Σ)/A2R(λ∗, Ip),
and then
δR(λ
∗,Σ) =
ω+ h2β −
√
(ω− h2β)2 + 4ωh2β(1− h2β)
2ω− 2h2β/v(−λ∗,Σ)
+ op(1).
Remark 4. (Over-and-under fitting) Figure 1 and Supplementary Figure 1 display A2R(λ)
across different λ, ω, and h2. It is clear that A2R(λ) is near-optimal for any λ when ω is big
(e.g., ω > 5), especially when h2 is not high. In contrast, when ω ≈ 1, model over-fitting
with small λ should be avoided and model under-fitting with large λ can be substantially
suboptimal. Notably, A2R(0
+) can become surprisingly small. For ω > 1, A2R(0
+) is not
a monotone function of ω, and the optimal value is achieved at ω = 1+
√
1− h2β. When
ω decreases from 1+
√
1− h2β towards 1, A2R(0+) reduces dramatically.
Remark 5. (Blessing of dimensionality) When ω is large, A2R(λ) has almost identical per-
formance for all λ. Particularly, the out-of-sample R2 of β̂S is similar to that of β̂R(λ∗),
then β̂S can be a good choice for out-of-sample applications because it is much more
computationally efficient than β̂R(λ∗). High dimensionality indeed reduces the required
computational burden to obtain good prediction performance, which is quite counterin-
tuitive.
Remark 6. (Curse of dimensionality) On the other hand, the upper limit of the predic-
tion accuracy of all ridge-type estimators might be not satisfactory when ω is large. For
example, when Σ = Ip, consider the optimal case where h2η = h2β = ϕ
2
βη = 1, the asymp-
totic optimal out-of-sample R2 of ridge-type estimators is one for n > p. However, when
n < p, the out-of-sample R2 has a upper bound of n/p = 1/ω, which can be viewed
as the ratio of sample size and model complexity. These results reveal the fundamental
challenge in high-dimensional dense signal prediction. In addition, 1/ω can hardly be
achieved in practical situations if any. To see this, consider h2η = h2β ∈ (0, 1) and ϕ2βη = 1,
we can rewrite the optimal out-of-sample R2 as
A2R(λ
∗) = A2B(λ
∗/ω) =
p + nh2β − |p− nh2β| ·
√
1+ ∆
2p
+ op(1),
where ∆ = 4h2β(1− h2β)/(ω1/2 − ω−1/2h2β)2 > 0. Note that ∆ ≈ 0 only for large ω and
h2β ≈ 1. Then A2R(λ∗) is close to the upper bound n/p · h2β only when ω is large for
highly heritable traits prediction (Figure 2 and Supplementary Figure 2). For general Σ,
similar to the case of marginal estimator, feature-wise correlation can delay the negative
influences of growing dimensionality, but the general pattern remains the same.
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Remark 7. [Unboundedness of tr{(XTX)−1}] β̂R(λ∗) has better out-of-sample R2 than
β̂O for ω ∈ (0, 1). As shown in Figure 2, when ω is close to zero, β̂R(λ∗) and β̂O are close
to each other, which matches the classic results in linear models. However, as ω moves
towards one, the performance of β̂O is much worse than β̂R(λ∗). One way to explain this
surprising behavior of β̂O is that tr{(XTX)−1} can become very large when ω → 1−. To
see this, when ω < 1, note that
A2O = A
2
R(0) = h
2
ηϕ
2
βη ·
h2β
h2β + tr{(XTX)−1} · (1− h2β)
+ op(1).
In Gaussian case, (XTX)−1 follows the inverse Wishart distribution and the mean of
tr{(XTX)−1} is ω/(1 − ω − 1/n), which can be large as ω → 1− [Guo and Cheng,
2018]. Without the need for Gaussianity, Hastie et al. [2019] show that tr{(XTX)−1} =
limλ→0+ ωg(−λ) = ω/(1− ω). Then, a tiny small nonzero error term 1− h2β can ruin
the out-of-sample performance of OLS estimator (and also ridge-less/BLUP-less esti-
mators) when ω is close to one. Ridge estimator β̂R(λ) avoids the unboundedness of
tr{(XTX)−1} by introducing a nonzero shrinkage term λ. In marginal estimator β̂S, the
estimator of (XTX)−1 is simply {Diag(XTX)}−1, which can be viewed as an extreme
case of banded covariance estimator [Bickel and Levina, 2008] with zero bandwidth.
Thus, β̂S can avoid the issue of tr{(XTX)−1}. However, the price is that β̂S may have
larger squared bias. See Section 7.4 of supplementary file for more details, in which we
illustrate the bias-variance decomposition using mean squared prediction errors of these
estimators.
4.2 In-sample R-squared
In this section, we present the results for in-sample R2, which measures the goodness-
of-fit and is related to the performance of many in-sample applications of GWAS sum-
mary statistics (e.g., Barbeira et al. [2018]). In-sample R2 has completely different pattern
compared to out-of-sample R2. The asymptotic results are summarized in the following
theorem.
Theorem 4. Under polygenic model (4) and Conditions 1 and 2, as min(n, mβ, p) → ∞,
for any ω ∈ (0,∞), h2β ∈ (0, 1] and Σ, we have
E2R(λ) = E
2
B(λ/ω)
=
[
h2β ·
{
1− λ+ λ2g(−λ)}+ (1− h2β) ·ω{1− λg(−λ)}]2
h2β ·
{
1− 2λ+ 3λ2g(−λ)− λ3g′(−λ)}+ (1− h2β) ·ω{1− 2λ+ λ2g′(−λ)} + op(1).
E2R(λ) is maximized as λ→ 0+, and we have
E2R(0
+) = E2B(0
+) =
{
h2β + (1− h2β) ·
ω+ 1− |ω− 1|
2
}
+ op(1) =
{
E2O, if ω < 1;
1+ op(1), if ω > 1,
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Fig. 3: In-sample R-squared of ridge/BLUP-less estimators (E2R(0
+) =
E2B(0
+)), optimal (out-of-sample) ridge/BLUP estimators (E2R(λ
∗) =
E2B(λ
∗/ω)), and marginal estimator (E2S) when Σ = Ip. We set h
2
β =
(0.5, 0.8) in A and B, respectively.
where E2O =
{
h2β + (1− h2β) ·ω
}
+ op(1). In addition, we have
E2R(λ
∗) =
h2β
1− λ∗ + λ∗2g(−λ∗) + op(1).
When Σ = Ip, the closed-form expression of E2R(λ
∗) is given by
E2R(λ
∗) =
2h6β
(1− h2β) ·
{√
(ω− h2β)2 + 4ωh2β(1− h2β)−ω
}
+ h2β · (3h2β − 1)
+ op(1).
The optimal in-sample R-squared E2R(0
+) ≥ h2β for any h2β ∈ (0, 1] and is a linear
function of ω ∈ (0, 1) (Figure 3 and Supplementary Figure 3). The term (1− h2β) · ω in
E2O represents the degree of model over-fitting due to spurious correlations [Fan et al.,
2012, 2018]. For ω > 1, the limit of E2R(0
+) is one, which indicates that the ridge-less
estimator can have zero training error for y given any h2β ∈ (0, 1]. On the other hand,
E2S may not be a monotone fuction of ω. When h
2
β ∈ (0, 0.5], E2S increases with ω. When
h2β ∈ (0.5, 1], interestingly, E2S decreases first as ω increases and can become much smaller
than h2β. More results of in-sample R
2 can be found in Corollary S3 of supplementary file.
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Fig. 4: Out-of-sample R-squared of different estimators for indepen-
dent features. Marginal: β̂S; Marginal-meta: meta-analyzed β̂S; Ridge-
Optimal: β̂R(λ∗); Ridge-Over1: β̂R(nλ∗); Ridge-Over2: β̂R(n2λ∗); Ridge-
Under1: β̂R(λ∗/n); Ridge-Under2: β̂R(λ∗/n2); We set n = 2000, and ω =
1.05 and 4 in A and B, respectively. The dash lines represent the asymp-
totic limits of ridge (red) and marginal (green) estimators.
5 Numerical results
5.1 Simulation
We first numerically evaluate our theoretical results with n = 2000, and ω = 1.05, 2, 4
and 8. Each entry of X and Z is independently generated from N(0, 1/p), and the ratio
m/p is set to be 0.8. We simulate a trait with heritability 0.8 from model (4), and pre-
dict the same trait in the testing data (i.e., h2β = h
2
η = 0.8, ϕβη = 1, β(1) = η(1)). The
nonzero genetic effects β(1) and entries of e and ez are generated from Normal distribu-
tion according to Condition 2. We evaluate the following estimators: 1) marginal esti-
mator defined in model (2) (Marginal); 2) a meta-analyzed version of marginal estimator
with weights equal to sample sizes (400 and 1600, respectively; Marginal-meta); 3) ridge
estimator defined in model (3) with optimal regularizer λ∗ (Ridge-Optimal); 3) ridge es-
timator with nλ∗ (Ridge-Over1); 4) ridge estimator with n2λ∗ (Ridge-Over2); 5) ridge
estimator with λ∗/n (Ridge-Under1); and 6) ridge estimator with λ∗/n2 (Ridge-Under2).
In addition, we examine three other methods in our settings, including Lasso [Tibshirani,
1996], Elastic-Net [Zou and Hastie, 2005], and support vector machines (SVM) [Cortes
and Vapnik, 1995]. A total of 100 replicates is conducted, and we calculate the in-sample
and out-of-sample R-squared (A2 and E2) defined in equation (6). The results are sum-
marized in Figure 4 and Supplementary Figures 5 - 6. As expected, the finite sample per-
formance of marginal and ridge estimators supports our asymptotic results. For exam-
ple, when ω = 1.05, the optimal ridge estimator clearly outperforms marginal estimator,
and marginal estimator has similar R2 to ridge estimator with large λ (Figure 4). Ridge
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Fig. 5: Out-of-sample R-squared of different methods for features with
block-diagonal correlation structure. See Figure 4 for figure notations. We
set n = 2000, and ω = 1.05 and 8 in A and B, respectively. The dash
lines represent the asymptotic limits of ridge (red) and marginal (green)
estimators.
estimator with small λ performs poorly for ω = 1.05. However, when ω becomes 4,
marginal estimator and all ridge estimators have similar R2. In addition, meta-analyzed
marginal estimator shows no decay of prediction accuracy. Lasso and Elastic-Net have
poor performances for both A2 and E2 as ω becomes large, and SVM shows similar pat-
tern to ridge estimators (Supplementary Figures 5- 6). We also observe that the in-sample
R2 has smaller variance compared to out-of-sample R2.
To mimic the LD structure of SNP data, we also construct Σ with a block-diagonal
structure (block size = 20). Features within the block have pair-wise correlation ρb = 0.8,
and features belong to different blocks are independent. Other settings are exactly the
same as in Σ = Ip. The results are shown in Figure 5 and Supplementary Figures 7 - 8.
Again, the performance of marginal and ridge estimators matches our theoretical lim-
its, and the general pattern remains the same as in Σ = Ip. In addition, the prediction
accuracy is improved due to the feature-wise correlation, verifying that the decay of pre-
diction accuracy due to dimensionality can be delayed by correlation among features. In
this situation, it is easier for the optimal ridge estimator to outperform marginal estima-
tor.
5.2 UKB data simulation
Next, we perform simulation based on real GWAS data from the UK Biobank (UKB)
resources [Sudlow et al., 2015]. There are 461, 488 common genotyped genetic variants
(most of which are unimputed SNPs) after standard quality control (QC) procedures
detailed in the supplementary file. We randomly select 10, 000 individuals of British
ancestry as training samples, and test the prediction accuracy of these genetic variants on
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Fig. 6: Out-of-sample R-squared A2 of different BLUP and margimal esti-
mator across different sparsity m/p.
another 1, 000 randomly selected individuals. Causal variants are randomly selected, and
the number m is set to 470, 4700, 47, 000, and 235, 000, respectively. The nonzero genetic
effects are independently generated from N(0, 1/p), and the heritability h2 is set to 80%.
Marginal estimtaor is generated using PLINK [Purcell et al., 2007]. Following practical
guidelines [Choi et al., 2018], we perform LD-based clumping for the marginal estimtaor
via PLINK to obtain a list of relatively independent genetic variants for prediction. With
the default window size (250 kb), we vary the clumping parameter C2r and set it to 0.05,
0.1, 0.2, 0.3, 0.5, and 0.9. Smaller C2r results in more stringent selection and more filtered
variants by clumping. When C2r = 0.9, most of the variants remain. The BLUP is obtained
from GCTA [Yang et al., 2011] using all genetic variants.
The results are displayed in Figure 6, which shows that BLUP has slightly better pre-
diction accuracy than marginal estimator across signal sparsity m and clumping param-
eter C2r . The slightly higher prediction accuracy matches our theoretical results. We also
find that strict clumping with small C2r may reduce the prediction accuracy when genetic
signals are sparse. As m/p increases, marginal estimator has more consistent perfor-
mance across clumping parameters.
5.3 Real data analysis
In this real data example, we aim to use the GWAS results of neuroimaging traits to pre-
dict cognitive test scores. We focus on 14 volumetric traits of seven left/right pairs of
brain regions of interest (refer to as ROI volumes), including left/right thalamus proper,
left/right caudate, left/right putamen, left/right pallidum, left/right hippocampus, left/right
amygdala, and left/right accumbens area. These subcortical ROI volumes are quantified
by magnetic resonance imaging (MRI) and are known to be associated with cognitive
functions [Miller et al., 2016]. We use the UKB samples (n = 19, 629, p = 8, 944, 375)
as training data for these 14 ROI volumes, and using the UKB results to predict two
cognitive test scores (IBAM and list sort total scores) on subjects in the Pediatric Imag-
ing, Neurocognition, and Genetics (PING, n = 905) study [Jernigan et al., 2016]. More
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Fig. 7: Partical R-squared (×100%) of 14 subcortical ROI volumes to pre-
dict IBAM and LST cognitive test scores in the PING cohort. Each point
represents one ROI volume phenotype. The partial R-squared is esti-
mated from linear regression while adjusting for the effects of age and
gender. BLUP: best linear unbiased prediction; Marginal: marginal esti-
mator. IBAM: IBAM score; LST: list sort total score.
details about data processing, quality control procedures, and cohort information can be
found in supplementary file. We perform prediction using both marginal estimator (with
C2r = 0.2) and BLUP with all overlapping genetic variants between training and testing
data. The UKB marginal estimators are from https://github.com/BIG-S2/GWAS/, and
the BLUP is generated from the GCTA tool. The association between the predicted and
observed phenotype is estimated and tested in linear regression, adjusting for the effects
of age and sex. The associated partial R2 is used to measure the prediction accuracy.
The partial R2 of BLUP and marginal estimator on the two cognitive tests are displayed
in Supplementary Table 1. We find that BLUP has slightly higher prediction accuracy
than marginal estimator, but their partial R2 are within similar range (Supplementary
Figure 10). For example, the mean partial R2 of IBAM score are 0.176% and 0.168% for
BLUP and marginal estimator, respectively. Such small partial R2 are widely reported in
GWAS prediction of cognitive and mental health traits [Bogdan et al., 2018], which may
due to the small genetic effects and the extremely polygenic architecture of brain-related
complex traits [O’Connor et al., 2019].
6 Discussion
In this paper, we study out-of-sample predictions on large-scale GWAS data with gen-
eral Σ using random matrix theory. We investigate the prediction accuracy of marginal
estimator with R2 and generalize the results to consider cross-trait prediction and meta-
analysis. We also examine and compare the class of ridge-type estimators, and highlight
the different or even reverse behaviors of in-sample and out-of-sample R2. Our theo-
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retical results can be useful to evaluate the prediction accuracy in GWAS, and may also
guide more future works in dense high-dimensional prediction.
A few interesting future problems can be studied in high-dimensional dense signal
settings. First, ridge-type estimators represent linear shrinkage estimation on Σ and its
inverse Σ−1. It might be interesting to explore whether we can improve the prediction
accuracy with nonlinear shrinkage estimators, such as Ledoit and Wolf [2018]. Second,
if prior knowledge is known on the structure of Σ, it is also possible to perform struc-
tured covariance estimation on Σ, see Cai et al. [2016] for a review of this area. For
example, since the Σ of SNP data is known to have a block-diagonal structure, it can
be modeled as a bandable covariance matrix [Bickel and Levina, 2008] with fast decay
of feature correlation as their physical distance increases. Indeed, as mentioned before,
marginal estimator can be viewed as a special banded covariance estimator of Σ with
zero bandwidth, which may represent an extreme estimator that over-bands Σ. Finally,
other extensions such as binary outcomes, time-to-event data, and SNP annotations and
selections are also of great interest following the presented framework.
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7 Supplementary material
7.1 RMT lemmas
We introduce some known results from classic random matrix theory (RMT, e.g., Bai and
Silverstein [2010], Paul and Aue [2014], Yao et al. [2015]) and some recent advances of
trace functionals (e.g., Dobriban and Wager [2018], Hastie et al. [2019], Ledoit and Pe´che´
[2011], Wang et al. [2015]), which are foundations for our theoretical analysis of the large-
scale GWAS data (X,Z). Below we mainly use the training data X as an example, but all
the lemmas are applicable for the testing SNP data Z as well.
The ESD of Σ̂ = n−1XTX is given by FΣ̂p (x) = p−1
∑p
i=1 I
{
λi(Σ̂) ≤ x
}
, x ∈ R. We
are interested in the limit behavior of FΣ̂p (x), which has one-to-one correspondence with
the limit behavior of its Stieltjes transform. For a general distribution G(x) with sup-
port I ⊂ R, the Stieltjes transform (e.g., page 514 of Bai and Silverstein [2010]) and
its first order derivative (evaluated at z) are given by sG(z) =
∫
x∈I(x − z)−1dG(x) and
s
′
G(z) =
∫
x∈I(x − z)−2dG(x), respectively, for z ∈ C\I. Therefore, let I = [0,∞), as
min(n, p) → ∞, the Stieltjes transform of FΣ̂p (x) and its first order derivative are given
by sFp(z) = p
−1tr
{(
Σ̂ − zIp
)−1} and s′Fp(z) = p−1tr{(Σ̂ − zIp)−2}, respectively, for
z ∈ C\I. The asymptotic behavior of FΣ̂p (x) can be characterized in the following lemma
[Marchenko and Pastur, 1967, Silverstein, 1995] by its Stieltjes transform. See, for exam-
ple, Theorem 2.4 of Yao et al. [2015].
Lemma 1. Under Condition 1, as min(n, p) → ∞, FΣ̂p (x) converges weakly to a limit
probability distribution M(x) with probability one, x ∈ R. The Stieltjes transform of
M(x), donated as sM(z), is implicitly defined by the Marchenko-Pastur (M-P) equation
sM(z) =
∫
1
t{1−ω−ωzsM(z)} − z dH(t).
In general, sM(z) has no closed-form expression, but all information about the LSD M(x)
is contained in this equation. For the special case Σ = Ip, we have sM(z) = {1− ω −
ωzsM(z)− z}−1, it follows that (e.g., page 52 of Bai and Silverstein [2010])
sM(z) =
√
(1−ω− z)2 − 4ωz− (1−ω− z)
−2ωz , and (8)
s
′
M(z) =
(ω− 1)√(−z−ω+ 1)2 − 4ωz− (ω+ 1)z + (ω− 1)2
2ωz2
√
(−z−ω+ 1)2 − 4ωz , (9)
respectively, for z ∈ C\I. Moreover, the LDS M(x) in this special case is named the M-P
law, and its probability density function is given by
p(x)ω =
1
2piωx
·
√{
b+(ω)− x
}{
x− b−(ω)
}
,
if x ∈ [b−(ω), b+(ω)]; and p(x)ω = 0 if x /∈ [b−(ω), b+(ω)]; and p(x)ω has a point mass
1− 1/ω at the origin if ω > 1, where b±(ω) = (1±
√
ω)2.
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Stieltjes transforms can also be used to study the limit of trace functionals of FΣ̂p (x).
Below we donate g(z) ≡ sM(z) and g′(z) ≡ s′M(z), respectively. Sometimes, it is more
convenient to use the notation defined on the n × n companion matrix Φ̂ = n−1XXT
[Dobriban and Wager, 2018]. Let FΦ̂n (x) = n−1
∑n
i=1 I
{
λi(Φ̂) ≤ x
}
be the ESD of Φ̂,
x ∈ R, and let P(x) be the limiting distribution of FΦ̂n (x). Define the Stieltjes transform
of FΦ̂n (x) and its first order derivative as sFn(z) = n
−1tr
{(
Φ̂ − zIn
)−1} and s′Fn(z) =
n−1tr
{(
Φ̂− zIn
)−2}, respectively, and define the Stieltjes transform of P(x) and its first
order derivative as v(z) ≡ sP(z), and v′(z) ≡ s′P(z), respectively. We summarize the
connections among sFp(z), s
′
Fp(z), g(z), g
′
(z), sFn(z), s
′
Fn(z), v(z) and v
′
(z) in the following
lemma [Dobriban and Wager, 2018, Ledoit and Pe´che´, 2011].
Lemma 2. Under Condition 1, as min(n, p)→ ∞, for any z ∈ C\I, we have
sFp(z) = p
−1tr
{(
Σ̂− zIp
)−1}→a.s. g(z), s′Fp(z) = p−1tr{(Σ̂− zIp)−2}→a.s. g′(z),
sFn(z) = n
−1tr
{(
Φ̂− zIn
)−1}→a.s. v(z), s′Fn(z) = n−1tr{(Φ̂− zIn)−2}→a.s. v′(z),
p−1tr
{
Σ
(
Σ̂− zIp
)−1}→a.s. 1
ω
{ 1
−zv(z) − 1
}
, p−1tr
{
Σ
(
Σ̂− zIp
)−2}→a.s. v(z) + zv′(z)
ω
{− zv(z)}2 ,
ω
{
g(z) + z−1
}
= v(z) + z−1, and ω
{
g
′
(z)− z−2} = v′(z)− z−2.
In general, little is known about the connection between population LSD H(t) and
empirical LDS M(t). However, there is one-to-one correspondence between the moments
of H(t) and those of M(t). For any positive integer k, define the kth moment of H(t) as
bk(Σ) =
∫
R
tkdH(t) = p−1tr(Σk), and the kth moment of M(t) as bk(Σ̂) =
∫
R
tkdM(t) =
p−1tr(Σ̂k). Then by Lemma 1, we have the following Lemma on the two sets of moments
(Lemma 2.16 of Yao et al. [2015]).
Lemma 3. Under Condition 1, as min(n, p) → ∞, for any positive integer k, bk(Σ̂) is a
function of bl(Σ), for 0 < l ≤ k, and ω. Specifically, the first three moments of H(t) and
the first three moments of M(t) are linked as b1(Σ̂) = b1(Σ), b2(Σ̂) = b2(Σ) + ωb1(Σ)2,
and b3(Σ̂) = b3(Σ) + 3ωb1(Σ)b2(Σ) + ω2b1(Σ)3. Moreover, when Σ = Ip, we have
bk(Σ) ≡ 1 and bk(Σ̂) =
∑k−1
r=0(r + 1)
−1( kr )( k−1r )ω
r.
For any positive integer k, since λi(Σ) is uniformly bounded, i = 1, · · · , p, bk(Σ) and
bk(Σ̂) are also bounded for any ω ∈ (0,∞). Thus, we have the following lemma on the
concentration of quadratic forms.
Lemma 4. Under Condition 1, as min(n, p)→ ∞, for any positive integer k, we have 0 <
c ≤ bk(Σ) ≤ bk(Σ̂) ≤ C. In addition, let Σ̂X = n−1XTX, Σ̂Z = n−1z ZTZ, Bk1,k2 = Σ̂k1X Σ̂k2Z ,
and define A0 = I for any matrix A. Then for any non-negative integers k1, k2, we have
tr
(
Bk1,k2B
T
k1,k2
){
tr(Bk1,k2)
}2 = O( 1p ) = o(1).
Moreover, let α be a p-dimensional random vector of i.i.d. elements with mean zero,
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variance σ2α , and finite fourth order moment, we have
αTBk1,k2α = σ
2
α · tr(Bk1,k2) · {1+ op(1)}.
The proof of Lemma 4 is based on the Lemma B.26 of Bai and Silverstein [2010] and
the Markov’s inequality. Lemma 4 shows that the quadratic forms of Bk1,k2 concentrate
around their means. We note that ω ∈ (0,∞) is a key condition. When ω = ∞, the
concentration still holds when either k1 or k2 is zero, but may not hold when both k1 and
k2 are nonzero.
7.2 Heritability and genetic correlation
In GWAS, genetics signal strength and their genetics overlaps are often quantified as
heritability and genetic correlation, and are standard measures to report. Reliable es-
timators for h2β, h
2
η and ϕβη are available from various models in genetics, using either
individual-level data [Loh et al., 2015, Yang et al., 2011] or summary-level data [Bulik-
Sullivan et al., 2015, Speed and Balding, 2019]. Particularly, Jiang et al. [2016] shows
that the REML estimator of h2 is consistent in high-dimensional LMM regardless of m,
and this estimator ĥ2 (named GREML) has been implemented in the popular genetic tool
GCTA (http://cnsgenomics.com/software/gcta/#GREML). The theoretical results on
h2 in Jiang et al. [2016] are built on the special case Σ = Ip, and the ĥ2 might be biased
given general Σ [Ma and Dicker, 2019] or hidden confounding effects [Holmes et al.,
2019], though such bias is often believed to be small and acceptable in practice. See Yang
et al. [2017] and van Rheenen et al. [2019] for overviews of these genetic concepts, and a
detailed numerical comparison of population methods in Evans et al. [2018].
7.3 Relative prediction accuracy
In this section, we study the relative prediction accuracy of marginal estimator compared
to the optimal ridge estimator. We focus on the case Σ = Ip, in which we can quantify
the efficiency loss in closed-form expressions.
Corollary S1. Let RR(h2β,ω) = A
2
R(λ
∗)/A2S. Under polygenic model (4) and Conditions 1
and 2, as min(n, nz, mβη , p) → ∞, for any h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ = Ip, we
have
RR(h2β,ω) =
(ω+ h2β)
{
(ω+ h2)−
√
(ω+ h2β)
2 − 4ωh4β
}
2h4βω
+ op(1) > 1+ op(1).
Moreover, for any fixed ω ∈ (0,∞), dR
dh2β
RB(h2β,ω) > 0 on h
2
β ∈ (0, 1); and for any given
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h2β ∈ (0, 1], we have
dR
dω
RR(h2β,ω)

> 0, if 0 < ω < h2β;
= 0, if ω = h2β;
< 0, if ω > h2β.
Corollary S1 shows that β̂R(λ∗) always has better asymptotic out-of-sample R2 than
β̂S. RR(h2β,ω) is higher for larger h
2
β and is not a monotone function of ω. For given h
2
β,
RR(h2β,ω) is maximized at ω = h
2
β, with the maximum value
R∗R(h
2
β,ω) =
2− 2
√
1− h2β
h2β
+ op(1).
R∗R(h
2
β,ω) is an increasing function of h
2
β on h
2
β ∈ (0, 1] and the maximun value is 2
at h2β = 1. That is, for a fully heritable trait and p = n in the training GWAS, we have
RB(h2β,ω) = A
2
R(λ
∗)/A2S = 2. This represents the difference between n/p and n/(n+ p).
As ω becomes large, RB(h2β,ω) decreases, which can be viewed as a blessing of dimen-
sionality due to the fact that the difference between n/p and n/(n + p) decreases. An-
other interesting question is the relative prediction accuracy between β̂S and β̂R(0+),
which is quantified in the following corollary.
Corollary S2. Let RR0(h2β,ω) = A
2
R(0
+)/A2S. Under polygenic model (4) and Condi-
tions 1 and 2, as min(n, nz, mβη , p)→ ∞, for any h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ = Ip,
we have
RR0(h
2
β,ω) =

h2β+
ω
1−ω ·(1−h2β)
h2β+ω
+ op(1), if ω < 1;
h2βω+(1−h2β) ω
2
ω−1
h2β+ω
+ op(1), if ω > 1.
It follows that for h2β ∈ (0, 1/2], we have
RR0(h
2
β,ω)

> 1+ op(1), if ω < h2β;
= 1+ op(1), if ω = h2β;
< 1+ op(1), if ω > h2β;
and for h2β ∈ (1/2, 1), we have
RR0(h
2
β,ω)

> 1+ op(1), if ω < h2β or ω > h
2
β/(2h
2
β − 1);
= 1+ op(1), if ω = h2β or ω = h
2
β/(2h
2
β − 1);
< 1+ op(1), if h2β < ω < h
2
β/(2h
2
β − 1).
And if h2β = 1, then RR0(h
2
β,ω) > 1+ op(1) for any ω.
As β̂R(0+) reduces to β̂O when ω < 1, our results indicate that β̂S can have better
out-of-sample R2 than β̂O when 1 > ω > h2β. Thus, β̂S can easily outperform β̂O when
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h2β is low. Moreover, if h
2
β ≤ 0.5, β̂R(0+) is worse than β̂S for 1 < ω. If h2β > 0.5, however,
β̂R(0+) is better when ω is large.
7.4 Mean squared prediction errors
In this section, we study the MSE of marginal estimator and illustrate the bias-variance
trade-off of each estimator. We focus on the same trait prediction case in which β = η.
The MSE and bias-variance decomposition (e.g., Hastie et al. [2019]) of a generic p × 1
estimator β̂ trained on GWAS dataset (X, y) can be defined as
M2 = E
{‖β̂− β‖2Σ|X, y} = E{(β̂− β)TΣ(β̂− β)|X, y}
=
{
E
(
β̂|X, y)− β}TΣ{E(β̂|X, y)− β}+ tr[Cov(β̂|X, y)Σ] ≡ B2 +V2,
where B2 represents the squared bias of β̂, and V2 measures the total variance of the
β̂ due to the random error term. We define M2S = B
2
S + V
2
S , M
2
R(λ) = B
2
R(λ) + V
2
R(λ),
M2R(0
+) = B2R(0
+) + V2R(0
+), M2O = B
2
O + V
2
O, M
2
B(τ) = B
2
B(τ) + V
2
B(τ), and M
2
B(0
+) =
B2B(0
+) + V2B(0
+), for marginal, ridge, ridge-less, OLS, BLUP and BLUP-less estimators,
respectively.
Proposition S1. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβ, p)
→ ∞, for any h2β ∈ (0, 1] and Σ, we have
M2S =
[
mσ2β/p ·
{
ωb2(Σ) + b3(Σ)− 2b2(Σ) + 1
}
+ σ2e ·ωb2(Σ)
]
· {1+ op(1)},
M2R(λ) = M
2
B(λ/ω) =
[
mσ2β/p ·
v(−λ)− λv′(−λ)
v(−λ)2ω + σ
2
e ·
{ v′(−λ)
v(−λ)2 − 1
}] · {1+ op(1)},
M2R(0
+) = M2B(0
+) =
[
mσ2β/p ·
1
v(0+)ω
+ σ2e ·
{ v′(0+)
v(0+)2
− 1}] · {1+ op(1)}, and
M2O = σ
2
e ·
ω
1−ω · {1+ op(1)} (ω < 1).
Moreover, if h2β ∈ (0, 1), M2R(λ) is minimized at λ∗ with the minimize value
M2R(λ
∗) = M2B(λ
∗/ω) = mσ2β/p ·
{ 1
v(−λ∗)ω −
λ∗
ω
}
· {1+ op(1)}.
And if h2β = 1, M
2
R(λ) is minimized as λ→ 0+, and thus the minimize value is M2R(0+).
Supplementary Figure 4 illustrates the different patterns of MSE for optimal ridge,
ridge-less/OLS, and marginal estimators when Σ = Ip. For OLS estimator β̂O, we have
B2O = 0, but V
2
O = σ
2
e · ω/(1 − ω) can become unbounded as ω → 1−. Similar issue
occurs for ridge-less and BLUP-less estimators as ω → 1+. On the other hand, the MSE
of marginal estimator β̂S is linear in ω, and thus can be much larger than those of other
ridge-type estimators when ω is large. Specifically, V2S is linear in ω and is always smaller
than V2O. However, B
2
S is also linear in ω, and thus the MSE of β̂S linearly grows up with
ω. When Σ = Ip, we have the following closed-form expressions on MSE of ridge-type
estimators.
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Proposition S2. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβ, p)→
∞, when Σ = Ip, for any h2β ∈ (0, 1), we have
M2S =
(
mσ2β/p ·ω+ σ2e ·ω
) · {1+ op(1)},
M2R(λ) = M
2
B(λ/ω) =
[
mσ2β/p · λ2g
′
(−λ) + σ2e ·ω
{
g(−λ)− λg′(−λ)}] · {1+ op(1)},
and
M2R(0
+) = M2B(0
+) =
[
mσ2β/p ·
(ω− 1) + |ω− 1|
2ω
+ σ2e ·
ω+ 1− |ω− 1|
2|ω− 1|
]
· {1+ op(1)}
=
{
M2O, if ω < 1;{
mσ2β/p · ω−1ω + σ2e · 1ω−1
}
· {1+ op(1)}, if ω > 1.
Moreover, for h2β ∈ (0, 1), M2R(λ) is minimized at λ∗ with the minimize value
M2R(λ
∗) = M2B(λ
∗/ω) = mσ2β · λ∗g(−λ∗)
= mσ2β/p ·
2ωh2β +
√
(ω− h2β)2 + 4ωh2β(1− h2β)−ω− h2β
2ωh2β
· {1+ op(1)}.
For h2β = 1, M
2
R(λ) is minimized at λ
∗ → 0+, and the minimize value is
M2R(0
+) =
{
op(1), if ω < 1;
mσ2β/p · ω−1ω · {1+ op(1)}, if ω > 1.
Proposition S3. Under the same conditions as in Proposition S2, we have for any ω
M2S
M2R(λ∗)
=
1
(1− h2β)g(−λ∗)
=
2ω2√
(ω+ h2β)
2 − 4h4βω+ h2β(2ω− 1)−ω
> 1+ op(1).
Moreover, we have
M2S
M2O
=
1−ω
1− h2β

> 1+ op(1), if 0 < ω < h2β;
= 1+ op(1), if ω = h2β;
< 1+ op(1), if ω > h2β.
When h2β = 1, we have M
2
S/M
2
O > 1 + op(1) and M
2
S/M
2
B(0
+) = M2S/M
2
R(0
+) > 1 +
op(1) for any ω.
7.5 Relative goodness-of-fit
The following corollary provides the comparison between E2R(λ
∗) and E2S, and some in-
teresting properties of E2S.
Corollary S3. Let QR(h2,ω) = E2R(λ
∗)/E2S. Under polygenic model (4) and Conditions 1
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and 2, as min(n, nz, mβ, p)→ ∞, for any h2β ∈ (0, 1], ω ∈ (0,∞), and Σ = Ip, we have
QR(h2,ω) > 1+ op(1).
Moreover, if h2 ∈ (0, 0.5], we have
dE
dω
E2S(h
2
β,ω) > 1+ op(1).
which indicates that E2S(h
2
β,ω) is a monotone function of ω. If h
2
β ∈ (0.5, 1], however, we
have
dE
dω
E2S(h
2
β,ω)

< 0, if 0 < ω < h2β · (2h2β − 1);
= 0, if ω = h2β · (2h2β − 1);
> 0, if ω > h2β · (2h2β − 1),
and E2S(h
2
β,ω) = 4h
4
β/(4h
4
β + 1) + op(1) at ω = h
2
β · (2h2β − 1).
7.6 Lemmas
7.6.1 Marginal estimator
Proof of Lemma 4 (concentration of quadratic forms)
Let α be a p-dimensional random vector of i.i.d. elements with mean zero and finite
fourth order moment, and A be a fixed p× p matrix. Without loss of generality, we let
E(α21) = 1. Then, by Lemma B.26 of Bai and Silverstein [2010], for any q ≥ 1, we have
E
[{
αTAα− tr(A)}q] ≤ cq · [{E(α41)tr(AAT)}q/2 + E(α2q1 )tr{(AAT)q/2}],
where cq is some constant that only depends on q. Let q = 2, it follows that
Var
{αTAα
tr(A)
}
= E
[{αTAα
tr(A)
− 1}2] ≤ cq · [E(α41)tr(AAT)tr(A)2 + E(α41)tr(AAT)tr(A)2 ].
Let Bk1,k2 = Σ̂
k1
X Σ̂
k2
Z , Σ̂X = n
−1XTX, and Σ̂Z = n−1z ZTZ. Then, for bounded ω and any Σ
with uniformaly bounded eigenvalues, we have
tr(Bk1,k2) = p · b1(Σ̂k1X Σ̂k2Z ) ≤ p · bk1+k2(Σ̂X) = O(p).
Then, we have
tr
(
Bk1,k2B
T
k1,k2
){
tr(Bk1,k2)
}2 = tr(B2k1,2k2){tr(Bk1,k2)}2 = O(
p
p2
) = O(
1
p
) = o(1).
It follows that
Var
{αTBk1,k2α
tr(Bk1,k2)
}
= E
[{ αTBk1,k2α
σ2αtr(Bk1,k2)
− 1}2] = o(1).
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Thus, by Markov’s inequality, we have
αTBk1,k2α = σ
2
α · tr(Bk1,k2) · {1+ op(1)}.
7.6.2 Useful trace results for ridge-type estimators
Here we summarize some results that are used frequently in our analysis of ridge-type
estimators, which are based on Lemma 2.
Lemma S1. Under Condition 1 of the main paper, as min(n, p) → ∞, for any λ > 0, we
have
tr
{
Σ(XTX + λnIp)−1
}→a.s. 1
λv(−λ) − 1, and
tr
{
Σ(XTX + λnIp)−2
}→a.s. 1n · v(−λ)− λv
′
(−λ)
(λv(−λ))2
When Σ = Ip, we have closed-form limits
tr
{
(XTX + λnIp)−1
}→a.s. ωg(−λ) = √(1−ω+ λ)2 + 4ωλ− (1−ω+ λ)2λ , and
tr
{
(XTX + λnIp)−2
}→a.s. pn2 · g′(−λ) = pn2 ·
(ω− 1) + (ω+1)λ+(ω−1)2√
(1−ω+λ)2+4ωλ
2ωλ2
.
Moreover, at the optimal λ∗ = ω · (1− h2β)/h2β, we have
A2R(λ
∗) = h2ηϕ2βη · {1− λ∗g(−λ∗)}+ op(1)
= h2ηϕ
2
βη ·
ω+ h2β −
√
(h2β − 2ωh2β +ω)2 + 4ω2h2β(1− h2β)
2ωh2β
+ op(1)
= h2ηϕ
2
βη ·
ω+ h2β −
√
(ω+ h2β)
2 − 4ωh4β
2ωh2β
+ op(1)
= h2ηϕ
2
βη ·
ω+ h2β −
√
(ω− h2β)2 + 4ωh2β(1− h2β)
2ωh2β
+ op(1).
Lemma S2. Under Condition 1 of the main paper, when Σ = Ip, as min(n, p) → ∞,
λ→ 0+, we have the following closed-form limits
g(−λ)→a.s.
1+ω
|1−ω| − 1
2ω
, λg(−λ)→a.s. |1−ω| − (1−ω)2ω
λg
′
(−λ)→a.s. 2λ{(1−ω+ λ)2 + 4ωλ}3/2 = 0, and λ
2g
′
(−λ)→a.s. (ω− 1) + |1−ω|2ω
The following lemma is used to show the equivalence of prediction accuracy of ridge
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estimator and BLUP, which can be easily proved by applying singular value decomposi-
tion on X.
Lemma S3. Under Condition 1 of the main paper, as min(n, p) → ∞, for any λ > 0 and
arbitrary Σ, we have
tr
{
(XXT + λIn)−1XΣXT
}
= tr
{
(XTX + λIp)−1XTXΣ
}
and
tr
{
(XXT + λIn)−2XΣXT
}
= tr
{
(XTX + λIp)−2XTXΣ
}
.
7.7 Proofs of marginal estimator
Out-of-sample
Proposition S4. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη ,
p)→ ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have(
Z(1)η(1) + ez
)T(Z(1)η(1) + ez)
nzmη · σ2η/p + nz · σ2ez
= 1+ op(1),(
X(1)β(1) + e
)TXZTZXT(X(1)β(1) + e)
nnzmβ · {(n + 1)b3(Σ) + pb2(Σ)} · σ2β/p + nnz pb2(Σ) · σ2e
= 1+ op(1),
and (
Z(1)η(1) + ez
)TZXT(X(1)β(1) + e)
nnzmβηb2(Σ) · σβη/p = 1+ op(1).
By continuous mapping theorem, we have
A2S = h
2
ηϕ
2
βη ·
{ b3(Σ)
b2(Σ)2
+
ω
h2β
· 1
b2(Σ)
}−1
+ op(1).
Meta-analysis
Under polygenic model (4) and Conditions 1 and 2, suppose we have independent GWAS
(Xi, yi), with sample sizes (ni, · · · , nk) and p SNPs, i = 1, · · · , k, k ∈ (0,∞), let B̂ =
[β̂T1 , · · · , β̂Tk ] be the p × k matrix of marginal estimators from the k GWAS. Let d =
(di, · · · , dk)T be an k × 1 vector of weights, and let B̂(d) = B̂d be the aggregated sum-
mary statistics. As min(n1,· · · , nk, nz, mβη , p) → ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1],
ϕβη ∈ [−1, 1], d, and Σ, we have
A2S(d) =
{(∑k
i=1 di β̂i
)TZT(Zη + ez)
‖Zη + ez‖‖ZB̂d‖
}2
= h2ηϕ
2
βη ·
(∑k
i=1 di
)2 · b2(Σ)2(∑k
i=1 di β̂i
)TZTZ(∑ki=1 di β̂i) + op(1).
Note that for i 6= j, (i, j) ∈ (1, · · · , k), we have
(
Zβ̂i
)T(Zβ̂ j) = 1ninj E(βTXTi XiZTZXTj Xjβ) · {1+ op(1)} = mβnz · b3(Σ) · σ2β/p · {1+ op(1)}
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and (
Zβ̂i
)T(Zβ̂i) = 1n2i E
(
βTXTi XiZ
TZXTi Xiβ+ e
T
i X
T
i Z
TZXTi ei
) · {1+ op(1)}
= mβnz ·
{
b3(Σ) +
p
nih2β
b2(Σ)
} · σ2β/p · {1+ op(1)}.
It follows that
A2S(d) = h
2
ηϕ
2
βη ·
(∑k
i=1 di
)2 · b2(Σ)2∑k
i=1 d
2
i · {b3(Σ) + pnih2β b2(Σ)}+ 2
∑(i,j)∈(1,··· ,k)
i 6=j didj · b3(Σ)
+ op(1)
= h2ηϕ
2
βη ·
(∑k
i=1 di
)2 · b2(Σ)2(∑k
i=1 di
)2 · b3(Σ) + (∑ki=1 d2i pnih2β ) · b2(Σ) + op(1)
= h2ηϕ
2
βη ·
{ b3(Σ)
b2(Σ)2
+
∑k
i=1 d
2
i /ni
(
∑k
i=1 di)2
· p
b2(Σ)h2β
}−1
+ op(1).
Therefore, when di = ni, we have
A2S(a
∗) = h2ηϕ2βη ·
{ b3(Σ)
b2(Σ)2
+
p∑k
i=1 ni
· 1
b2(Σ)h2β
}−1
+ op(1).
In-sample
Proposition S5. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβ,
p)→ ∞, for any ω ∈ (0,∞), h2β ∈ (0, 1], and Σ, we have(
X(1)β(1) + e
)T(X(1)β(1) + e)
nmβ · σ2β/p + n · σ2e
= 1+ op(1),(
X(1)β(1) + e
)TXXTXXT(X(1)β(1) + e)
n3mβ · {b3(Σ) + 3ωb2(Σ) +ω2} · σ2β/p + n2 p · {b2(Σ) +ω} · σ2e
= 1+ op(1),
and (
X(1)β(1) + e
)TXXT(X(1)β(1) + e)
n2mβ{b2(Σ) +ω} · σ2β/p + np · σ2e
= 1+ op(1).
By continuous mapping theorem, we have
E2S =
{b2(Σ)h2β +ω}2
{b2(Σ)h2β +ω}2 + b2(Σ)ω+ {b3(Σ)− b2(Σ)2h2β}h2β
+ op(1).
For the special case Σ = Ip, we have b3(Σ) = b2(Σ) = b1(Σ) = 1 in the above proposi-
tions.
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7.8 Proofs of ridge-type estimators
OLS estimator, out-of-sample
Proposition S6. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη ,
p)→ ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have(
X(1)β(1) + e
)TX(XTX)−1ZTZ(XTX)−1XT(X(1)β(1) + e)
nzmβ · σ2β/p + nzω/(1−ω) · σ2e
= 1+ op(1),
and (
Z(1)η(1) + ez
)TZ(XTX)−1XT(X(1)β(1) + e)
nzmβη · σβη/p = 1+ op(1).
By continuous mapping theorem, we have
A2O = h
2
ηϕ
2
βη ·
{
1+
1− h2β
h2β
· ω
1−ω
}−1
+ op(1). (ω < 1)
OLS estimator, in-sample
Proposition S7. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβ,
p)→ ∞, for any ω ∈ (0,∞), h2β ∈ (0, 1], and Σ, we have(
X(1)β(1) + e
)TX(XTX)−1XTX(XTX)−1XT(X(1)β(1) + e)
nmβ · σ2β/p + p · σ2e
= 1+ op(1),
and (
X(1)β(1) + e
)TX(XTX)−1XT(X(1)β(1) + e)
nmβ · σ2β/p + p · σ2e
= 1+ op(1).
By continuous mapping theorem, we have
E2O =
{
h2β +ω(1− h2β)
} · {1+ op(1)}. (ω < 1)
Ridge estimator, out-of-sample
Proposition S8. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη ,
p)→ ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have(
X(1)β(1) + e
)TX(XTX + λnIp)−1ZTZ(XTX + λnIp)−1XT(X(1)β(1) + e)
VR1 +VR2
= 1+ op(1),
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where
VR1 = nzmβ ·
[
1− 2λ
ω
tr{Σ(XTX + λnIp)−1}+ λ
2n
ω
· tr{Σ(XTX + λnIp)−2}
]
· σ2β/p
= nzmβ ·
[
1− 2λ
ω
{ 1
λv(−λ) − 1
}
+
λ2
ω
· v(−λ)− λv
′
(−λ)
{λv(−λ)}2
]
· σ2β/p,
and
VR2 = nz ·
[
tr{Σ(XTX + λnIp)−1}+ λn · tr{Σ(XTX + λnIp)−2}] · σ2e
= nz ·
[{ 1
λv(−λ) − 1
}− λ · v(−λ)− λv′(−λ){λv(−λ)}2 ] · σ2e ,
In addition, we have(
Z(1)η(1) + ez
)TZ(XTX + λnIp)−1XT(X(1)β(1) + e)
CR1
= 1+ op(1),
where
CR1 = nzmβη · [1− λ
ω
· tr{Σ(XTX + λnIp)−1}] · σβη/p
= nzmβη · [1− λ
ω
· { 1
λv(−λ) − 1}] · σβη/p.
By continuous mapping theorem, we have
A2R(λ) = h
2
ηϕ
2
βη ·
[
1+ λω{1− 1λv(−λ)}
]2 · h2β
h2β ·
[
1+ λω
{
2− 1
λv(−λ) − v
′ (−λ)
v(−λ)2
}]
+ (1− h2β) ·
{ v′ (−λ)
v(−λ)2 − 1
} + op(1).
Similar to Theorem 2.1 of Dobriban and Wager [2018], A2R(λ) is optimized at λ
∗ =
ω · (1 − h2β)/h2β, where the second order term v
′
(−λ) disappears. In Theorem 2.1 of
Dobriban and Wager [2018], they set γ = p/n, and the signal to noise ratio to α2, thus,
their optimal λ is λ∗ = γα−2. The A2R(0
+) can be obtained by taking λ→ 0+, with careful
exchanging limits as n, p→ ∞ and λ→ 0+, detailed in Threorem 4 of Hastie et al. [2019].
When Σ = Ip, using the results in Lemmas S1 and S2, we have closed-form expressions
for A2R(λ), A
2
R(λ
∗), and A2R(0
+).
Ridge estimator, in-sample
Proposition S9. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβ,
p)→ ∞, for any ω ∈ (0,∞), h2β ∈ (0, 1] and Σ, we have(
X(1)β(1) + e
)TX(XTX + λnIp)−1XTX(XTX + λnIp)−1XT(X(1)β(1) + e)
VR3 +VR4
= 1+ op(1),
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where
VR3 = nmβ ·
[
1− 2λ
p
· tr{XTX(XTX + λnIp)−1}+ λ2
ω
· tr{XTX(XTX + λnIp)−2}] · σ2β/p
= nmβ ·
{
1− 2λ+ 3λ2g(−λ)− λ3g′(−λ)} · σ2β/p
and
VR4 = p ·
[
1− 2λ
ω
· tr{(XTX + λnIp)−1}+ λ2n
ω
· tr{(XTX + λnIp)−2}] · σ2e
= p · {1− 2λg(−λ) + λ2g′(−λ)} · σ2e .
In addition, we have(
X(1)β(1) + e
)TX(XTX + λnIp)−1XT(X(1)β(1) + e)
CR2
= 1+ op(1),
where
CR2 = nmβ ·
[
1− λ
p
· tr{XTX(XTX + λnIp)−1}] · σ2β/p + tr{XTX(XTX + λnIp)−1} · σ2e
= nmβ · {1− λ+ λ2g(−λ)} · σ2β/p + p · {1− λg(−λ)} · σ2e .
By continuous mapping theorem, we have
E2R(λ) =
[
h2β ·
{
1− λ+ λ2g(−λ)}+ (1− h2β) ·ω{1− λg(−λ)}]2
h2β ·
{
1− 2λ+ 3λ2g(−λ)− λ3g′(−λ)}+ (1− h2β) ·ω{1− 2λ+ λ2g′(−λ)} + op(1).
Different from A2R(λ), E
2
R(λ) is minimized as λ→ 0, which means the over-fitting of the
model in high-dimensions.
7.9 Proofs of MSE
The main work of studying the out-of-sample MSE of ridge and ridge-less estimators
has been done in Dobriban and Wager [2018] and Hastie et al. [2019], which use the key
results of Ledoit and Pe´che´ [2011].
Marginal estimator
B2S =
{
E
(
β̂S|X, y
)− β}TΣ{E(β̂S|X, y)− β}
=
(
n−1XTXβ− β)TΣ(n−1XTXβ− β)
= n−2βTXTXΣXTXβ+ βTΣβ− 2n−1βTΣXTXβ
=
[
mβ ·
{
b3(Σ) +ωb2(Σ)− 2b2(Σ) + 1
} · σ2β/p] · {1+ op(1)}.
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V2S = tr
{
Cov
(
β̂S|X, y
)
Σ
}
= tr
[{E(β̂S β̂TS |X, y)− E(β̂S|X, y)E(β̂S|X, y)T}Σ]
= tr
[[
E
{
n−1XT(Xβ+ e) · n−1(Xβ+ e)TX} − (n−1XTXβ)(n−1XTXβ)T]Σ]
= n−2tr
(
XTeeTXΣ
)
= n−2tr
(
eTXΣXTe
)
=
{
ωb2(Σ) · σ2e
} · {1+ op(1)}.
OLS estimator
B2O =
{
E
(
β̂O|X, y
)− β}TΣ{E(β̂O|X, y)− β}
=
(
β− β)TΣ(β− β) = 0.
V2O = tr
{
Cov
(
β̂O|X, y
)
Σ
}
= tr
[{E(β̂O β̂TO|X, y)− E(β̂O|X, y)E(β̂O|X, y)T}Σ]
= tr
{
(XTX)−1XTeeTX(XTX)−1Σ
}
= tr{(XTX)−1Σ} · σ2e
=
ω
1−ω · σ
2
e · {1+ op(1)}. (ω < 1)
Ridge estimator
B2R(λ) =
[
E
{
β̂R(λ)|X, y
}− β]TΣ[E{β̂R(λ)|X, y}− β]
=
{
(XTX + λnIp)−1XTXβ− β
}T
Σ
{
(XTX + λnIp)−1XTXβ− β
}
= βT
{
(XTX + λnIp)−1XTX − Ip
}T
Σ
{
(XTX + λnIp)−1XTX − Ip
}
β
=
[
mβ ·
{
1+ 2λω−1 − 1
v(−λ)ω −
λv
′
(−λ)
v(−λ)2ω
} · σ2β/p + mβ · σ2β/p
− 2mβ ·
{
1− 1
v(−λ)ω +
λ
ω
} · σ2β/p] · {1+ op(1)}.
= mβ · v(−λ)− λv
′
(−λ)
v(−λ)2ω · σ
2
β/p · {1+ op(1)}.
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V2R(λ) = tr
[
Cov
{
β̂R(λ)|X, y
}
Σ
]
= tr
{
(XTX + λnIp)−1XTeeTX(XTX + λnIp)−1Σ
}
= tr
{
(XTX + λnIp)−1XTX(XTX + λnIp)−1Σ
} · σ2e · {1+ op(1)}
=
{ 1
λv(−λ) − 1−
v(−λ)− λv(−λ)′
λv(−λ)2
} · σ2e · {1+ op(1)}
=
{ v(−λ)′
v(−λ)2 − 1
} · σ2e · {1+ op(1)}.
Again, similar to Theorem 2.1 of Dobriban and Wager [2018] and Theorem 4 of Hastie
et al. [2019], M2R(λ) is optimized at λ
∗ = ω · (1− h2β)/h2β. The B2R(0+) and V2R(0+) can be
obtained by taking λ → 0+. When Σ = Ip, using the results in Lemmas S1 and S2, we
have closed-form expressions for M2R(λ), M
2
R(λ
∗), and M2R(0
+).
7.10 Intermediate results
Marginal estimator
Proposition S10. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη ,
p)→ ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have
E
{(
Z(1)η(1) + ez
)TZXT(X(1)β(1) + e)} = nnzmβηb2(Σ) · σβη/p,
E
{(
Z(1)η(1) + ez
)T(Z(1)η(1) + ez)} = nzmη · σ2η/p + nz · σ2ez ,
E
{(
X(1)β(1) + e
)TXZTZXT(X(1)β(1) + e)}
= nnzmβ · {(n + 1)b3(Σ) + pb2(Σ)} · σ2β/p + nnz pb2(Σ) · σ2e ,
E
{(
X(1)β(1) + e
)TXXT(X(1)β(1) + e)} = n2mβ{b2(Σ) +ω} · σ2β/p + np · σ2e ,
E
{(
X(1)β(1) + e
)T(X(1)β(1) + e)} = nmβ · σ2β/p + n · σ2e , and
E
{(
X(1)β(1) + e
)TXXTXXT(X(1)β(1) + e)}
= n3mβ · {b3(Σ) + 3ωb2(Σ) +ω2} · σ2β/p + n2 p · {b2(Σ) +ω} · σ2e ,
Then Propositions S4 and S5 follow from Lemma 4, the concentration of marginal esti-
mator quadratic forms.
Ridge-type estimators
Proposition S11. Under polygenic model (4) and Conditions 1 and 2, as min(n, nz, mβη ,
p) → ∞, for any ω ∈ (0,∞), h2β, h2η ∈ (0, 1], ϕβη ∈ [−1, 1], and Σ, we have almost surely
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that
E
{(
Z(1)η(1) + ez
)TZ(XTX)−1XT(X(1)β(1) + e)} = nzmβη · σβη/p,
E
{(
X(1)β(1) + e
)TX(XTX)−1ZTZ(XTX)−1XT(X(1)β(1) + e)}
= nzmβ · σ2β/p + nzω/(1−ω) · σ2e ,
E
{(
X(1)β(1) + e
)TX(XTX)−1XT(X(1)β(1) + e)} = nmβ · σ2β/p + p · σ2e ,
E
{(
X(1)β(1) + e
)TX(XTX)−1XTX(XTX)−1XT(X(1)β(1) + e)} = nmβ · σ2β/p + p · σ2e ,
E
{(
Z(1)η(1) + ez
)TZ(XTX + λnIp)−1XT(X(1)β(1) + e)}
= nzmβη · [1− λ
ω
· { 1
λv(−λ) − 1}] · σβη/p,
E
{(
X(1)β(1) + e
)TX(XTX + λnIp)−1ZTZ(XTX + λnIp)−1XT(X(1)β(1) + e)}
= nzmβ ·
[
1− 2λ
ω
{ 1
λv(−λ) − 1
}
+
λ2
ω
· v(−λ)− λv
′
(−λ)
{λv(−λ)}2
]
· σ2β/p+
nz ·
[{ 1
λv(−λ) − 1
}− λ · v(−λ)− λv′(−λ){λv(−λ)}2 ] · σ2e ,
E
{(
X(1)β(1) + e
)TX(XTX + λnIp)−1XT(X(1)β(1) + e)}
= nmβ · {1− λ+ λ2g(−λ)} · σ2β/p + p · {1− λg(−λ)} · σ2e , and
E
{(
X(1)β(1) + e
)TX(XTX + λnIp)−1XTX(XTX + λnIp)−1XT(X(1)β(1) + e)}
= nmβ ·
{
1− 2λ+ 3λ2g(−λ)− λ3g′(−λ)} · σ2β/p + p · {1− 2λg(−λ) + λ2g′(−λ)} · σ2e ,
These results are based on Lemmas S1 and S2. Then Propositions S6 - S9 follow from the
concentration of ridge-type quadratic forms.
7.11 Additional technical details for marginal estimator
The following technical details are useful in proving our theoretical results of marginal
estimator.
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E
{(
Z(1)η(1) + ez
)TZXT(X(1)β(1) + e)}
= (mβη/p)nzntr(Σ̂XΣ̂Z) · σβη/p = (mβη/p)nzntr(Σ2) · σβη/p = mβηnznb2(Σ) · σβη/p,
E
{(
Z(1)η(1) + ez
)T(Z(1)η(1) + ez)}
= (mη/p)nztr(Σ̂Z) · σ2η/p + nz · σ2ez = nzmη · σ2η/p + nz · σ2ez ,
E
{(
X(1)β(1) + e
)TXZTZXT(X(1)β(1) + e)}
= (mβ/p)n2nztr(Σ̂XΣ̂ZΣ̂X) · σ2β/p + nnztr(Σ̂XΣ̂Z) · σ2e
= (mβ/p)n2nz
{n + 1
n
tr(Σ3) +
1
n
tr(Σ)tr(Σ2)
} · σ2β/p + nnztr(Σ2) · σ2e
= nnzmβ · {(n + 1)b3(Σ) + pb2(Σ)} · σ2β/p + nnz pb2(Σ) · σ2e
E
{(
X(1)β(1) + e
)TXXT(X(1)β(1) + e)}
= (mβ/p)n2tr(Σ̂2X) · σ2β/p + ntr(Σ̂) · σ2e
= (mβ/p)n2 pb2(Σ̂X) · σ2β/p + npb1(Σ̂) · σ2e
= mβn2{b2(Σ) +ω} · σ2β/p + np · σ2e
E
{(
X(1)β(1) + e
)T(X(1)β(1) + e)}
= (mβ/p)ntr(Σ̂X) · σ2β/p + nz · σ2e = nmβ · σ2β/p + n · σ2e , and
E
{(
X(1)β(1) + e
)TXXTXXT(X(1)β(1) + e)}
= (mβ/p)n3tr(Σ̂3X) · σ2β/p + n2tr(Σ̂2) · σ2e
= n3mβ · {b3(Σ) + 3ωb2(Σ) +ω2} · σ2β/p + n2 p · {b2(Σ) +ω} · σ2e .
7.12 Real data analysis
Data processing
The raw MRI, covariates and genetic data are downloaded from data resources. We pro-
cess the MRI data locally using consistent procedures via advanced normalization tools
(ANTs, [Avants et al., 2011]) to generate ROI volumes for each dataset. Normalization
steps using the ANTs software are detailed in Tustison et al. [2014] and Avants et al.
[2011]. We use the standard OASIS-30 Atropos template for registration and Mindboggle-
101 atlases for labeling. Details of these templates and processing steps can be found
in https://mindboggle.info/data.html, Klein and Tourville [2012] and Tustison et al.
[2014]. For each phenotype and continuous covariate variable, we further remove values
greater than five times the median absolute deviation from the median value. We use
imputed SNP data in real data analysis. We perform the following genetic variants data
quality controls on each dataset: 1) exclude subjects with more than 10% missing geno-
types; 2) exclude variants with minor allele frequency less than 0.01; 3) exclude variants
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with larger than 10% missing genotyping rate; 4) exclude variants that fail the Hardy-
Weinberg test at 1× 10−7 level; and 5) remove variants with imputation INFO score less
than 0.8. All individuals are aged between 3 and 92 years. More cohort information of
these studies can be found in Zhao et al. [2019].
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Supplementary Fig. 1: Out-of-sample R-squared A2R(λ) of ridge-type es-
timators given different λ and heritability when Σ = Ip. λ∗ is the optimal
λ value, 0+ corresponds to the case λ→ 0+, and +∞ represents λ→ +∞.
We set ϕβη = 1, and vary h2β = h
2
η from 0.1 to 0.9.
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Supplementary Fig. 2: Out-of-sample R-squared of optimal
ridge/BLUP estimators (A2R(λ
∗)=A2B(λ
∗/ω)), ridge/BLUP-less esti-
mators (A2R(0
+)=A2B(0
+)), and marginal estimator (A2S) when Σ = Ip. We
set ϕβη = 1, and vary h2β = h
2
η from 0.1 to 0.9.
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Supplementary Fig. 3: In-sample R-squared of ridge/BLUP-less estima-
tors (E2R(0
+) = E2B(0
+)), optimal (out-of-sample) ridge/BLUP estimators
(E2R(λ
∗) = E2B(λ
∗/ω)), and marginal estimator (E2S) when Σ = Ip. We
vary h2β from 0.1 to 0.9.
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Supplementary Fig. 4: Mean squared prediction error (MSE) of marginal,
ridge/BLUP, and ridge-less/BLUP-less estimators when Σ = Ip. We set
mβσ2β/p = 1, and vary h
2
β from 0.1 to 0.9.
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Supplementary Fig. 5: Out-of-sample R-squared of different estimators
for independent features. See Figure 4 for figure notations. We set n =
2000, and vary ω = from 1.05 to 8. The dash lines represent the asymptotic
limits of ridge (red) and marginal (green) estimators.
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Supplementary Fig. 6: In-sample R-squared of different estimators for
independent features. See Figure 4 for figure notations. We set n = 2000,
and vary ω = from 1.05 to 8. The dash lines represent the asymptotic
limits of ridge (red) and marginal (green) estimators.
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Supplementary Fig. 7: Out-of-sample R-squared of different estimators
for features with block-diagonal correlation structure. See Figure 4 for
figure notations. We set n = 2000, and vary ω = from 1.05 to 8. The dash
lines represent the asymptotic limits of ridge (red) and marginal (green)
estimators.
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Supplementary Fig. 8: In-sample R-squared of different estimators for
features with block-diagonal correlation structure. See Figure 4 for fig-
ure notations. We set n = 2000, and vary ω from 1.05 to 8. The dash
lines represent the asymptotic limits of ridge (red) and marginal (green)
estimators.
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Supplementary table
ROI ID BLUP-IBAM Marginal-IBAM BLUP-LST Marginal-LST
left.thalamus.proper 1.739E-02 3.501E-02 5.185E-02 3.895E-02
left.caudate 4.712E-02 1.377E-01 5.536E-02 4.042E-05
left.putamen 1.864E-01 2.224E-01 1.396E-02 3.509E-01
left.pallidum 1.839E-02 4.233E-02 9.342E-02 3.600E-02
left.hippocampus 8.727E-01 7.419E-02 4.957E-01 3.823E-02
left.amygdala 6.878E-01 9.384E-01 7.425E-01 7.848E-01
left.accumbens.area 6.475E-04 6.923E-02 1.647E-02 9.124E-03
right.thalamus.proper 4.950E-04 2.509E-04 1.205E-01 6.544E-03
right.caudate 1.549E-02 2.900E-01 1.513E-02 2.731E-02
right.putamen 2.607E-01 2.474E-01 3.173E-02 3.328E-01
right.pallidum 8.900E-02 9.409E-02 1.796E-01 6.048E-03
right.hippocampus 2.344E-01 3.116E-03 1.044E-01 1.666E-02
right.amygdala 2.369E-02 1.942E-01 1.181E-02 1.040E-01
right.accumbens.area 1.591E-02 2.564E-03 1.092E-02 4.209E-05
Supplementary Table 1: Partial R-squared (×100%) of 14 subcortical ROI
volumes to predict IBAM and LST cognitive test scores in the PING co-
hort. The partial R-squared is estimated from linear regression while ad-
justing for the effects of age and gender. BLUP: best linear unbiased pre-
diction; Marginal: marginal estimator. IBAM: IBAM score; LST: list sort
total score.
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