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The purpose of this note is to prove a theorem on acyclic digraphs, conjectured 
by Linial (J. Combin. Theory Ser. A 30 (1981). 331-334), which includes Greene’s 
theorem (J. Combin. Theory Ser. A 20 (1976), 69-79) on decompositions of a 
partially ordered set into antichains. 
1. INTR~OUCTION 
Let G = (V, E) be an acyclic digraph. For any induced subgraph I-I c G, 
let X(H) denote its chromatic number, p(H) the smallest number of pairwise 
disjoint paths whose union contains V(H). In [7], Linial proves that, for 
every integer k 2 0 
y,” I WI > H”cin, (k/W + I v - WW (1.1) 
x(H) Sk 
Since the reverse inequality is obvious when G is a poset, Linial’s theorem 
generalizes to digraphs the Greene-Kleitman theorem [3] which asserts the 
equality of left and right sides of (1.1) when G is a poset. 
Linial asks if (1.1) remains true if the roles of paths and independent sets 
are interchanged. The purpose of this note is to show that the answer is yes.’ 
THEOREM. If G is an acyclic digraph, then for every integer k > 0 
I The referee has informed us that the result had been previously shown, by a different 
method, in the MIT Thesis of M. Saks. 
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If G is a poset, the reverse of (1.2) is obvious, so our theorem extends 
Greene’s theorem [2] just as (1.1) extends [3]. 
2. PROOF OF THEOREM 
We shall imitate [ 61. In fact, [ 71 can be shown, mutatis mutandis, in the 
same style. 
Proof. Assume ) VJ = n, and the points in I/ are labelled 1, 2,..., n. Let 
C = (cij) i,j = O,..., n be defined by 
cio = 0 for all i, coj= 1 for all j > 0, (2.1) 
cii=O for all i, (2.2) 
if i > 0, j>O and izj, (2.3) 
then 
Cij = 1, if (i, j) E E, 
- not defined, - if (i, j) &?G E.
Consider the following transportation problem T: maximize 
2 
cijxij 9 
i=O.j=O 
where 
(2.4) 
xii > 0 for all i, j, except that xij is not defined if i > 0, j > 0, i fj, (i, j) G E, 
(2.5) 
(2-6) 
” n 
T7 xoj = 1 xi0 = k, 
,. i=O 
+ xii = 1 for i > 0; 
,z 
+ xij = 1 
,s 
for j > 0. (2.7) 
We first show that 
the maximum in T is the left side of Eq. (1.2) (2.8) 
For each H c G, and each partition PH = {P, ,..., P,} of V(H) into t paths, 
with t < k we shall define a matrix X(P) = (xii) satisfying (2.5)-(2.7) such 
that 
x CijXij = 1 V(H)/. (2.9) 
i,j 
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On the other hand, we shall show that, if x0 is a vertex of (2.5)-(2.7), 
there is an induced subgraph H c G, and a partition P of V(H) into, at most, 
k paths such that 
x0 = X(P). (2.10) 
Since the linear form (2.4) defined on the polytope ((2.5~(2.7)) attains its 
maximum at a vertex of that polytope, (2.9) and (2.10) will imply (2.8). 
To prove (2.9), we define X(P) = X by 
X o. = k - t, (2.1 la) 
ifj > 0, xoj= 1, if j is the start of one of P, ,..., P, 
= 0, otherwise; 
(2.1 lb) 
if i > 0, xi0 = 1, if i is the end of one of P, ,..., P, 
(2.1 lc) 
= 0, otherwise; 
if i > 0, xii= 1, if i@P,U~.. UP, 
(2.1 Id) 
= 0, if iEP,U... VP,; 
if i > 0, j > 0, i#j, (2.1 le) 
xii= 1, if for some r = l,..., t, (i, j) is an edge of P, 
= 0, otherwise. 
One sees that the specifications (2.11) produce an X satisfying (2.5~(2.7) 
and, from (2.1)-(2.3), we have (2.9). 
Next, suppose X0 is a vector of (2.5)-(2.7). Since the matrix of Eqs. (2.6) 
and (2.7) is totally unimodular 151, it foilows that X0 is integral, whence 
from (2.5~(2.7) all xc are 0 or 1 except possibly xoo. If we let 
H = (i > 0 ( xp, = 0}, then the nonzeros in the 0th row of x0 (other than x0,) 
pick out the starts of paths P, ,..., P, (where t = k - xoo), partitioning V(H), 
the nonzero xij (for i > 0, j > 0) pick out the edges in {P,,..., P,} and the t 
nonzeros in the 0th column of X” (other than x0,) pick out the ends of the 
a paths. To. see this, suppose x0,., = 1. Then, xf,,., = 1 for exactly one 
r2 = O,..., n, and (2.7) r2 # r, . If r2 = 0, then we have found a path consisting 
of rl alone. If rz # 0, there is exactly one r3 such that xF2,r3 = 1. If r3 = 0, we 
have a path of points {rl, r2}. Further, by (2.7), we have r3 # r2 and r3 # rl. 
Continuing in this way picks out the path starting at rl . Note that a cycle of 
nonzeros of X”, not involving 0, is impossible by (2.5) and the acyclicity of 
G. 
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By (2.8) and the duality theorem of linear programming, all we have left 
to prove is 
min k(U, + no) + 2 Ui + + vj3 
i=l ,e, 
where ui + vi > cij for all i, j, (2.12) 
is not greater than the right-hand side of (1.2). 
To prove this, we begin by noting that the 1.~. in (2.12) attains its 
minimum at integral U’S and v’s, by the total unimodularity of the conditions 
il+Vj>Cij* Also, nothing is changed if all ui are reduced by a constant, and 
all vj raised by the same constant. So we may assume that the solution in 
(2.12) has all U’S and v’s integral, and u0 = 0. Consequently, ZJ,, > 0 (by 2.1) 
and our objective function is kv, + Cy ui + C; vj, where 
ui+vi>O by (2.2), (2.13) 
and 
Vj> I for all j> 0 by (2.1) 
ui + vj > 1 if i > 0, j > 0, i # j, 
Let V(H) = {i > 0 1 ui + vi = 0). We first note that 
kv,, 2 kW). 
(2.14) 
(i,j) E E. (2.15) 
(2.16) 
To prove (2.16), let P = {r, , rz ,..., rI] be a path in H. Then. 
0 = \’ uri + vri = -v, - uo + (240 + u,, + *** + u,,) + (v, + v,, + a.. + v,,) 
iY1 
= -00 + (%l + v,J + (url f VJ + *. ’ f (u,, + v,) 
> -v, + t. 
So, t < vO. But it is well known [ 1] that the chromatic number of a digraph 
does not exceed the maximum number of points in a path of the digraph. 
Hence, x(H) < vo, proving (2.16). 
NOW, kvo+C:ui+CIvi=kvo+Ci~Y(H)(Ui+vi)~k~(H)+)’-’(H)I, 
which completes the proof. 
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3. REMARK 
A further insight into (1.2) can be obtained from [4]. Consider the dual 
pair of linear programs. 
maximize C ]P] y,: P is a path of G, where (3-l) 
y,>OforallpathsP,~(y,:vEP)~1foralluEV,~y,~k 
and 
minimize ka + 2 xv, where 
a>O,x,>OforalluEV,a+~(x~,:uEP)>,]P]forallpathsP. (3.2) 
From [4], it can be shown that (3.1) and (3.2) have respective optimal 
vecots y” and (a’; x0) which are integers. An integral y” for (3.1) clearly has 
all coordinates 0 or 1, so (3.1) solves the problem of finding the largest 
number of points of V which can be covered by at most k disjoint paths. 
By the duality theorem of linear programming, the left side of (2.1) is 
ka” + C x”,. 
Let H be the subgraph of G induced by (U 1 x,. = 0). Then, a0 > 1 PI for all 
paths P in H. Hence, by [ 11, 
X(H) < a”. (3.3) 
Obviously, since x0 is integral 
Combining (3.3) and (3.4) completes the proof. Similar notions can also be 
applied to (1.1). 
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