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A DUAL FORMULA FOR THE SPECTRAL DISTANCE
IN NONCOMMUTATIVE GEOMETRY
FRANCESCO D’ANDREA, PIERRE MARTINETTI
ABSTRACT. We present a dual formula for Connes’ spectral distance general-
izing Beckmann’s formula for the Monge-Kantorovich-Wasserstein distance of
order 1. We then discuss some examples with matrix algebras.
1. INTRODUCTION
In Connes’ framework [2], a noncommutative geometry is described by a spec-
tral triple (A,H,D), consisting in an associative complex ∗-algebra A that acts
faithfully on a Hilbert space H through a representation pi, together with a (non-
necessarily bounded) selfadjoint operatorD on H, such that [D,pi(a)] is bounded
and pi(a)(1 +D2)−1 is compact for all a ∈ A. The spectral distance between any
two states ϕ1,ϕ2 of A (the C∗-closure of A with respect to the operator norm on
H) is [3]:
dD(ϕ1,ϕ2) := sup
a∈A
{
|ϕ1(a) −ϕ2(a)| : ‖[D,pi(a)]‖ 6 1
}
. (1)
There is a natural spectral triple associated with a Riemannnian spin manifoldM
of dimensionm, namely
A = C∞c (M), H = L2(M,S), D = /D := −i
m∑
α=1
γα∇α (2)
where the algebra C∞c (M) of smooth compactly supported functions on M acts
by pointwise multiplication on the Hilbert space L2(M,S) of square integrable
spinors,
(pi(f)ψ)(x) := f(x)ψ(x) ∀f ∈ C∞c (M),ψ ∈ L2(M,S), x ∈M, (3)
while /D is the Dirac operator, expressed in local coordinates in terms of selfad-
joint Dirac matrices γα and spin covariant derivatives∇α. In that case,A = C0(M)
is the algebra of continuous functions onM vanishing at infinity.
States of C0(M) – that is positive, normalized, linear functionals ϕ on C0(M) –
are in 1-to-1 correspondence with probability measures µ onM,
ϕ(f) =
∫
M
f dµ ∀f ∈ C0(M). (4)
2010 Mathematics Subject Classification. 58B34.
Key words and phrases. Spectral triples. Connes’ distance. Beckmann’s problem.
1
ar
X
iv
:1
80
7.
06
93
5v
1 
 [m
ath
.O
A]
  1
8 J
ul 
20
18
2 FRANCESCO D’ANDREA, PIERRE MARTINETTI
It was first noticed by Rieffel in [10] that the spectral distance (1) on a compact
manifold is nothing but Kantorovich dual formulation of the Wasserstein dis-
tanceW1 of order 1 studied in optimal transport, with cost function given by the
geodesic distance dgeo onM. Namely one has
d /D(ϕ1,ϕ2) =W1(µ1,µ2) (5)
with
W1(µ1,µ2) := inf
γ
∫
M×M
dgeo(x,y)dγ(x,y) , (6)
where the infimum is on all the measures γ on M ×M with marginals the mea-
sures µ1 ands µ2 defining the states ϕ1,ϕ2 through (4). The same is true on a
locally compact manifold, as soon as it is complete [4].
For an arbitrary spectral triple (A,H,D), Connes formula (1) provides a gener-
alization of Kantorovich dual formula that makes sense also in the noncommuta-
tive framework. A natural question is whether there exists a “pre-dual” formula,
that is a noncommutative version of (6) or, in other terms, a way to express the
spectral distance (1) as an infimum rather than a supremum.
A first attempt starts with the following observation: on a manifold, the cost
function is retrieved as the Wasserstein distance between pure states. On an arbi-
trary spectral triple, replacing states by probability measures on the space P(A) of
pure states, a natural candidate for a pre-dual formula would be the Wasserstein
distance WD on the space S(A) of states, with cost the spectral distance on pure
states (but note that the map from probability measures on P(A) to S(A) is surjec-
tive but, in general, not injective). One shows [8] that dD(ϕ,ψ) 6 WD(ϕ,ψ) for
any probability measures ϕ,ψ on P(A), with equality when ϕ and ψ are convex
linear combinations of the same two pure states. However the equality does not
hold in general (see the counterexample in [9]).
A similar approach is in [5, Sec. 4.6]: on the Berezin quantization A of a com-
pact homogeneousG-spaceM, withG a connected compact semisimple Lie group,
the symbol map associates to every quantum state a unique probability measure
on M; one can then consider the Wasserstein distance between probability mea-
sures and show that it gives a distance on quantum states that is dual to a suitable
seminorm on A, in the spirit of (1).
In this note, we show that there exists a dual formulation of the spectral dis-
tance (1) by adapting to noncommutative geometry the “dual of the dual” for-
mula of the Wasserstein distance, also known as Beckmann’s problem (cf. [14,
Sec. 4.2]). This is inspired by the recent work [1] on matrix algebras. Our main
result is Theorem 1, which shows that the “dual of the dual” formula holds in
full generality.
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In the following, we will omit the representation symbol and identify an el-
ement of the algebra A of a spectral triple with its representation as a bounded
operator on H. By A+ we shall mean the algebra generated by A and 1 ∈ B(H).
2. A DUAL FORMULATION FOR THE SPECTRAL DISTANCE
Let (A,H,D) be a spectral triple, and
Ω1D(A) := Span
{
a[D,b] : a,b ∈ A+} (7)
the A-bimodule of generalized 1-forms. Denote by∇ the derivation:
∇ : A→ Ω1D(A) , ∇a := [D,a] . (8)
By definition of spectral triple, [D,a] is bounded for any a ∈ A, so that Ω1D(A),
and therefore Im(∇), is a subset of the algebra B(H) of bounded operators on H.
We will assume that if a ∈ A+ and [D,a] = 0, then a = λ1 is proportional to the
identity. This is sometimes referred to as “connectedness” condition.
Let B be any (complex) Banach subspace of B(H) containing Im(∇), B∗ its
Banach dual, i.e. the set of linear functionals Φ : B→ C that are bounded for the
operator norm
||Φ|| := sup
b∈B:b 6=0
|Φ(b)|
||b||
, (9)
and L(A,C) the set of linear maps A→ C. We denote by
∇∗ : B∗ → L(A,C) (10)
the pullback of∇:
∇∗Φ(a) := Φ(∇a) , ∀ Φ ∈ B∗,a ∈ A. (11)
Given a state ϕ of A we will denote by ϕ0 its restriction to A.
Theorem 1. Let (A,H,D) be a connected spectral triple. For any ϕ,ψ ∈ S(A) and any
Banach space B containing Im(∇), define:
W(ϕ,ψ) := inf
Φ∈B∗
{‖Φ‖ : ∇∗Φ = ϕ0 −ψ0} . (12)
Then, (i) the above inf is well-defined (the set of Φ satisfying the side condition is non-
empty), (ii) it is in fact a min and (iii) one has
W(ϕ,ψ) = dD(ϕ,ψ) ∀ ϕ,ψ ∈ S(A). (13)
In particular, (12) gives a distance which is independent of the choice of B.
Proof. Let B0 = Im(∇) and Φ0 : B0 → C be the map given by:
Φ0(∇a) := ϕ0(a) −ψ0(a) , ∀ a ∈ A. (14)
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Thanks to the connectedness condition for the spectral triple, such a map is well
defined. Note that
‖Φ0‖ := sup
b∈B0:b 6=0
|Φ0(b)|
‖b‖ = supa∈A:[D,a] 6=0
|ϕ(a) −ψ(a)|
‖[D,a]‖ = dD(ϕ,ψ) . (15)
By the Hahn-Banach theorem [13, Pag. 77, Cor. 1], the map Φ0 can be extended
(non-uniquely) to a linear map in B∗ with the same norm, which proves the first
statement.
LetΦ ∈ B∗ be any of these extensions. Since by construction
∇∗Φ(a) = Φ(∇a) = Φ0(∇a) = ϕ(a) −ψ(a) ∀a ∈ A, (16)
we have from (15):
W(ϕ,ψ) 6 ‖Φ‖ = ‖Φ0‖ = dD(ϕ,ψ). (17)
On the other hand, for allΦ ∈ B∗,
‖Φ‖ = sup
b∈B:b 6=0
|Φ(b)|
‖b‖ > supb∈B0:b 6=0
|Φ(b)|
‖b‖ = supa∈A:a6=0
|∇∗Φ(a)|
‖∇a‖ . (18)
In particular if ∇∗Φ(a) = ϕ(a) − ψ(a), the right hand side of previous equation
is dD(ϕ,ψ), which proves thatW(ϕ,ψ) > dD(ϕ,ψ). Hence the result.
Notice that the inf is attained on the map (14), thus is a min. 
One can avoid the connectedness condition as follows. In order for the map (14)
to exist it is enough that ∇a = 0 =⇒ ϕ0(a) = ψ0(a), which is automatically
satisfied if the states are at finite distance.
Lemma 2. Suppose dD(ϕ,ψ) <∞. Then ϕ−ψ vanishes on ker∇.
Proof. Let b ∈ ker∇, with b 6= 0. Set a := λb, with λ ∈ C. Since [D,b] = 0,
dD(ϕ,ψ) > |(ϕ − ψ)(a)| = |λ| · |(ϕ − ψ)(b)| ∀ λ ∈ C. If (ϕ − ψ)(b) 6= 0, the sup
over all λ is infinite and we get a contraddiction. 
As a corollary, (13) holds in full generality for states that are at finite distance:
Theorem 3. Let (A,H,D) be a (not necessarily connected) spectral triple and ϕ,ψ two
states such that dD(ϕ,ψ) <∞. Then dD(ϕ,ψ) =W(ϕ,ψ) withW given by (12).
3. EXAMPLES
3.1. Euclidean spaces. In this section we recover Beckmann’s formula for the
Wasserstein distance in Rm from formula (12). More precisely we show that the
r.h.s. of the latter coincides with Beckmann’s formula (given in (30) below).
Beckmann’s formula deals with real value functions, so first of all we need
to check that the infimum in (12) can be equivalently searched on real valued
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Φ. This follows from the observation [6] that the supremum in the distance for-
mula (1) can be equivalently searched on the setAs.a. of selfadjoint elements ofA,
namely
dD(ϕ1,ϕ2) = sup
a∈As.a.
{
ϕ1(a) −ϕ2(a) : ‖[D,pi(a)]‖ 6 1
}
. (19)
Indeed, let ∇R be the restriction of (8) to the real vector space As.a.. Take BR
to be any real Banach subspace of B(H) containing Im(∇R), denote by B∗R its
dual and ∇∗R : B∗R → L(As.a.,R) the pullback of ∇R. Then, starting from (19)
and repeating almost verbatim the proof of the above theorems, using the Hahn-
Banach theorem for real Banach algebras, one arrives at the following real version
of Theorem 3.
Theorem 4. Let (A,H,D) be a (not necessarily connected) spectral triple and ϕ,ψ two
states such that dD(ϕ,ψ) <∞. Then
dD(ϕ,ψ) = inf
Φ∈B∗R
{‖Φ‖ : ∇∗RΦ = ϕ0 −ψ0} (20)
We now specialize to the spectral triple (2), with M = Rm. In such a case,
∇f = −i∑mα=1 γα∂αf for all f ∈ C∞c (Rm) and H = L2(Rm) ⊗ Rn, where n =
2[m/2] is the dimension of the spin representation. Let V ⊂ Mm(C) be the real
vector subspace of complex m ×m matrices spanned by iγ1, . . . , iγm, equipped
with Hilbert-Schmidt inner product:
〈a,b〉HS :=
1
m
Tr(a∗b) , ∀ a,b ∈Mm(C). (21)
With such a normalization, gamma matrices iγα form an orthonormal basis of V :
〈iγα, iγβ〉HS =
1
m
Tr(γαγβ) =
1
2m
Tr(γαγβ+γβγα) =
1
m
Tr(δαβ1m) = δαβ. (22)
The image of∇R is contained in the Banach space BR := C0(Rm,V) of continuous
functions Rm → V vanishing at infinity, with norm inherited from the operator
norm on H. Any b ∈ BR has the form b = i
∑
α fαγ
α, where f := (f1, . . . , fm)
is an m-tuple of real-valued C0-functions on Rm. Since the operator norm is a
C∗-norm and
b∗b =
∑
α,β
fαfβγ
αγβ =
1
2
∑
α,β
fαfβ(γ
αγβ + γβγα) =
∑
α
|fα|
2I = |f|2I (23)
with I the identity matrix of dimension n, the norm on BR is just the Euclidean
norm in Rm composed with the sup norm:
‖b‖ = sup
x∈Rm
|f(x)|. (24)
By Riesz Representation Theorem (see e.g. [12, Theorem 6.19]) the dual is B∗R =
M(Rm)⊗V∗, withM(Rm) the set of (real-valued) Radon measures onRm. Every
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Φ ∈ B∗ can then be expressed in the form
Φ( . ) = i
∑
α
∫
Rm
〈γα, . 〉HS dwα (25)
for some Radon measures w1, . . . ,wm. Given two states ϕ,ψ corresponding to
two measures µ,ν, the side condition∇∗RΦ = ϕ0 −ψ0 in (12) becomes:∫
Rm
∇f · dw =
∫
Rm
(f dµ− f dν) , ∀ f ∈ C∞c (M), (26)
where dw = (dw1, . . . ,dwm), ∇ = (∂1, . . . ,∂m) and “·” is the standard Eu-
clidean scalar product. In particular, if dw = w(x)dmx, dµ = µ(x)dmx and
dν = ν(x)dmx for some C1 functions, after integration by parts one gets:∫
Rm
f
{∇ ·w+ µ− ν}dmx = 0 ∀ f ∈ C∞c (M). (27)
Since C∞c (Rm) is dense in C0(Rm), the latter condition is equivalent to
−∇ ·w = µ− ν . (28)
For more general Radon measures, the divergence condition (28) is to be read in
the weak sense, i.e. as in (26).
The norm on B∗R, dual to (24), is
‖Φ‖ =
∫
Rm
|w(x)|dmx. (29)
Combining (29) and (28), after a replacement w→ −w, Theorem 3 yields
dD(ϕ,ψ) = min
{∫
Rm
|w(x)|dmx : ∇ ·w = µ− ν
}
. (30)
The r.h.s. of the above equation is precisely Beckmann’s formula (4.4) in [14]. So
we have recovered the later from the dual formulation of the spectral distance, as
expected from Theorem 1.
3.1.1. Distributions on the real line. In simple cases, combining the formulas (30)
and (1) one is able to explicitly compute the distance. For m = 1, for example,
the difference between the cumulative distributions
w(x) :=
∫x
−∞ d(µ− ν) (31)
satisfies the side condition in (30), hence we immediately get
dD(ϕ,ψ) 6
∫+∞
−∞
∣∣∣∣∫x
−∞ d(µ− ν)
∣∣∣∣dx . (32)
We know on the other hand that the sup in (1) can be searched, in the commuta-
tive case, among the set of all 1-Lipschitz functions (see e.g. [4]). If µ − ν has no
singular continuous part, then (31) is piecewise continuous, its sign is piecewise
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continuous and the primitive of the sign is a 1-Lipschitz functions φ. From (1) it
follows that:
dD(ϕ,ψ) >
∣∣∣∣∫+∞
−∞ φd(µ− ν)
∣∣∣∣ = ∫+∞
−∞
∣∣∣∣∫x
−∞ d(µ− ν)
∣∣∣∣dx (33)
so that (32) is an equality.
3.2. Finite noncommutative spaces. While (12) is always a minimum, the supre-
mum in (1) is not always a maximum. Here we observe that it is a max in the
finite-dimensional case.
Let us start with a slight generalization of the notion of spectral distance. Let
As.a. be an order unit space, and L a Lipschitz seminorm on As.a., that means
L(a) = 0 =⇒ a is proportional to the order unit 1. A distance dual to L is defined
by [11]:
d(ϕ,ψ) := sup
a∈As.a.
{
ϕ(a) −ψ(a) : L(a) 6 1
}
, (34)
for all statesϕ,ψ ofAs.a.. We recover the spectral distance of a connected spectral
triple (A,H,D) by taking asAs.a. the set of selfadjoint elements ofA+ and L(a) :=
‖[D,a]‖, and by recalling that the sup in (1) can be equivalently searched on the
set of selfadjoint elements of A+ [6].
If As.a. is finite-dimensional, the usual interpretation is as a noncommutative
metric space with a finite number of points. The next lemma expresses the fact
that, roughly speaking, for finite noncommutative spaces there is always an “op-
timal transportation plan”.
Proposition 5. Let As.a. be finite-dimensional. Then the sup in (34) is a max, i.e. for all
ϕ,ψ there exists an element amax ∈ As.a. such that dD(ϕ,ψ) = ϕ(amax) −ψ(amax).
Proof. Recall that As.a. can always be realized as a real subspace of B(H)sa, the set
of selfadjoint operators on a finite-dimensional Hilbert space H, containing the
identity operator 1. We distinguish two cases: L(1) 6= 0 and L(1) = 0.
In the first case, L is a norm on As.a.. Since As.a. is a finite-dimensional vec-
tor space, the unit ball B :=
{
a ∈ As.a. : L(a) 6 1} is a compact set. The map
f := ϕ−ψ : B→ R is continuous and its domain is a compact set, hence by Weier-
strass theorem (see e.g. Appendix E of [7]) it attains its maximum on B, i.e. there
exists amax ∈ B such that dD(ϕ,ψ) = ϕ(amax) −ψ(amax).
Assume now L(1) = 0. For all a ∈ As.a. and λ ∈ R:
L(a+ λ1) 6 L(a) + |λ|L(1) = L(a) (35)
and
L(a) = L(a+ λ1 − λ1) 6 L(a+ λ1) + |λ|L(1) = L(a+ λ1) (36)
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Hence L(a) = L(a + λ1). Since ϕ(a − λ1) − ψ(a − λ1) = ϕ(a) − ψ(a), in (34) we
can always replace a by the traceless element a− Tr(a)Tr(1) 1 proving that
d(ϕ,ψ) = sup
a∈S
{
ϕ(a) −ψ(a) : L(a) 6 1
}
, (37)
where S = {a ∈ As.a. : Tr(a) = 0}. Now L is a norm on S, since by the Lipschitz
condition L(a) = 0 implies a = λ1 and this is traceless iff it is zero. We can then
repeat the proof above with the unit ball B :=
{
a ∈ S : L(a) 6 1}. 
3.2.1. Matrix algebras. Consider the spectral triple
A =Mn(C), H = Cn ⊗ CN, D =
N∑
i=1
Li ⊗ Eii (38)
where n,N > 1, the algebra A acts on the first factor of H, L1, . . . ,LN ∈ Mn(C)
are selfadjoint matrices and Eij ∈ MN(C) is the matrix with 1 in position (i, j)
and zero everywhere else.
For such a spectral triple, we recover Theorem 1 of [1], cf. Prop. 6 below.
Recall that states ϕ are in bijection with density matrices ρ ∈ Mn(C), via the
formula:
ϕ(a) = Tr(ρa) , ∀ a ∈ A. (39)
Choose the Banach space B in (12) as follows:
B =Mn(C)⊕ . . .⊕Mn(C)︸ ︷︷ ︸
N times
(40)
where we think of elements of B as block diagonal matrices withN blocks of type
n× n. The formula
Φ =
N∑
i=1
TrCn(ui · ) (41)
gives a bijection between u = (u1, . . . ,uN) ∈ B and Φ ∈ B∗. From the cyclic
property of the trace we deduce that
∇∗Φ(a) = Φ([D,a]) =
N∑
i=1
TrCn(ui[Li,a]) = −
N∑
i=1
TrCn([Li,ui]a) (42)
for all a ∈ A, so that the side condition in (12) becomes
−
∑N
i=1
[Li,ui] = ρ1 − ρ2 (43)
for two states with density matrices ρ1 and ρ2.
The dual of the operator norm in the finite-dimensional case is the nuclear
norm ‖ . ‖∗:
‖Φ‖ = ‖u‖∗ := Tr(
√
u∗u) . (44)
Collecting all these informations, and since u and −u have the same norm, we
arrive at the following theorem, specialization of Theorem 1 to the present case.
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Proposition 6. The spectral distance of the triple (38) is given by
dD(ϕ1,ϕ2) = inf
{
‖u‖∗ :
N∑
i=1
[Li,ui] = ρ1 − ρ2
}
, (45)
where ϕi = Tr(ρi · ), i = 1, 2, are any two states at finite distance and the infimum is
over all u = (u1, . . . ,uN) ∈Mn(C)⊕ . . .⊕Mn(C) satisfying the side condition.
Using (20) instead of (12) one can show that the inf in (45) can be searched in
the set of antisymmetric matrices, thus getting the same formula that is in [1].
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