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َمْؼل َُماْت لا يُس ْ َتََاُن ِبِه، َس َ ًء َثََؼلََق  َلأْمُر   الصُّ  َ  ُجَُشّكِّ ُ 
في   َو ْ ،ِت  اقََر    ِاَاا ِفي ًة َساِػد َكم غخبا ها (  ِاختَّ ْ ِ  َِمْلَد ً  ِلل ّْ




ػَاَاُة  التَّْم َ َِة جُلاِجيتَِّة  َلأبَْؼاا َِتَِْدُف 
ِ
وَْشاِء هََماا ِ 
ِ
 َ  
ِ
َمَشاِهَد َج جُلاِجيتَِّة  َلأبَْؼاِا  ِهِْطلاقًا ِمْن َمْؼل َُماٍت ُمس ْ خَْخَر ٍَة ُمبَاَشََ ًة ِمْن  
ْا ثَُم ِّ ُلَا ِمْن َتَْ ِسِين ثقليديةْق ِيتَّاِت  با ْ بَِديلا  ِدصُّ ُمهِّمٍ ِللْتَو ِ تَّ جَُشّكِّ  ُ.  َِق ِق تَّة ٍ
ِ
ػََلَ ُمس ْ خ ََى  ّلِ قتَِّة   التَّْم َ َِة جُلاِجيتَِّة  َلأبَْؼاا ِ،  
 .َو ُْ ػَُة  اختَّْلِمِيم و  ا َ ِقِؼيتَّة ِ
 
  لمخاحة  ُِق ُ  باهََظًر  ِاخََؼدصُّ ِا 
ِ
نتَّ ُمَحاَوَلََ َجَْ ِؼهَاػَاَاِة  التَّْم َ َِة جُلاِجيتَِّة  َلأبَْؼاا ِلا
ِ
 ػليه، و َمن  الؼ بة بمكانِفي ِا َ َسٍة َو ِحَدٍة  ، فَا
 .ِللْخَ ْرِقَِة بَيَْنََا   قتر  ا هَمَؼاِي َ  ِوفْق ِ ْثَأَيْلَا ثَْلِلي َهَا 
 
ػَاَاِة  التَّْم َ َِة جُلاِجيتَِّة  َلأبَْؼاا ِيقًَة  َِديَدًة  ِْقَترَ ْ َا  َي ْضًّ ا َطر ِكما 
ِ
ِمْن ُص َ ٍ  َِق ِق تٍَّة، ِمْن ِخلاِبا  لجتَّْمع ِبَْينَ  ِجْلَْينِ ِمْن   هطلاقا لا
 َ  ِس ْ ِخنْتَاج ِ   ث يهدف، لمؼتمدة َساِايِي  لأ َ
ِ
ػَاَاُة يِبٍّ ِللِْجْسِم  اُْمَر ِا  ِلاٍف ب ََِّيٍ ثَْقر ِ) جش  ل( ُلأْسل ُُب  َلأوتَّ ُبا  ََساًسا  
ِ
 
فَيَس ْ خَْؼِمُل ِػدتَّ َة ُص َ ٍ  َِق ِق تٍَّة ُملْخَقََطٍة ِبَطرِيقَِة   َمتَّ ا  اثتَّاِا ّ.  ا ِّ ْؼ ِ  ِّ التَُّم َاج ِ    وشاءفي س ْ ِخْؼَماِلِِ َلا ِقًا لا ِ، هَْم َ َِته ِ
َلاِزَمة ِلاس ْ ِخْكَْاِبا  التَُّم َاج ِجَُلاِثِّ  َلأبَْؼاِا  ح  ن،خاصة  لأأبؼاا و لا ضاءة ٍت ، ِايَس ْ خَْخِرَج ِمْنََا َمْؼل ْو َ )oéréts( اْسِترِي ُ














ػَاَاة ُ :  اْبتَّ ِْث   َِ َماُت 
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Les images représentent, un support considérable d‟informations que ce soit pour la réflexion 
(aide à la décision, conception, etc.) ou pour la communication (production, représentation, 
etc.). 
Les techniques classiques de synthèse d‟images s‟attachent toutes à produire des vues 
d‟une scène de modèle géométrique 3D. Leur principe consiste à augmenter un modèle 
géométrique 3D d‟une scène tridimensionnelle, de certaines informations photométriques : 
couleurs, textures, matériaux, et interactions avec la lumière. Pour ces applications, il est 
nécessaire d'effectuer une première étape de modélisation manuelle de chaque élément de la 
scène à synthétiser, et une étape de rendu pour générer les images finales. Ce type de synthèse 
est gourmant en termes de temps et fournie des résultats de qualité artificielle. 
Il est alors proposé de synthétiser de nouvelles vues uniquement à partir de vues réelles de 
la scène, en simulant le déplacement de la caméra qui les a acquises. Les techniques 
permettant de synthétiser de nouvelles vues à partir de vues réelles d‟une scène sont appelés 
communément les méthodes de modélisation et rendu basés image (Image Based Modeling 
and Rendering : IBMR). 
La reconstruction 3D, consiste à généré un modèle 3D à partir d‟informations issues de la 
scène réelle. Elle constitue une alternative très intéressante, du fait qu‟elle vise à améliorer la 
modélisation d‟environnements en 3D, au niveau de la précision et de la rapidité de 
conception, ainsi qu‟au niveau du réalisme. 
Puisque le rassemblement des méthodes de reconstruction 3D disponibles dans un état 
d‟art est très difficile (vue leurs diversité), nous les avons classés selon différents critères qui 
permettent de les regrouper en catégories. 
Nous avons aussi proposé une nouvelle approche pour la reconstruction 3D à partir 
d‟images ; en combinant deux méthodes d‟IBMR : La première est la stéréovision et la 
deuxième est la technique appelée (enveloppe visuelle). 
 
































The images represent a considerable information support either for reflection (decision aide, 
designing, etc...) or for communication (production, representation, etc...). 
Classically, the images synthesis techniques, aims to produce views of a 3D geometric 
model scene. Their principle is to augment a 3D geometric model of a three-dimensional 
scene, with some photometric information: colors, textures, materials, and interactions with 
light. For those applications, it is necessary to make a first manual modeling step for each 
element of the scene to synthesize, followed by a rendering step in order to generate the final 
image. This kind of synthesis is greedy in terms of time and provides an artificial quality 
results. 
It is then proposed to synthesize new views using only real views of the scene, by 
simulating the displacement of the camera which took the real views. The techniques for 
synthesizing new views from real views of a scene are commonly known (Image-Based 
Modeling and Rendering: IBMR). 
The 3D reconstruction consists to generate a 3D model from information inspired from a 
real scene. It is a very interesting alternative, because it aims to improve the modeling of 3D 
environments, in terms of accuracy and design speed, as well as the level of realism. 
 Since the collection of 3D reconstruction methods available in a state of art is very 
difficult (for their diversity), we have classified them according to different criteria to group 
them into categories. 
We have also proposed a new approach for 3D reconstruction from images, by combining 
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Les possibilités d‟exploitation des images (quelle que soit leur origine), se sont multipliées de 
manière importante suite à l‟émergence récente des nouvelles technologies informatiques de 
traitement et d‟acquisition de l‟information. Ces images représentent, en fait, un support 
considérable d‟informations que ce soit comme support de réflexion (aide à la décision, 
conception, etc.) ou comme support de communication (production, représentation, etc.).  
De nouveaux adorables outils de manipulation permettant d‟exploiter directement ces 
images de manière presque exclusivement numérique, ont vu le jour grâce à l‟évolution des 
capacités de traitement, aussi bien matérielles que logicielles. Fournissant ainsi une qualité 
équivalente, sinon meilleure, que celle obtenue par les techniques plus traditionnelles. 
Dans cette introduction, nous essayons d‟exposer très brièvement le principe de la synthèse 
d‟images classique à base des modèles géométriques 3D, comme nous citons quelques 
limitations et difficultés de ce type de synthèse. Puis nous présentons le principe général de la 
synthèse d‟images à partir d‟images qui est une alternative à l‟approche classique de synthèse 
d‟images.  
1. Synthèse d’images classique  
L‟intérêt des techniques classiques de synthèse d‟images est de produire des vues aussi 
réalistes que possible. Leur principe consiste à augmenter un modèle géométrique 3D par 
certaines informations photométriques [80]: (couleurs, textures
1
, matériaux, et interactions 
avec la lumière). 
Il est donc nécessaire d‟effectuer une étape de modélisation manuelle de chaque élément 
de la scène à synthétiser [34]. Suivie des principales étapes de création des images 3D: 
 la position et la trajectoire de la caméra et de la cible,  
 le positionnement et le réglage des lumières,  
 la création et l'affectation des textures,  
 le choix du mode de rendu (Répartition de la lumière et génération des ombres),  
 le calcul des images (Affichage des scènes créées sur un écran de visualisation). 
1-1 Phase de modélisation 
La modélisation 3D est l'étape en infographie
2
 3D qui consiste à créer, par un logiciel de 
modélisation 3D, un objet en trois dimensions ; par ajout, soustraction et modifications de ses 
constituants. 
Assisté par un logiciel spécialisé, le concepteur décrit et place les objets manuellement 
dans le volume de la scène [65]. Il utilise un formalisme approprié pour décrire les 
caractéristiques géométriques (formes) et photométriques (couleurs, textures planes) des 
objets de la scène. Chacun de ces objets est alors habillé par une couleur (dans le cas le plus 
simple) ou d‟une texture qui représente le matériel de cet objet, voire également sa rugosité et 
                                                 
1
 Une “texture” désigne une caractéristique matérielle d‟une surface constituée d‟un motif plus ou moins 
régulier (grain d’un bois, trame d’un tissu, rugosité d’une pierre, poli d’un métal, etc...). 
2
 L'infographie  est la science de l'image numérique, elle définit les graphismes créés et gérés par ordinateur. 






. Puis, sont définies les différentes lumières éclairant la scène et les caméras 





Figure 1 : Deux méthodes pour la modélisation 3D. 
 
On appelle maquette numérique ; le modèle de l‟objet ainsi constitué (représentation 
informatique à partir d’informations géométriques). La méthode la plus classique de 
représentation consiste à décomposer l‟objet en « Facettes », ou polygones, qui -mis bout à 
bout- permettent de rendre compte de l‟enveloppe extérieure d‟un solide [80]. Cette 
représentation est purement géométrique du fait qu‟elle ne met pas en évidence les 
caractéristiques optiques de l‟objet. Plus une maquette comporte de polygones, plus l‟image 











Figure 2: Effets du nombre de polygones sur la précision du modèle 3D. 
1-2 Phase de rendu  
Le calcul de rendu permet de fabriquer véritablement l‟image de synthèse. Le but est de 
transformer la description 3D de la scène en une image 2D en fonction des différents éléments 
de la scène et du point de vue duquel elle est regardée. Des images d‟un réalisme maximal 
(vis-à-vis du modèle) sont générées par le système de synthèse d‟images, et ce par 
l‟application des lois physiques de propagation de la lumière, prise en compte des réflexions, 






Figure 3: Rendu de la scène 3D modélisée. 
                                                 
1
 Le relief désigne une image (dessin, film, etc.) donnant l'illusion d'une troisième dimension, visible en 
stéréoscopie. 




Diverses techniques de rendu sont disponibles [65] et permettent par exemple d‟: 
 Avoir un « Réalisme lumineux » en simulant le parcours inverse de la lumière en 
optique géométrique. Ce qui constitue la base de la technique du « Lancer de rayons » 
(les rayons se reflètent ou se réfractent selon les matériaux).  
 Avoir un « Réalisme feutré » en analysant la lumière comme échange d‟énergie entre 
surfaces ; calculé à partir des propriétés de réflectivité des matériaux, ce qui permet 
d‟obtenir des lumières tamisées et des pénombres. C‟est le principe de la « Radiosité ». 
2. Problématique 
Pour les objets fabriqués par l‟homme, les méthodes de modélisation classiques donnent des 
résultats très satisfaisants et de haute qualité (photographique et cinématographique). 
Mais, elles s‟avèrent être inapplicables à des scènes réelles (vastes et complexes) qui 
contiennent un grand nombre de détails (cas de la forêt), ou tout simplement un trop grand 
volume de données (cas de la ville), difficilement gérable en pratique  [16]. 
L‟apparition de techniques de synthèse de plus en plus réalistes et de plus en plus 
complexes, a diminué les aspects synthétiques et artificiels des objets produits en fournissant 
un photoréalisme excellent, mais cela pose plusieurs types de problèmes : 
 Les méthodes classiques de synthèse d‟images sont gourmandes en temps de calcul  
[16]. Si la scène est trop complexe, synthétiser une seule image peut déjà demander 
plusieurs minutes de calcul sur des machines spécialisées. Ceci peut être considéré 
comme un problème secondaire, car la puissance de calcul des machines évolue 
exponentiellement avec le temps.  
 Une scène complexe demande une modélisation fastidieuse  [74], pouvant se chiffrer 
en hommes-années
1
. Ainsi, il est hors de question de modéliser chaque bâtiment et 
chaque rue d‟une ville entière à la main, ou de modéliser les branches d‟un arbre 
dépouillé en hiver.  
 Un autre constat porte sur la collecte longue et difficile de données  [16]. Si l‟on 
souhaite, par exemple, modéliser un immeuble existant, il nous faudra utiliser des 
relevés métriques pris sur le terrain afin de rester le plus fidèle possible à la réalité. 
L‟obtention de ces données et leur saisie peut être un travail harassant. 
 En plus ; l‟utilisation de ces outils nécessite souvent une phase d’apprentissage plutôt 
longue de la part de l‟utilisateur [15], et celui-ci ne maîtrise pas toujours toute la 
puissance du système, du fait de la grande diversité de fonctions et d‟options qu‟il 
propose. La phase de modélisation est donc, la plupart du temps, confiée à un 
spécialiste en modélisation 3D. 
Même si les problèmes rencontrés sont en général différents, les méthodes utilisées pour 
leur résolution sont souvent partagées entre plusieurs disciplines, et la reconstruction
2
 3D 
constitue l‟une des approches les plus utilisée: 
 
                                                 
1
 homme-année : unité correspondant au travail d‟une personne pendant un an. 
2
 La reconstruction 3D consiste à générer un modèle 3D à partir d‟informations issues de scènes réelles. (Plus 
de détails plus loin). 




 En Photogrammétrie1, on utilise des techniques de photographie stéréoscopique2, qui 
sont des techniques apparues avant l‟informatique. Des images chevauchées sont 
utilisées pour déterminées les formes. L‟idée de base est la triangulation3 : Si l‟on a 
deux images de différents points de vue du même point 3D, sa projection 2D se trouve 
à l‟intersection des deux rayons formés par le centre de projection et ce point 3D. Le 
problème majeur réside dans les nombreuses données qu‟il est nécessaire de traiter 
(notamment les correspondances de points) et la nécessité d‟utiliser des appareils 
calibrés
4
 avec précision. 
 
 La Vision par Ordinateur et la Robotique, font de la reconstruction 3D un de leurs 
principaux champs de recherche [7]. Les méthodes utilisées sont l‟inférence de 
structures à partir du mouvement (structure from motion  [16],  [60]), la stéréovision 
[82], les cartes de profondeurs
5
, etc. Il est en effet crucial en robotique de pouvoir 
reconstruire en temps réel un environnement 3D pour la navigation d‟une machine. Et 
il n‟y a pas besoin, en général dans ces applications, d‟une reconstruction détaillée du 
fait que le modèle n‟est pas destiné à être visualisé. 
 
 L‟intérêt pour l’infographie, est de pouvoir créer plus rapidement des modèles plus 
réalistes qui correspondent à des objets dont on a des photographies, des plans, des 
dessins, etc. Les systèmes de modélisation sont souvent sophistiqués, complexes et 
longs à maîtriser, d‟où un intérêt récent pour la reconstruction à partir d‟images. De 
plus, les applications nécessitent de plus en plus de réalisme (environnements 
immersifs, réalité augmenté
6
, effets spéciaux, ...) et les modèles traditionnels sont 
souvent trop (propres), ou (simples). Dans ces approches, l‟on vise en général à faire 
du système une aide au concepteur qui tient une place importante dans le processus de 
reconstruction. 
2-1 Intérêts de la reconstruction 3D 
La reconstruction 3D consiste a généré un modèle 3D à partir d‟informations issues d‟une 
scène réelle. Elle constitue une alternative très intéressante par rapport aux méthodes 
classiques de modélisation 3D, du fait qu‟elle vise à [78] améliorer la modélisation 
d‟environnements en 3D (au niveau de la précision et du degré du réalisme), à faciliter la 
conception et à augmenter sa rapidité. 
La synthèse de nouvelles vues à partir de photographies est l‟une des approches les plus 
prometteuses. Les vues disponibles de la scène contiennent des informations géométriques et 
des informations de textures et couleurs sous une forme déjà rendues ; car les objets sont 
éclairés par une source de lumière réelle, ce qui offre un double avantage:  
 
                                                 
1
 La photogrammétrie est une technique qui consiste à effectuer des mesures dans une scène en simulant la 
vision stéréoscopique humaine. 
2
 La stéréovision est une méthode de mesure qui consiste à se servir de la prise d'images (photographiques ou 
numériques) sous différents angles de vue pour déterminer les dimensions, les formes ou les positions d'objets. 
3
 La triangulation est une technique permettant de déterminer la position d'un point en mesurant les angles entre 
ce point et d'autres points de référence dont la position est connue. 
4
 La calibration consiste à connaitre les paramètres intrinsèques extrinsèques de caméras. 
5
 Des images qui montrent comment se distribuent les hauteurs. 
6
 La notion de réalité augmentée désigne les systèmes qui rendent possible la superposition d'un modèle virtuel 
3D ou 2D à la perception que nous avons naturellement de la réalité et ceci en temps réel. 




 Eviter la modélisation d’objets effectuée à la main (complexe et fastidieuse). 
 Et accélérer l’étape de rendu. 
Plusieurs méthodes de reconstruction 3D sont proposées dont la littérature. Et l‟enjeu 
effectif, est alors de minimiser au maximum les temps de calcul ou d‟améliorer la qualité des 
scènes modélisées.  
3. Domaines d’applications de la reconstruction 3D  
Les applications pouvant bénéficier de la reconstruction 3D, sont toutes les applications 
usuelles de la synthèse d‟images : CAO1, Réalité Virtuelle2, Réalité Augmentée, 
entraînement, simulation, commerce, loisirs, compression de données, et beaucoup de 
recherches sont en cours dans ces sens  [46]:  
3-1 Entraînement 
Pour toutes sortes d‟interventions en milieux hostiles : nucléaire, militaire, spatial ; il est 
nécessaire de préparer et d‟entraîner les hommes à évoluer dans leur futur milieu d‟action ; en 
les plongeant dans une situation simulée le plus fidèlement possible, ils apprennent donc à 
repérer la topographie du site et de se familiariser à la géographie du lieu à l‟aide d‟une 
représentation graphique tridimensionnelle réaliste.  
3-2 Simulation 
L‟intérêt des simulations a été démontré dans des contextes industriels, parfois de façon 
spectaculaire. Et comme il est fastidieux de produire de tels modèles manuellement, des 
systèmes automatiques de génération à partir d‟images ont ici grand intérêt. 
3-3 Compression de données 
Calculer de nouvelles vues à partir de quelques images d‟une scène, a une application 
immédiate en compression de données [58]. Le principe est de calculer une représentation 
géométrique grossière des objets filmés, ainsi que les transformations qu‟ils subissent: 
changements de position, ou de point de vue.  
3-4 Imagerie médicale 
Depuis de nombreuses années, la manipulation d'images médicales a véritablement aidé le 
chirurgien dans la pratique de son art [9]. L'utilisation de caméras vidéo, d'ordinateurs, et 
d'appareils de mesure sophistiqués pour préparer et réaliser les interventions, a permis 
d'améliorer le confort des patients, de diminuer les complications et de faire d'importantes 
économies de santé publique. La complexité des données 3D, en imagerie médicale nécessite 
le développement de modèles intégrants de multiples connaissances et de grandes quantités 
d'informations, et la synthèse d‟images à partir d‟images est donc complètement adéquate. 
                                                 
1
 La conception assistée par ordinateur (CAO) comprend l'ensemble des logiciels et des techniques de 
modélisation géométrique permettant de concevoir, de tester virtuellement - à l'aide d'un ordinateur et des 
techniques de simulation numérique - et de réaliser des produits manufacturés et les outils pour les fabriquer. 
2
 La réalité virtuelle est une simulation informatique interactive immersive, visuelle, sonore et/ou haptique, 
d‟environnements réels ou imaginaires. 





Avec Internet s‟est développée la possibilité d‟effectuer des transactions financières à 
distance, et de pratiquer le commerce électronique. Alors, les catalogues agrémentés de 
photos et de visualisations plus ou moins animées ou interactives, permettent de bien 
visualiser puis de choisir les produits. 
3-6 Conservations 
La capture automatique de modèles à partir d‟images, peut être utilisée pour la restitution de 
maquettes numériques d‟édifices ou d‟objets d‟antiquité [39]. Ceci peut simplifier la 
navigation et les interactions avec les sources documentaires qui lui sont associées. Ces 
informations et les représentations géométriques multiples des objets constituant l‟édifice 
peuvent être restituées de manière dynamique en fonction de différents points de vue 
utilisateurs. 
3-7 Autres applications 
On peut encore citer le domaine des loisirs, et de toutes les applications exigeant un grand 
nombre d‟images: visite de musées virtuels, visualisation de maisons ou d‟équipements 
ménagers pour la vente, de lieux de vacances dans une agence de voyage, jeux vidéo. 
4. Organisation du mémoire 
La reconstruction 3D est une tâche ardue et une large bibliographie traite se sujet. Dans le 
reste de ce mémoire nous essayons d‟introduire ce domaine. La description du contenu de 
chaque chapitre est comme suit: 
Dans le chapitre I, nous passons en revue les méthodes de synthèse d‟images à partir 
d‟images les plus connues dans la littérature et nous les illustrons par des exemples. 
Le chapitre II traite les notions préliminaires liées à l‟enveloppe visuelle1, la stéréovision et 
la mise en correspondance qui forment la base de notre travail. 
Au cours du chapitre III, nous proposons une classification multicritères des méthodes 
disponibles de reconstruction 3D.  
Nous proposons ensuite, dans le chapitre IV, une nouvelle approche de reconstruction 3D 
d‟objets. Notre approche combine deux techniques d‟IBMR2 ; la première est l‟enveloppe 
visuelle et la deuxième est celle de la reconstruction par stéréovision. Nous proposons aussi 
un algorithme parallèle pour construire l‟enveloppe visuelle.  
Nous présentons les résultats expérimentaux obtenus par l‟application de notre approche, et 
enfin, une conclusion et des perspectives possibles pour notre travail sont énoncées. 
                                                 
1
 L'enveloppe visuelle est une technique qui permet de délimiter approximativement le volume qui englobe un 
objet. 
2
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Contrairement à la synthèse d‟images traditionnelle, les techniques d‟IBMR créent de 
nouvelles vues directement à partir d‟images existantes. Ceci a l‟avantage d‟être plus 
économe et de pouvoir créer de nouvelles images photo-réalistes. Pour si faire, il est 
important de comprendre et de bien modéliser les transformations géométriques qui 
permettent la formation des images. 
Dans cette partie nous présentons, dans la section 2, la formation de l‟image et le modèle 
de caméra. Nous essayons ensuite de faire un survol des méthodes d‟IBMR les plus connues 
dans la littérature, et ce pour avoir une idée sur les techniques utilisées pour la synthèse 
d‟images à partir d‟images. 
2. Modèle de la camera et formation de l’image 
2-1 Modèle de la caméra  
Le modèle géométrique le plus couramment employé en vision [24] pour décrire la formation 
de l‟image est le modèle du «trou d‟épingle» ou « sténopé» (pinhole), illustré par la        
Figure I-1(a). Les rayons lumineux provenant des objets de la scène passent à travers un trou 
d‟épingle dans une boîte (modélisant la caméra) et se projettent sur une surface plane. On 
notera que la projection obtenue est inversée par rapport à la scène et que ses dimensions sont 
proportionnelles à la distance entre le trou d‟épingle et la surface de projection.  
Cette surface sera appelée le plan image de la projection. Le point Oc coïncidant avec la 
position du trou d‟épingle est le centre optique, comme il est montré à la Figure I-1(b). La 
distance f entre Oc et le plan image est dans ce modèle la distance focale de la caméra. L‟axe 
Ocz est l‟axe optique, perpendiculaire au plan image et pointant vers la scène dont il mesure la 
profondeur Z. Enfin, on définit les axes OCx et OCy de manière à ce que : 
(1) ces axes soient parallèles aux axes de l‟image (réelle),  
(2) le référentiel R = (OC, x, y, z) soit direct.  
 
Figure I- 1: (a) Le trou d’épingle et (b) son modèle géométrique. 
2-2 Formation de l’image  
En se limitant à l‟aspect géométrique, une image obtenue avec une caméra de type sténopé est 
le résultat d‟une transformation géométrique [59]. Cette dernière fait passer d‟une 
représentation tridimensionnelle de la scène à une représentation bidimensionnelle (image). 
Scène 3D 
Image projetée 




Soit P un point de l‟espace de la scène et p sa projection sur l‟image par le modèle du trou 
d‟épingle selon les repères :  
 Repère de la Scène :  
Point Scène : PS (X, Y, Z, 1)
T
 (point scène en repère scène)  
 Repère de la Caméra:  
Point Caméra : Pc (x, y, z, 1)
T
 (point scène en repère caméra)  
Point Image : pr (xr, yr, 1)
T
 (point image en repère caméra)  
 Repère de l‟Image : 
Point Image : pi (u, v, 1)











Figure I- 2 : Formation de l’image. 
Pour passer des coordonnées définies dans le repère de la scène aux coordonnées images 
exprimées en pixels
1
, trois phases sont nécessaires [24]:  
 𝑋 𝑌 𝑍 
𝑇
  𝑋𝑐 𝑌𝑐 𝑍𝑐 
𝑃
  𝑥 𝑦 
𝐶
  𝑢 𝑣  
(1) Un déplacement tridimensionnel: les points tridimensionnels exprimés dans un repère 
de la scène subissent un changement de repère pour passer au repère de la caméra. Ce 
changement de repère comporte donc 6 paramètres : 3 pour la rotation et 3 pour la 
translation. Ces paramètres ne sont autres que la position et l‟orientation de la caméra, 
ils sont appelés paramètres extrinsèques. 
(2) Une projection 3D-2D : après le changement de repère de la phase précédente, les 
points tridimensionnels exprimés dans le repère de la caméra sont projetés sur le plan 
image. Les nouvelles coordonnées ainsi obtenues sont appelées coordonnées 
normalisées (elles sont toujours exprimées dans le repère caméra). Cette projection 
est une projection perspective dans le modèle de trou d‟épingle.  
(3) Changement de coordonnées : pour passer aux coordonnées pixels, les coordonnées 
normalisées subissent une transformation du plan. Cette dernière, comporte 5 
paramètres appelés paramètres intrinsèques de la caméra. Ces paramètres sont: 
                                                 
1
 PIXEL, Son nom provient de la locution anglaise picture element, qui signifie « élément d'image ». 




 La distance focale qui est la distance entre le centre optique et le plan image, f est 
donnée en millimètres.  
 (u0, v0) sont les coordonnées en pixels du centre de l‟image, c‟est à dire les 
coordonnées du point d‟intersection de l‟axe optique avec le plan image.  
 Ku et Kv taille d‟un pixel image en pixels/mm (pixels non carrés).  
Les trois transformations citées ci-dessus, que les coordonnées tridimensionnelles des 
points d‟une scène subissent pour arriver aux coordonnées pixels, peuvent être écrites : 
𝑝𝑖 = 𝑀𝑃𝑠 




𝑖  : est la matrice des paramètres intrinsèques,  
𝑇𝑠
𝑐  : est la matrice des paramètres extrinsèques,  
M : est la matrice de projection projective d‟une image appelée aussi matrice de 
transformation rigide. 
3. Le Calibrage  
Le calibrage d‟une caméra [17] consiste à estimer M : la matrice de transformation rigide d‟un 
point de l‟espace 3D (repère scène) en un point image (repère image). Pour estimer M il faut 
connaître au moins 6 points non coplanaires de l‟espace et leurs projections dans une image.  
Le calibrage de caméra est un domaine de recherche à part entière, très vaste, mais on peut 
classer ses méthodes en deux catégories [55]: Calibrage classique et le calibrage automatique :  
3-1 Calibrage classique  
Le principe de base est de photographier une mire (Figure I-3) dont on connaît les formes et la 
position dans l‟espace, et de détecter ces formes sur les images afin de calculer les paramètres 
intrinsèques [43]. Il est évident qu‟il est nécessaire d‟utiliser plus de correspondances que 
possible afin d‟améliorer la précision. Les données utilisées (extraites des images produites 
par l’appareil) sont en général des points. Mais certaines méthodes utilisent aussi des lignes 





Figure I- 3: Une mire de calibrage photographiée sous plusieurs angles [43]. 
3-2 Calibrage automatique ou auto-calibrage  
La calibration automatique [55] est surtout issue de recherches en robotique. La calibration 
des paramètres intrinsèques d‟une caméra peut être faite une fois pour toute, mais les 




paramètres extrinsèques doivent être recalculés à chaque mouvement, afin de connaître la 
position de l‟appareil.  
Il n‟y a plus besoin dans ces méthodes de photographier une mire. En effet, elles utilisent 
des correspondances de points entre deux ou plusieurs images au cours d‟un déplacement ou 
un changement d‟orientation afin de déterminer les paramètres à l‟aide de la géométrie 
epipolaire
1
. Il est montré dans [55], qu‟au moins trois vues différentes, gardant quand même 
des correspondances, sont nécessaires pour résoudre les équations qui mènent aux paramètres.  
Utilisent des paires stéréo, les mouvements de caméras, ou des éléments du monde dont on 
connaît les propriétés projectives, comme par exemple des faisceaux de droites parallèles. 
4. Synthèse de nouvelles vues à partir d’images réelles 
La synthèse d‟images 3D à partir d‟images s‟affronte au fait qu‟une image est une 
représentation bidimensionnelle d‟un monde tridimensionnel, la troisième dimension est 
perdue au cours du processus de formation de l‟image par projection. L‟utilisation des 
informations présentes dans les photographies d‟une scène pour inférer les informations (en 
particulier la dimension perdue) pertinentes à la reconstruction de cette même scène, 
constitue tout l‟art de la synthèse [49]. 
Une alternative consiste à synthétiser de nouvelles vues uniquement à partir des vues 
réelles de la scène de départ en simulant le déplacement de la caméra qui a pris les vues 
réelles. L'apport d'une telle technique est d’éviter totalement l'étape de modélisation 
propre à tous les systèmes de synthèse d'images. Ainsi la scène n‟est pas définie par un 
modèle géométrique tridimensionnel, mais par des vues (bidimensionnelles).  
Les techniques permettant de synthétiser de nouvelles vues à partir des vues réelles d‟une 
scène sont appelées communément méthodes de modélisation et rendu basées images (Images 
Based Modeling and Rendering: IBMR).Certains auteurs font la distinction entre les méthodes 
de modélisation et les méthodes de rendu. En général, le terme de « Rendu basé images » 
(Images-Based Rendering : IBR) est utilisé pour décrire les techniques qui produisent un 
nouvel ensemble d‟images représentant des vues virtuelles de cet environnement à partir d‟un 







Figure I- 4 : Principe du rendu à base d’images. 
 
                                                 
1
 Liens entre des points de deux images prises à partir de différentes positions. 
Vues synthétisées 
Scène réelle 




Le terme de « Modélisation basée images » (Image-Based Modeling IBM) est, quant à lui, 





a) Vue réelle b) Modèle 3d c) Vue synthétisée d) Vue synthétisée avec déformation 
Figure I- 5 : Exemples de traitements géométriques sur modèle 3D construit à base d’images. 
En effet, en simulant le déplacement de la caméra qui a pris les photographies (si on 
dispose d’un modèle 3D de la scène) on peut synthétiser de nouvelles vues depuis n‟importe 
quels points de vue. On peut même appliquer des traitements géométriques plus généraux 
(déformations, simplifications, augmentations ou des incrustations) sur une représentation 3D 
d‟un objet, en la manipulant par des outils standards, comme des logiciels de synthèse 
d‟images, ou des éditeurs de modèles.  
5. Méthodes de rendu/modélisation à base d’images (IBMR)  
Pour synthétiser de nouvelles vues, les techniques de rendu et de modélisation à base d'images 
(IBMR) utilisent principalement les informations photométriques (couleur et intensité en 
chaque pixel) et géométriques (profondeur de chaque pixel
1
, paramètres des caméras) d‟une 
image.  
On peut distinguer ces techniques à partir de la façon dont les informations sont utilisées. 
Une ou plusieurs images sont utilisées, déformées et combinées selon différentes approches 
(qui vont du simple placage de texture au transfert epipolaire en passant par la déformation 
3D ainsi que différentes méthodes d'interpolation). Il existe trois approches principales pour 
la synthèse de nouvelles vues à partir d‟images réelles [74]:  
 Les techniques fondées exclusivement sur le rendu par les images [14]. Ces 
techniques tentent de générer des vues de synthèse à partir d‟un ensemble d‟images 
originales. Elles utilisent, interpolent ou déforment directement l‟ensemble des vues 
originales pour inférer une nouvelle vue ; mais n‟estiment pas la vraie structure 3D.  
 Les techniques basées images / géométrie [35] qui mélangent le rendu par les images 
avec une reconstruction 3D partielle utilisant la géométrie (implicite ou explicite) de 
la scène. Dans ce type d‟approches l‟objectif est de générer des vues cohérentes de la 
scène réelle, excepter le cas du 3D scanning
2
 qui essaie de retrouver complètement la 
structure 3D sous-jacente.  
 Les techniques hybrides [57] combinant les techniques de modélisation standard 
avec des vues de la scène réelle, soit pour tirer parti des avantages des différentes 
approches, soit pour accélérer certaines techniques de rendu existantes. 
                                                 
1
 Par profondeur de pixel, on désigne le nombre de bits d'information fournis pour chaque point de l'écran. 
2
 L‟utilisation d‟un scanner 3D qui analyse un objet du monde réel ou de l'environnement pour recueillir des 
données sur sa forme ou son apparence (couleur par exemple). 




Nous nous contentons, pour notre travail, de décrire quelques méthodes basées uniquement 
sur les images. 
6. Techniques de rendu purement à base d’images 
6-1 Imposteurs  
Le but des imposteurs [83] est d'obtenir une grande complexité visuelle au moindre coût, c‟est 
une classe de techniques qui effectuent un pré-rendu hors-ligne d'une partie de la scène. Cette 
partie sera plaquée (entant que texture) par la suite sur la scène. Ainsi, à la place de l'objet 
complexe est affichée son image. 
Les plus simples des imposteurs sont les « Panneaux d'affichage » (billboards). Leur 
principe consiste à utiliser un plan texturé (représentant un objet complexe) et de le placer 
dans la scène. Typiquement, ils sont employés pour représenter des objets très difficiles à 
modéliser explicitement (tels que des nuages ou des arbres). On distingue ceux toujours 
parallèles à l'écran, ceux toujours orientés vers l'observateur et ceux qui sont de simples plans 
fixes dans l'espace de la scène.  
Les panneaux d'affichage modélisent les objets au premier plan de l'image et sont déplacés 
lors de l'animation, accompagnés d‟une légère déformation de l'image afin de donner 










Figure I- 6: étapes de “tour into the picture”[85]. 
6-2 Forme à partir de X (Shape from X)  
Cette catégorie de techniques permet de reconstituer la forme des surfaces par différents 
procédés.  
 




6-2-1 Forme à partir de contour (Shape from contour)  
Le principe (du Shape from contour) [67] est de reconstituer les normales des surfaces visibles 






Figure I- 7 : Contours d’un objet.[67] 
Même si elles donnent d‟assez bons résultats dans des situations bien précises, les 
hypothèses demandées par ces méthodes sont en général trop sévères pour une utilisation 
générale. 
6-2-2 Forme à partir de l’ombrage (Shape from shading)  
Cette catégorie de techniques [68] utilise des hypothèses fortes sur la nature des objets ou les 
conditions d‟illumination pour reconstituer la forme des surfaces.  
L'intensité lumineuse que réfléchie un objet, peut être utilisée pour calculer sa structure 
tridimensionnelle. Si on connaît ; les positions de la caméra et de la source lumineuse, les lois 




Figure I- 8 : Shape from shading.[68] 
6-2-3 Forme à partir de silhouette (Shape from silhouette)  
L'enveloppe visuelle [3] est l'intersection des cônes des silhouettes
1
 d'entrée. Le volume 
qui résulte de l'intersection est une limite approximative de la forme de l'objet. Plus le nombre 
de silhouettes utilisées est grand, plus l‟enveloppe visuelle convergera vers un volume qui est 
plus serré et plus proche de la forme de l‟objet réel, mais ce volume ne convergera pas 
nécessairement à la vraie géométrie de cet objet. Cela est dû à la présence potentielle des 
régions concaves sur l'objet qui sont difficiles, sinon impossible, à détecter en utilisant 
seulement des silhouettes.  
En dépit de cette imperfection, l‟enveloppe visuelle est toujours une bonne première 
approximation de la géométrie réelle de l'objet. 
                                                 
1
 Une silhouette est l‟information de contour qui permet de définir une sorte d‟inéquation en disant que l‟objet 
se trouve exactement à l‟intérieur d‟un volume. 











Figure I- 09 : Enveloppe visuelle obtenue avec 3 vues. [3] 
L‟enveloppe visuelle a été très étudiée, de manière implicite et explicite, dans les 
communautés de la vision par ordinateur et de l‟image de synthèse. Il existe beaucoup 
d‟algorithmes fournissant des approximations de l‟enveloppe visuelle. 
6-2-4 Forme à partir de texture (Shape from texture)  
La texture peut permettre de séparer certains objets du fond [1]. Pour ce qui est de la 
reconstruction 3D, les variations de texture sur l‟image peuvent donner une bonne indication 
du relief, mais seulement dans le cas où cette texture est homogène.  
Il est nécessaire, dans une image réelle, de procéder à une segmentation des éléments de 
texture pour pouvoir avoir accès à leur tailles et espacements. Les imprécisions liées à cette 








Figure I- 10 : Extraction de la forme du tissu à partir de la texture.[1] 
6-3 Morphing/Interpolation  
Les méthodes décrites dans cette section permettent de calculer des images intermédiaires 
entre deux points de vue de référence de la scène.  
6-3-1 Le morphing  
Le morphing [54] permet de créer des images intermédiaires entre deux images par 
interpolation des couleurs et des formes. Son principe est simple, il suffit de disposer de deux 
vues de la scène (une initiale et une finale), sur lesquelles on établi des points de contrôle en 
correspondance entre les deux images (segments de droite ou des sommets de maillage), puis 
ces éléments de contrôle sont interpolés, généralement linéairement, entre les deux points de 









) entre les éléments de contrôle les plus proches. 
 
Figure I- 11 : Séquence d’images subissant un morphing.[14] 
6-3-2 Interpolation de point de vue (View Interpolation)  
Le principe consiste à synthétiser de nouvelles vues à partir d'images de référence, pour 
lesquelles des correspondances permettant de déplacer les points d'une image à l'autre sont 
établies [71]. Chaque pixel se déplace donc dans l'image de son emplacement d'origine à son 
emplacement d'arrivée en suivant une ligne droite. Ainsi, ils génèrent toutes les images 
intermédiaires entre deux images. D'une façon générale, les pixels en mouvement ne sont pas 
exactement au bon endroit (par rapport à la scène réelle), mais cette interpolation linéaire 
donne de bons résultats tant que les deux points de vue de référence ne sont pas trop éloignés. 
 
 
Figure I- 12 : Exemple d’interpolation de points de vue.[71] 
6-3-3 Déformation de point de vue (View Morphing)  
La déformation de point de vue [79] consiste à pré-déformer les images de référence avant de 
les interpoler linéairement. La pré-déformation permet d'obtenir des images parallèles pour 
lesquelles l'interpolation par transfert linéaire est exacte. Une fois l'interpolation effectuée et 
l'image intermédiaire aux points de vue calculée, l'image est re-déformée pour donner l'image 
finale (post-warping). 
                                                 
1
 L'interpolation bilinéaire est une extension de l'interpolation linéaire, elle consiste à réaliser une interpolation 
linéaire dans un sens, puis de nouveau dans l'autre sens. 
2
 Une Spline est une fonction définie par morceaux par des polynômes. 





Figure I- 13 : Images verticales obtenues par déformation de points de vue.[79] 
6-4 Interpolation de rayons lumineux et fonction plénoptique 
Le principe de l'interpolation de rayons lumineux est de considérer l'espace à cinq dimensions 
de tous les rayons lumineux possibles traversant une scène [40]. Cet espace est dénommé 
light-field (champ lumineux) [47]. Un rayon y est défini par sa position (3 coordonnées) et sa 
direction (2 angles). Une image est alors un plan 2D plongé dans cet espace et ''interceptant'' 
ces rayons lumineux. Les méthodes d'interpolation de rayons visent à acquérir ce champ 
lumineux (à partir d'images réelles), à le stocker, et à l'utiliser afin de produire des images. 
La géométrie de la scène n'intervient alors pas dans les calculs, seul le champ lumineux est 
reconstruit. C'est donc idéalement l'approche parfaite pour la synthèse d'images. 
 
Figure I- 14 : La fonction plénoptique [37]. 
 
6-4-1 Fonction plénoptique 
La fonction plénoptique [37] est une fonction 7D qui modélise un environnement 3D 
dynamique par l‟enregistrement des rayons lumineux (énergie radiante) en chaque point (Vx, 
Vy, Vz) de l'espace dans toutes les directions (θ, φ), à tout instant t et pour toute longueur 
d'onde λ, soit : 
(Vx , Vy , Vz , θ, φ, λ, t ) 
En ne tenant pas compte du temps (scène statique), ni de la longueur d'onde (éclairement 
constant), la fonction se réduit à 5 dimensions : 




(Vx , Vy , Vz , θ, φ) 
Malgré ces simplifications, la quantité de données nécessaire pour décrire une telle 
fonction est tellement grande que les méthodes décrites restreignent les positions (ou les 
orientations de vue) pour lesquelles le champ lumineux pourra être reconstruit. Ainsi, si la 
scène peut être contenue dans une boîte englobante, les Light Fields et Lumigraphes [72] 
permettent de construire le flot lumineux autour de la scène. Si l'espace des points de vue 
possibles est contenu dans un cercle 2D, les Mosaïques Concentriques [73] peuvent simuler la 
fonction plénoptique. Si le point de vue est fixé, la fonction plénoptique peut alors être 
représentée par un panorama 2D [13]. 
7. Conclusion  
Nous avons passé en revue les méthodes de synthèse d‟images à partir d‟images les plus 
connues dans la littérature ; illustrées par des exemples très significatifs. Ces méthodes sont 
diverses et dépendent souvent des moyens mis en œuvre. 
Nous allons présenter dans le chapitre suivant, le principe de construction de l‟enveloppe 
visuelle d‟un objet, quelques approches de mise en correspondance et finalement la 
stéréovision. 
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Dans cette partie nous présentons, en premier lieux, la technique de l‟enveloppe visuelle qui 
sera utilisée dans notre travail pour restreindre la zone de recherche de correspondants. Dans 
la section 3, nous exposerons quelques techniques de mise en correspondance. Les notions de 
base de la stéréovision seront détaillées dans la section 4 avant de conclure ce chapitre. 
2. L’enveloppe visuelle 
Supposons que l'on dispose de plusieurs silhouettes d'un même objet correspondant aux points 
de vue de différentes caméras. Ces silhouettes sont utilisées pour reconstruire une forme 
approximative de ce dernier. 
Le principe est de mettre un objet devant un fond connu, de prendre une séquence 
d‟images depuis des points de vue entourant cet objet et ensuite de traiter chacune de ces 
image afin d‟y extraire le fond de la forme. Grâce aux différents points de vue, on englobe 
l‟objet dans un volume appelé enveloppe visuelle. 
 
Figure II- 1: Principe de la reconstruction de l’enveloppe visuelle. 
L'enveloppe visuelle est cohérente avec les silhouettes de l'objet, c'est-à-dire que si l'on se 
place à chacun de ces points de vue, l'enveloppe visuelle donne la même vue que celle qui a 
servi à la construire en ce point. Plus on utilise de silhouettes ; plus l‟enveloppe visuelle 
convergera vers un volume plus serré et sera plus proche de la forme de l‟objet réel.  
Il s‟agit d‟approches surfaciques [27] si l‟on vise à reconstruire la surface de l‟enveloppe 
visuelle en fournissant des points isolés ou un maillage. Et si on s‟intéresse au volume 
délimité par l‟enveloppe visuelle, et qu‟on se base sur des discrétisations de l‟espace ; on 
parle dans se cas d‟approches volumiques [62].  
Les approches surfaciques peuvent être précises comparées aux approches volumiques, 
cependant les modèles produits sont souvent incomplets ou erronés, en particulier si l‟on 
considère des objets complexes. Ces anomalies découlent de la sensibilité aux instabilités 
numériques des algorithmes et des calculs impliquant les cônes de vue, dont le lieu 
d‟intersection est mal défini. 
3. La mise en correspondance  
La mise en correspondance [45] est le premier pas vers la reconstruction. En effet ; pour la 
reconstruction à partir d‟images, il est nécessaire de trouver dans les deux images les 
primitives homologues, c‟est-à-dire qui correspondent à la même entité physique du monde 
réel. 
La mise en correspondance de deux images stéréoscopiques consiste à établir une relation 
point à point entre celles-ci. Elle nécessite une représentation condensée des images pour 





réduire les calculs et permettre d'appliquer des critères de similarité [28]. A partir des 
positions respectives des deux points dans les deux images on peut reconstruire un point dans 
l‟espace par triangulation. Mais le problème principal de la mise en correspondance ne se 
trouve pas dans le calcul qui à partir de la disparité permet de replacer un point dans l‟espace 
de la scène. Le problème se trouve principalement dans la mise en correspondance elle même.  
En effet, l‟être humain n‟éprouve aucune difficulté à apparier des points, en revanche cette 
correspondance peut s‟avérer relativement difficile à réaliser d‟un point de vue purement 
algorithmique. 
Les deux types d'objets principalement utilisés sont les contours d'objets et les régions 
homogènes [53].  
 Les contours1 représentent des zones de discontinuité lumineuse représentées sous 
forme de suite de points connexes, de segments de droites ou de courbes. Les critères 
de ressemblance sont basés sur la forme, ou sur la longueur et l'orientation de 
segments qui les composent. 
 Les régions homogènes sont caractérisées par leurs propriétés d'homogénéité 
généralement basées sur la luminance. Les méthodes de segmentation en régions [61] 
sont classées en deux catégories: les méthodes de division (top down) qui réalisent une 
partition de l'espace des luminances et les méthodes de croissance de régions (bottom 
up) qui utilisent l'information de luminance et les relations spatiales entre les points de 
l'image. Les critères de ressemblance sont basés sur la luminance et les 
caractéristiques inertielles des régions. 
Pour initialiser le processus de mise en correspondance de deux images stéréoscopiques, 
dans le cas de systèmes de prise de vue non calibrés, il faut donc extraire un certain nombre 
d'indices visuels et les apparier afin d'obtenir des couples de points appelés amers qui sont les 
images homologues d'un même point de l'espace [52]. 
En théorie, tout semble très simple : il suffit donc d‟établir des correspondances (entre 
points, lignes, régions, ...). En pratique, c‟est bien sûr plus compliqué et il n‟existe pour le 
problème de la mise en correspondance aucune théorie dont les implantations donnent des 
résultats acceptables dans le cas général [7]. 
3-1 Méthodes de mise en correspondance  
La mise en correspondance est un domaine vaste, où deux approches différentes se 
confrontent en traitement d‟images [53].  
 Les uns cherchent à mettre en correspondance des primitives d‟images (segments, 
régions, contours...), à la suite d‟une segmentation. La méthode consiste alors à 
trouver des points d‟intérêt dans les images stéréo, et à déterminer le déplacement de 
ceux-ci d‟une image à la suivante. Ces méthodes de mise en correspondance “éparse” 
appelées communément méthodes locales ont un atout, qui est la faible complexité 
algorithmique au regard de la quantité d‟information à traiter.  
 Une deuxième classe de méthodes, permet d‟obtenir une information “dense” par la 
mise en correspondance de la réflectance de tous les éléments (points) de la scène. 
                                                 
1
 Limite externe de la surface d‟un corps, surtout en parlant des objets arrondis. Ligne de séparation des éléments 
d'une image. 





Lorsque l‟on utilise des images en niveaux de gris, c‟est la luminance de chaque pixel 
qui est comparée d‟une image à l‟autre (avec l’hypothèse que la luminance se 
conserve). Ces méthodes sont appelées communément méthodes globales.  
Les méthodes de fusion d'images stéréoscopiques sont basées sur: 
 l'élargissement de la correspondance par recouvrement de deux régions homologues et 
l'utilisation de la cohérence des relations d'adjacence [30],  
 la mise en correspondance des droites epipolaires homologues par programmation 
dynamique [31] en calculant le chemin de coût minimum dans un graphe de 
luminance,  
 le déplacement d'une fenêtre de corrélation le long de droites epipolaires homologues. 
Cette méthode consiste à rechercher pour une zone de l'image de référence un 
maximum de corrélation sur une fenêtre mobile dans l'image homologue. Le 
maximum de ressemblance correspond à une corrélation maximale entre les pixels des 
deux images. 
Toutes ces méthodes sont très sensibles aux variations de radiométrie (ou variation de 
l'intensité lumineuse entre les deux images pour un même point), et demandent des temps de 
calcul très importants. 
3-1-1 Méthodes locales d’appariement  
Les méthodes présentées dans cette section utilisent des primitives pour évaluer les 
appariements [28]. Des contraintes locales prennent en considération un voisinage plus ou 
moins restreint autour des pixels de la primitive considérée, ce voisinage étant contraint à 
l‟intérieur d‟une frontière définie, une fenêtre la plupart du temps. On observe une fenêtre 
autour d‟un pixel de l‟image de référence et on balaie la droite epipolaire correspondante de la 
seconde image avec une fenêtre de mêmes dimensions et on cherche à y identifier la position 
pour laquelle la fenêtre glissante est la plus similaire. Dans le cas d‟images rectifiées, cette 
recherche s‟effectue le long de la ligne horizontale correspondante. Deux familles de 
méthodes seront présentées ici : celles utilisant une mesure de similarité et celles utilisant le 
gradient de l‟intensité dans l‟image, aussi appelées méthodes de flux optique.  
3.1.1.1 Mesures de similarité  
Une première approche classique est d‟utiliser une mesure de similarité entre les deux 
voisinages comparés. Un pointage est attribué à chaque appariement possible et celui auquel 
le pointage le plus élevé est attribué est l‟appariement retenu. On considère que les surfaces 
observées sont Lambertiennes, c‟est-à-dire que l‟illuminance perçue n‟est pas fonction de la 
direction d‟observation, ce qui permet de considérer qu‟un point réel présentera la même 
illuminance dans les deux images (si on suppose les deux caméras identiques). Dans 
l‟immense majorité des cas, les mesures de ressemblances sont implantées par des mesures de 
corrélations.  
Une première mesure de similarité est la corrélation normalisée, dont les valeurs sont 
comprises dans l‟intervalle [-1, 1]. Soit deux images a et b de dimensions identiques, soit Ii(u, 
v) l‟intensité du pixel (u, v) dans l‟image i, k un voisinage du pixel (u, v), d la disparité entre 
les deux pixels pour laquelle on veut comparer les voisinages et soit pi la moyenne de 
l‟intensité dans la fenêtre de l‟image i, le coefficient de corrélation normalisée est donné par: 
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Le coefficient de corrélation mesure la similarité entre deux régions : plus les régions sont 
similaires, plus le coefficient aura une valeur près de 1 ; plus les régions sont différentes, plus 
le coefficient aura une valeur près de 0. Des valeurs négatives de ce coefficient (entre -1 et 0) 
indiquent une similarité „opposée‟ entre les régions. Par exemple, une fenêtre blanche (255) et 
une fenêtre noire (0) auraient un coefficient de corrélation normalisée de -1 : une forte relation 
entre les deux fenêtres, mais avec des intensités opposées. On calcule ce coefficient pour 
chacune des combinaisons entre la fenêtre dans l‟image de référence et toutes les fenêtres de 
mêmes dimensions le long de la droite epipolaire dans la seconde image. Après avoir calculé 
chacun de ces coefficients, on choisit celui correspondant à l‟appariement ayant la valeur de 
similarité la plus élevée (Figure II-2). 
 
 
Figure II- 1: Corrélation Au haut, les images gauche et droite avec la fenêtre de  
référence. Au bas, une vue rapprochée des deux fenêtres pariées. 
Le coefficient de corrélation normalisée n‟est pas la seule mesure de similarité pouvant 
être utilisée pour effectuer la comparaison de voisinages. D‟autres mesures [88] telles que la 
somme des différences absolues ou la somme des différences carrées sont également utilisées. 
Celles-ci sont plutôt appelées mesure de dissimilarité puisqu‟elles évaluent la différence entre 
deux régions et non pas la similarité comme le coefficient de corrélation normalisée. Dans ces 
deux cas, on calcule la différence d‟intensité entre les pixels correspondants dans la fenêtre 
encadrant les voisinages comparés. On effectue ensuite la somme de ces différences (ou du 
carré de ces différences) pour obtenir le coût associé à cet appariement. 
On peut également, de la même manière, utiliser la variance comme mesure de 
dissimilarité. Comme pour la corrélation normalisée, on calcule des coefficients pour tous les 
appariements possibles et on retient celui ayant le coût le moins élevé (différence la plus 
faible). Il est intéressant de constater que même si cette approche simple fut parmi les 
premières à être proposées, elle est encore parmi les plus utilisées, même au niveau de 
produits commerciaux. On constate donc la complexité du problème et on comprend pourquoi 
le sujet est encore très actif au niveau de la recherche.  
Une seconde approche tente plutôt d‟estimer le mouvement entre les deux images de la 
paire stéréo pour en déduire une mesure de disparité [13]. Il s‟agit des méthodes de gradient, 





également appelées méthodes de flux optique. En estimant le mouvement horizontal entre les 
deux images (rectifiées), c‟est en fait la disparité que l‟on estime.  
On considère toujours les surfaces observées comme étant lambertiennes. On tente alors de 
déterminer la translation horizontale d‟un même point entre les deux images. On compare en 
premier lieu la valeur de l‟intensité d‟un même pixel (même position) dans les deux images et 
on note la différence entre ces deux valeurs (Et). On calcule ensuite le gradient d‟intensité de 
l‟image à ce pixel dans l‟image de référence. On pose ensuite l‟équation différentielle 
suivante : 
∇𝑥 𝐼 ∗ 𝑑 + 𝐸𝑡 = 0 
Où 𝛻𝑥  est la composante horizontale du gradient. Selon cette équation, on cherche donc la 
valeur du déplacement d qui, selon la composante horizontale du gradient, engendrera la 
différence d‟intensité Et. On utilise donc le gradient de l‟intensité de l‟image pour estimer le 
déplacement dans la direction de la composante horizontale de celui-ci qui engendrerait 
l‟intensité du même pixel dans la seconde image. 
On émet l‟hypothèse que l‟intensité varie de manière constante dans le voisinage du pixel à 
apparier. La valeur du gradient pouvant être largement différente pour des pixels voisins, cette 
approche ne peut être utilisée que pour l‟estimation précise de très faibles déplacements. En 
théorie, cette approche ne peut estimer que des valeurs de déplacement inférieures à 1/2 pixel 
car les dérivées locales ne sont valides que sur cette plage. Certaines approches peuvent être 
utilisées pour estimer de plus grands déplacements, par exemple des approches de traitement 
hiérarchique [31]. De plus, le fait d‟utiliser uniquement la composante horizontale du gradient 
peut engendrer des imprécisions. 
3.1.1.2 Forces et lacunes des méthodes locales  
Ces méthodes présentent des forces et des lacunes similaires. Au niveau des forces, 
mentionnons la simplicité et la rapidité des calculs. Ces caractéristiques se prêtent bien aux 
applications en temps réel et aux implémentations matérielles d‟algorithmes de stéréo dans les 
travaux de recherche récents. Au niveau des lacunes, mentionnons en premier lieu que ces 
algorithmes performent moins des zones de texture uniforme. Prenons par exemple le cas 
extrême où les deux images représentent un mur blanc mât et sans ombrage : dans un tel cas, 
les mesures de similarité auront pratiquement la même valeur partout dans l‟image, ce qui 
rendra impossible de discerner le meilleur appariement possible pour un pixel. Pour ce qui est 
des méthodes de gradient, la valeur du gradient sera pratiquement nulle en tout point de 
l‟image, tout comme celle du mouvement estimé à partir de celle-ci. 
Une seconde lacune qui affecte les méthodes locales et tous les algorithmes stéréo actuels 
est celui des occultations [32]. Une occultation est décrite comme étant une section de la scène 
qui est visible dans une seule des deux images. Les occultations se produisent habituellement 
le long de discontinuités de profondeur de la scène comme dans la Figure II-3. On observe 
qu‟une section cache certaines parties de la scène pour une ou l‟autre des caméras. Au 
moment de calculer la similarité entre les voisinages, la fenêtre sur laquelle le calcul est 
effectué contient des pixels qui sont présents dans une seule image, ce qui vient perturber la 
valeur de similarité.  





Dans le cas des méthodes de gradient, une discontinuité de profondeur ou une occultation 
engendre une valeur de gradient très élevée, ce qui produit une très faible valeur de disparité 
ne correspondant pas à la réalité. On risque ainsi de se retrouver avec des appariements 
choisis n‟étant pas représentatifs de la scène réelle. Certaines techniques ont été développées 
afin de contrer ces problèmes. Une des techniques, consiste à détecter les occultations pour 
ensuite effectuer une interpolation dans les zones de disparités inconnues en fonction des 
disparités voisines.  
 
Figure II- 2: Exemple d’occultation. 
3-1-2 Méthodes globales d’appariement  
Les méthodes locales ont pour limitations principales le fait de produire une carte de 
disparités incomplète et d‟offrir de faibles performances dans certaines régions 
problématiques. Afin de contourner ces problèmes, il faut appliquer des contraintes tenant 
compte d‟informations plus complètes que le simple voisinage du pixel à apparier. Certaines 
de ces contraintes tiennent compte d‟une ligne complète dans l‟image, d‟autres de l‟image 
entière. Deux méthodes seront présentées dans cette catégorie.  
3.1.2.1 Programmation Dynamique  
Une première approche utilise la programmation dynamique pour résoudre un problème de 
minimisation sur une ligne complète de l‟image [31]. On utilise une mesure de similarité afin 
de calculer un coût d‟appariement pour toutes les combinaisons (x, d) possibles le long d‟une 
ligne de l‟image de référence. La première étape est donc identique à celle des méthodes 
locales. La différence se situe au niveau des contraintes : en assumant la scène observée 
comme étant plutôt régulière (peu de discontinuités de profondeur) et sachant que celles-ci 
engendrent des discontinuités au niveau des disparités, on peut imposer une contrainte de 
continuité de la disparité le long de cette ligne.  
 
Figure II- 3: Exemple de chemin minimal (en blanc) dans l’espace (x, d). Les niveaux  
de gris représentent les valeurs de dissimilarité. 
Avec cette contrainte, on peut favoriser (défavoriser) la présence de discontinuités de 
profondeurs dans les appariements retenus. Cette contrainte consiste en un coût de pénalité 
attribué pour chaque discontinuité dans la disparité. Lorsque deux pixels voisins n‟ont pas la 





même disparité, on ajoute au coût d‟appariement une valeur kP où P est le coût de pénalité et k 
correspond à la différence de disparité entre les deux pixels. En modifiant la valeur de P, on 
peut jouer sur la régularité du résultat : une valeur plus grande donnera une solution plus 
régulière tandis qu‟une valeur plus petite engendrera une plus grande présence de 
discontinuités. A l‟extrême, une valeur nulle produira un chemin comportant un maximum de 
discontinuités tandis qu‟une valeur infinie produira un chemin droit (disparité constante). On 
utilise généralement une valeur de P constante pour une même paire d‟images. Avec cette 
approche, plutôt que de considérer chaque pixel individuellement, on recherche la série 
d‟appariements dont la somme des erreurs est minimale sur la longueur de la ligne. On peut 
formuler le problème comme étant la recherche du chemin dans l‟espace (x, d) (Figure II-5) 
dont la somme des coûts d‟appariement est minimisée. On cherche donc à minimiser la 
fonction suivante: 
∅ =  𝑑 𝑢 𝑥𝑢=1 + 𝑃𝑘 𝑢                                    (*) 
Où d(u) est la mesure de dissimilarité du pixel u et Pk(u) le terme représentant le coût de 
pénalité pour l‟appariement retenu. Ce chemin dans l‟espace (x, d) pourrait se rechercher 
récursivement, mais on utilise plutôt les techniques de programmation dynamique, d‟où le 
nom, pour des questions de performance. 
Contrairement aux méthodes locales, cette approche assure une valeur de disparité en tout 
point de l‟image de référence, parfois au détriment de la précision de celles-ci.  
 
Figure II- 4: Exemple de résultat obtenu par la méthode de programmation dynamique. On  
remarque les traits horizontaux irréguliers entre les lignes. 
 Bien qu‟assurant une cohérence horizontale, les méthodes effectuant des optimisations sur 
une seule ligne ne parviennent pas à produire des résultats cohérents entre chacune de ces 
lignes puisque aucune contrainte ne permet d‟utiliser les informations des lignes voisines.  
Chacune des lignes est donc traitée indépendamment de ses voisines, ce qui produit parfois 
des résultats insatisfaisants : une erreur locale à un pixel se retrouve propagée à la grandeur de 
la ligne, ce qui engendre des séquences horizontales de valeurs de disparité erronées (Figure 
II-5). Pour éviter ce problème, il faut être en mesure d‟appliquer des contraintes sur 
l‟ensemble de l‟image, ce qui est possible de faire en utilisant une approche de flux maximal 
(max-flow).  
3.1.2.2 Max-flow /min-cut 
Afin de corriger le problème d‟incohérence interligne rencontré avec la programmation 
dynamique, il semble logique d‟empiler plusieurs plans (x, d) pour ensuite rechercher une 
surface dans le volume ainsi créé (Figure II-6). En utilisant une telle structure, il est possible 
d‟imposer une contrainte de cohérence locale tenant compte du voisinage d‟un pixel dans 





toutes les directions et non plus le long d‟une seule ligne comme précédemment. Cette 
nouvelle contrainte permet d‟attribuer une pénalité pour les discontinuités de disparité entre 
lignes voisines. On est ainsi en mesure de minimiser la même fonction (équation (*)) à 
l‟intérieur de ce volume. 
Il est par contre excessivement complexe de minimiser cette fonction en utilisant la 
programmation dynamique. La contrainte d‟ordre sur une même ligne epipolaire, sur laquelle 
cette méthode est basée, ne peut plus s‟appliquer dans ce volume : il n‟y a pas d‟ordre précis 
pour la construction de la surface recherchée, contrairement au chemin recherché sur une 
seule ligne (i.e. gauche à droite). Il faut donc formuler le problème autrement.  
 
Figure II- 5: Volume engendré en empilant les plans (x, c) pour chaque ligne de l’image. 
Il est donc proposé [75][76] de le formuler en tant que calcul d‟un flux maximal à travers 
un volume présenté sous forme de graphe (Figure II-7). Le volume en question englobe la 
surface à reconstruire et est en fait un échantillonnage de l‟espace 3D ayant comme référence 
la caméra (image) pour laquelle on désire construire la carte de profondeur. À noter qu‟on 
parle désormais de carte de profondeur et non de carte de disparité. Selon cette approche, la 
valeur calculée est la profondeur z du point et non une valeur de disparité. La différence est 
mineure étant donné que la disparité et la profondeur sont reliées à une constante près (la 
longueur f * base de triangulation). Cette différence offre cependant un avantage sur les 
autres méthodes : étant donné que l‟on considère la profondeur du point et non plus une 
valeur de correspondance entre deux images, il est possible d‟utiliser plusieurs images afin 
d‟identifier la position du point 3D. On projette celui-ci dans chacune des images et on 
effectue la comparaison entre les voisinages de chaque pixel selon une mesure de dissimilarité 
appropriée (e.g. la variance). On peut ainsi utiliser l‟information de plusieurs images sans se 
soucier de la géométrie epipolaire et sans avoir à rectifier les images : il suffit de calibrer les 
caméras par rapport au référentiel de la scène. 
 
Figure II- 6: Volume 3D défini en reliant chaque nœud à ses voisins. 
On ajoute une source s et un drain t au volume (Figure II-8). Le flux quitte la source, 
traverse le volume et rejoint le drain, à l‟intérieur du graphe, chaque nœud est relié à ses six 





voisins immédiats. La source est reliée à tous les nœuds du plan z = 0 et le drain est connecté 
à tous les nœuds du plan z = zmax. Le volume est donc défini par l‟ensemble des nœuds V: 
𝑉 = 𝑉∗ ∪  𝑠, 𝑡  
Où s est la source, t le drain et V* est l‟ensemble des autres nœuds: 
𝑉∗ =   𝑥′ , 𝑦 ′ , 𝑧′ :𝑥′ ∈  0…𝑥′𝑚𝑎𝑥  ,𝑦
′ ∈  0…𝑦 ′𝑚𝑎𝑥  , 𝑧
′ ∈  0…𝑧′𝑚𝑎𝑥    
Où (x‟max+1, y‟max+1) sont les dimensions de l‟image et z‟max+1 est la valeur maximale en 
profondeur du volume observé.  
 
Figure II- 7: Volume 3D auquel on ajoute une source et un drain. 
4. La stéréovision  
En vision artificielle
1
, le monde perçu est un univers en deux dimensions. En effet, une 
caméra cause la perte de l‟information de profondeur puisque elle effectue une opération de 
projection perspective (transforme le monde tridimensionnel de la scène en une 
représentation bidimensionnelle). Etant donné un point physique de la scène et si la 
transformation de projection est connue, il est donc possible de connaître précisément la 
position de sa projection dans l‟image. En revanche, il existe une infinité de points de la scène 
portés par une droite qui vérifie la transformation inverse pour un point donné de l‟image.  
 
Figure II- 9: infinité de points dont la projection est le même point sur l’image. 
Comment, dans ces conditions, retrouver la dimension perdue? Pour déterminer la 
coordonnée tridimensionnelle manquante ; un complément d‟information est nécessaire. La 
                                                 
1
 La vision par ordinateur (aussi appelée vision artificielle), est une branche de l'intelligence artificielle dont le 
but est de permettre à une machine de comprendre ce qu'elle «voit » lorsqu'on la connecte à une ou plusieurs 
caméras. 





solution envisagée, se trouve dans la combinaison de plusieurs images prises de points de 
vue différents [77]. 
Alors des points de différentes images sont mis en correspondance grâce à des algorithmes 
appropriés, et c‟est cette partie du traitement qui pose le plus de problèmes [28]. Ces 
algorithmes de stéréo-correspondance sont très sensibles au bruit
1
, aux déformations 
perspectives et aux éclairages, ce qui les rend moins fiables.  
De nombreuses recherches sont encore menées pour améliorer ces méthodes de 
correspondance. La stéréovision s‟intéresse à l‟interprétation de deux vues distinctes de la 
scène afin de résoudre l‟ambiguïté de la profondeur. Il s‟agit de calculer les coordonnées 3D 
d‟un point à partir de ses deux projections dans les deux images d‟origine (en connaissant le 
modèle de projection
2
 de chaque caméra et la relation spatiale entre elles).  
 
 
Figure II- 10: Élimination de l’ambiguïté en utilisant deux images prises depuis des points de vue différents. 
4-1 Système de stéréovision  
La stéréovision vise à réaliser une tâche similaire à la vision humaine [18], à l‟aide d‟un ou 
plusieurs périphériques de capture d‟image (par exemple un appareil photo ou un caméscope 
numérique).  
On utilise deux caméras, vidéo ou CCD
3
, disposées comme les yeux humains, qui vont 
donner deux images d‟une scène (Figure II-11). Ces images sont formées de pixels et 
constituent une paire stéréoscopique [88].  
 
Figure II- 11 : Système de stéréovision. 
Les images de la paire prises par des caméras écartées, ne sont pas sans relation. Ainsi un 
décalage d‟un certain nombre de pixels entre les deux images, sera observé. Ce décalage est 
                                                 
1
 Le bruit en photo ou vidéo numériques est un défaut parasite dégradant la qualité de l'image. 
2
 Le modèle géométrique qui permet de décrire la formation de l‟image. 
3
 CCD (Charge-Coupled Device) , soit « Appareil à Transfert de Charges ». Désigne un senseur qui convertit la 
lumière en charges électriques. 





appelé disparité. Si on est capable d‟attribuer une disparité à chaque pixel d‟une image de la 
paire stéréoscopique, on attribuera par extension une disparité à tous les points d‟un objet sur 
l‟autre image. On sera alors en mesure de replacer tous les points de cet objet dans l‟espace, 
donc de reconstruire l‟objet dans la scène à partir des deux images et l‟information de 
profondeur inférée.  
 
Figure II- 12 : Schéma simplifié du système de stéréovision. 
Le principe de la stéréovision parait relativement simple, mais on doit affronter plusieurs 
problèmes dès lors que l‟on souhaite appliquer ce procédé de manière automatique sur une 
paire d‟images : 
 Dans un premier temps il faut savoir comment sont formées les images prises par les 
caméras du système stéréoscopique, en d‟autres termes ; il faut connaître le modèle 
géométrique (de projection) des caméras qui ont pris les vues ainsi que leurs 
paramètres intrinsèques et extrinsèques. On doit donc modéliser la transformation 
perspective subie par les points du monde réel dans le monde projectif des images, 
ainsi que le déplacement relatif entre les deux points de vue.  
 Pour un point donné dans une image, on doit trouver son homologue dans l’autre 
image de la paire stéréoscopique pour que le calcul de la dimension perdue 
devienne possible.  
 Pour tout les couples de points mis en correspondance calculer la position 3D du 
point de la scène réelle par triangulation [69]. 
4-2 Géométrie epipolaire et relation entre deux images  





 les matrices de projections correspondantes à ces deux images. Un 










On s‟intéresse ici aux liens qui existent entre XA et XB. Ces liens sont caractérisés par la 
(géométrie epipolaire) [32].  
4-2-1 La contrainte epipolaire  
La contrainte epipolaire caractérise le fait que le correspondant X
B
 d‟un point XA (XA et XB 
sont les projections images du même point X) se situe sur une droite lXA dans l‟image  
B. En effet, le point X
B






. La droite lXA 
est appelée droite epipolaire du point X dans l‟image B.  
 
 









Figure II- 8: la géométrie epipolaire. 
La contrainte epipolaire est symétrique.  
Les droites epipolaires dans une image s‟intersectent toutes en un point appelé épipole. Ce 














Les épipoles jouent un rôle fondamental dans la vision stéréoscopique.  
4-2-2 La matrice fondamentale  
On va exprimer ici, sous une forme algébrique, la contrainte epipolaire. La relation epipolaire 
entre les deux images A et B est définie par une matrice notée F appelée (matrice 
fondamentale). Etant donné un couple de correspondance X
A↔XB où XA et XB sont les 
coordonnées homogènes des pixels d‟un même point sur les images A et B, la matrice 






Où F est une matrice 3x3 
En géométrie projective à 2D (P
2
), une droite et un point sont de même nature. On peut 
donc considérer le vecteur FX
A comme une droite et le fait d‟avoir XAFXB=0 signifie que le 
point X
B
 se trouve sur la droite FX
A
. En pratique, si l‟on connaît le pixel XA (ou XB) on obtient 
















La matrice F est de la forme
 





Pour calculer la matrice F, on part de l‟équation XAFXB=0. Elle doit être vérifiée pour tous 
les couples 𝑋𝑖
𝐴 ,𝑋𝑖
𝐵 , on obtient donc l‟équation suivante:  
Droite epipolaire lXA 


























𝐵 . 𝑓11 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 .𝑓12 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 . 𝑓13 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 . 𝑓21 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 . 𝑓22 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 . 𝑓23 + 𝑋𝑖
𝐴 .𝑋𝑖
𝐵 .𝑓31 + 𝑋𝑖
𝐴 .𝑋𝑖






























































































Une solution évidente est F = 03x3 mais elle n‟est pas très intéressante. Pour éviter de trouver 
ce résultat, on va utiliser une astuce qui consiste à supposer f33 non nul. Ce n‟est pas 
forcement très stable numériquement mais c‟est pratique. Puisque F est invariant par facteur 








































































Pour résoudre ce système, il faut donc un ensemble de 8 correspondances de points. Cette 
méthode fonctionne bien mais 8 points ne permettent pas toujours d‟avoir une très bonne 
précision. Pour être plus précis, il suffit de prendre plus de points mais le système à résoudre 
devient surdéterminé. 
La matrice fondamentale caractérise toute la géométrie entre deux images hors paramètres 
intrinsèques. 
Les droites epipolaires peuvent êtres calculées à partir de F : 
Les épipoles sont les projections du centre des caméras sur l‟autre caméra. Chaque droite 









4-2-3 La matrice essentielle  
Lorsque les paramètres intrinsèques des caméras sont connus, il est possible d‟exprimer la 
contrainte epipolaire dans le repère de la caméra. C‟est à dire, pour un point image X de 










𝐴  est la matrice des paramètres intrinsèques de l‟image A et 𝑋𝑐
𝐴 les coordonnées du 
point X dans le repère caméra. Par simple analogie avec ce qui a été vu précédemment, la 
contrainte epipolaire devient: 
 𝑋𝑐
𝐵 𝑡 . 𝐶𝑟
𝐵 𝑡 .𝐹. 𝐶𝑟
𝐴 .𝑋𝑐




𝐴 = 0 ; 
Avec: 
𝐸 =  𝐶𝑟
𝐵 𝑡 .𝐹. 𝐶𝑟
𝐴  
La matrice E de l‟expression précédente est appelée matrice essentielle. Cette matrice 
dépend uniquement du déplacement entre les deux positions des caméras (paramètres 
extrinsèques. R et T). 
La matrice essentielle est de rang deux, de plus les deux valeurs propres
1
 non nulles de E 
ont même valeurs. La matrice essentielle peut être estimée, théoriquement, à partir de cinq 
correspondances.  
 
Figure II- 9 : Géométrie epipolaire et matrice essentielle. 
5. Correspondance stéréo  
Une des explications les plus communes de notre perception de la profondeur dans une scène 
est qu‟on utilise la différence entre ce qu‟on voit avec l‟œil gauche et avec l‟œil droit. Ce 







Figure II- 10: Difficultés d’établir des correspondances stéréo. 
                                                 
1
 Une valeur propre est associée à un vecteur propre est le facteur de modification de taille, c‟est-à-dire le 
nombre par lequel il faut multiplier le vecteur pour obtenir son image. 





5-1 Choix des primitives stéréoscopiques  
Le choix des éléments (ou primitives) image à mettre en correspondance est crucial. Les 
techniques de segmentation d‟images permettent l‟extraction d‟une gamme variée de 
primitives telles que [61]: 
 Des points (pixels, points d’intérêt, éléments de contour, points caractéristiques le 
long d’un contour, jonctions, etc.);  
 Des segments (segments de droite, arcs de cercle, portions de conique, etc.);  
 Des régions.  
Les segments de droite ont été utilisés avec quelque succès mais leur utilisation est limitée 
aux scènes polyédriques. Il est à noter qu‟un segment de droite a la même représentation 
géométrique qu‟un point de contour (position dans l’image et direction) et les mêmes 
contraintes stéréoscopiques s‟appliquent également aux segments de droite et aux points de 
contour. 
Bien que très “pauvres” au contenu sémantique, les points s‟avèrent finalement être les 
primitives les mieux adaptées pour la stéréovision. La plupart des contraintes que nous allons 
étudier s‟appliquent aux points.  
5-2 Contraintes de la mise en correspondance  
On utilise des critères de mise en correspondance pour limiter l‟espace de recherche des 
correspondants dans une paire d‟images ou bien renforcer et/ou éliminer certaines 
correspondances déjà établies [28]. Certaines de ces contraintes concernent les relations qui 
existent d‟une image à l‟autre comme la contrainte epipolaire. D‟autres concernent plus les 
éléments à mettre en correspondance comme des points, des contours ou des régions. On peut 
donc distinguer deux types de critères : Les critères géométriques et les critères 
morphologiques ou figuraux. 
5-2-1 Contraintes géométriques  
En plus des critères de ressemblance utilisables pour mettre en correspondance les objets de 
deux images, la structure du système de prise de vue stéréoscopique définit une contrainte 
géométrique qui réduit (au maximum) le processus de recherche pour un point de son 
correspondant.  
5.2.1.1 Contrainte epipolaire  
La contrainte epipolaire est une contrainte géométrique qui réduit l‟ensemble des 
correspondants potentiels d‟un point à une droite dans l‟image. Considérons le point XA de 
l‟image gauche. Les points de l‟espace ayant pour image le point XA sont situés sur la ligne de 
vue de direction O
A
P. Les correspondants potentiels de X
A
 dans l‟image de droite sont donc 
nécessairement situés sur la projection de la droite O
A
P dans l‟image de droite.  
Pour renforcer encore cette contrainte les deux images stéréo sont rectifiées. La 
rectification d‟images consiste à recalculer, pour deux images en position générale, deux 
nouvelles images telles que la géométrie epipolaire de ces deux images soit simple; c‟est à 





dire que les droites epipolaires sont horizontales, ce qui implique que les deux nouveaux 
épipoles soient à l‟infini. 
 
Figure II- 11: Rectification de la paire stéréo. 
Une solution consiste à garder les deux centres de projection comme nouveaux centres de 
projection et à utiliser comme nouveaux plans images un seul et même plan contenant la 
direction de la droite liant les deux centres de projection. Ce plan n‟étant pas défini de 
manière unique, il faut choisir une orientation. On peut alors considérer que le nouveau plan 
rétinien contient la direction de la droite intersection des plans rétiniens des images originales.  
5.2.1.2 Contrainte de limites de disparité  
La contrainte de disparité est issue de la calibration de la caméra. Lorsqu‟on dispose d‟un 
ensemble statique caméra- scène on peut évaluer à partir d‟images les disparités minimums et 
maximums qui apparaîtront dans une paire d‟images de cette scène. On pourra ainsi limiter 
l‟espace de recherche d‟un point homologue sur la ligne epipolaire au segment de droite 
centré sur la position virtuelle du point p dans l‟image droite.  
5.2.1.3 Contrainte d’ordre  
Les contraintes epipolaires et de disparité permettent de réduire le nombre d‟appariements 
possibles entre les primitives de l‟image gauche et les primitives de l‟image droite. La 
contrainte d‟ordre implique que la projection des objets d‟une scène conserve le même ordre 
dans les deux projections images. Si un point p se trouve à gauche d‟un point q dans l‟image 
de gauche, la contrainte d‟ordre exige que les points correspondants p’ et q’ dans l‟image 
droite soient dans le même ordre.  
   
Figure II- 12: Contrainte d’ordre P3 et Pi ont le même ordre mais Pi et P2 sont inversés  
dans l’image de gauche. 





5.2.1.4 Contrainte d’unicité 
La contrainte d‟unicité est vérifiée si tout point de l‟image gauche possède au plus un 
correspondant dans l‟image droite. La contrainte d‟unicité découle directement de la 
contrainte d‟ordre dans le sens ou elle décrit un cas limite de la contrainte d‟ordre. Lorsque 
deux points P1 et P2 se projettent en un même point p dans l‟image de gauche et en deux 
points différents p’1, p’2 dans l‟image de droite.  
 
Un point image correspond à un point objet et à un seul 
Figure II- 13: Contrainte d’unicité. 
5-2-2 Contraintes figurales  
Les contraintes figurales sont définies comme telles car elles n‟ont pas à l‟instar des 
contraintes géométriques de base théorique, néanmoins, elles peuvent elles aussi imposer une 
contrainte d‟ordre géométrique. On trouvera aussi dans cette catégorie toute contrainte 
spécifique à une primitive particulière. 
5.2.2.1 Disparité locale constante  
Lorsqu‟une scène comporte des objets arrondis dont la surface est fortement inclinée par 
rapport aux plans des deux images, il y a un risque que la contrainte d‟ordre ne soit pas 
respectée. Pour éviter cela on peut imposer une limite au gradient de disparité entre deux 
paires de points appariés consécutifs. Ce faisant on limite, en fait, l‟inclinaison des surfaces 
des objets présents dans la scène, et de ce fait, on limite par là même la variété des objets à 
reconstruire. 
5.2.2.2 Continuité figurale  
Cette contrainte limite les variations de disparité le long des contours. On évite ainsi autant 
que possible que les points d‟un contour dans l‟image gauche soient appariés avec des points 
de plusieurs contours dans l‟image droite. Cela suppose aussi qu‟un contour peut appartenir à 
















           Image gauche            Image droite                      Image gauche   Image droite  
Vote sur une majorité de points déjà appariés: 2 est apparié avec A  Échec de la contrainte : 1 est apparié avec A  
Figure II- 14: Contrainte de continuité figurale. 
Seuls les critères d‟ordre géométrique possèdent une véritable base théorique, issue de la 
calibration. Les critères d‟ordre figural n‟ont qu‟une base empirique et reposent 
principalement sur la ressemblance entre les éléments que l‟on peut trouver dans la paire 
d‟images. 
Néanmoins, les critères géométriques ne peuvent s‟appliquer que de manière ponctuelle ou 
sur des alignements de pixels. Il est en effet difficile d‟appliquer une contrainte d‟ordre 
géométrique sur un contour ou une région. A l‟inverse les critères morphologiques 
s‟appliquent particulièrement bien sur des primitives d‟un niveau supérieur au pixel comme 
les contours, ou les régions, mais sont dépendants de la ressemblance apparente qui peut 
exister entre deux primitives. Notamment, lorsque la distorsion perspective devient 
importante du fait que les prises de vue sont relativement éloignées l‟une de l‟autre (aussi 
bien en translation qu’en rotation), ces critères morphologiques ne sont plus valables car la 
ressemblance apparente entre les deux représentations devient trop faible. 
6. Conclusion 
Nous avons présenté dans ce chapitre le principe de construction de l‟enveloppe visuelle, les 
approches de mise en correspondance qui constituent la phase cruciale et délicate de tout 
système de vision stéréoscopique qui est considéré comme la première étape de la 
reconstruction 3D à partir d‟images. 
Nous proposons dans le chapitre suivant une classification multicritères des différentes 
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Chez l‟homme ; le processus de reconstruction des formes est réalisé de manière plus ou 
moins consciente. Lorsqu‟il s‟agit de faire ce travail par une machine, cette tache s‟avère un 
problème assez délicat. 
La vision par ordinateur est une discipline qui tente de simuler la vision humaine en 
établissant des modèles qui possèdent des propriétés proches de la perception visuelle 
humaine. C‟est pour cela que la reconstruction 3D a donc suscité beaucoup de curiosité sur le 
plan scientifique et mathématique et a été traitée dans la littérature au cas par cas. De 
nombreuses méthodes ont été proposées mais elles sont souvent limitées à un domaine 
spécifique d'application. 
Bien se positionner dans le domaine de la reconstruction 3D, avant d‟aborder les 
problèmes techniques relatifs à une approche particulière, permet d‟accélérer les recherches. 
Evitant ainsi de se confronter à des phénomènes secondaires vis-à-vis du but principal. 
Cette étude nous a permis d‟aborder le domaine de la reconstruction 3D, et à chaque phase, 
de nouvelles informations ont été acquises. Le reste de ce chapitre va être consacré pour 
proposer une classification multicritère des méthodes de reconstruction 3D. 
2. Classification multicritères des méthodes de 
reconstruction 3D 
Le regroupement des méthodes de reconstruction 3D dans un simple état de l‟art est très 
difficile ; voir même impossible vue leur grand nombre. Nous allons alors essayé d‟établir une 
classification selon des critères de différentes natures afin de regrouper toutes les méthodes 
existantes. Cette classification peut avoir un impact direct sur le choix du système qui sera 
proposé dans tout travail de reconstruction. Pour classifier les méthodes de reconstruction 3D 
nous proposons les critères suivants: 
 Le degré de généralité de la modélisation 3D,  
 Le niveau d’automaticité du système,  
 Le type d’approche utilisé,  
 Le degré de précision,  
 Le type des données utilisées,  
 La complexité des scènes reconstruites,  
 La mobilité des scènes,  
 La dissociabilité des objets,  
 Le type de résultat envisagé,  
 L’interaction avec la scène. 
Puisque ces techniques diffèrent en fonction des données d‟entrée qu‟elles peuvent traiter 
et du type de représentation géométrique qu‟elles peuvent générer, cette étude est 
déterminante pour le choix du système qui sera proposé dans tout travail de reconstruction. 
 
 




2-1 Le degré de généralité de la modélisation 3D :  
Le modèle de surface utilisé dépend évidemment de l‟application envisagée. 
2-1-1 Reconstruction projective 
Utilisée lorsque les coordonnées des points sont définies dans un repère projectif [66]. La 
reconstruction est alors définie à une transformation projective près. Une telle reconstruction 
ne contient pas d‟informations critiques (absence de notion d’angle, de longueur et de 
parallélisme)[56][25].  
 
Limage originale de la maison (à gauche) et une image du modèle après la suppression de l‟escalier  
Figure III- 2: L’image originale de la maison (à gauche) et une image du modèle. 
2-1-2 Reconstruction affine 
Utilisée lorsque les coordonnées des points sont définies dans un repère affine [66]. La 
reconstruction est alors définie à une transformation affine près. Une telle reconstruction 
contient des informations affines (rapport de longueurs et parallélisme)[56][36]. 
 
 
Figure III- 2 : Deux images réelles et une image du modèle 3D obtenu. 
2-1-3 Reconstruction métrique 
Utilisée lorsque les coordonnées des points sont définies dans un repère métrique [66]. La 
reconstruction est alors définie à une transformation métrique près. Une telle reconstruction 
contient des informations métriques (Changement d’échelle)[38][52]. 
 
   
Figure III- 3 : Résultat d’une reconstruction métrique. 
2-1-4 Reconstruction euclidienne 
Utilisée lorsque les coordonnées des points sont définies dans un repère euclidien [66]. Cette 
reconstruction est la plus complète. Elle contient toutes les informations que l‟homme a 
l‟habitude de manipuler (notions de distances et d’angles)[2][64][25].  
 
 





Figure III- 4 : Exemple de reconstruction euclidienne. 
2-2 Le niveau d’automaticité du système 
2-2-1 La reconstruction automatique 
Dans ces approches ; la reconstruction est faite automatiquement, l‟utilisateur n‟intervient 
donc pas durant le processus, son seul travail consiste à préparer la scène à reconstruire 
(Positionnement des objets, mise en marche des appareils d’acquisition…etc.) [10] [20] 
[78][81]. 
Actuellement, il n‟est pas encore possible d‟automatiser complètement le processus de 
reconstruction à partir d‟images dont les points de vue sont très éloignés [19]. Le principe de 
base étant la triangulation, les algorithmes de détection automatique de caractéristiques et de 
correspondances entre images ont besoin de photographies proches (cohérence spatiale) pour 
que ces détections aient plus de chances de réussir (ce qui rend cette méthode impossible à 
utiliser pour modéliser de grands environnements car le nombre d’images nécessaires serait 
trop grand).  
2-2-2 La reconstruction semi-automatique 
L‟approche assistée nécessite des interactions avec l‟utilisateur. Mais ces actions, 
contrairement à la modélisation traditionnelle, sont en général peu nombreuses et simplifiées. 
Le but est de faire réaliser à l‟homme des tâches difficiles à automatiser, et faisant appel à la 
connaissance qu‟il a du monde réel (préciser les arêtes du modèle, les contraintes 
géométriques, ...), et à la machine des tâches plus contraignantes (calculs, projections, ...). 
Dans ces méthodes, l‟utilisateur a la possibilité de designer des points ou des droites sur 
une ou plusieurs images approximant ainsi le modèle 3D de l‟objet à reconstruire [4][6] [38]. Il 
peut même avoir à sa disposition des modèles génériques qui seront augmentés jusqu‟à 












(A gauche) Un modèle de base mis sur une image réelle,  
(A droite) Le modèle rectifié selon les besoins,  
 
(A gauche) Modèle obtenu. 
(A droite) Modèle texturé. 
Figure III- 5 : Reconstruction semi-automatique. 
2-2-3 La reconstruction manuelle 
L‟utilisateur fait recours aux méthodes de synthèse classique, sauf que les objets à modéliser 
sont des objets réels ; il prend en charge tout le processus de synthèse et essaye de donner une 
approximation de l‟objet réel (mesures, couleurs, textures…etc.). Cette approche est surtout 
utilisée en cas d‟indisponibilité des informations pertinentes à la reconstruction 3D envisagée 
(destruction de site par exemple)[40]. 
2-3 Le type d’approche utilisée 
Nous allons maintenant présenter trois méthodologies différentes permettant de reconstruire la 
surface d‟objet de la scène. Ces trois méthodes se différencient par le type de primitive 
utilisée pour l‟appariement des images ou pour la modélisation de la forme. 
2-3-1 Approche descendante pixellaire  
Elle cherche à apparier de manière massive l‟ensemble des pixels/points de l‟image sur une 
grille régulière, soit dans l‟espace image, soit dans l‟espace objet. Elle est bien adaptée pour 
caractériser la surface interne des objets. 
Dans les approches "Top-Down" [70][33], des connaissances à priori sur les scènes sont 
introduites. On part ainsi d‟un ensemble de modèles connus à l‟avance pour alors choisir celui 
qui présente la meilleure cohérence avec les données. Ces approches sont généralement plus 
robustes que les approches "Bottom-Up", mais se trouvent limitées par la librairie de modèles 
définie à priori.  
 





Figure III- 6 : Reconstruction descendante. 
2-3-2 Approche ascendante 
À base de maillages de primitives (points 3D, segments ou courbes 3D, etc.). Elle consiste à 
extraire des primitives 3D généralement éparses et à reconstruire la surface par un maillage 
(e.g. triangulation, … etc.) s‟appuyant sur les primitives extraites. Elle est bien adaptée pour 
caractériser les limites saillantes de surface des objets ou structures au sein des objets.  
Les approches "bottom-up" [51] partent de primitives pour proposer la reconstruction 
finale, sans prendre en compte d‟éventuelles connaissances à priori sur les scènes que l‟on 
cherche à reconstruire. 
Les approches "bottom-up" sont donc génériques et nécessitent des données de bonne 
qualité. Un inconvénient souvent inhérent à ce type d‟approches est le manque de robustesse.  
En effet, l‟extraction de primitives est sujette aux problèmes de sur-détection et de sous-
détection qui influence le résultat final. De plus, l‟absence (ou du moins le manque) de 
connaissances à priori sur les scènes génère parfois des résultats peu réalistes à cause d‟une 
combinatoire importante. Dans la majorité des processus "bottom-up", les primitives extraites 
sont des segments 3D ou/et des plans 3D. 
 
 
Figure III- 7 : Reconstruction descendante. 
2-3-3 Les approches hybrides 
Consistent, dans un premier temps, à formuler des hypothèses à partir de primitives par une 
approche "bottom-up", puis dans un second temps, à vérifier ces hypothèses par une approche 
"top-down", et enfin ajuster des hypothèses de modèles géométriques ou morphologiques 
élémentaires dans les données. Cela suppose que l‟on a une très bonne connaissance à priori 
du monde observé et que l‟ensemble du monde peut être décrit avec la grammaire des formes. 
Ces approches [42] peuvent être également composées ou mises en compétition pour un 
objet donné en fonction de l‟adéquation du modèle sous-jacent à la réalité de l‟objet. En effet, 
certains objets de scènes (surfaces et limites de surfaces courbes) ne peuvent être parfaitement 
décrits avec une grammaire de formes basiques, mais peuvent très bien l‟être par une 
approche de type maillage de primitives qui est très polymorphe.  




2-4 Degré de précision 
Durant la génération de la maquette 3D d‟une scène, les besoins d‟une précision géométrique 
détaillée, la disponibilité de tous les détails, les performances d‟affichage en temps réel et le 
photoréalisme sont aujourd‟hui des aspects fondamentaux. Mais, au delà de la simple 
application d‟un procédé technique, qu‟il soit simple ou intégré, d‟autres dimensions d‟ordre 
méthodologique s‟imposent pour la détermination d‟une stratégie d‟acquisition et de 
traitement des données spatiales.  
Pour bien évaluer la validité d‟une approche, il est nécessaire d‟identifier les objectifs de 
représentation qui conduisent les différentes expériences. En effet, le choix d‟un type de 
représentation véhicule les modalités de collecte de données et détermine leur traitement. 
Dans cette optique, on peut citer quatre catégories d‟approches principales : 
2-4-1 Exactitude du modèle géométrique 
Ces approches [19][48] s‟appuient sur l‟application d‟une démarche standard de reconstruction 
3D à partir d‟un balayage laser 3D. Une attention particulière est donnée à l‟évaluation de 
l‟exactitude géométrique du modèle résultant de la phase de reconstruction. Toutes (ou 
presque) les informations acquises en phase de relevé sont exploitées pour la génération d‟un 
modèle polyédrique décrivant les surfaces de façon la plus cohérente possible aux points 
saisis. 
Parmi les problèmes communs à toutes les solutions commerciales employées. Une 
première remarque concerne la quantité des données à traiter. Les algorithmes utilisés ont de 
grosses difficultés pour le calcul de l‟ensemble des surfaces décrivant l‟objet entier. Un autre 
problème concerne la qualité des surfaces résultantes. Les artefacts présents sur la géométrie 
restituée (présence de trous, discontinuités, etc.) dépendent principalement de divers facteurs 
accidentels qui influencent la propagation du faisceau laser en phase d‟acquisition. De plus, le 
faisceau laser au moment de l‟impact avec la surface est réfléchi dans différentes directions 
qui dépendent de la rugosité superficielle locale : cela altère de façon considérable la qualité 
du maillage généré. Enfin le type de matériau impacté par le faisceau détermine l‟intensité du 
signal de retour. Cela conduit parfois à une perte de données et une dégradation conséquente 
du nuage de points quand il n‟y a pas de retour du signal (white noise). 
La structuration de la maquette en plusieurs niveaux de résolution constitue une voie pour 
la conservation et le partage de la restitution géométrique d‟un édifice. Les raisons techniques 
qui conduisent ce traitement sont en effet contraintes à l‟exploitation des modèles 3D générés 






(A gauche) le modèle 3D obtenus, (A droite) modèle 3D texturée avec une partie en zoom 
Figure III- 8 : Exactitude du modèle géométrique. 
2-4-2 Exigences de description 
Ce genre d‟approches [21] est caractérisé par une stratégie d‟acquisition et de traitement 
conçues en cohérence avec un objectif de représentation. En général il s‟agit d‟acquérir un 




ensemble de points pertinents pour restituer les seules informations nécessaires à la 
description d‟un aspect spécifique (restitution des caractères constructifs, analyse de la forme 




Figure III- 9 : Exemples de reconstructions descriptives. 
2-4-3 L’apparence visuelle 
Plusieurs techniques [21] de synthèse d‟images sont disponibles aujourd‟hui pour simuler 
l‟apparence visuelle des formes basées sur le calcul de l‟interaction entre sources lumineuses, 
caractéristiques des matériaux et géométrie des objets. 
Ces approches se concentrent sur la restitution de l‟aspect visuel des surfaces qui 
composent l‟objet d‟étude. Le niveau de description géométrique exploitée pour le rendu est 
très variable : il peut être représenté par les simples points d‟un nuage, par un réseau 
approximatif de polygones, ou par des mailles polyédriques très fines. 
 
 
Figure III- 10 : Restitution de l’apparence visuelle d’un édifice. 
2-4-4 Plusieurs aspects à la fois 
Ces approches sont basées sur l‟utilisation complémentaire ou sur l‟intégration de différents 
procédés techniques. Plusieurs méthodes d‟acquisition sont exploitées pour la restitution des 
différents aspects qui participent à la représentation exhaustive de l‟objet étudié. En phase 
d‟acquisition, la saisie d‟informations métriques et photométriques est prise en compte en 
fonction des différents niveaux de complexité géométrique que l‟objet d‟étude présente et par 
rapport aux contraintes spécifiques du système de représentation choisi. 
 





Figure III- 11 : Reconstruction intégrant plusieurs aspects à la fois. 
2-5 La complexité des scènes reconstruites 
2-5-1 Grandes scènes  
Les techniques utilisées pour reconstruire de grandes scènes [29] (des villes par exemple) sont 
très sophistiquées, elles font intervenir les satellites, les avions, les données GPS…etc. Et ont 
leurs propres algorithmes de détection de forme et de plaquage de textures.  
 
 
Figure III- 2 : Modèle reconstruit d’une ville. 
2-5-2 Scènes moyennes 
Reconstruire des scènes d‟ordre moyen [29], tel qu‟un bâtiment, nécessite l‟utilisation de 
techniques facilitant l‟acquisition des données nécessaires à la reconstruction, il est par 
exemple impossible de faire tourner un temple et d‟y prendre des photos par une caméra fixe.  
 
Figure III- 3 : Reconstruction d’une scène moyenne. 
2-5-3 Petites scènes 
Ici, l‟acquisition des projections 2D de l‟objet à étudier n‟est pas difficile [12] et les temps 
requis pour rassembler les données essentielles pour la reconstruction sont relativement plus 
petits. 
 





Figure III- 4 : Objets de petites tailles. 
2-6 La mobilité des scènes 
2-6-1 Scènes mobiles 
Pour l‟analyse de mouvement [44][60], quand le modèle de mouvement est connu, il faut 
estimer ces paramètres et dans ce cas les problèmes portent sur la détermination de la zone de 
recherche. Quand le modèle est inconnu, il faut estimer le vecteur de vitesse en chaque point 
et on est confronté au problème de la robustesse des algorithmes. 
2-6-2 Scènes statiques 
La reconstruction de scènes fixes [48] ne fait pas intervenir la notion de temps. Les études 
menées dans ce cadre visent essentiellement à améliorer les algorithmes ou d‟obtenir des 
résultats plus réalistes que possibles. 
2-7 La dissociabilité des objets 
2-7-1 Reconstruction mono-objet 
Tient à reconstruire la scène une fois pour toute sans la décomposer en sous modèles [41]. La 
scène est constituée d‟un ensemble d‟objets indissociables ou simplement d‟un seul objet. 
2-7-2 Reconstruction multi-objet 
Une reconstruction graduelle consiste à assembler des modèles reconstruits pour aboutir à la 
reconstruction d‟une scène complexe, en procédant par la reconstruction séparée des objets 
constituants la scène et par la suite, en rassemblant les modèles générés dans un seul modèle 
[34]. 
 
Figure III- 5 : Regroupement des éléments reconstruits. 




2-8 Le type de résultat envisagé 
2-8-1 Reconstruction 2D/2D 
En général, ces techniques produisent un nouvel ensemble d‟images représentant des vues 




Figure III- 6 : Vue panoramique. 
2-8-2 Reconstruction 2D/3D 
Lorsque l‟on génère un modèle 3D, on peut synthétiser de nouvelles vues depuis n‟importe 
quels points de vue en simulant le déplacement de la caméra [86]. De plus, un modèle 
tridimensionnel permet des traitements géométriques plus généraux, comme des 
déformations, des simplifications, des augmentations ou des incrustations d‟autres objets. Une 
représentation 3D peut en effet être manipulée par toutes sortes d‟outils standards, comme des 
logiciels de synthèse d‟images, ou des éditeurs de modèles. 
 
    
                     Scène réelle                 Modèle 3D                  Modèle 3D texturé       Modèle 3D rectifié 
Figure III- 7 : Reconstruction 2D/3D. 
2-9 Actives ou passives 
Parmi les nombreuses méthodes mises au point pour calculer les informations 3D, on peut 
distinguer deux grandes classes [48]:  
2-9-1 Les méthodes actives 
Les méthodes actives [48] qui utilisent des capteurs ayant une action directe sur 
l‟environnement étudié: systèmes acoustiques (relatifs au son), tactiles (qui réagissent au 
toucher), télémètres, … etc. Ils acquièrent généralement l‟information spatiale. 
Les Machines à Mesurer Tridimensionnelles (M.M.T.) [84] (équipements de “copie 
mécanique”), sont à l‟origine de l‟acquisition d‟objets en vue d‟une reconstruction 3D. Ces 
outils s‟appuient sur la technologie alors bien maîtrisée de la détermination de points dans 
l‟espace. En effet, les coordonnées d‟un point quelconque se déterminent aisément par la 
géométrie d‟un palpeur et les codeurs des axes de mouvement de la machine d‟acquisition.  
Amener le palpeur sur chaque point voulu et mesurer les données 3D, nécessite 
énormément de temps. Les palpeurs modernes sont connectés à des ordinateurs et les mesures 
sont faites automatiquement. Cette technologie est de moins en moins utilisée au profit des 
systèmes de télémétrie laser pour différentes raisons : Sans contact, plus rapide, et permettant 
une plus grande flexibilité, le laser présente aussi un spot de dimension réduite permettant 
l‟appréhension de détails très fins. 




Le coût de ces appareils est très élevé surtout lorsqu‟ils sont constitués de pièces 
mécaniques de haute précision, mais ils permettent de numériser tout type d‟objet, 
indépendamment de leur forme ou de leur matière.  
 
Figure III- 18 : Principe de fonctionnement d’un palpeur mécanique. 
Les méthodes de télémétrie laser [48] utilisent en général le temps de vol de la lumière pour 
faire l‟aller retour du laser au point visé pour déterminer la distance du point au laser. Chaque 
relevé 3D d‟un point nécessite le positionnement du laser, l‟émission de lumière et la mesure 
du temps de vol. La méthode, même si elle se révèle être la plus précise nécessite un temps 
énorme pour scanner des objets complexes et n‟est donc utilisée que dans les cas où une 
précision extrême est exigée et lorsque l‟objet est immobile. Le schéma de principe du 
télémètre laser est donné en Figure III.19. 
 
Figure III- 19 : Projection du plan Laser lumineux sur une scène. 
Si on connaît avec précision la position de la source de lumière et le modèle de la caméra 
utilisée, il est alors possible de calculer les coordonnées tridimensionnelles des points de la 
scène ainsi éclairés par simple triangulation. L‟ensemble de la scène peut être étudié si l‟on 
peut faire bouger soit la source de lumière, soit la scène. Le mouvement de la source de 
lumière est généralement obtenu en faisant pivoter un miroir réfléchissant les rayons 
lumineux. Déplacer la scène revient par exemple à placer les objets à étudier sur un plateau 
tournant (voir Figure III.20).  
 
Figure III- 20: Projection du plan lumineux sur une scène L’objet est placé sur une table  
tournante contrôlée par ordinateur et éclairée par deux raies lumineuses. 




On peut également utiliser un éclairage contrôlé ou une lumière structurée illuminant la 
scène d‟une manière particulière. Le principe consiste à projeter une lumière de forme connue 
sur l‟objet et de mesurer les déformations de cette forme à la surface de l‟objet grâce à une 
caméra ou un appareil photo. Ceci permet d‟en extraire des informations tridimensionnelles 
sans tenir compte des caractéristiques photométriques propres de la scène puisque celles-ci 
sont imposées par la source lumineuse. On observera alors le résultat de l‟éclairage de la 
scène par cette source particulière.  
 
Figure III- 21: Schématisation de la reconstruction du relief à l’aide de lumière structurée. 
Les méthodes de reconstruction basées sur la lumière structurée englobent de nombreuses 
techniques dont, en particulier, la triangulation laser, on peut envisager plutôt que de balayer 
la scène avec un faisceau plan, de projeter sur la scène entière un motif structurant (souvent 
une grille, ou des franges d’interférence).  
Si l'on illumine une scène à travers une forme composée de barres noires et blanches, 
l'inclinaison de la surface dans une direction non parallèle aux barres provoque une réduction 
des espacements entre les barres. Grâce à une grille, on peut déterminer l'amplitude et la 
direction d'inclinaison. 
Le processus de triangulation est donc ici un peu plus complexe puisqu‟il faut apparier la 
grille apparente (celle projetée sur la scène) avec la grille théorique (le motif structurant 
proprement dit).  
Un processus d‟appariement est alors nécessaire mais sa complexité est uniquement 
dépendante de la complexité du motif structurant projeté sur la scène et, de ce fait, n‟est pas 
dépendant des artefacts qu‟engendrent de faux appariements entre les deux images.  
 
Figure III- 22: Lumière structurée illuminant un visage. 
Les méthodes actives fournissent des mesures précises et peuvent être très efficaces, mais 
la description du monde obtenu est généralement très locale. Les systèmes utilisant des 
sources lumineuses supplémentaires imposent en outre de travailler sous des conditions 
d‟éclairage très contraignantes et ne conviennent pas aux surfaces réfléchissantes.  
Néanmoins, les méthodes actives sont très utilisées dans de nombreuses applications, et 
particulièrement dans le domaine de la robotique.  




Il y-a cependant des cas où certains systèmes actifs sont inutilisables du fait soit de leur 
interférence avec le milieu (scène d’intérieure : le laser peut s’avérer dangereux, les 
ultrasons nocifs aux animaux, ...) soit de la profondeur de la scène observée (images 
satellites). 
2-9-2 Les méthodes passives  
Les méthodes passives [20] qui n‟ont aucune action sur l‟environnement. Les capteurs 
utilisés sont généralement des caméras comme mode d‟acquisition des informations 
élémentaires (images), desquelles sont extraites les informations photométriques (qui mesure 
l’intensité d’une source lumineuse) et spatiales. Ces méthodes font recours aux techniques de 
la stéréovision pour inférer la dimension perdue.  
La stéréovision est la méthode la plus utilisée. Elle nécessite l‟emploi de plusieurs vues 
prises depuis des points de vue différents du même objet. L‟appariement de points provenant 
des différentes caméras permet ensuite d‟appliquer le principe de la triangulation, et donc de 
positionner dans l‟espace des points mis en correspondance dans une paire ou une séquence 
d‟images. La stéréovision représente le système minimal pour réaliser cette triangulation. 
Il s‟agit alors de déterminer quelles sont les informations pertinentes à extraire de ces 
images pour en reconstruire la géométrie de la scène. On est donc confronté directement à la 
complexité apparente des images.Ces méthodes diffèrent en fonction de la configuration de 






Figure III- 23 : Reconstruction passive. 
2.9.2.1 Restitution à partir d’une seule image 
La restitution à partir d‟une seule image [4][38] isolée de parties planes d‟un objet s‟appuie sur 
la mesure d‟un certain nombre de point. Pour développer un redressement (ou une 
rectification), on considère, par approximation, que la surface est définie uniquement par des 
plans identifiés par un minimum de quatre points d‟appui. L‟homographie est l‟équation 
projective qui établie la relation entre le plan de l‟objet et le plan de l‟image [5]. 
 
Figure III- 24 : restitution à partir d’une seule image. 




2.9.2.2 Restitution à partir d’un couple d’images 
La restitution à partir d‟un couple d‟images utilise une configuration stéréo [8][88]. En phase 
d‟acquisition, les chambres (avec une orientation interne connue et étalonnée et une 
distorsion négligeable de l’objectif) sont presque parallèles entre elles. Dans les solutions de 
restitution numérique, l‟observation stéréoscopique consiste en un système d‟asservissement 
en temps réel qui agit sur l‟un des clichées et qui prend en compte les paramètres 
d‟orientation internes et externes des perspectives. Ce dispositif commande les déplacements 
en translation du deuxième cliché en fonction de la position observée sur le premier de façon 
à ce que les deux points observés soient toujours homologues. Ce mécanisme permet à 
l‟opérateur de réaliser des représentations bidimensionnelles de façades, ou des modèles 
filaires et surfaciques en trois dimensions. Les formes arbitraires peuvent être reconstruites 
par des techniques de corrélation d‟images automatiques. Ces techniques s‟appuient sur 
l‟analyse d‟image et permettent d‟extraire de façon automatique ou semi-automatique un 
ensemble de points détectés sur les variations chromatiques des surfaces. 
 
 
Figure III- 25 : Restitution à partir de deux images. 
2.9.2.3 Restitution à partir d’un bloc multi-image 
La restitution à partir d‟un bloc multi-images [81][11][62][63] peut utiliser des photographies 
convergentes, horizontales, verticales ou obliques. La restitution se base sur l‟ajustement des 
blocs d‟images par la méthode des faisceaux (conditions de colinéarité) à partir d‟un 
ensemble de correspondances (points, lignes) sélectionnées sur les photographies. Un des 
principaux avantages des méthodes basées sur ce principe est la possibilité d‟exécuter un 
auto-étalonnage de la chambre directement à partir de photos de l‟objet. En effet, une 
première solution de calibration déterminée, l‟ajout de correspondances permet d‟affiner le 
calcul des paramètres (externes et internes) par minimisation d‟erreur.  
Cette approche n‟est donc pas limitée à des chambres métriques ou étalonnées ce qui la 
rend beaucoup plus flexible. Les résultats de la photogrammétrie multi-images peuvent être 
des modèles filaires en 3D ou des photomodèles (représentations géométriques enrichies par 
les textures). 





Figure III- 26 : restitution à partir un bloc d’image. 
3. Récapitulatif 
Le tableau suivant présente la classification multicritères proposée des méthodes de 
reconstruction 3D, il met en évidence les différents critères à prendre en charge pour tout 
travail de reconstruction 3D et permet d‟avoir une idée des démarches et résultats envisagés: 
 
Tableau III- 1 : Tableau présentant la classification multicritère proposée. 
  
Classement selon Type de reconstruction 













Le degré de précision. 
Exactitude du modèle géométrique 
Exigences de description 
Apparence visuelle 
Plusieurs aspects à la fois 
Le type des données utilisées. 
Optiques (mono-scopie, stéréoscopie, multi-scopie)  
LASER 
RADAR, rayons X, produits dérivés, etc. 




La mobilité des scènes. 
Mobiles 
Statiques 
La dissociabilité des objets. 
Mono-objet 
Multi-objets 
Le type de résultat envisagé. 
2D/2D 
2D/3D 









Nous avons proposé, au cours de ce chapitre, une classification des méthodes disponibles de 
reconstruction 3D. Notre principal objectif a été de présenter les différents critères à prendre 
en charge pour tout travail de reconstruction 3D, sans avoir à affronter des aspects secondaires 
et imprévisibles par rapport au but initial.  
En fait, cette classification, doit permettre aux personnes de bien choisir les techniques, les 
algorithmes, les outils et les moyens nécessaires pour aboutir à une reconstruction 3D. Elle 
permet aussi de prédire la qualité, la quantité et le type des résultats obtenus avant même 
d‟aborder un sujet particulier ; minimisant ainsi le temps et les efforts consacrés à ce but. 
Nous considérons que la bonne compréhension des critères de classification est 
primordiale pour éviter toutes confusions possibles. Il serait par exemple, impossible 
d‟envisager une reconstruction 3D d‟une ville en temps réelle (Hypothèse contradictoire selon 
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Après avoir étudié les méthodes de reconstruction 3D et en proposé une classification, nous 
proposons dans ce chapitre une approche multi-vue pour la reconstruction 3D. 
Les deux méthodes : enveloppe visuelle et stéréovision  ont leurs inconvénients 
inhérents [3 article guelma]: L‟enveloppe visuelle ne peut pas détecter les régions concaves, 
même si un grand nombre de silhouettes est utilisé. La stéréovision est instable et non fiable 
spécialement lors du processus de mise en correspondance, surtout pour les surfaces non 
texturées et les régions occluses [8 article guelma]. Cependant les deux méthodes sont bien 
complémentaires en nature et peuvent être combinées pour surmonter leurs inconvénients et 
pour améliorer la qualité de la reconstruction. 
L‟idée de la combinaison des méthodes de la stéréovision et de l‟enveloppe visuelle est 
déjà abordée [12][15][87].  
La technique de l‟enveloppe visuelle limite au maximum l‟espace englobant l‟objet, ce qui 
aide les algorithmes stéréo à éviter des calculs inutiles pour des endroits en dehors du volume 
de l'objet (ceci peut potentiellement réduire la possibilité des mises en correspondance 
incorrectes).  
Les méthodes de la stéréovision raffinent le modèle reconstruit de l‟objet par la détection 
des points et des régions concaves sur la surface de l‟objet.  
Dans ce travail nous traitons l‟idée de la combinaison de l‟enveloppe visuelle/stéréovision 
d‟une façon différente, nous procédons différemment en ce qui concerne la combinaison des 
informations issues des deux méthodes pour la reconstruction de l‟objet. 
Nous proposons [22] deux optimisations de l‟algorithme de mise en correspondance: 
- La première consiste à utiliser les informations issues de la géométrie de l‟enveloppe 
visuelle pour réduire la zone de recherche de correspondances. 
- La seconde ; quand-à elle, vise à limiter la recherche par pixel sur un fragment de 
longueur d_maxi de la droite epipolaire pour la reconstruction stéréo. d_maxi n‟est rien 
d‟autre que la longueur égale à la disparité maximale (calculable) entre deux points 
des images de référence.  
Ceci va nous permettre principalement de : 
- Réduire le temps nécessaire pour reconstruire un objet. 
- Obtenir des modèles de qualité optimale (Eviter les correspondances en dehors de 
l’enveloppe visuelle). 
- Utiliser des photographies réelles (Sans besoins à d’éventuelle segmentation). 
Dans ce qui suit, nous allons expliquer en détail l‟approche de reconstruction 3D que nous 
proposons. 
 




2. Approche multi-vue pour la reconstruction 3D 
2-1 Première optimisation 
La plupart des algorithmes de mise en correspondance utilisent la globalité de l‟image lors des 
calculs, en d‟autres termes, l‟analyse se fait par un balayage (vertical ou horizontal) de tous 
les pixels de l‟image. Cette solution présente deux inconvénients (Figure IV-1):  
 Comme il est clair ; la zone de recherche est trop grande par rapport à l‟objet effectif à 
reconstruire, ce qui augmente le temps de traitement, 
 de plus, on constate bien les bruits (Encerclés en rouge) générés dans le résultat de 
mise en correspondance des points de l‟objet à reconstruire, et qui nécessitent un 
traitement supplémentaire pour les éliminer. 
La séquence d‟images (de gauche à droite) représente respectivement l‟objet à 














Figure IV- 1 : Présence de bruits après la mise en correspondance. 
La méthode que nous proposons, utilise simplement l‟enveloppe visuelle pour délimiter le 
champ de recherche, ce qui va éliminer les anomalies pouvant apparaitre en dehors de la 
frontière extérieure du résultat et d‟éviter les surcoûts des calculs supplémentaires. 
Notre première optimisation consiste donc à limiter les calculs de correspondances aux 
points qui se trouvent exactement à l‟intérieur de l‟enveloppe; évitant ainsi des calculs 
supplémentaires et l‟apparition de bruits dans le résultat final. Cette solution, permet 
néanmoins, d‟acquérir l‟objet sans être obligé à utiliser un arrière plan de couleur spécifique 
pour éventuelle segmentation (séparation de l’objet de son environnement). La figure IV- 2 
illustre bien l‟optimisation apportée à l‟algorithme de mise en correspondance. 
L‟enveloppe visuelle va nous permettre de délimiter verticalement la zone de recherche  de 
correspondants (Figure IV- 3); ainsi, les lignes à analyser seront positionnées exactement 
















      Objet à reconstruire.                                                 Zone de recherche.          Résultat de la mise en correspondance. 

















Figure IV- 3 : Délimitation verticale (par les valeurs Ei et Es) de la zone de recherche. 
2-2 Deuxième optimisation 
Dans notre système, nous proposons de mettre l‟objet à reconstruire sur une table tournante 
(par pas angulaire fixe). Une caméra immobile capture les différentes vues de la scène.  
Les silhouettes de l‟objet vont être utilisées pour inférer les profondeurs des points se 









Figure IV- 4 : Silhouette à analyser. 
Puisque l‟objet tourne sur une table, son volume peut être délimité par une sphère comme 






Figure IV- 5 : Une sphère qui englobe le volume de l’objet.  
Notre but est de calculer des profondeurs Pi (où i est le numéro de ligne) par rapport à 
l‟axe de rotation de l‟objet, ces mesures nous aideront par la suite à construire effectivement 







Figure IV- 6 : Deux profondeurs Pm et Pn pour une silhouette. 
En procédant ainsi, et en utilisant toutes les silhouettes disponibles, nous obtenons un 
ensemble de profondeurs qui nous permettront de construire une enveloppe visuelle englobant 
exactement l‟objet. 
La Figure IV-7 nous rappelle comment calculer la longueur d  d‟un arc de diamètre p et 
limité par un angle α (en degrés). 
d=(2π p)*(α / 360)    (1) 





Figure IV- 7 : Calcul de la distance d sachant p et α. 
Pour notre méthode, nous utilisons la stéréovision, non seulement pour reconstruire le 
modèle 3D de l‟objet, mais aussi pour améliorer l‟algorithme de mise en correspondance. 
Chaque point de la surface de l‟objet va former un cercle virtuel lors de sa rotation. La 
figure suivante montre le même principe appliqué à l‟objet à reconstruire: 
 
Figure IV- 8 : Calcul de la valeur d_maxm  pour la ligne m. 
Puisque la table tourne avec un pas angulaire fixe, et que nous connaissions les paramètres 
intrinsèques et extrinsèques de la caméra; nous pouvons calculer la distance entre la position 
initiale et finale d‟un point se trouvant sur la bordure de l‟objet. Cette distance constitue en 
fait la valeur d_maxi (disparité maximale de la ligne epipolaire numéro i). En d‟autres 
termes ; le déplacement d‟un point se trouvant à l‟intérieur de l‟enveloppe visuelle d‟une 
image à l‟autre ne peut, en aucun cas, dépasser la distance d_maxi puisque les points les plus 
éloignés de l‟axe de rotation (bordure de l’objet) ont les plus grandes profondeurs pmax ; pour 
tout point de profondeur p et de distance d : p ≤ pmax  d ≤ d_maxi (selon l’équation 1). Il sera 
alors inutile de calculer de correspondants pour ces points en delà de cette distance. 
La distance d_maxi sera utilisée par la suite durant le processus de mise en correspondance 
pour limiter horizontalement le champ de recherche ; alors on ne va examiner qu‟un fragment 
de largeur d_maxi de la droite epipolaire déterminé pour chaque profondeur calculée. 
Comme nous l‟avons mentionné, la plupart des techniques de mise en correspondance se 
basent sur un balayage de toute l‟image. Pour un pixel donné, elles analysent tous les points 
de la ligne epipolaire qui le franchie. Notre première optimisation consiste à limiter le champ 
de recherche à un fragment qui résulte de l‟intersection de la ligne epipolaire avec la 
silhouette. L‟utilisation de la disparité d_maxi comme montrée précédemment, permet 
d‟appliquer une nouvelle réduction  à ce fragment. 
d maxm 




La figure ci-dessous montre les restrictions successives appliquées sur la zone de 
recherche. L‟image (a) présente la ligne initiale (en jaune) de recherche du correspondant 
d‟un point (en rouge) qui s‟étend sur la totalité de la largeur de l‟image. L‟image (b) présente 
la première amélioration apportée en utilisant l‟enveloppe visuelle, la recherche se fait sur un 
fragment ne dépassant pas la frontière de l‟enveloppe visuelle. La deuxième amélioration 
apparaît clairement dans l‟image (c) ; la zone de recherche est limitée à une distance d_maxi à 
l‟intérieur de l‟enveloppe visuelle. 
 
 a Ligne initiale                        b Première amélioration   c Seconde optimisation 
Figure IV- 9 : Restrictions successives de la zone de recherche de correspondants pour un point. 
L‟application de ces restrictions pour chaque point de l‟image de référence permet de 
gagner beaucoup de temps au profit de la mise en correspondance ; donc de la globalité de la 
reconstruction 3D. 
3. Etapes du processus de reconstruction 
Notre méthode de reconstruction se déroule en quatre étapes : 
(1) Acquisition des photos,  
(2) Construction de l‟enveloppe visuelle et restriction de la zone de recherche,  
(3) Mise en correspondance, 
(4) et reconstruction 3D effective.  
Nous allons dans ce qui suit détailler chacune de ces phases. 
3-1 Système de prise de vues 
L'objet à numériser est placé sur un support tournant, deux caméras identiques fixes (dont les 
paramètres intrinsèques et extrinsèques sont connus) vont servir pour l‟acquisition simultanée 
des images de référence ainsi que des silhouettes. La table tourne et une image est prise par 
chacune des deux caméras à pas angulaire régulier (10 degrés
1
).  
                                                 
1
 Plus l‟angle de rotation est petit, plus l‟enveloppe sera exacte. 
d_max 




On dispose des informations de calibrage des caméras utilisées : 
 paramètres intrinsèques renseignés par le fabriquant,  
 et les paramètres extrinsèques qui sont issus de la géométrie de la trajectoire et de la 
distance entre la caméra, l‟objet et la silhouette. 
 
 
Figure IV- 10 : Système de prise de vues. 
3-2 Restriction de la zone de recherche de correspondants 
Les valeurs limites Ei et Es (extrémité inferieure et supérieure de l’enveloppe visuelle) sont les 
mêmes pour toutes les images, et sont calculées une seule fois à partir de la première 
silhouette. 
Pour chaque silhouette, nous pouvons calculer les profondeurs Pi (comme expliqué dans la 
section 2.2) qui représentent les positions 3D correspondantes qui seront ainsi mémorisées et 
affichées sur l‟écran. Un nuage de points préliminaire représentant l‟enveloppe visuelle est 
donc obtenu lorsque nous complétons un tour complet. 
Il suffit alors pour restreindre horizontalement la zone de recherche, d‟associer à chaque 
ligne epipolaire i de chaque photo les valeurs d_maxi calculées (section 2.2). 
3-3 Mise en correspondance 
L‟algorithme de mise en correspondance va donc, pour chaque ligne i de l‟image de 
référence de droite; chercher le correspondant de chaque point se trouvant entre les deux 
extrémités du fragment epipolaire -se trouvant à l‟intérieur de l‟enveloppe visuelle- sur une 
distance inferieure ou égale à d_maxi. 
3-4 Reconstruction 3D 
Une fois que la mise en correspondance entre deux pixels est établie par l‟application d‟une 
des techniques de reconstruction stéréoscopique, nous pouvons calculer la profondeur et ainsi 
la position 3D du point mis en correspondance d'une manière simple en employant les 
informations de calibrage des caméras. 
Ce processus est réalisé pour chaque point appartenant à l‟enveloppe visuelle et mis en 
correspondance avec son homologue dans la zone de recherche d_maxi. Ainsi, le nuage de 
points obtenu dans la phase précédente est rectifié pour obtenir le modèle 3D exacte de 
l‟objet. 
 








Acquisition des photos et silhouettes. 
Construction de l‟enveloppe visuelle. 
Pour chaque couple (j, j+1) d‟image de référence, j  1 à n faire 
 Pour chaque ligne i de l‟image j, i Ei  à Es faire 
- Calculer la valeur d_maxi à partir de la silhouette de l‟image j+1. 
  Pour chaque pixel dans la zone recherche de l‟image j faire 
-Rechercher son correspondant sur la zone de longueur d_maxi de 
l‟image j+1. 
Si correspondant trouvé alors 
- Calculer et sauvegarder sa position 3D. 
















5. Expérimentation et résultats 
5-1 Images utilisées 
Afin de se concentrer sur les aspects fondamentaux de la méthode que nous proposons, nous 
avons simulé le système de prise de vues par l‟utilisation directe de 36 images calibrées 














5-2 Préparation des silhouettes  
La préparation des silhouettes a été effectuée manuellement. Nous avons traité les photos 
initiales pour obtenir des images monochromes (Noir/Blanc) –du fait que les entrées de notre 




Figure IV-12 : Les 18 silhouettes utilisées. 
5-3 Construction de l’enveloppe visuelle 
Pour construire l‟enveloppe visuelle de l‟objet, nous proposons [] un algorithme qui permet de 
la générer instantanément.  
Nous avons utilisé 18 silhouettes, chacune a été utilisée pour calculer les profondeurs des 
points se trouvant sur la bordure de l‟objet par rapport au centre de rotation (Comme montré 
précédemment). Une silhouette k (tel que 1 ≤ k ≤ 18) est utilisée pour calculer à la fois : 
- les profondeurs relatives à la silhouette k, 
- et les profondeurs relatives à la silhouette k+18 (10°*18=180° soit un demi-
tour) en prenant part de la symétrie inversée des silhouettes d‟un objet (figure IV-13). 
 
Figure IV- 13 : Symétrie inversée de deux silhouettes. 
Les profondeurs extraites à partir de la partie gauche d‟une silhouette k (tel que 1 ≤ k ≤ 18) 
sont égales à celles extraites à partir de la partie droite de la silhouette k+18,  donc, il est 
inutile de réfère le calcul.  




La profondeur calculée Pi représente en fait la troisième cordonnée Z d‟un point défini par 
(X, Y, Z). Y est le numéro de la ligne utilisée pour calculer cette profondeur, et X est relatif au 
numéro de la silhouette analysée (Rotation dans l’espace). La position du point 3D ainsi 
calculée est mémorisée, et ce processus est réalisé pour chaque point appartenant à la bordure 
de la silhouette pour obtenir un nuage de points qui délimite le volume de l‟objet. Par 
conséquent, un nuage de points (figure IV-14) est obtenu après le positionnement dans 
l‟espace des différents points dont les profondeurs sont calculées. 
 
 
Figure IV- 14 : Nuage de points obtenu observé depuis 3 points de vue différents. 
La mise en œuvre de l‟algorithme de construction de l‟enveloppe visuelle nous a permis 
d‟obtenir des résultats que nous considérons comme acceptables: 
- Une grande précision est fournie, et l‟enveloppe obtenue est une très bonne 
approximation du volume de l‟objet à reconstruire,  
- Les temps de calculs sont très satisfaisants du fait que l‟observateur  ne détecte aucune 
lenteur et que les résultats sont instantanément visualisés.  
L‟enveloppe visuelle (figure IV-15) obtenue constitue une première approximation du 
volume de l‟objet à reconstruire, et nous pouvons lui appliquer quelques opérations telles que 
les rotations dans l‟espace (selon les trois axes) ou Agrandissement/Atténuation. 
 





Figure IV-15: Différents points de vue de l’enveloppe visuelle obtenue. 
 
 
5-4 Reconstruction 3D 
Enfin, pour la reconstruction effective de l‟objet, nous avons pus établir une première 
reconstruction partielle []. En récupérant (à partir des 36 images réelles) les couleurs des 
points calculés, nous avons obtenus des résultats instantanés donnant une reconstruction 
partielle (figure IV-16) très proche de la réalité avec une légère différence par rapport à l‟objet 
à reconstruire.  
 






Figure IV-16 : Reconstruction partielle de l’objet. 
Après avoir restreint la zone de recherche -par le calcul des valeurs de disparité maximale 
d_maxi - , la reconstruction 3D finale de l‟objet peut être ainsi faite par l‟application d‟un des 
algorithmes de stéréovision disponibles (qui sont très nombreux) -voir [ ][ ] par exemple- qui 
permettent de raffiner l‟enveloppe visuelle et de détecter les régions concaves de l‟objet.  
Pour chaque silhouette, un tableau qui contient la disparité maximale calculée pour chaque 
ligne epipolaire de chaque silhouette est généré. Ce tableau peut être utilisé pour minimiser la 
zone de recherche de correspondants pour les algorithmes stéréoscopiques (comme expliqué 
précédemment). 
Le tableau IV-1 montre bien les apports de l‟application des restrictions proposées sur la 
zone de recherche. Nous avons choisi aléatoirement dix lignes epipolaires successives d‟une 
silhouette quelconque. La première colonne contient le nombre de pixel (sans aucune 
restriction) à analyser lors de l‟appariement. La deuxième colonne représente la largeur de la 
zone de recherche (exactement à l’intérieur de l’enveloppe visuelle) après l‟application de la 
première optimisation. Et finalement, la troisième colonne montre clairement le degré de 
minimisation de la zone de recherche en utilisant notre deuxième optimisation (usage de la 
disparité maximale). 
Comme il est clair, effectuer le test sur 95 pixels est beaucoup plus rapide par rapport à 
l‟utilisation des 816 pixels originaux (même par rapport à l’utilisation de 544 pixels après 
l’application de la première optimisation). Ainsi, un grand temps est préservé et la 
reconstruction 3D est bien accélérée. 
Nous nous somme convaincus [22] que la restriction de la zone de recherche que nous 
avons proposée est très importante et va réduire au maximum les temps nécessaires pour la 
reconstruction 3D effective d‟un objet. 




Table IV- 1. Restrictions de la zone de recherche (en pixel). 
 
Zone de recherche 
originale 
Résultat de la première  
optimisation 
Résultat de la seconde optimisation   
(d_maxi=2π* pi* α / 360) 
816 514 90 
816 518 90 
816 523 91 
816 524 91 
816 528 92 
816 530 93 
816 536 94 
816 543 95 
816 544 95 
816 550 96 
6. Avantages 
La minimisation du temps des algorithmes stéréoscopiques pour la reconstruction 3D 
constitue l‟axe principal de notre travail. Le principe est de restreindre la zone de recherche à 
de petits fragments des images ; optimisant ainsi l‟algorithme de mise en correspondance de 
manière très importante. 
Le regroupement des améliorations proposées permet d‟effectuer des recherches sur de 
petites parties des images de référence. Nous pouvons ainsi résumer les avantages suivants : 
- Simplicité de réalisation du système de prise de vues, 
- Utilisation de photographies réelles (aucune nécessité d’utiliser des arrières plans 
de couleurs spécifiques ou de procéder à des segmentations), 
- Facilité de l’implémentation de l’approche proposée, 
- Accélération de la mise en correspondance (malgré le temps consacré pour la 
restriction du champ de recherche), 
- Augmentation de la fiabilité et de la qualité des résultats de la mise en 
correspondance (réduction de la possibilité des mises en correspondance 
incorrectes), 
- Obtention de la plus grande précision géométrique possible,  
- La mise en correspondance et la reconstruction sont réalisées en une seule passe ; 
ce qui évite l’utilisation de variables intermédiaires (tableaux volumineux), 




- Utilisation des photos réelles pour la coloration de l’objet avec éventuelle 
possibilité de placage de textures selon choix, 
- Possibilité de sauvegarder le modèle sous format approprié pour éventuelle 
manipulation par des outils spécialisés. 
7. Conclusion 
Nous avons présenté une méthode qui combine la reconstruction à partir de la technique de 
l‟enveloppe visuelle et d‟images stéréo pour la reconstruction 3D d‟objets.  
D'abord, nous avons proposé un algorithme instantané utilisant les silhouettes de l‟objet 
prises depuis plusieurs points de vue pour construire une enveloppe visuelle comme première 
forme de l'objet. L‟enveloppe visuelle est alors employée pour limiter verticalement le champ 
de recherche des correspondances. 
Ensuite, nous avons proposé un deuxième algorithme (aussi instantané) pour déterminer 
les valeurs d_maxi utilisées par la suite pour restreindre la zone de recherche. Nous avons en 
même temps pu extraire les couleurs réelles à partir des photographies disponibles pour les 
appliquer au modèle 3D obtenu. 
La limitation du champ de recherche améliore la vitesse et la qualité de la reconstruction 
stéréo. L'information stéréo peut compenser certains des inconvénients inhérents de la 
méthode de l‟enveloppe visuelle, tels que l'incapacité de reconstruire les détails extérieurs et 
les régions concaves. 
L‟implémentation d‟un outil basé sur l‟approche que nous avons proposé nous a permis 
d‟obtenir des résultats dans de très brèves durées (et nous pensons même qu’elle peut être 
améliorée afin de la qualifier temps réel). 
Le modèle 3D obtenu est très précis et représente exactement l‟objet à reconstruire (chose 
évidente vu le nombre de photographies utilisées). 
La qualité visuelle du modèle rendu est très proche de l‟objet réel, et une légère différence 
est aperçue (due au décalage des photographies). Cette qualité peut être améliorée [22] en 
utilisant plus de photographies ou par l‟application de l‟un des procédés de stéréoscopie 
disponibles. 
Néanmoins, l‟indisponibilité de plateforme programmée (surtout algorithmes de 
stéréovision et mise en correspondance) nous empêche pour l‟instant d‟aller plus loin dans ce 
travail. Cette tâche fait part major de nos futures perspectives, où nous tenterons d‟une part de 
mettre en œuvre une plateforme dans ce sens, et d‟autre part, d‟appliquer notre algorithme 
général (restriction de champ de recherche pour la reconstruction 3D) en impliquant 































Dans ce mémoire, nous avons présenté les principes de base de la synthèse de nouvelles vues 
à partir d‟images réelles. La synthèse à partir d‟images est l‟intersection entre l‟infographie et 
la vision par ordinateur, dont l‟un des objectifs est la reconstruction de la structure 
tridimensionnelle d‟objets à partir d‟une ou plusieurs images. 
Les approches traditionnelles consistent à générer des images d‟un objet ou d‟une scène 
3D à l‟aide d‟un algorithme de rendu appliqué à un modèle tridimensionnel construit à l‟aide 
d‟un logiciel de modélisation. Les images de synthèse ainsi générées n‟étonnent plus grand 
monde, pourtant les chercheurs ne cessent d‟améliorer la qualité graphique des images tout en 
réduisant leur temps de calcul. 
Beaucoup de techniques d‟IMBR ont été développées ces dernières années, et ont trouvé 
des applications passionnantes dans les domaines de la réalité augmenté, réalité virtuelle, 
jeux, cinématographie, etc. 
Le coût (en temps de calcul) des étapes de modélisation et de rendu, ainsi que le faible 
réalisme des images produites ont encouragé l‟utilisation des techniques d‟IMBR dans le but 
d‟améliorer la modélisation d‟environnements 3D, tant au niveau de la rapidité de conception, 
qu‟au niveau de la précision et du réalisme.  
La reconstruction 3D vise essentiellement à fournir des images de synthèse au moindre 
coût et meilleure qualité. En effet, la reconstruction 3D offre un double avantage : 
L‟élimination du difficile problème de modélisation géométrique et photométrique complète 
du monde réel et l‟accélération de l‟étape de rendu. 
En s‟introduisant à ce domaine, nous avons constaté que plusieurs recherches sont menées 
dans ce contexte. Ainsi on peut trouver énormément de procédés et de techniques de 
reconstruction 3D, chacun avec ces propres caractéristiques et son propre champ 
d‟application. 
Nous avons alors donné deux propositions principales dans le cadre de la reconstruction 
3D : 
- Premièrement, on a tenté d‟élaboré une classification multicritère des 
approches actuelles de reconstruction 3D.  
- Ensuite, nous avons proposé une nouvelle méthode multi-vue pour la 
reconstruction 3D. 
Puisque le rassemblement de toutes les techniques dans un simple état de l‟art est très 
difficile (voir même impossible), nous avons tenté de les classer selon différents critères. 
Ainsi, nous avons consacré un chapitre entier pour cette classification en se basant sur neuf 
critères totalement distincts l‟un de l‟autre. 
Nous avons ensuite proposé une approche qui combine (dans une nouvelle optique) deux 
méthodes d‟IMBR pour la reconstruction réaliste d‟objets 3D. La première est la technique 
de l‟enveloppe visuelle, et la deuxième est la reconstruction à partir d‟images stéréo.  
Ces deux méthodes sont complémentaires en nature. Nous avons proposé un algorithme 
pour la construction instantanée de l‟enveloppe visuelle d‟un objet (l’utilisateur ne détecte 
aucune lenteur), et les résultats donnent des formes très proches de celles des objets à 
reconstruire. Cette enveloppe va servir par la suite à éviter des calculs inutiles pour des 
endroits en dehors  du volume de l‟objet lors de l‟application des algorithmes stéréoscopique.  
Les méthodes de la stéréovision raffinent le modèle construit de l‟objet par la détection des 
régions concaves sur sa surface. Nous les utilisons ici non seulement pour reconstruire l‟objet, 
mais aussi en adjonction avec l‟enveloppe visuelle pour réduire les zones de recherche de 
correspondants à de petits fragments de l‟image réelle. Nous utilisons pour cette fin la mesure 
de la disparité maximale pour tous points appartenant à la bordure de l‟enveloppe visuelle. 




Notre but principal était d‟accélérer les calculs, mais nous avons aussi constaté que nos 
propositions donnent de bons résultats, puisque nous utilisons, d‟une part, un grand nombre 
d‟images réelles (éclairage, couleur) sans avoir besoin de segmentation, et d‟autre part, 
puisque aucune correspondance en dehors de l‟enveloppe enveloppe n‟a été calculée 
(élimination antérieure d’éventuels bruits pouvant apparaître dans les résultats). 
Perspectives 
D‟après notre brève expérience dans le domaine de la reconstruction 3D, nous pensons qu‟il 
est possible de prendre en considération des objets plus complexes et d‟améliorer les résultats 
obtenus par l‟application de notre approche. Nous trouvons évident d‟énoncer les futures 
perspectives  suivantes : 
Nous comptons utiliser des vidéos pour l‟extraction automatique des images et des 
silhouettes, se qui vas permettre d‟améliorer l‟exactitude du modèle 3D (utilisation de plus de 
silhouettes décalées d’angle plus petits) et de diminuer encore plus le temps nécessaire pour 
la reconstruction que nous proposons.  
Nous envisageons de sauvegarder les résultats sous formats permettant de futures 
manipulations par des outils spécialisés de modélisation 3D. 
Aussi, parmi les perspectives immédiates de notre travail, nous pouvons bien sur citer la 
validation de l‟approche proposée avec plus d‟algorithmes de mise en correspondance. Nous 
avons déjà démontré la faisabilité d‟une telle approche, néanmoins, la validation sur d‟autres 
algorithmes de mise en correspondance nous permettrait d‟en quantifier le temps et la qualité 
de la reconstruction ainsi obtenue. 
Nous pensons aussi à l‟adaptation de l‟approche proposée pour la reconstruction 3D en 
temps réel et d‟impliquer les cartes graphiques. 
Le plus important en ce qui concerne nos perspectives, est de pouvoir regrouper dans une 
plateforme unique plusieurs méthodes de mise en correspondance (qui est un problème très 
délicat) et les mettre à la disposition des personnes travaillant dans le domaine de la 
reconstruction 3D par stéréovision (l’une des difficultés que nous avons rencontré pour la 
validation de notre proposition est l’indisponibilité de techniques de mise en correspondance 
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