Abstract: Conventional wisdom is that industrial-country floating exchange rates contain unit roots. SUR tests on panels of Group-of-Ten log nominal rates reject the null of unit roots for various samples over the current float, with significance levels from 0.5% to 15%. In out-of-sample forecasts, meanreversion models beat random walks on average, in some forecast periods significantly. For monthly data, the range of expected USD-DEM appreciation rates exceeds 15%/year in the mean reversion model. Mean reversion places strong restrictions on international models: over the sample period, the G-10 had to run monetary policies consistent with stable long-run nominal rates. 
Introduction
Conventional wisdom has long held that industrial countries' floating exchange rates contain unit roots (Mussa 1976, Logue, Sweeney and Willett 1978) . Evidence below, however, supports the view that Group-of-Ten (G-10) log nominal rates are mean reverting. The hypothesis of mean reversion in G-10 nominal rates arises from the evidence that real rates are mean reverting and from the well-known fact that changes in the logs of real and nominal rates are highly correlated; see Figure 1 for logs of nominal and real values of the Deutsche Mark relative to the dollar. For panels of monthly G-10 log rates, SUR tests reject the null of unit roots at significance levels from 0.5% to 15% for 14 overlapping sample periods during the current float. Further, test results for real rates and nominal rates are highly correlated; observers who accept the evidence for mean reversion in G-10 real rates are hard pressed not to accept nominal-rate mean reversion. Related, over many samples panel tests reject the null that relative national price levels contain unit roots; mean reverting nominal rates and relative price jointly drive real rates to their long-run values. Out-of-sample forecasting tests also support rejection of unit roots: Mean reversion models beat driftless random walks in most samples, sometimes significantly.
Nominal rates explain approximately 75 percent of real-rate adjustment, and the logs of nominal and real rates adjust at about the same speed, perhaps 1.5% to 2.5%/month. Over 1974 Over -1996 , the range of expected appreciation implied by mean-reverting nominal rates is large: If rates adjust by 1.5%/month, the difference between the maximum and minimum expected appreciation rate of the dollar against the DEM is 15.81%/year, after accounting for interest-rate differentials; if rates adjust by 2.5%/month, the difference is 26.35%/year. For comparison, the sample standard deviation of DEM/USD appreciation is approximately 12%/year. In periods where meanreversion effects on expected appreciation are large, taking them into account can be important, for example, in international asset allocation or risk-management models. Related, because international asset pricing models omit mean-reversion effects, these are impounded in the errors for foreign assets; entering mean-reversion effects as an explanatory variable reduces the error variance for periods where these effects are large.
Because the log real rate and the log nominal rate are both I(0), the log of relative national price levels must be I(0), or the difference in log price levels must be I(0), and this implies strong interdependence of long-run monetary policies. To illustrate, consider a two-country monetary model where each country's price level is proportional to its money stock in the long run; consistent with G-10 data for the floating rate period, suppose both log price levels are I(1), thus implying log money stocks are I(1). If the difference in log price levels is to be I(0), then the difference in log money stocks must be I(0), or the log money stocks must be cointegrated. This cointegration requires strong interdependence in long-run monetary policies, but allows substantial short-run divergences. Taking account of long-run monetary interdependence may be useful in some applications, for example, for investigating the extent to which the monetary models beat a random walk in out-of-sample exchange-rate forecasts for G-10 countries. 1 Related, for panels including countries with large, persistent inflation differences relative to the G-10 during the current float, the data do not support mean reversion in log nominal rates. For example, Figure 2 shows the log of the DEM and Argentina and Brazil currencies relative to the dollar. The latter currencies show grossly different behavior from the DEM and obviously are not mean reverting.
Argentina and Brazil's exchange rates reflect their inflation rates and monetary growth rates that diverged sharply from the G-10's for long periods and caused permanent changes in their log price levels and log money stocks relative to the G-10's; the difference between say Argentina and U.S. log price levels is not I(0), and neither is the difference in log money stocks. Section 4 reports that out-of-sample forecasting results support the rejections in unit-root tests:
Mean-reversion models beat driftless random walks in most forecast periods, significantly in some.
These results suggest log nominal rates' speed of adjustment is perhaps 1.5% to 2.5%/month, comparable to adjustment speeds inferred for log real rates. Further, log nominal-rate mean reversion explains approximately 75 percent of log real-rate mean reversion. The range of variation in expected appreciation is economically important, for example, more than 15%/year for the dollar-DEM rate.
Section 5 offers a summary and conclusion.
The Estimating Model
Sul (1999) and papers cited there. 2 For real exchange rates, see Abuaf and Jorion (1990) , Sweeney (1996), MacDonald (1996) , O'Connell (1998 ), Papell (1997 , Papell and Theodoridis (1998) (1) ∆lnSi,t = lnSi,t -lnSi,t-1 = ai + b lnSi,t-1 + ∑ pi j=1 ci,j ∆lnSi,t-j + ui,t, i = 1,n; t = 1,T.
lnSi,t is the natural logarithm of country i's spot exchange rate (foreign currency per U.S. dollar), ai the intercept for country i, and pi the order of i's autoregressive terms. T is the total of time series observations and n=10 for the G-10 countries.
The test statistic is the t-value, tb, of the common slope b. An alternative approach is to allow separate slopes, bi, for each currency. In experiments discussed below, tests that impose bi =b have greater power, even when the slopes are not equal.
The ui,t follow SUR assumptions: the errors are mean-zero, homoscedastic, serially uncorrelated, and show contemporaneous but not lead-lag correlations, with a positive definite covariance matrix ΩSUR. This generalizes Levin and Lin's (LL 1992) ∼ N(0, 1); under SUR, tb has the same asymptotic distribution (appendix available from author). The next section reports results from experiments where conditional heteroscedasticity is modeled.
Under the null, ai = b = 0; under the alternative, b < 0 and the ai >/< 0 may differ across i. This null and alternative are one of a range of possible pairs. The process may be subject to parameter shifts, deterministic or random. Further, the series may be the sum of a unit root and a mean-reverting process (see Huizinga 1987 , Engle 2000 for real exchange rates); for example, the disturbance might be ui,t = εi,t + γ νi,t, where εi,t is an error with SUR properties, γ ≥ 0 is a constant, and νi,t is an error with a unit root. If γ (σν / σε) is small, tests may reject a unit root in favor of reversion to a constant mean, when instead the nominal rate reverts to a mean subject to small, permanent changes over time. This paper's (1996) and Balz (1998) ; and for international stock markets, Balvers et al. (2000) .
alternative assumes parameters can be treated as constant and γ (σν / σε) as zero; its results could be reversed for different, interesting nulls and alternatives. For example, Perron (1989) presents cases where tests are unlikely to reject the unit root null against the I(0) alternative if the process is mean reverting but contains known parameter shifts, and much following literature investigates related cases.
Critical Values from Simulation for SUR Tests. SUR techniques are used to deal with the large contemporaneous cross correlations in changes in log nominal exchange rates, similar to Abuaf and Jorion (1990) and Jorion and Sweeney (1996) for real rates. Denote by ∆yi,t the simulated data, which Changes in monthly G-10 log nominal rates show small, sometimes significant low-order serial correlations for some rates in some periods, or some ci,j in (1) appear to be non-zero. For finding critical values that account for these estimated ci,j, this paper follows the approach in Im, Pesaran and Shin (IPS 1997) recommend, as Appendix 1 discusses.
Critical values were also found for the case of non-zero means, where the DGP is ∆yi,t = ai + ui,t, with ui,t ∼ N(0, ΩSUR) and b = pi = 0. Sample means of the ∆lnSi,t are used for the ai (in t-tests, no mean is significant at the 5% level 
Results of Panel Unit-Root Tests
Consumer price indices and month-ending market exchange rates are from International Financial Statistics. Interest rates are one-month Euro rates from DataStream for later years; earlier data are domestic series from IFS, linked to the later data. 4 The G-10 started as Belgium, Canada, France, Germany, Italy, Japan, the Netherlands, Sweden, the United Kingdom and the United States.
Switzerland was informally associated with the G-10 from the start, and thus is often included in studies that focus on the G-10, giving ten exchange rates relative to the USD. varies with the sample's starting date, ranging from 0.5% in five cases to 15% in four cases, across p = 1,2. For the six periods starting before 1980, results are significant at the 15% level in four cases, at the 0.5% level in two; rejections are somewhat stronger in the last eight periods. It might be thought that log 3 Wu (1996) , Oh (1996) Culver and Papell (1997) , Coakley and Fuertes (1997) , Checchetti, Mark and Sonora (1998) and Fleisig and Strauss (1999) use FTEs in panel unit-root tests. Period dummies are an alternative approach to fixed time effects, used in some tests by Wei and Parsley (1995) and Frankel and Rose (1996) . 4 Domestic series used are always market rates and are, in order of preference, one-month inter-bank, T-bill, call money and bond rates. The null may be rejected because some-not all-log nominal rates are I(0) (see Karlsson and Löthgren 2000, and Taylor and Sarno 1998) . From simulation results in Appendix 2, the rejections of the null reported here are much more likely to arise because all log nominal rates are I(0), rather than just a subset.
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Results for Relative National Price Levels. Conditional on mean reversion in real exchange 5 Related, some argue that Italy's Lira shows depreciation, Japan's yen appreciation, rather than mean reversion.
Note that this view implies the tests are biased in favor of the unit-root null. Systems of nine countries (the G-10 less Italy) and eight countries (the G-10 less Italy and Japan) show results similar to Panel A's, though a little weaker overall in rejecting the null; if Italy and Japan's nominal exchange rates contain unit roots, the impressiveness of the rejection would be expected to rise.
rates, evidence of mean reversion in relative prices provides additional support for the view that nominal rates are mean reverting. With appropriate rewriting, (1) can be used to test for unit roots in relative prices. Table 1 , Panel B, shows results for systems of changes in log relative national price levels (RPs)
for the G-10. Because changes in log RPs often show first-order autocorrelation, the estimated ADF regressions set pi = p = 1. Critical values for SUR estimates are found from simulation, in the same way as for changes in log nominal rates. The data reject the null of a unit root at the 0.5% level for all periods that start before 1984; the null is rejected at the 1% level for the period starting in 1984.
Results for Real Exchange Rates. It has long been known that variations in nominal rates are the dominant component of variations in real rates, especially for periods as short as a month (Obstfeld 1985 , Mark 1990 ). For the 1974-1996 period, monthly changes in log nominal and log real rates have an average correlation of 0.9847; this suggests that results of panel unit-root tests should be close for log nominal and log real rates. Table 2 shows results for real rates and repeats nominal-rate results from 
Out-of-Sample Forecasts
Unless mean-reversion models are useful for out-of-sample forecasting, for practical purposes nominal rates might better be thought of as containing unit roots. 6 In out-of-sample forecasting tests below, mean-reversion models are compared to random walks, a frequent benchmark. The meanreversion models outperform random walk models in most samples, sometimes significantly. Jorion and Sweeney (1996) and Siddique and Sweeney (1998) present evidence that, for equally weighted portfolios of log real exchange rates for G-10 countries, mean reversion models with p = 0 provide better forecasts than driftless random walks, in terms of root mean square errors (RMSEs). Following these papers, forecasts from the model ∆lnSi,t = ai + b lnSi,t-1 + ui,t = b (lnSi,t-1 -lnS*i) + ui,t are compared to forecasts from driftless random walks, where lnS*i is country i's long-run log nominal rate. Siddique and Sweeney's test design for log real rates is closely followed: Results are reported for a range of adjustment speeds chosen a priori; 12-months-ahead forecasts are used; tenyear estimation periods are used; and rolling five-year forecast periods are used. Diebold and Mariano (1995) , cannot be used because they assume both model's forecast errors are stationary; under the randomwalk null, the mean-reversion error is non-stationary. Because the long-run rate is estimated, the likelihood of actual over-or under-valuation rises with the absolute value of the gap between the basket of log nominal rates and its long-run value. For some of the 1990s, the gap is small and estimated under-valuation might be insignificantly different from zero. (c) Supposing the gap correctly signs over-or under-valuation, random disturbances are more likely to swamp the mean-reversion component of ∆lnSt+1 when the gap's absolute value is small, as sometimes occurred in the 1990s (Figure 3) . Table 3 provide some evidence for the speed of adjustment.
Asymmetrical Effects in Mean-

Speed of Adjustment. Results in
Speeds of 2.5 and 1.5%/month give the best performances. Adjustment speeds of 1.5 to 2.5%/month seem slow. Slow adjustment does not imply that nominal rates do a poor job equilibrating the system, however: the optimal adjustment speed may be slow. For comparison, Siddique and Sweeney find that 2.5%/month gives the best performance for real rates.
For log real rates, Siddique and Sweeney report that, for adjustment speeds of 2.5, 1.5 and 1.0%/month, the RW/MR are 9.627, 7.975 and 6.059%-an average of 7.887 percent. For log nominal rates and the same adjustment speeds, the average RW/MR is 5.791 percent. By this measure, the superior performance of nominal-rate mean reversion models explains 73.4% [= (5.791/7.887) 100] of the superior performance of real-rate mean reversion models. Table 1) -5.1107 + -6.2120*** -7.2753**** -5.5968** unconstrained -5.9591** -6.1623*** -6.9419**** -5.9285** constrained -5.6696** -5.5139* -6.2554*** -5.6908** (****, ***, **, *, + : Significant at the 0.5, 1, 5, 10 and 15% levels.)
Economic Importance of Time-Variation in Expected Appreciation
Conclusions
Conventional wisdom holds that industrial-country nominal exchange rates contain unit roots. In this paper's SUR tests for G-10 countries' log nominal rates relative to the dollar during the current float, the data reject the unit-root null at significance levels from 0.5% to 15% across sample periods.
Further, out-of-sample forecast tests support mean reversion in nominal rates: on average, mean reversion models beat random walks, sometimes significantly.
The difference between the mean-reversion model's maximum and minimum expected appreciation of the USD relative to the DEM exceeds 15%/year over the sample. International applications that ignore mean-reversion effects thus misestimate expected appreciation, ceteris paribus, by an important amount in some months. Further, rejection of unit roots in G-10 log nominal rates implies substantial interdependence in long-run monetary policies among G-10 countries. If both real and nominal log rates are stationary, then log relative national price levels must be cointegrated; in many monetary models, this implies that log money stocks must be cointegrated. Neglecting this long-run monetary interdependence may be costly in international models where inflation and money stock growth rates are important.
Related, in panels that contain countries with high inflation relative to the G-10, the data cannot reject unit roots. High inflation countries' exchange rates reflect their inflation rates and monetary growth rates that diverge sharply from the G-10's and cause permanent changes in their log price levels and log money stocks relative to the G-10's; their log price levels and log money stocks are not cointegrated with the G-10's.
A simple monetary model that gives mean reversion in G-10 nominal rates uses two assumptions that roughly fit reality. First, during the sample period 1974 -1996, the U.S. and Germany ran monetary policies jointly consistent with a stable long-run USD-DEM rate. Second, other G-10 countries pursued long-run monetary policies aimed at stabilizing their rates relative to either the DEM (as did a number of European Union countries) or the USD (as Canada sometimes did). Intuitively, sometimes Germany was the low-inflation, stable, safe-harbor country, and sometimes the U.S. was.
Because each country's long-term monetary policy kept the other from establishing permanent dominance along these lines, long-run monetary policy in each country was consistent with a stable longrun bi-lateral nominal rate, and other G-10 countries fell in line. ****, ***, **, *, + Significant at the 0.5, 1, 5, 10 and 15 percent levels. _____________________ Notes to Table 1 : tb is the t-value of the slope b in the ADF equation ∆lnSi,t = ai + b lnSi,t-1 + ci ∆lnSi,t-1 + ui,t (i=1,10); ci is set to zero for p = 0 but is estimated for p = 1. Exact critical values are from simulation with iterated SUR. The DGP is ∆lnSi,t = ui,t, where ui,t ∼ N(0, ΩDGP); the DGP covariance matrix equals the sample covariance matrix of the ∆lnSi,t over a given sample. Critical values are found for T = 276 (1974:01 to 1996:12) , and for T = 120, (1987:01 to 1996:12) , with 10,000 replications each. Critical values are:
Log Nominal Exchange Rates (p=0, p=1) Log Relative Price Levels (p=1) 1974-1996 (T=276) 1987-1996 (T=120) 1974-1996 1987-1996 0.5% -6.2931 -6.3278 -6.3073 -6.5351 -6.3402 -6.5392 1.0 -6.0813 -6.1797 -6. ***, **, *, ^^, ^: Significant at the 0.5, 1.0, 2.5, 5.0 and 10% levels.
Notes to Table 3:
The criterion is the root mean squared error (RMSE). "RW" shows RMSEs for forecasts based on random walks without drifts. Other columns show RMSEs for various values of b < 1. "Average" shows the average of the RMSEs in that each column. RW/MR is the percentage amount by which the average for the RMSERW = 0.102297 exceeds the average RMSEM for each adjustment speed.
The final six columns impose a priori speeds of adjustment: 2.5, 1.5, 1.25, 1.0, 0.75 and 0.50%/month. In these columns, the estimated long-run value of each nominal exchange rate is its estimation-period sample mean.
Five-year forecast periods are used. The final line of results is for forecasts ending in 1996:12. For 12-month-ahead forecasts, the final data point used for generating forecasts is 1995:12. Data used for generating 12-months-ahead forecasts for 1992:01 to 1996:12 are from 1991:01 to 1995:12. Parameter estimates for these forecasts are from the ten-year estimation period, 1981:01 to 1990:12. Figure 3 . Difference between the equally weighted average of log nominal exchange rates relative to the USD, and the average of the long-run log nominal rates, as estimated by a 120-month moving average.
Appendix 1: Alternative Methods of Finding Critical Values
This appendix discusses in more detail how critical values were found, in particular, the key choices made; in experiments, the choices have little effects on critical values for nominal-rate systems.
It also discusses related papers on real exchange rate tests. This Paper's Approach. Changes in log nominal exchange rates show substantial contemporaneous cross correlations, and in some cases, small but sometimes-significant serial correlation. This paper uses SUR for cross correlation and IPS's approach for serial correlation.
Finding critical values has two steps. First, a data generating process (DGP) is chosen. Second, equations are fit to the generated data. As the base case, for critical values in the text, the DGP is
where ΩSUR is positive definite. The equations fit to the generated data with SUR are (B) ∆lnSi,t = ai + b lnSi,t-1 + ∑ pi j=1 ci,j ∆lnSi,t-j + ui,t i = 1,n; t = 1,T.
ΩSUR can be found in a number of ways. This paper uses the sample covariance matrix of the ∆lnSi,t , Ωsample, for both 1974-1996 and 1987-1996 thus the critical values they use, have p equal to the p* used to generate test data (see their Table 6 ).
For p < p*, size tends to zero for n = 10, and power falls greatly. For p > p*, size and particularly power are harmed for n = 10, though not as severely as with under-fitting. Thus, using the incorrect p causes bias against rejecting the null.
In choosing the DGP, (C) is superior to (A) if the true ci,j are known; for this paper, ci,j must be estimated. For G-10 log nominal exchange rates, fitted values of ci,j tend to be small, imprecisely estimated, and sensitive to estimation methods and samples; sign changes occur, and estimates frequently change by 100% or more. For illustration, individual equations ∆lnSi,t = ai + ∑ pi j=1 ci,j ∆lnSi,t-j + ui,t are fit with OLS for four lags and also SUR for systems with two lags of ∆lnSi,t-j, for the longest and shortest samples used here. For the first lag, ci,1, Sample 1974 Sample :01-1996 Sample :12 1987 Sample :01-1996 :12 Technique OLS 2 sig., at 10% level 7 sig., 4 at 10%, 1 at 5%, 2 at 1% level (Sweden, U.K.) (Belgium, Germany, Italy, Netherlands, Sweden, Switzerland, U.K.)
SUR 4 sig., 1 at 10%, 2 at 5%, 1 at 1% level 2 sig., at 5% level (Italy, Japan, Sweden, U.K.) (Japan, Sweden) For the second lag, ci,2, none is significant in OLS; in SUR, one is significant in the longest sample (Belgium, 10%), one in the shortest (Japan, 5%).
Using estimated ci,j's in the DGPs has little effect on critical values for nominal-rate systems. In on generated data to find tb critical values. In fitting (B), his pi range from 11 to 22 on monthly data. His AR estimates generally suggest pi = 1, but his critical values are for pi = 11 to 22; as discussed above, this over-fitting is likely to harm size and power.
In a study of quarterly real exchange rates, O'Connell (1998) uses the DGP
To find DGP parameters, he estimates (A'') with SUR on the data, with the ci,j restricted to be the same across countries-homogeneous dynamics-to conserve degrees of freedom; the residual covariance matrix is used as ΩSUR. His p's range across panels from p = 3 to 12. His test equation∆yi,t = ai + b yi,t + ui,t, with ui,t = ∑ values used, the test that includes the estimated ai is biased towards rejecting the null; its actual size is larger than its nominal size.
Appendix 2: Power of the Tests Against Selected Alternatives
This appendix shows that the tb test statistic has substantial power against the null that all log nominal rates are I(1) when all are I(0). Further, the text's rejections of the null are substantially more likely to arise because all rather than only some rates are I(0).
For power experiments, data are generated to correspond to the long sample period, where the error covariance matrix in the DGPs is the sample covariance matrix of the ∆lnSi,t for 1974:01- Power When All Currencies Are I(0). grand mean, ρ, with the first ρ -0.1, the second ρ + 0.1, etc. Power tends to fall off as compared to the cases where all roots are equal.
Power When Some Currencies Are I(1). If the null hypothesis-all currencies are I(1)-is false, the observer may care whether the alternative is that all currencies are I(0) or that only a subset is I(0). Taylor and Sarno (1998) use a Wald test of the null that all roots are unity, and a Johansen test of the null that at most one of the currencies has a unit root (with the alternative that none has a unit root). Karlsson and Löthgren (2000) use simulation to examine the power of systems tests against the null that all series are I(1) when only some series are I(0). In Table 1 in the text, the test rejects the null in five cases at the 0.5% level. From Table A .1, these rejections seem unlikely for large roots, say 0.985, if even one rate is I(1).
Sample Means in the DGP. Table A .2 compares the critical values found when the DGP is ∆lnSi,t = ui,t with those found when the DGP is ∆lnSi,t = ai + ui,t, where the ai are the sample means for the 1974:01-1996:12 sample period. The critical values fall substantially in absolute value when sample means are included in the DGP, and the null is much more likely to be rejected. The text takes the more conservative position of using critical values found in simulations where the DGP has zero means and are thus less likely to reject the unit-root null. Notes:
a The log nominal rate changes are generated as ∆lnSi,t = (ρi -1) lnSi,t-1 + ui,t, where ρi is the root for i and ui,t is an error. In the DGP, the error covariance matrix is the same as for the ∆lnSi,t in the sample for 1974:01 to 1996:12. Slopes are found by estimating the systems ∆lnSi,t = ai + b lnSi,t-1 + ui,t. For Table  A .1, ρi = 0.950, 0.975, 0.985 is the common root. In one set of experiments, Belgium has a unit root, with log nominal rate changes generated as ∆lnSBel,t = uBel,t, and similarly for the case where the U.K. has the only unit root. In another experiment, the Grand Mean root is 0 < ρ < 1. Roots alternate from ρ -.01 for the first country, to ρ + .01 for the second, etc. For ρ = 0.975, the first root is 0.965, etc.
In Table A .2, critical values are shown when the DGP is ∆lnSi,t = ui,t, and when it is ∆lnSi,t = ai + ui,t, where the ai are sample means.
