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II. POLAR GEOMETRY 
l. Let a be a polarity in a projective space P(A) (satisfying the property 
of I, 7) such that the maximal rank i(a) of a strictly isotropic subspace 
is not less than 3. 
LetS be the system of strictly isotropic subspaces of A, partially ordered 
by inclusion ( < ). Then S is called the polar geometry corresponding to a. 
Instead of i(a) we shall speak of i(S), the index of S. 
We use the term polar geometry as a common noun for orthogonal, 
symplectic and unitary geometry. 
If X and Y are in S, so is their intersection; considered as an element 
of S it will be written as X 1\ Y. 
If X+ Y is also strictly isotropic, we shall say that X and Y are joined; 
in this case we define the join of X and Y as 
The same terminology will be used for the intersection and join of an 
arbitrary number of elements of S; they will be denoted by 1\ X and V X, 
XeEI XeEI 
if £J is a set of elements of S, or by X1 " ... "Xk and X1 v ... v Xk in case 
of a finite number of elements. 
2. An isomorphism of a polar geometry S1 onto another one, S2, 1s 
an application e with the following properties: 
(a) To every v E sl there exists a uniquely determined veE s2. 
(b) If X and Y belong to S1, then 
X.;;;;Y 
is equivalent to 
xa.;;;;Ye. 
(c) To each z E s2 there exists an X E sl such that xe=z. 
It can easily be shown that 
and that V xe exists if V X exists and that in this case 
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Furthermore it is clear that the product of two isomorphisms, if existing, 
and the inverse of an isomorphism are also isomorphisms. 
Remark: We have supposed i(S):;;. 3. As a consequence an iso-
morphism (! of sl onto s2 when restricted to a maximal element of sl 
is induced by a semi-linear transformation. The following example shows 
that this ceases to be true if we admit i(S) = 2: 
sl = s2 = s =system of points and lines on a hyperboloid of one sheet 
in the three-dimensional projective space Pa. 
For M 0 and M1 we take two disjoint lines in S. 
If P is a point of S, L(P) is the line in S that passes through P and inter-
sects M 0 and M1, and M(P) the other line through P. 
Fig. 1 
On Mo we take for (! an arbitrary 1-1 application of Mo onto itself. 
For an arbitrary point P we define peas the point Q of M(P) such that 
L(Q) n Mo=(L(P) n Mo)e. 
Clearly (! is an isomorphism; but it is not necessarily the restriction of 
a projectivity of Pa to the elements of S. On the contrary, if i(S):;;. 3, the 
existence of such a projectivity is proved later on in this chapter. 
3. We are going to prove that the isomorphisms of a polar geometry 
S1 (corresponding to the polarity 111) onto S2 (corresponding to 112) are 
exactly the restrictions of the projectivities n which have the property 
and that these projectivities are uniquely determined by their restrictions 
to the elements of sl. 
In this chapter we shall use the following notations: Sis a polar geometry 
corresponding to a polarity 11 of the projective space P(A). 
Similarly S1 and S2 corresponding to 111 and 112 in P(A1) and P(Az) 
respectively. 
A, A1 and Az are linear spaces over the fields F, F 1 and F 2 respectively. 
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4. PROPOSITION. If n is a projectivity of P(A1) upon P(A2) such that 
then n induces an isomorphism of sl onto s2. 
Proof: trivial. 
5. PROPOSITION. Let m and n2 be two projectivities of P(A1) upon 
P(A2) that induce the same isomorphism of S1 onto S2. Then m = n2. 
Proof: If n=mn2-1, then n induces the identity of S1 upon itself. 
If we consider n as a semi-linear transformation of A1, then 
x" = A.(x)X if X# E S1. 
Now let x# and Y# be two different points of S1. Applying I, 10 we can 
find lines L and M in S such that x#.;;;L, Y#<M and L 11M #0. 
As n is the identity on L and M, A.(x) must be equal to A.(y). 
From I, 7, 2) it follows that P(A1) has a basis of points belonging to 
S1. Hence n must be the identity of P(A1). 
6. LEMMA. Let a be a polarity of the projective space P(A) (not 
necessarily having the property of I, 7) generated by a semi-bilinear form f 
that is hermitian if a is not a null system. 
For any two points P and Q such that P < pa, but Q 4; pa, we can find 
a point R<P+Q, R#P, R.;;;Ra if, and only if, f is trace-valued hermitian 
or a is a null system (i.e. a has the property of I, 7). 
Proof: If a is a null system, we can take R=Q. 
Now suppose a to be generated by a trace-valued hermitian form f. 
Let P=x#, Q=Y#· 
Then R = (y + A.x)# has to satisfy the equation 
f(y+A.x, y+A.x)=O, or 
f(y, y)+A.f(x, y)+f(y, x) A."'=O. 
Now f(y, y)=f-l+!-l"'; Q 4; pa implies f(x, y)#O. 
f-l + f-l" +A.f(x, y) + (A.f(x, y))"'= 0 
is satisfied by 
A.= - f-lf(x, y)-1. 
If, conversely, a is not a null system and for any P and Q,P.;;;Pa, Q 4;Pa, 
we can find an R<P+Q, R.;;;Ra, then the hermitian form f representing 
a is trace-valued. 
For if f(y, y) # 0, there exists a point x# such that f(x, x) = 0 and 
f(x, y) # 0 (see I, 7, 2)). Because of the given property of a, there exists 
a A. such that 
f(y + A.x, y + A.x) = 0. 
Hence 
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f(y, y)+Af(x, y)+f(y, x) .1."'=0; 
f(y, y) = ( -.l.f(x, y))+( -.l.f(x, y))'\ 
i.e. f is trace-valued. 
From now on we suppose again a to have the property of I, 7. 
7. LEMMA. Let a be a polarity and suppose U strictly isotropic. If V 
is a subspace such that 
then V= ua. 
V;;;.U, 
every N -point in V is contained in U 
and finally r( V) = r( Ua), 
Proof: Suppose V#Ua; as r(V)=r(Ua), we must have V ~ ua. 
Select a point P.;;; U such that V ~ pa. Then there exists a point Q.;;; V 
such that Q ~ Pa. 
As P.;;;Pa, Q ~ pa, we can apply lemma 6. Let R be a point on P+Q, 
R#P, R.;;;Ra. Then R is an N-point in V and so R.;;; U. 
As we supposed P.;;; U, we get Q.;;; U and therefore Q.;;;Pa, for U is 
strictly isotropic. But this leads to a contradiction, as we supposed Q ~ Pa. 
8. PROPOSITION. Let n be a projectivity of P(A1) upon P(A2) that 
induces an isomorphism of sl onto s2. 
Then 
Proof: Let U be an element of P(A1) such that U.;;; ua•, r(U) =i(Sl)· 
From u E sl it follows that U"' E s2, i.e. U" < una·. 
As U is maximal strictly isotropic, ua, does not contain any N-point 
outside of U; so ua•"' does not contain any N-point outside of U". 
r( ua•"') = r( ua,) 
=r(Al) -r(U) 
= r(A2) - r( U") 
=r(U"a•). 
So ua•" satisfies the conditions of lemma 7 and consequently 
As any element of S1 can be written as the intersection of two maximal 
elements, ya," = yna, for every V E S1. 
Now let P be a point of P(A1), P ¢ S1. 
As r(Pa•)=r(Al)-l, we can easily find two N-points Q1 and Q2, not 
in pa,, such that P, Q1 and Q2 are independent. Applying lemma 6 we 
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get two N -points Q1' and Q2', Q/ < P + Qi, Q/ #- Qi. As Qi and Q/ are 
isotropic with respect to a1, we have 
But P=(QI+QI') n (Q2+Q2'); henceP"'"=P""•. From this it can easily 
be derived that 
9. LEMMA. Let P be an N-point with respect to the polarity a. 
Then we can find points P2, ... , Pn-1 such that 
P"=P+P2+ ... +Pn-1 and 
P+Pi<(P+Pi)" for every i=2, ... , n-1. 
Proof: First we choose a subspace U of rank i(a) in P" such that 
and then P2, ... , Pi(cr) such that 
U =P+P2+ ... +Pi<cr>· 
Now we choose points Qi<crl+l' ... , Qn-l (where n=r(A)) in P", but not 
in U", in the way that 
P"= U +Qi(crl+l + ··· +Qn-1" 
As QJ 4 U", there is a point R1 < U such that QJ 4 Rj". Applying 
lemma 6 we find a point P1 on every line Q1 + R1 with the properties: 
Pt<P/, P1#-RJ. 
It is clear that P, P 2, ... P n-1 are independent; hence 
P"=P+P2+ ... +Pn-1· 
As P<P", P1<Pj", P1<P", we have P+P1<(P+P1)". 
10. LEMMA. Let e be an isomorphism of sl onto s2. 
Suppose P, Q and R to be three dependent points of S1. Then P 2, Qe and R 2 
are also dependent. 
Proof: We suppose R<P+Q and P+Q ¢S1; for if P+Q ES1, the 
proof is trivial. 
We construct points P2, ... , Pn-1 such that 
P"'=P+P2+ ... +Pn-1 and 
LJ=P+PJ<Ll' 
such as in the preceding lemma. Then we choose strictly isotropic lines 
M2, ... , Mu-1 through Q such that R1=L1 1\ M 1 is a point. 
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As R.:;.P+Q, R+Ri must be strictly isotropic. R2, ... , Rn-1 are m-
n-1 
dependent, hence P + Q = n R,:'. 
i=2 
So we see: a point R E S1 lies on P + Q if, and only if, R is joined to 
every X E s1 that is joined to both p and Q. But this property is invariant 
under an isomorphism and therefore 
H1 .:;.P~+Q~. 
II. PROPOSITION. Let e be an isomorphism of s1 onto s2. Then e is 
induced by a projectivity n of P(A1) upon P(A2). 
Proof: 
I. If P is a point of S1, we define P"=Pe. 
2. Suppose P to be a point of P(A1) not belonging to S1. 
There exists a point Q E s~, Q :$; pu'. According to lemma 6 there is 
a point R ES1, R=!-Q, R<.P+Q. 
Choose U and V E S1, both of rank i(S1), such that r( U " V) = i(S1) -I 
and such that Q.:;.U, R.:;.V. 
The restriction of e to U is a projectivity and therefore induced by a 
semi-linear application, since r(U)=i(S1):>3. r(U 11 V);;;;.2, hence we can 
represent the restriction of e to V by a semi-linear application with the 
same isomorphism from F1 onto F2 as for U. Hence e can be extended 
in a unique way to a projectivity of u + v upon u~ + v~; let us call it n. 
Lemma IO says that e transforms collinear points of S1 into collinear 
points. As n has the same property, one can easily show that X"=Xe 
if X E S1, X< U + V. 
Now suppose p also < ul + vl with r(Ul) =r(Vl) =r(Ul" VI)+ I =i(Sl)· 
We have to prove that the definition of P" is the same if we make use 
of U 1 + V 1 in stead of U + V. 
It suffices to show this for the case r( U 11 U 1) = r( V 11 V 1) = i(S1) - I, 
U 11 U1=1- U 11 V (and hence V 11 V1=1- U 11 V). 
But this follows immediately from the fact that the semi-linear appli-
cations that induce e in U, U1, V and V1 respectively can be supposed to 
have all the same isomorphism from F1 onto F2. 
3. If V =P1 + ... +P~c where Pi are points in P(A1), we define 
V"=P1"+ ... +P~c". 
4. In' the same way we can construct the application n-1 with the 
aid of e-1. 
5. To show that the definition of 3 is independent of the representation 
of V as a sum of points and that n is a projectivity it suffices to know that 
P<.P1 + ... +P1c implies P"<.P1"+ ... +P~c" 
and that the same is true of n-1, which induces e-1. 
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Therefore we have only to prove that 
This we shall do now. Of course we have only to consider different 
points P, P1, P2. 
a. P, P1 and P 2 E S1; then it follows from lemma 10. 
In the sequel we may suppose after, if necessary, changing of the 
points P, P1 and P2 that P ¢: S1. 
b. P1 and P2 E S1. In this case the statement is a direct consequence 
of the definition of n. 
c. P1 E s1, P2 ¢: s1. 
We can find U and V E S1 of rank i(S1) such that r( U A V) = i(S1) - 1 
and P1 < U and such that there are points Q < U, R < V and T < V such 
that P 2<Q+R and P<Q+T. 
vy~ / u ' 
I ' 
I R 
V T 
Fig. 2 
It is clear from the definition of n as a projectivity in U + V that 
P"<P!"'+P2"'· 
d. P1 ¢: s1, P2 ¢: s1. 
We may suppose that there are no points of S1 on the line P1 +P2, 
for otherwise we could reduce this case to the preceding one. 
If we know that on every line in the projective geometry P(A1) there 
are at least four points, we can reason as follows: 
There are points Q1 and Q2 in S1, not in pa,, P1a, or P2a', and such 
that P1, P 2, Q1 and Q2 are independent. 
From lemma 6 we deduce the existence of points P', P1' and P2' in S1, 
different from Q1, such that P.;;;.P' +Q1, Pi<.P/ +Ql. 
The lines P' +Ql and P1' +P2' must meet in a point T. As is proved 
above T" lies on the lines P'e+Qle and P1'e+P2'e and P".;;;.P'e+Qle, 
P{'.;;;.Pi'e+Qle· Therefore Plies in the plane Q1e+P1"'+P2"· Applying 
this argument also to Q2 instead of Q1, we find that P"', P1"' and P2" lie 
in two different planes; hence they are collinear. 
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Finally we have to consider the case that on every line in P(AI) there 
lie exactly three points; then the proof runs as follows: 
We choose points QI and Qz in SI, not in pia, or Pza', and such that 
PI, Pz, QI and Q2 are independent. 
We take again P/ <Pi+QI, =I=QI,Pt' ESI; then PI' and Pz' are different, 
as PI+ P2 was supposed to contain no points of SI; hence PI'+ P 2' meets 
PI +P2 in a point, different from PI and Pz, which must be P. Now we 
apply an analogue reasoning as above: 
P" lies in the planes PI"'+ Pz"' + QIQ and PI"'+ Pz"' + Qzg; hence P", PI" 
and P2" are collinear. 
Remark: The proposition that we have just finished to prove is a 
consequence of a theorem of W. L. Chow (see W. L. CHow [3] or J. 
DIEUDONNE [4], ch. III, § 3). Here we proved it in a somewhat different 
manner. 
12. Summarizing the results of II, 4-11 we come to: 
THEOREM. Let SI and Sz be polar geometries corresponding to the 
polarities a1 and az in the projective spaces P(AI) and P(Az) respectively. 
If II is the set of all projectivities n of P(A1) upon P(Az) satisfying 
and if P is the set of all isomorphisms of SI onto Sz, then the application 
n-+ restriction of n to sl 
is a 1-1 application of II onto P. 
(To be continued) 
