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We consider a perturbed mathematical programming problem where both the
objective and the constraint functions are analytical in both the underlying deci-
sion variables and in the perturbation variable/parameter that is denoted by . The
following question arises: what is the description of the solutions of such a per-
turbed problem when  → 0? We demonstrate that, under weak conditions, the
solutions of the perturbed problems are obtained as Puiseux series expansions in
. The results are obtained by application of the Remmert–Stein representation
theorem for complex analytic varieties. © 2000 Academic Press
1. MOTIVATION
Perturbation analysis of the generic mathematical programming problem
min f x
subject to
hix = 0 i = 1 2     p
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gjx ≤ 0 j = 1 2    m (1)
where f hi gj  n →  are continuous, smooth functions, is now a well
established branch of the subject (eg., see [1, 2, 4]).
While in many—most desirable—situations it can be shown that the
effect of perturbations on the solutions of (1) dissipates harmlessly as the
perturbation “tends to 0,” it is also well known that there are situations
when “small” perturbations can induce “large” effects. The following exam-
ple taken from Pervozvanskii and Gaitsgory [6] illustrates that even in the
“simplest” case of a linear program whose coefﬁcients are perturbed lin-
early by a single parameter, , a discontinuity in the optimal solution exists
at  = 0,
maxx2
subject to
x1 + x2 = 1
1+ x1 + 1+ 2x2 = 1+ 
x1 x2 ≥ 0
In particular, x0 = 0 1T is optimal when  = 0, while x ≡ 1 0T is
optimal for all  > 0, no matter how small. Of course, it was observed that
the rank of the coefﬁcient matrix of the above linear program changes at
 = 0. Indeed, the coefﬁcient matrix is nonsingular for all  > 0 but is sin-
gular at  = 0, and hence it is natural to refer to a perturbation such as the
above as a singular perturbation. Roughly speaking, the subject of perturba-
tion analysis of mathematical programs is divided naturally into the study
of singular or “regular” (that is, not singular) perturbations. It is also easy
to see why the former are normally regarded as “bad” perturbations and
the latter as “good” (or “natural”) perturbations. Indeed, some researchers
would probably regard a singularly perturbed mathematical programming
problem as an anomaly resulting from poor problem speciﬁcation, some-
thing to be eliminated by specifying the “correct” problem. In fact, tech-
niques have been developed to either remove the singularity or to replace
the original problem by an appropriately constructed limiting unperturbed
problem (e.g., see [6]). These techniques have the advantage that, often,
they lead to an improved (possibly more robust) solution to the original
application.
Nonetheless, the perspective adopted in this paper and its successor is
that
1. Singular perturbations can, and do, occur naturally in many real
applications,
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2. both singular and regular perturbations can be treated, in a uniﬁed
manner, by considering series expansions of solutions of perturbed mathe-
matical programs, and
3. the Puiseux series is the natural mathematical object for studying
the asymptotic behaviour of a very large class of perturbed mathematical
programming problems.
Concerning the ﬁrst of the above claims it is sufﬁcient to note that in
most business or engineering applications the mathematical program (1)
contains parameters whose true values are unknown. For instance, a typical
parameter p is replaced by an estimate
pˆ = p+ N
where the error term, N, comes from a statistical procedure used to esti-
mate p and N is the number of observations used in that estimation. In
most of the valid statistical procedures N ↓ 0 as N ↑ ∞, in an appro-
priate sense. Thus, from a mathematical programming point of view, it is
reasonable to suppress the argument N and simply concern ourselves with
the effects of  ↓ 0. However, the main point is that since the true value p
is inherently unknowable, it is hard to tell whether the “true problem” is
singularly or regularly perturbed. Certainly, for some values of p, singular
perturbations can arise very naturally in an essentially “correct” way.
Concerning the second claim, it now follows that it is natural to begin
our investigations by studying the perturbed mathematical program
min f  x
subject to
hi x = 0 i = 1 2     p
gj x ≤ 0 j = 1 2    m (2)
where all functions may now depend on the perturbation parameter2 , in
addition to the original decision variables x1 x2     xn. We also claim that
an essential understanding of the asymptotic behaviour of the solutions as
 ↓ 0 can be gained from determining what type of functions xk’s are,
for each k = 1 2     n and that this applies to both regular and singular
perturbations. Of course, an explicit functional form cannot be hoped for,
at the level of generality considered below. Consequently, if it were possible
to characterise xk’s in terms of series expansion in appropriate powers
2Of course, the restriction to a scalar perturbation parameter is a serious one; however, it
constitutes a natural starting point.
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of , that would already provide a lot of insight to the asymptotic behaviour
of solutions as  ↓ 0.
Concerning the claim that Puiseux series are the natural mathematical
objects to use in this context, we ﬁrst observe that the class of Puiseux
series
G =
∞∑
ν=K
cν
ν/M
where M is a positive integer and K is an arbitrary (ﬁxed) integer that
includes both Laurent and power series. Furthermore, it is well known (e.g.,
see Kato [3]) that Puiseux series arise naturally in the study of perturba-
tions of the spectrum of linear operators. Finally, the simple example below
illustrates that fractional powers of  can occur frequently when solving the
optimality conditions of (1). In particular, when considering the uncon-
strained minimisation of
f  x1 x2 =
x41
4
+ x
4
2
4
+ 
3
x31x2 + x1
we observe that the ﬁrst order condition ∂f/∂x1 = ∂f/∂x2 = 0 requires the
solution of simultaneous equations
x31 + x21x2 +  = 0
x32 +

3
x31 = 0
It is easy to check that the solutions can be expressed in the Puiseux series
form:
x1 = −1/3 −
5/3
3 3
√
3
· · ·
x2 = −
2/3
3
√
3
+ 
2
3 3
√
9
· · · 
Finally, we claim that Puiseux series expansions of solutions of (2) can be
derived from two very different and yet not unrelated perspectives, namely
those of complex analytic varieties and the theory of semi-algebraic sets.
Because the techniques used to derive the corresponding expansions are
quite different and lead to different insights (geometric versus algebraic),
our results are summarised in two papers, each of which can be read inde-
pendently of the other. This ﬁrst paper is devoted to the complex analytic
perspective.
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2. COMPLEX ANALYTIC PERSPECTIVE
The perturbed mathematical program (2) introduced in the previous sec-
tion can be viewed as a special case of a slightly more general problem,
min
x
f  x
subject to
 x ∈  ⊂ n+1 (3)
where the feasible region  is viewed as a subset of n+1 rather than n
because of the inclusion of the perturbation parameter , even though the
minimisation is with respect to x only. Since the objective is to charac-
terise solutions x of (3) as functions of  and since this may involve solving
simultaneous equations of a ﬁnite number of non-linear functions, it is rea-
sonable to expect that the complex space n+1 may be the natural space
to work in. Of course, at the end of the analysis, we shall consider the
intersection of the solution sets with n+1.
Toward this end we assume that, in n+1, the most general “feasible
region” that we shall consider will be a complex analytic variety W ⊂  ,
where  is some open set in n+1. Recall (e.g., see Whitney [7]) that W
is an analytic variety in  if for each p ∈ W there exists a neighbourhood
U of p and holomorphic functions θ1 θ2     θs such that θiz = 0 for all
z ∈ W ∩U and i = 1 2     s, and W is closed in  .
We begin by ﬁxing some analytic variety W that we shall view as the
extension of the feasible region  into n+1. That is, W contains all the
points η z of interest and deﬁnes  = W ∩ n+1. We adopt the conven-
tion that points in  will be denoted by  x rather than η z whenever
it is necessary to emphasise that they are real valued. Similarly, we deﬁne
Wη = z ∈ n  η z ∈ W  when η ∈ , W = z ∈ n   z ∈ W  when
 ∈ , and W ∩n = x ∈ n  + 0i x1 + 0i     xn + 0i ∈ W . Finally,
we postulate that our objective function in (3) derives from a holomorphic
function f   →  such that
f  ⊂ 
We can now deﬁne the minimisation problem (3) as a minimisation problem
with respect to the analytic variety W . That is,
min
x
f  x
subject to
x ∈ W ∩ n (4)
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for any  ∈  such that W ∩ n = φ. In Section 3 we shall return to the
important “special” case where the variety W is deﬁned as the solution
set (in n+1) of the perturbed set of constraint functions such as those of
the “standard” mathematical program (2). However, in this and the next
section, the more abstract problem (4) is the object of our investigations.
It is now possible to deﬁne the solution set of (4) for any  > 0 as S =
x ∈ W ∩n  x attains the minimum in 4 and the corresponding set in
n+1, namely, S =  x ∈   x ∈ S.
Next we introduce the ﬁeld of Puiseux series with real coefﬁcients. The
elements of this ﬁeld are functions G of the form
G =
∞∑
k=K
ck
k/M (5)
where K is some integer andM is a positive integer and the real coefﬁcients
ck∞k=K are such that the above series converges for all  sufﬁciently small.
Of course, ck’s and hence G can be vector-valued.
The goal of this paper is to establish that—under weak conditions—there
exists a Puiseux series G such that
x = G ∈ S (6)
for all  > 0 and sufﬁciently small. The claimed result is, perhaps, not
surprising if one recalls (e.g., see Kato [3, p. 65]) that eigenvalues of a
perturbed matrix are expressible as Puiseux series. However, to the best
of our knowledge, the claimed characterisation has not appeared in the
mathematical programming literature. In the remainder of this section we
introduce some of the notation that will be used later on.
For any holomorphic function g  →  we deﬁne the gradient of
gη z at z = z1 z2     zn such that η z ∈  by
∇gη z =
(
∂g
∂z1

∂g
∂z2
    
∂g
∂zn
)

where ∂g/∂zi is evaluated at η z. Similarly, the Hessian matrix of gη z
at z is deﬁned by
∇2gη z =
(
∂2gη z
∂zi ∂zj
)nn
ij=1

If v v′ ∈ m, then vv′ is the holomorphic inner product of v and v′, that
is, the plain inner product which does not involve conjugation. Finally, if
E ⊂ m the orthogonal complement of E is given by
E⊥ = v ∈ m  ev = 0 ∀e ∈ E
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3. MINIMISERS AS PUISEUX SERIES
In this section we shall derive the ﬁrst main result of the paper that was
already, informally, introduced in Eq. (6).
3.1. Main Result for the Abstract Formulation
Assumption 3.1. Let (4) and S be as deﬁned in Section 1. We assume
that there exists 0 > 0 such that the set
S0 = ⋃
∈00
S
is a compact set.
Theorem 3.1. If Assumption 3.1 holds, then there exists ¯ ∈ 0 0 and
a vector-valued Puiseux series G = G1G2    Gn with real
coefﬁcients such that
x = G ∈ S
for every  ∈ 0 ¯.
The entire section is devoted to the derivation of this result which states
that it is possible to ﬁnd a path of solutions to (4) behaving as a Puiseux
series.
In order to demonstrate Theorem 3.1, we shall repeatedly use the fol-
lowing lemma. Note that this lemma states that existence of Puiseux series
expansions of minima over the ﬁnitely many sub-varieties implies the exis-
tence of a Puiseux series expansion of minima over the entire variety.
Lemma 3.1. Suppose that there are analytic sub-varieties W1W2    Ws
⊂ W such that:
1 W1 ∪W2 · · ·Ws ∩ S = φ for  > 0 and sufﬁciently small.
2 For each j = 1 2     s, Theorem 3.1 holds for Wj .
It follows that Theorem 3.1 holds for W .
Proof. By (2), for each j = 1 2     s, there exists j > 0 and a Puiseux
series Gj with real coefﬁcients, such that
x = Gj ∈ Sj  ∈ 0 j
where Sj is the set of global minimisers of f  x over Wj .
For any  ∈ 0 j, the value of the objective function at a global mini-
mum over Wj ∩n can be thought of as a function of , namely, Hj =
f Gj. But since f  x is holomorphic and Gj is a Puiseux series,
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it follows that Hj is a Puiseux series on  ∈ 0 j. Now, deﬁne a new
Puiseux series
H = min H1    Hs
where Hi  Hj if and only if Hi ≤ Hj for all  > 0 and sufﬁciently
small. Without loss of generality assume that for some ﬁxed k,
H = Hk ≤ Hl l = 1 2     s
on some neighbourhood 0 ¯. Now, deﬁne
H∗ = min
W∩n
f  x, for each  > 0
For every  > 0 and sufﬁciently small we have, from (1), that for j (depend-
ing on )
H∗ = Hj ≥ Hk = H
and since Wj ∩n ⊂ W ∩n for all j, including j = k, we also have that
H∗ ≤ Hk = H
Thus for  > 0 and sufﬁciently small
Hk = f
(
Gk
)
= min
W∩N
f  x = H∗
Hence, for  > 0 and sufﬁciently small
x = Gk ∈ S
3.2. Tangent Cones
In order to generalise the natural concepts from mathematical program-
ming to the complex domain, we now introduce the notion of a tangent
cone at a point η z of the variety W ⊂ n+1.
Deﬁnition 3.1. Let WWηW ∩n+1 and W ∩n be deﬁned as in Sec-
tion 1. Let cq → ∞ denote any sequence of complex numbers such that
 cq → ∞.
1. The tangent cone at a point η z ∈ W is deﬁned as the set of
limit points
T Wη z = v = lim
q→∞ cqη
q zq − η z  ηq zq
→ η z and cq →∞
where ηq zq ∈ W for all q.
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2. The tangent cone at a point z ∈ Wη is deﬁned as
T Wη z = v = lim
q→∞ cqz
q − z  zq → z and cq →∞
where zq ∈ Wη for all q. Note that T Wη z is isomorphic to the set
T̂ Wη z = 0 z  z ∈ T Wη z ⊂ n+1.
3. Similarly to (1) (resp. (2)), the tangent cone at a point  x ∈
W ∩ n+1 (resp. x ∈ W ∩ n)is deﬁned as
T W ∩ n+1  x = v = lim
q→∞ cq
q xq −  x  q xq
→  x and cq →∞
(resp.
T W ∩ n x = v = lim
q→∞ cqx
q − x  xq → x and cq →∞
where q xq ∈ W ∩ n+1 for all q (resp. xq ∈ W ∩ n) and cq is real-
valued. As in (2) above, T W ∩ n x is isomorphic to the set T̂ W ∩
n x = 0 x  x ∈ T W x ⊂ n+1.
Note that T Wη z ⊂ n+1 (resp. T W ∩ n+1  x ⊂ n+1) and
T Wη z ⊂ n (resp. T W ∩ n x ⊂ n). Note also that if we think of
the variety W as the “feasible set,” then T Wη z is a natural generali-
sation of the notion of the set of tangent vectors of differentiable curves
passing through a given feasible point on a smooth surface. The question
of what constitutes smoothness in this context is addressed next.
3.2.1. Tangent Spaces at Regular Points
With the variety W acting as a feasible set, the notion of a smooth point
of such a set may be replaced by the notion of a regular point. Recall (e.g.,
see Whitney [7, p. 44]) that η z ∈ W is called a regular point of W , if
W is an analytic manifold in a neighbourhood of η z. Let W − be the
set of all regular points of W . The set W × = W \W − is the set of singular
points of W . Not surprisingly, perhaps, at regular points of W it is possible
to give a more explicit characterisation of the tangent cone. Note that, at a
regular point, the tangent cone is in fact a space that will be called tangent
space. First, we introduce the notion of a tangent space T Wη z being
“vertical” with respect to the η-axis. More precisely T Wη z is vertical if
T Wη z ⊂ 0 × n
The next proposition states that at a regular point η z either the tangent
space is vertical or the tangent space, at z, of the section variety Wη is
precisely the section tangent space of the variety W at η z.
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Proposition 3.1. Let η z be a regular point of W . Then either
(i) T̂ Wη z = T Wη z ∩
(
0 × n
)
, or
(ii) T Wη z is vertical.
Proof. See the Appendix.
The following corollary assumes that W is self-conjugate; that is, W = W¯ .
Intuitively it is not a big restriction since by replacing W by the new analytic
variety W ∩ W¯ , the real feasible region W ∩n+1 of (4) remains the same.
We are now in a situation to obtain additional properties at any point
 x ∈ W ∩ n+1:
Corollary 3.1. (i) If  x ∈ W −, that is, is regular, then W ∪n+1 is
locally a real analytic manifold at  x.
(ii) The tangent spaces T W  x and T W ∩ n+1  x are actually
spanned by the same family of real vectors.
(iii) If T W  x is non-vertical, then T W ∩n+1  x is non-vertical
and T̂ W ∩ n x = T W ∩ n+1  x ∩
(
0 × n
)
.
(iv) The tangent spaces T̂ W ∩ n x and T̂ W x are spanned by
the same family of real vectors.
Proof. See the Appendix.
3.3. Singular Points and Irreducible Varieties
An analytic variety W is irreducible if it cannot be written as the union
of two proper analytic sub-varieties. In this subsection we shall assume that
the variety W that is of interest in the analysis of (4) is irreducible. Up
to now, we have characterised the tangent space at a regular point in the
neighbourhood of a regular point. The next theorem (see for proof [7,
Theorem 7A, Chap. 3]) characterises also the tangent space at a regular
point in the neighbourhood of a singular point.
Theorem 3.2. Suppose that W is irreducible. There exists a family of open
subsets Qs of n+1 such that W =
⋃
sW ∩ Qs and for each s there exists
a ﬁnite set of analytic functions w1 w2     wm ( possibly dependent on s)
mapping Qs into N and satisfying:
(i) wjη z = 0 at all singular points η z ∈ W × ∩Qs for each j =
1 2    m, and
(ii) at each regular point η z ∈ W − ∩ Qs the tangent space
T Wη z is spanned by w1η z     wmη z.
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Not only singular points but also regular points at which the tangent
space is vertical may cause some problems. The above result can be adapted
to our optimisation problem (4) with the help of the following reﬁnement
of the W = W − ∪W × partition of the variety W . In particular, let
W = W ∗ ∪W #
where
W ∗ = W \W #
and
W # = W × ∪ η z ∈ W  T Wη z ⊂ 0 × n
Thus W # consists of all singular points of W plus those regular points
at which the tangent space is vertical and, by default, W ∗ consists of the
regular points at which the same space is non-vertical.
Corollary 3.2. Let W and the family Qs be as in Theorem 3.2. There
exists a ﬁnite set of analytic functions u2 u3     um mapping Qs into 0 ×
n and satisfying:
(i) If η z ∈ W # ∩Qs, then
ujη z = 0 j = 2 3    m
and
(ii) If η z ∈ W ∗ ∩Qs, then the tangent space T̂ Wη z is spanned by
u2η z u3η z     umη z.
Proof. See the Appendix.
3.4. Variety of Critical Points
With respect to the holomorphic objective function f   →  such that
f  ∩ n+1 ⊂  we have been, slowly, assembling the tools that will
enable us to characterise the set of “critical” points that contains all the
minima. In a suitable sense, this characterisation will be a natural gener-
alisation of the elementary f ′x = 0 notion. In n, a minimum of f at a
“regular” point of a constraint surface has the property that the gradient
∇f x is orthogonal to the tangent space. Of course, the word “regular” in
the above, standard, mathematical programming context implies the pres-
ence of a “constraint qualiﬁcation” that in our context is a special case of
a point being a regular point of a variety. How may this idea be further
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adapted to our case? In the reminder of this sub-section assume that
(a) W is self-conjugate, and
(b) W is irreducible.
It now follows that, at optimum, the gradient vector of the objective
function of (4) lies in the orthogonal complement of T̂⊥W x provided
that  x is a regular point at which the tangent space is non-vertical. We
make use of condition (a) that insures the validity of iv of Corollary 3.1.
Corollary 3.3. If  x ∈ W * ∩ S, then ∇f  x ∈ T̂⊥W x
Proof. See the Appendix.
Observe that minima may also occur at points that do not satisfy standard
constraint qualiﬁcations. One of the advantages of our technique is that we
are able to take all cases into consideration. Toward this goal we now deﬁne
the set of critical points with respect to f by
W + = W # ∪ η z  ∇f η z ∈ T̂⊥Wη z
Thus, W + includes all the singular points where the tangent space
T Wη z is vertical and all the points where the gradient lies in the
orthogonal complement of T̂ Wη z. Here condition (b) is used to apply
Corollary 3.2 so that the tangent space, if it exists, is nicely characterised
in the neighbourhood of any point.
Corollary 3.4. (i) The set of critical points W + is a complex analytic
variety.
(ii) For any  > 0 small enough, S ⊂ W +.
Proof. See the Appendix.
In addition to conditions (a) and (b), suppose that the following property
is satisﬁed by W :
(c) W = W +.
The following proposition will play a crucial role in the proof of the main
existence result. Let us denote by ∂S the boundary of S in W ∩n. Note
that for  ∈ 0 0, the boundary ∂S is a non-empty set by Assumption 3.1.
It will be seen from the proposition below that if x is a boundary point of
S, then  x is either singular or such that its tangent space is vertical.
Proposition 3.2. (i) If x ∈ ∂S then  x ∈ W #.
(ii) For  > 0 small enough S ∩W # = $.
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Proof. See the Appendix.
Of course, it is hard to see why our variety W should satisfy (a), (b), and
(c) all together. The next section will show that it is possible to restrict our
analysis to precisely this situation.
3.5. Proof of the Main Existence Result
We are now in a position to prove the main result—Theorem 3.1—stated
earlier. First of all, observe that if we are able to show Theorem 3.1 when
W is irreducible, then we are done. Otherwise by [7, Theorem 1G, Chap. 3,
Sect. 1] we have that W = ⋃i∈ Wi where Wi’s are the irreducible compo-
nents of W . Since W ∩ S0 = φ and since S0 is compact, there must exist
ﬁnitely many Wi’s, say W1W2    Ws, satisfying
W1 ∪W2 ∪ · · ·Ws ∩ S = φ (7)
for all  > 0 and sufﬁciently small. In view of Lemma 3.1 it is enough to
show that Theorem 3.1 holds for each Wj which is irreducible.
Observe now that the irreducible variety W is of constant dimension dim
(see [7] Theorem 1I, Chap. 3, Sect. 1). Our argument is inductive, based
on p = dimW .
(i) If p = 1, the theorem follows immediately from the Remmert–
Stein lemma (see [7, Theorem 3A, Chap. 3, Sect. 3) and Lemma 3.1. The
variety W has ﬁnitely many branches Bj intersecting S0, each one of which is
parameterised by a Puiseux series Gjη, possibly with complex coefﬁcients.
Clearly, there is a minimal subset of Puiseux series, let us say G1    Gr ,
such that for any  > 0 small enough there exists j ∈ 1 r with
Gj ∈ S
Hence, for each j, the imaginary part of Gj vanishes for all  > 0 and
sufﬁciently small. This implies that each Gj , j ∈ 1 r has real coefﬁcients.
Hence it is possible to mimic the proof of Lemma 3.1 to show that one of
these Puiseux series, let us denote it by G, satisﬁes
G ∈ S
for any  > 0 small enough.
(ii) Suppose that Theorem 3.1 holds for any variety W such that
dimW ≤ p. Consider the case where dimW = p+ 1.
Observe that if W is not self-conjugate, then W ∩ W¯ is a self-conjugate
proper subvariety. Let us now take W ∩ W¯ instead of W and observe that
the set of minimisers of the new problem is the same as in the initial
problem since we have kept all the points in the real domain. However,
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W ∩ W¯ might not be irreducible. However, [7, Theorem 1I, Chap. 3, Sect. 1]
states, in particular, that a proper subvariety of an irreducible variety, if not
irreducible, is decomposable into irreducible subvarieties of strictly lower
dimension.
The inductive hypothesis could then be applied to any of those irre-
ducible subvarieties so that, as above, application of Lemma 3.1 yields the
required conclusion.
Similarly, observe that if W + is a proper subvariety of W , by taking W +
instead of W the set of minimisers is unchanged by Corollary 3.4. Again
W + might not be irreducible, but the very same Theorem 1I in Whitney
[7] ensures that we can apply the inductive hypothesis and Lemma 3.1
after appropriate decomposition into irreducible sub-varieties to obtain the
required conclusion.
Hence there is no loss of generality in considering only the case where
all three conditions (a), (b), and (c) are satisﬁed.
Now, by Proposition 3.2 part (ii) we have that, for  > 0 and sufﬁciently
small, by considering W # in place of W , we retain all the minimisers of (4).
However, W # is always a proper sub-variety of W and hence is of lower
dimension than W . The conclusion now follows by the inductive hypothesis.
4. MINIMISATION UNDER CONSTRAINTS
We now return to the original mathematical programming problem (2),
but with the simpliﬁcation that there are only p equality constraints:
hi x = 0 i = 1 2     p. We shall return to the case of both equality
and inequality constraints at the end of this section. To cast the problem
in a setting similar to that of Sections 2 and 3, we assume that  is an
open set in n+1 and h1 h2     hp f are all holomorphic functions map-
ping  →  such that  ∩ n+1 is mapped by these functions into . We
consider the perturbed minimisation problem
min f  x
subject to
hi x = x i = 1 2     p (8)
Let h = h1     hp → p, and deﬁne the set
W = h−10     0 = η z  hiη z = 0% i = 1 2     p
Clearly, as the zero set of p holomorphic functions, W is a complex analytic
variety. For a ﬁxed η, let
∇hiη z =
(
∂hi
∂z1
η z     ∂hi
∂zn
η z
)
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for all z such that η z ∈ W , and i = 1 2     p Let -η z be the
subspace of n spanned by ∇hiη z for i = 1 2     p. We are now ready
to generalise a standard “second order optimality condition” to this new
setting.
Deﬁnition 4.1. We shall say that a point  x ∈  ∩ n+1 satisﬁes
optimality conditions of the second order (or is a strict stationary point) if
(i) the gradients of the constraints are independent; that is,
dim- x = p.
(ii) ∇f  x ∈ - x; that is, there exist Lagrange multipliers
(dependent on )
λ1 λ2     λp ∈ , not all zero, such that
p∑
i=1
λi∇hi x + ∇f  x = 0
(iii) The Hessian of the Lagrangian of (8) is positive deﬁnite on
-⊥ x; that is,
L x λ =
p∑
i=1
λi∇2hi x + ∇2f  x
is a positive deﬁnite matrix.
Note that conditions (i)–(iii) are analogous to the standard second order
necessary conditions for strict local minimum (e.g., see Luenberger [5]).
Let  denote the set strict stationary points in  ∩ n+1 and let ¯ be the
closure of  .
Our objective in this section is to prove an analog of Theorem 3.1 but
for a set of “solutions” of (4) that are stationary points satisfying (i), (ii),
and (iii).
Motivated by the Kuhn–Tucker type condition (ii) we shall now consider
the subset of the feasible region W deﬁned by
W1 =  x ∈ W  rank∇h1 x    ∇hp x∇f  x ≤ p
where ∇h1·    ∇hp·∇f · is an n× p+ 1 matrix whose columns
are the above gradient vectors. Since the rank condition deﬁning W1 consists
of certain determinants being equal to zero, W1 is clearly a complex analytic
variety. Furthermore, since (ii) holds at any  x ∈ S, we have that S ⊂ W1.
Lemma 4.1. Let  ⊂  be the open set of points η z satisfying the
independent gradients condition (i). Suppose, in addition, that η z ∈  ∩
perturbed mathematical programs 147
W1. There exists a unique set of holomorphic functions  →  such that
λi = λiη z i = 1     p, are the unique Lagrange multipliers satisfying
p∑
i=1
λi∇hiη z + ∇f η z = 0 (9)
for η z ∈  ∩W1.
Proof. Multiplying (9) by the transpose of ∇hjη z for j = 1 2     p
yields a set of p equations
p∑
i=1
∇hjη z∇hiη zλi = −∇hjη z∇f η z
for j = 1 2     p. We can think of the above system of equations, with
the argument η z suppressed, as simply the linear system
Aλ = b
where the i jth element of A is aij = ∇hjη z∇hiη z for i j =
1 2     p, and bi = −∇hiη z∇f η z for i = 1 2     p.
It is now easy to check that the independent gradients condition (i)
implies that A is nonsingular. Hence λ = A−1b deﬁnes the unique set
Lagrange multiplier solutions λiη z i = 12     p, satisfying (ii).
Clearly, these functions are holomorphic.
Theorem 4.1. The complex analytic variety W1 is one-dimensional near
any  x ∈ S.
Proof. Consider a holomorphic function F   ×p → p+n deﬁned by
Fη z λ =
(
h1η z     hpη z
p∑
i=1
λi∇hiη z + ∇f η z
)

where z = z1     zn and λ = λ1     λp.
Note that the zero set of F , namely
W2 = F−10
is a complex analytic variety in  × p. Let Aη z = ∇h1η z    
∇hpη z be the n × p matrix of gradients of hi’s and Lη z λ =∑p
i=1 λi∇2hiη z + ∇2f η z be the Hessian of the Lagrangian as in (iii).
Hence for η z λ ∈ W2 the Jacobian of F with respect to z λ is given
by the p+ n × p+ n matrix
∂F
∂z λ =
(
AT η z 0
Lη z λ Aη z
)

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We claim that ∂F
∂zλ , is nonsingular at η z λ =  x λ satisfying (i), (ii)
and (iii). To check this suppose that there exists u v (not equal to 0) such
that
[
∂F
∂zλ
]u vT = 0. That is,
AT  xuT = 0
L x λuT +A xvT = 0
However, the ﬁrst of the above equations implies that uA x = 0, so
multiplying the second equation by u, on the left, yields
uL x λuT = 0
However, the positive deﬁniteness of L x λ implies that u = 0 which
in turn leads to A xvT = 0, which contradicts (i). We can now
apply the implicit function theorem to show that in a neighbourhood
U2⊂ n+1 × p of  x λW2 ∩ U2 is a one-dimensional manifold.
Furthermore, deﬁne a map π  ∩W1 → W2 by
πη z = η z λη z
where  is as in Lemma 4.1. For some sufﬁciently small neighbourhood
U1⊂ n+1 of  x
πW1 ∩U1 ⊂ W2 ∩U2
However, since W2 ∩U2 is a one-dimensional manifold, the z and λ coordi-
nates of πη z can be parameterised by η via holomorphic functions.
That is, πη z = η zη λη where λη = λη zη z = zη
for η z ∈ W1 ∩ U1. Hence η z = η zη on W1 ∩ U1 and therefore
W1 ∩U1 is also a one-dimensional manifold.
We are now in a position to state and prove the main theorem of this
section.
Theorem 4.2. Given any 0 x ∈ &S there exists an n-vector of Puiseux
series in  (with real coefﬁcients), G = G1G2    Gn such
that for  > 0 and sufﬁciently small
G ∈ S
and
G0 = lim
↓0
G = x
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Proof. Let &Q be a compact neighbourhood of 0 x. By Theorem 4.1
take a sequence q xq∞q=1 in W1 ∩ Q¯ ∩ such that q ↓ 0 and xq → x,
as q → ∞. Since Q¯ is compact, only ﬁnitely many of the one-dimensional
components of W1 intersect &Q. By Theorem 4.1, inﬁnitely many of the points
eq xq must lie in at least one such component. Let &W1 be such and irre-
ducible, one-dimensional component and assume, without loss of generality,
that eq xq∞q=1 ⊂ &W1.
Because &W1 is one-dimensional the Remmert–Stein representation theo-
rem ensures that there exists an n-vector of Puiseux series
G = G1    Gn with real coefﬁcients such that for  > 0
and sufﬁciently small
 x′ = G ∈ &W1 (10)
In particular, for members of the sequence in &W1
xq = Gq → G0 = x (11)
Note also that while we know that q xq = qGq ∈  for all q =
1 2     we need prove that is also the case for all  > 0 and sufﬁciently
small. That is, we need to verify that (i)–(iii) are satisﬁed at G for all
 > 0 and sufﬁciently small. These can be veriﬁed by recalling that for any
Puiseux series H, with real coefﬁcients, if a statement H = or ≥
or ≤ constant is valid for all q ↓ 0, then it is valid for all  > 0 and
sufﬁciently small. This is a consequence of the fact that Hq = 0 for all
q ↓ 0 implies H = 0 for all  > 0 and sufﬁciently small.
Further, since xq is real for every q = 1 2     we have from (11) that
mGq = 0
inﬁnitely often in the neighbourhood of  = 0. Hence mG ≡ 0 and
G ∈ n in that neighbourhood. Now, veriﬁcation of (i)–(iii) at G
for  > 0 and sufﬁciently small becomes a simple matter. For instance, if
(i) were not satisﬁed for such , then the matrix
A = aijpij=1
where aij = ∇hjG∇hiG for all i j = 1 2     p is sin-
gular at  = q for q = 1 2    ∞. Thus the Puiseux series H =
detA = 0 for all  = q. Hence H ≡ 0 for all  > 0 and sufﬁ-
ciently small, yielding the desired contradiction. Similarly (ii) and (iii) can
be veriﬁed. This completes the proof.
Remark. It is easy to check that the results of this section extend natu-
rally to the case where (8) is replaced by
min f  x
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subject to
hi x = 0 i = 1 2     p
gj x ≤ 0 j = 1 2    m
In this case, by considering at each feasible point  x the combined set
of equality and “active” inequality constraints, the problem is effectively
reduced to (8). Of course, active inequalities are those that are equal to 0
at the point  x, in question.
APPENDIX
5.1. Proof of Proposition 3.1
Since η z is a regular point we may assume that in some neighbour-
hood U of that point, the dimension of W is r, where 1 ≤ r ≤ n+ 1. It is
now possible to partition the set of coordinates of η z by partitioning the
index set I = 0 1 2     n corresponding to variables η z1 z2     zn,
respectively. In particular since, locally, W ∩U is a manifold of dimension
r, there exists a subset B = i1 i2     ir of I of “basic coordinates” such
that every variable with an index that is not in B is locally expressible as a
holomorphic function of basic coordinates. There are now two cases.
Case A. The variable η is a basic coordinate; that is, 0 ∈ B. Without
loss of generality assume that B = 0 1     r − 1. We know that there
exist holomorphic functions φ1· · · ·φn−r+1· such that for every j /∈ B
z′j = φj−r+1η′ z′1     z′r−1 and η′ z′ ∈ W ∩U
It follows that T Wη z is spanned by the vectors
v0 =
(
1 0     0
∂φ1η z
∂η
    
∂φn−r+1η z
∂η
)
v1 =
(
0 1     0
∂φ1η z
∂z1
    
∂φn−r+1η z
∂z1
)

vr−1 =
(
0 1     1
∂φ1η z
∂zr−1
    
∂φn−r+1η z
∂zr−1
)

Hence, locally, points z′ ∈ Wη are of the form
z′ = (z′1     z′r−1 φη z′1     z′r−1     φn−r+1η z′1     z′r−1)
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and therefore T̂ Wη z is spanned only by the r− 1 vectors: v1 v2     vr−1.
However, the subspace spanned by these vectors is precisely
T Wη z ∩ 0 × n
and hence Case A is covered by part (i) of the proposition.
Case B. The variable η is not a basic coordinate (that is, 0 /∈ B). With-
out loss of generality assume that B = 1 2     r. Hence, there exist
holomorphic functions ψ1·     ψn−r+1· such that
η′ = ψ1z′1     z′r
z′j = ψj−r+1z′1     z′r j = r + 1 r + 2     n
for η′ z′ ∈ W ∩U . As before, T Wη z is spanned by the r vectors
u0 =
(
∂ψ1η z
∂z′1
 1 0     0
∂ψ2η z
∂z′1
    
∂ψn−r+1η z
∂z′1
)
u1 =
(
∂ψ1η z
∂z′2
 0 1     0
∂ψ2η z
∂z′2
    
∂ψn−r+1η z
∂z′2
)

ur−1 =
(
∂ψ1η z
∂z′r
 0 0     1
∂ψ2η z
∂z′r
    
∂ψn−r+1η z
∂z′r
)

There are now two further cases to be considered:
Case B1. This is the case where
∂ψ1η z
∂z′k
= 0 for all k ∈ B
In this case ui has a zero in the ﬁrst entry, for each i = 0 1     r − 1.
Hence,
T Wη z ⊂ 0 × n
and part (ii) of the proposition applies.
Case B2. For some k ∈ B, without loss of generality say k = 1,
∂ψ1/∂z
′
1 = 0. We want to demonstrate that in this case it is possible to
replace B by a new set of basic coordinates B̂ = 0 2 3     r, thereby
reducing this to Case A. This is achieved with the help of the analytic
implicit function theorem (e.g., Whitney [7, pp. 302–303]).
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Note that changing from B to B̂ is equivalent to replacing the basic
variable z′1 with η
′ and keeping z′2 z
′
3     z
′
r as still basic. Now deﬁne
n− r + 1 holomorphic functions on W ∩U as follows:
F1η′ z′ = η′ − ψ1z′1     z′r
Fjη′ z′ = z′r+j−1 − ψjz′1     z′r j = 2 3     n− r + 1
It follows from the deﬁnition of ψj ’s that Fjη′ z′ = 0 on W ∩ U for
each j = 1 2     n− r + 1. Now partitioning the variables η′ z′1     z′n
according to B̂ and its complement B̂′ we note that the Jacobian of Fj ’s
with respect to the non-basic variables corresponding to B̂′ is of the form
 = ∂F1     Fn−r+1
∂z′1 z′r+1     z′n
=

∂F1
∂z′1
∂F2
∂z′1
· · · ∂Fn−r+1
∂z′1
∂F1
∂z′r+1
∂F2
∂z′r+1
· · · ∂Fn−r+1
∂z′r+1

∂F1
∂z′n
∂F2
∂z′n
· · · ∂Fn−r+1
∂z′n
 
We can partially evaluate the above Jacobian at η z by noting that due
to the construction of Fj ’s
∂F1η z
∂z′1
= −∂ψ1η z
∂z′1
= 0
and
∂Fjη z
∂z′r+k
=
{
0 if j = 1 and k ≥ 1
1 if j ≥ 2 and k = j − 1
0 otherwise.
This is sufﬁcient to check that the determinant of the Jacobian evaluated
at η z is
   = −∂ψη z
∂z′1
· 1 = 0
Hence  is invertible and hence it is possible to express all the non-basic
variables z′1 z
′
r+1 z
′
r+2     z
′
n as holomorphic implicit functions of the basic
variables η′ z′2     z
′
r , on W ∩ U . This case is now equivalent to Case A,
and hence part (i) of the proposition applies.
5.2. Proof of Corollary 3.1
Since  x is such that T W  x is non-vertical, without loss of gener-
ality we can assume that we are in Case A of the proof of Proposition 3.1.
Hence, regarding  x as a special case of η z we have that in a neigh-
bourhood of  x, T̂ W x is spanned by the r− 1 vectors v1 v2     vr−1.
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From the construction of these vectors and the assumption W¯ = W , we
see that for all  z′1     z′r−1 z′r     z′n in a neighbourhood of  x,
z′i = z¯′i = x′i for i = 1 2     r − 1 and hence
z′j = φj−r+1 x′1 x′2     x′r−1 = z¯′j = x′j (12)
for j = r 2     n. Hence the vectors v1 v2     vr−1 are in fact real-valued
in a neighbourhood of  x, and span T̂ W x. However, it also fol-
lows from (12) that, in a neighbourhood of  x, the real analytic variety
W ∩ n is a manifold. Then by the same argument as used in Case A of
Proposition 3.1, v1 v2     vr−1 also span T̂ W ∩ n x.
5.3. Proof of Corollary 3.2
If η z ∈ W ∗ ∩ Qs we can, without loss of generality, assume that we
are in Case A of the proof of Proposition 3.1. Let w1η z w2η z    
wmη z be as in Theorem 3.2. Since by Proposition 3.1(i) every point of
T̂ Wη z is a point of T wη z with a 0 in its ﬁrst entry, it follows from
part (ii) of Theorem 3.2 that
T̂ Wη z =
{
m∑
j=1
ujwjη z 
m∑
j=1
ujw
0
j η z
= 0 uj ∈  for each j = 1 2    m
}

where w0j · is the ﬁrst entry of wjη z for each i = 1 2     n. Deﬁne
the set of vectors µ = µ1 µ2     µm in m corresponding to the above
as
M⊥0 =
{
µ ∈ m 
m∑
j=1
µjw
0
j η z = 0
}

Recalling the proof of Case A of Proposition 3.1 we note that there is no
loss of generality in assuming that w01η z = 1. Now, it is easy to check
that M⊥0 is spanned by the vectors mj = −w0j η z 0     0 1 0     0
where the 1 entry in mj occurs in the jth place for each j = 2    m.
Clearly the vectors mj constitute a basis of M
⊥
0 . Now we can construct
m− 1 analytic functions (mapping Qs into 0 × n) by
ujη z = −w0j η zw1η z +w01η zwjη z (13)
for each j = 2 3    m. Note that the ﬁrst entry of ujη z is given by
u0j η z = −w0j η z1+ 1w0j η z = 0 (14)
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for each j = 2    m. Hence ujη z ∈ 0 ∩ n for each j = 2    m.
Since T Wη z is spanned by w1η z     wmη z it now follows that
T̂ Wη z is spanned by ujη z for j = 2 3    m. Hence part (ii) of the
corollary holds.
If η z ∈ W ×, then wjη z = 0 for j = 1 2    m by Theorem 3.2(i)
and ujη z = 0 for j = 2 3    m by (13).
If η z ∈ W − and is such that T Wη z is vertical then by Case B1 of
Proposition 3.1 every point in T Wη z is a linear combination of vectors
with 0 in the ﬁrst entry. Since by Theorem 3.2(ii) T Wη z is still spanned
by wjη z% j = 1    m, we have that
w0j η z = 0 j = 1 2    m
Of course, construction(13) of uj ’s still applies; however, we readily observe
that the right side of (13) is now identically 0 for each j = 2 3    m. Thus
part (i) of the corollary holds again.
5.4. Proof of Corollary 3.3
Since T W  x is non-vertical, we are in Case A of the proof of Propo-
sition 5. With v1 v2     vr−1 as in the proof of Corollary 3.1 we observe
that
∇f  x · vi =
∂f
∂xi
+
n∑
j=r
∂f
∂xj
∂φj−r+1
∂xi
 x1     xr−1 (15)
for each i = 1 2     r − 1. However, since in a neighbourhood of  x
eq. (12) still holds, we have that the real-valued differentiable function
f¯ x′1     x′r−1 = f
(
 x′1     x
′
r−1 φ1 x′1     x′r−1    
φn−r+1 x′1     x′r−1
)
attains a local minimum at x1 x2     xr−1. Hence
0 = ∂f¯
∂xi
x1     xr−1 = right hand side of (15)
(by chain rule) for each i = 1 2     r − 1. It follows immediately
that ∇f  xvi = 0 for each i = 1 2     r − 1; the result follows by
Corollary 3.1.
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5.5. Proof of Corollary 3.4
By part (i) of Corollary 3.2 we see that if η z is in the W # part of
W +, the ujη z = 0 j = 2 3    m. Further, if η z ∈ W +\W #, then
by part (ii) of Corollary 3.2
∇f η zujη z = 0 j = 2 3    m
Hence in each neighbourhood Qs, W + ∩Qs is the zero set of a ﬁnite num-
ber of analytic functions. Hence W + is a complex analytic variety.
In order to prove (ii), observe that if a minimum is attained at a singular
point or a regular point at which the tangent space is vertical, then such a
minimum is in W +, by construction. If a minimum is attained at a regular
point at which the tangent space is non-vertical, then by Corollary 3.3,
∇f  x ∈ T̂⊥W x and hence  x is still in W +.
5.6. Proof of Proposition 3.2
Let us show (i). Let x ∈ ∂S be such that  x ∈ W *. From the deﬁnition
of W + = W , observe that
∇f  x′ ∈ T̂⊥(W  x′)
locally in the neighbourhood where W ∗ is a manifold of some ﬁxed
dimension r. But by Corollary 3.1, T̂ W  x′ is spanned by a set of r − 1
vectors. Without loss of generality we can assume that these are the vec-
tors v1 v2     vr−1 from the proof of part (i) of Proposition 3.1. Hence,
for i = 1 2     vr−1
∇f  x′vi = 0 (16)
for all x′ in that same neighbourhood. Since in that neighbourhood an
analog of Eq. (12) also holds, we can think of a new function
f˜  x′1 x′2     x′r−1 = f  x′1     x′r−1     x′n
where x′j ’s satisfy (12) for j = r     n. By analogy with (15) we see that (16)
implies that for each i = 1 2     r − 1
∂f˜
∂xi
 x′ = 0 (17)
on the same neighbourhood. Thus, locally, f  x′ is a constant and there-
fore locally any point is a minimiser. This contradicts our assumption that
x is a boundary point.
Item (ii) is an immediate consequence of (i).
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