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Abstract
A surface x-ray diﬀraction (SXRD) study has been conducted investigating
the structural properties of Sb thin-ﬁlm deposition onto InAs(111)B-(1×1) surfaces
via molecular beam epitaxy (MBE). It was found that epitaxy was not possible
for deposition at high substrate temperatures (∼220◦C), which instead resulted in
substitution of the surface As atomic sites. Successful epitaxy required a combination
of deposition at room temperature, followed by a short anneal using a substrate
temperature of ∼200◦C . An increase in ﬁlm thickness was found to decrease the
diﬀerence between the intra-bilayer and inter-bilayer distances within the Sb ﬁlm.
MBE growth of MnSb onto In0.5Ga0.5As(111)A-(2×2) surfaces has been in-
vestigated, with a focus on the eﬀect of substrate temperature (Tsub) and ﬂux ratio
JSb/Mn on thin ﬁlm growth. It was found that slightly diﬀerent settings are re-
quired compared to growth on GaAs(111) substrates, with intermixing between the
overlayer and substrate being observed on multiple samples.
A SXRD study comparing the growth of MnSb on GaAs(111)A and GaAs
(111)B surfaces was conducted . Reﬂection high energy electron diﬀraction (RHEED)
observations during deposition indicate early-stage layer-by-layer growth is only at-
tainable on GaAs(111)A substrates. SXRD measurements conﬁrmed that this dif-
ference in early-stage growth process aﬀects the quality of the overall layer, even for
thicker ﬁlms.
A SXRD study of multi-layer heterostructure growth was conducted, fo-
cussing on the deposition of GaAs onto MnSb/Ga(In)As(111)A and MnSb/GaAs(001)
virtual substrates. Despite poor surface morphology, deposition of crytalline mate-
rial was achieved. It was found that for (111)A virtual substrates a shift in the
central n-MnSb layer was observed, which is attributed to the formation of MnAs at
the MnSb surface. For the (001) virtual substrate 3D island growth was observed,
and a plausible epitaxial relation between the MnSb(1	101) and GaAs(001) surfaces
is presented.
xiv
Abbreviations
ADF Annular Dark Field
AFM Atomic Force Microscopy
BEP Beam Equivalent Pressure
BL Bilayer
CTR Crystal Truncation Rod
DFT Density Functional Theory
DW Debye-Waller
EDX Energy Dispersive X-ray
FCC Face-Centered Cubic
GMR Giant Magneto-Resistance
HCP Hexagonal Close-Packed
HMF Half-Metallic Ferromagnet
LEED Low-Energy Electron Diﬀraction
MBE Molecular Beam Epitaxy
ML Monolayer
MRAM Magnetic Random Access Memory
RHEED Reﬂection High-Energy Electron Diﬀraction
RMS Root Mean Square
ROI Region Of Interest
SADP Select-Area Diﬀraction Pattern
xv
SEM Scanning Electron Microscope
STEM Scanning Transmission Electron Microscope
SXRD Surface X-ray Diﬀraction
TEM Transmission Electron Microscope
TI Topological Insulator
TMP Transistion Metal Pnictide
TMR Tunnelling Magneto-Resistance
UHV Ultra-High Vacuum
VSM Vibrating Sample Magnetometry
XPS X-ray Photo-electron Spectroscopy
xvi
Chapter 1
Introduction
1.1 Spintronics
A large proportion of scientiﬁc materials research is devoted to improving both the
quality and functionality of information technology (IT). In IT three main actions
need to take place: data processing, data storage and data transfer. These actions
are predominantly performed with three diﬀerent carriers of information: electron
charge for processing, electron spin for data storage, and photons (via optical con-
nections) for large-distance data transfer. Spintronics is a ﬁeld of research that
focusses on creating devices where these three diﬀerent types of carriers can be com-
bined [1] [2]. When compared to existing electronics, spintronic devices have both
potential and realised beneﬁts. The information storage in spintronic devices is non-
volatile, meaning the device can be powered oﬀ and the information is preserved
[3]. Spintronic devices also have an increased processing speed and decreased power
consumption [4][5].
There have been several key stages in the development of spintronics, the ﬁrst
being the discovery of giant magnetoresistance (GMR) in 1988 [6]. This is where two
ferromagnetic layers are separated by a non-magnetic spacer layer, and alteration of
the relative directions of magnetization in the magnetic layers allows control of the
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device's resistance. This breakthrough enabled the creation of technologies such as
magnetic ﬁeld sensors and magnetic information storage. Another important step
was the experimental realisation of the tunnelling magnetoresistance (TMR) eﬀect
in 1999 [7], which is very similar to the GMR eﬀect, except that the spacer layer is a
very thin dielectric tunnel barrier. One main beneﬁt of the TMR is that tunnelling
devices carry much lower currents, which is useful for devices with limited power.
TMR devices are now incorporated into most hard-disk drives as read-heads, to
sense the magnetisation of domains on the disc surface, and allow an increase in the
areal density of memory [8]. Magnetic tunnel junctions which utilise the TMR eﬀect
have been applied in magnetic random access memory (MRAM)[9], which has the
potential to become a universal memory [10][11].
In order for several future spintronic device designs to be implemented a suit-
able source of spin-polarised current is required. These spin sources will need to have
a reliable spin polarisation, and be compatible with standard semiconductors (e.g.
GaAs, Si)[12]. In theory a layer of an elemental ferromagnet such as Fe can provide
a spin current, however early experiments showed that large elastic deformation at
the interface led to the creation of magnetically dead layers which interfere with the
spin polarisation [13]. For this reason there are many current research eﬀorts investi-
gating spin functional materials, focusing on their fundamental properties, and how
these properties are aﬀected when epitaxially grown onto standard semiconductors.
Two of the main types of spin-functional materials being researched that are relevant
to this thesis are topological insulators (TIs) and half-metallic ferromagnets (HMFs).
1.1.1 Topological Insulators
Topological insulators (TIs) are materials which are predicted to have topologically
protected surface states which cross the energy gap present in the bulk material.
This leads to electrons being able to ﬂow at the surface of the material, but this
ﬂow is prohibited in the bulk region. These surface states are helical edge states
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which occur due to the creation of a Dirac cone between the valence and conduction
bands [14]. Example energy dispersion relations for both 2D and 3D TIs are shown
in ﬁgure 1.1, along with schematic representations of the allowed electron motion.
The link between spin and momentum means that if an electron was backscattered
from an impurity then it would be required to reverse its spin. The reversal of an
electrons spin is not allowed as this would break the time reversal symmetry of the
system, and therefore TIs possess dissipationless transport along the surface [15].
This dissipationless transport is one of the main reasons that devices incorporating
TIs are proposed to have lower power consumption when compared to standard
electronics [2]. TIs could also be used for applications in quantum computing, where
they would be used to create novel quasi-particles such as the Majorana fermion [16].
A promising candidate TI material that is of relevance to this thesis is Sb, which is
discussed in more detail in section 1.2.1.
Figure 1.1: Electron motion diagram and energy dispersion plots for (upper) 2D
topological insulator, and (lower) 3D topological insulator. Adapted from [14]
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1.1.2 Half-metallic ferromagnets
Half metallic ferromagnets (HMFs) are a class of materials that are predicted to
display 100% spin polarisation at the Fermi level [17]. This is because unlike standard
semiconductors HMFs only possess a band gap in their density of states (DOS) at the
Fermi energy for the minority spin direction (ﬁgure 1.2). This means HMFs behave
as a conductor for one electron spin and as an insulator for the opposite spin.
There are four main classes of materials in which half-metallicity can be found:
oxide compounds (e.g. Fe3O4 [18]), perovskites (e.g. (La,Sr)MnO3 [19]), zincblende
compounds (e.g. CrAs [20]) and Heusler alloys (e.g. NiMnSb [21]). Despite this
wide range of materials predicted to be HMFs , experimentally observing near 100%
spin polarisation has proved diﬃcult. One of the best methods for determining half-
metallicity is spin-resolved positron annhilation, but as of 2008 only NiMnSb has
been proven to be HMF using this experiment technique [22][23]. Spin-resolved x-ray
absorption measurements [24], and Andreev reﬂection spectroscopy [25] have both
been used to show high spin polarisation for the transition metal oxide HMF CrO2.
One of the main reasons for the diﬃculty in observing half-metallicity is the fact that
defects at the interface between a HMF and non-HMF materials can easily remove
half-metallic behaviour. Therefore studies of these interfaces on the atomic scale are
vital for the integration of HMF materials into devices. Currently the search is still
on-going for a HMF material that has compatibility with standard semiconductors
and that can demonstrate near 100% spin polarisation at room temperature [2]. A
promising candidate HMF material that is of relevance to this thesis is the binary
transition metal pnictide MnSb, which is discussed in more detail in section 1.2.2.
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Figure 1.2: Density of states (DOS) near the Fermi energy (Ef ) for a semiconductor,
ferromagnetic metal and a half-metallic ferromagnet, showing the energy gap which
occurs for one of the spin directions.
1.2 Material information
Having provided a brief review of TIs and HMFs, information regarding the speciﬁc
materials studied in this thesis will be discussed. The work presented in this thesis
is mainly concerned with surfaces and interfaces which display three-fold symmetry,
speciﬁcally (0001) planes of hexagonal materials and (111) planes of cubic materials.
1.2.1 Sb
Sb is a semimetal which adopts a rhombohedral bulk structure. When considering
Sb growth on III-V substrates the closest lattice match is often between the [111]
directions. Along [111] Sb has a hexagonal unit cell (ﬁgure 1.3), which is referred to in
the rest of this thesis using the shorthand notation h-Sb. Bulk Sb possesses a Peierls
distortion in the h-Sb(0001) direction which causes the Sb atoms to form bilayers
(BLs) [26]. The bonding within these BLs is covalent, but the inter-BL bonding is
predominantly van der Waals meaning that Sb easily cleaves in the [111] direction.
A range of values have been reported for the hexagonal lattice parameters of Sb,
these are summarised in table 1.1. Note that the values reported on the Materials
Project database [27] are based on ﬁrst-principle calculations and not experimental
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data.
Publication a c H1 H2 Sb-Sb1 Sb-Sb2
Barrett et al. [28] 4.3084 11.274 1.506 2.251 2.908 3.355
Bengió et al. [29] 4.30 11.340 1.540 2.240 2.921 3.344
Materials Project [30] 4.3853 11.449 1.523 2.294 2.955 3.413
Table 1.1: Values reported for hexagonal Sb bulk crystal lattice parameters. All
distances shown are in Å. H1 is the step height between nearest neighbours, H2
is the step height between second nearest neighbours. Sb-Sb1 is the bond distance
between nearest neighbours. Sb-Sb2 is the bond distance between second nearest
neighbours.
Figure 1.3: Crystal structure of bulk Sb, with the rhombohedral unit cell shown in
solid black line and the hexagonal (111) unit cell shown in dotted red line.
There have been many research eﬀorts investigating Sb thin ﬁlm growth over
the past few decades, with a large proportion of this work focussing on the growth
of Sb layers with coverages ≤1 monolayer (ML) [31] [32] [33]. While some of this
research included areas such as optical second harmonic generation [34], the majority
of this work had the aim of better understanding the surfactant properties of Sb, and
the role of surfactants in epitaxial growth [35][36][37]. It has been shown that Sb
monolayers can be successfully grown on III-V (110) surfaces including InAs(110),
InP(110), GaAs(110) and GaP(110) [38][39]. Sb monolayers have also been grown
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on (111) surfaces including Ge(111) [40] and GaSb(111) [41].
Other work has focussed on the use of Sb pre-deposition steps in the growth
of nanostructures. For example, Kaizu et al. [42] studied (00L) crystal truncation
rods (CTRs) for InAs quantum dot (QD) growth on GaAs(001), and found that an
Sb-adsorbed layer led to Sb atoms diﬀusing into the substrate up to a distance of
8 atomic layers, causing an increase in InAs QD density at the surface. Pillai et al.
[43] have shown that Sb layers of 0.8-1.4 ML could be used to improve the interface
of InAsSb/InAs(111) multi-quantum well structures.
Recent density functional theory (DFT) studies on Sb has focussed on the
presence of topological surface states in Sb(111) surfaces [44][45]. Chuang et al. [46]
showed that a topological insulating state can be induced in a single Sb BL with
tensile strain. Wang et al. [47] also found that strain played an important role in
the transition from 2D TI to trivial semiconductor. Lee et al. [48] performed DFT
calculations for a 4-BL Sb ﬁlm and found that doping with non-magnetic impurity
atoms could aid in achieving topological conduction. Zhang et al. [49] showed that
for Sb ﬁlms ranging from roughly 1 nm to 8 nm, ﬁrst-principles calculations predict
multiple transitions of electronic properties. Films of ≤ 1 nm were predicted to be
trivial semiconductors, ﬁlms 1 - 2.7 nm were predicted to exhibit the 2D quantum
spin hall state, ﬁlms 2.7 - 7.8 nm were predicted to have topological insulating
states, and ﬁlms >7.8 nm were predicted to behave as topological semimetals. A
recent review of topological semimetals is available by Burkov [50], but this material
class will not be discussed further.
These theoretical studies have prompted several experimental investigations
of the Sb(111) surfaces, including helium ion scattering [51][52], Fourier-transform
scanning tunneling spectroscopy [53] and angle resolved photoemission spectrscopy
[54][55] [56][57]. It is clear from the previous research on Sb(111) ﬁlms detailed
above that both theoretically and experimentally there are multiple parameters (e.g.
substrate temperature, layer thickness, substrate surface preparation) which strongly
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aﬀect the electronic properties of the Sb ﬁlms. For production of reliable Sb-based
spintronic devices it is therefore vital to gain a better understanding of the growth
of Sb ultra-thin ﬁlms ≤ 10 nm. Chapter 3 of this thesis presents results from a
surface x-ray diﬀraction (SXRD) investigation on the growth of ultra-thin Sb ﬁlms
on InAs(111)B substrates.
1.2.2 MnSb
MnSb belongs to a group of materials called transition metal pnictides (TMPs),
which are compounds made from a transition metal and a group V atom. Some
TMPs have been predicted to possess half-metallicity at room temperature for tetra-
hedrally bonded structures [20]. They are also well suited to growth on standard
III-V semiconductor materials via methods such as molecular beam epitaxy (MBE)
[58] [59]. MnSb is a promising HMF spintronic candidate due to its high Curie
temperature (TC = 587 K) and epitaxial compatibility with standard semiconduc-
tors, which are requirements for a material to be incorporated into devices operated
at room temperature [60]. In the bulk ground state MnSb adopts the niccolite
(P63/mmc space group) structure, but MnSb can also form two other metastable
polymorphs: cubic (c-MnSb) and wurtzite (w-MnSb) (ﬁgure 1.4). The space groups
for these metastable polymorphs are F	43M for c-MnSb, and P63MC for w-MnSb. It
is the c-MnSb and w-MnSb polymorphs that are predicted to possess the minority
spin energy gap required for half-metallicity [61][62][22]. The c-MnSb polymorph is
a metastable structure, but it has been calculated that it is possible for the c-MnSb
polymorph to stablise its structure by transitioning into one of two tetragonally dis-
torted phases [63]. Crystallites of the c-MnSb and w-MnSb polymorphs have been
observed forming in n-MnSb layers grown on GaAs(111)B [64]. Our research group
has conducted several experiments in order to better understand the growth of MnSb
layers, and their interactions with standard semiconductor materials. Results from
several experiments involving MnSb layers are presented in chapters 4-6 of this thesis.
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Figure 1.4: Bulk structure of the three diﬀerent polymorphs of MnSb.
1.2.3 In1−xGaxAs
InAs and GaAs both adopt the zincblende bulk structure (cubic space group F	43m),
which has a hexagonal unit cell in the [111] direction (ﬁgure 1.5). The tetrahedral
bonding is asymmetric along the [111] direction, with each atom having three bonds
in one direction and only one bond in the opposite direction. When a (111) surface is
created the single bond will be preferentially broken which gives rise to two possible
surface terminations. If the surface is terminated with the single broken bond on a
group III atom then the surface is referred to as (111)A (ﬁgure 1.6a). However, if
the surface is terminated with the single broken bond on a group V atom then the
surface is referred to as (111)B (ﬁgure 1.6b). This diﬀerence in terminating atomic
species leads to large diﬀerences in surface bonding chemistry and structure [65].
The identical structure of InAs and GaAs allows the formation of semicon-
ductor alloys of the form InxGa1−xAs for use in the epitaxial growth of thin ﬁlms.
The in-plane lattice constant of these binary alloys can be calculated using Vegard's
law (equation 1.1):
aIn1−xGaxAs = (1− x)aInAs + xaGaAs (1.1)
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where ai is the in-plane lattice constant of material i. This enables tuning of
the lattice mismatch between overlayer and substrate by varying the ratio of In:Ga
(i.e. altering the value of x). InxGa1−xAs has been used in several spintronic research
eﬀorts including spin distribution studies [66], spin injection eﬃciency studies [67]
[68], and mobility studies for spin transport applications [69]. Work presented in
this thesis involves thin ﬁlm deposition using In1−xGaxAs substrates where x = 0,
0.5 or 1.
Figure 1.5: (a) Structure of In(Ga)As with the cubic unit cell shown in solid black
line, and the hexagonal (111) unit cell shown in dotted red line. Top two layers of
the (b) (111)A , and (c) (001) surfaces.
Figure 1.6: (a) Structure of In(Ga)As(111)A surface with Ga(or In) termination, (b)
Structure of In(Ga)As(111)B surface with As termination
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1.3 Organisation of thesis
Chapter 2 details the experimental techniques used and the theoretical aspects re-
quired for the interpretation of results. Chapters 3-6 are experimental results chap-
ters. Chapter 3 is a SXRD study of ultra-thin Sb ﬁlm epitaxial growth on InAs(111)B
surfaces. Chapter 4 is a growth study of MnSb ﬁlms on InGaAs(111)A. Chapter 5
compares the growth of MnSb ﬁlms on GaAs(111)A and GaAs(111)B. Chapter 6
is an investigation into the growth of GaAs onto MnSb virtual substrates to form
multi-layer heterostructures. Chapter 7 summarises the results presented and out-
lines possibilities for further work.
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Chapter 2
Theory and Experimental
Methods
2.1 Molecular Beam Epitaxy
In solid-source solid molecular beam epitaxy (MBE) pieces of the deposition materi-
als are heated up inside eﬀusion cells which are directed towards the target substrate
(ﬁgure 2.1) [70]. The deposition process is carried out under ultra-high vacuum
(UHV) conditions, with pressures less than 10−7 Pa. This means the molecules
ejected from the eﬀusion cells possess a mean free path larger than the size of the
UHV chamber, creating a beam of unscattered atoms or molecules. This allows the
beam to be eﬃciently intercepted by shutters blocking each eﬀusion cell, enabling
on/oﬀ control of deposition and beam-ﬂux measurements. To quantify the amount
of material being output from the eﬀusion cell, measurements with the shutter both
open and closed are taken. The diﬀerence between the two measurements is deﬁned
as the beam equivalent pressure (BEP), and is used to calculated ﬂux ratios when
co-depositing elements. Material growth occurs when the shutters are opened and
the beams are allowed to impinge on the target crystal. When growth occurs in an
ordered manner it is referred to as epitaxy, and can be either of the same material
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as the substrate (homoepitaxy) or a diﬀerent material (heteroepitaxy).
Figure 2.1: Schematic representation of an MBE chamber. Dotted arrows are used
to show motion paths of moveable components.
MBE allows the growth to be controlled to atomic layer precision. The growth
of each atomic layer can be understood by considering a model of atomic processes
(ﬁgure 2.2). In this model there are several interactions an adatom on the surface
can undergo, it may join with other adatoms to form unstable subcritical clusters
which can break apart back into individual atoms. The adatom can join critical
clusters which only require one more atom to become a stable cluster. The adatom
could also be captured by stable clusters already formed on the surface, or it could
evaporate from the surface.
In heteroepitaxial growth (e.g. MnSb on GaAs) there may be a diﬀerence in
the lattice constant for the substrate (asub) and the layer (alayer). This deﬁnes the
lattice mismatch or misﬁt strain (0) of the system using the following equation [71]:
0 =
asub − alayer
asub
(2.1)
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Figure 2.2: Steps of heterogeneous nucleation which occur in gas phase epitaxy
(adapted from [72])
The elastic strain energy for a 2D layer of surface area S can be related to 0
as a function of the layer thickness (h) [73]:
W2D =
E
1− ν 
2
0Sh (2.2)
where E and ν are the layer's Young's modulus and Poisson ratio respectively.
For small layer thicknesses the thin ﬁlm structure can match the in-plane
lattice spacing of the substrate, even if 0 is large (several %). A strained lattice-
matched layer is often referred to as a pseudomorphic layer. Above a certain critical
thickness the increase in elastic strain energy will become too large and strain relax-
ation is required. This usually involves the introduction of misﬁt dislocations into
the growing ﬁlm. Another method of relaxing the elastic strain is the formation of
3D islands, where free surfaces allow a decrease in the elastic energy [73].
With these strain considerations in mind, heteroepitaxial growth can be mod-
elled with three idealised cases [72], the ﬁrst is the Frank-van der Merwe model where
the overlayer is deposited in a strictly layer-by-layer manner (ﬁgure 2.3a). The sec-
ond is the Volmer-Weber model where the overlayer is initially formed of 3D islands
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which then coalesce (ﬁgure 2.3b). The third is the Stranski-Krastanov model where
there is initially layer-by-layer growth, and then after a critical thickness the growth
proceeds via 3D islands (ﬁgure 2.3c).
Figure 2.3: Growth models for deposition during MBE. (a)layer-by-layer growth
(Frank-van der Merwe) (b)3D island growth (Volmer-Weber) (c) Initially layer-by-
layer followed by 3D islands (Stranski-Krastanov)
A key parameter for growing compounds via MBE is the ﬂux ratio J , which
for binary compounds can be deﬁned as the ratio of the beam equivalent pressures
(BEPs) of the two materials. For example, in the growth of MnSb J is calculated
with the following equation:
JSb/Mn =
BEPSb
BEPMn
(2.3)
Due to the cell conﬁguration used on the MBE system at Warwick used in
this work, when the Sb eﬀusion cell shutters are initially opened there is a spike in
Sb pressure which goes above the calibration pressure measured with the beam ﬂux
gauge. This can have a signiﬁcant eﬀect on the ﬂux ratio when growing thin samples
with growth times tg ≤ 3τ , where τ is the time constant of the exponential decay for
the Sb eﬀusion cell pressure. In order to account for this pressure burst a corrected
ﬂux ratio JcorrSb/Mn can be calculated using equation 2.4 [74].
JCorrSb/Mn = JSb/Mn(
tg + 32.929 s
tg
) (2.4)
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2.2 Surface reconstruction notation
For a material with directional, covalent bulk bonds, the atoms present in the sur-
face atomic layer possess dangling bonds which can cause the atoms to rearrange,
adopting a diﬀerent structure to the underlying bulk. This is called a surface re-
construction, and can involve movement of the surface atoms both perpendicular
and parallel to the surface in order for new bonds to be formed between atoms [75]
In contrast, a surface relaxation is where atomic layers just have a change in their
positions along the out-of-plane direction, with their in-plane positions remaining
ﬁxed. In both cases, atomic re-arrangement acts to minimise the surface energy.
Surface reconstructions can be described using Wood notation, which deﬁnes
the lengths of the surface mesh unit vectors for the reconstructed surface a′ and b′
relative to the lengths of the unit vectors for the underlying bulk-terminated surface
mesh a and b. If the scaling between the unit vectors is given as |a′| = p|a| and
|b′| = q|b|, then the general form of Wood notation is:
X{hkl}(p× q)Rφ−A
where X is the surface material, φ is the angle between the two sets of surface
mesh unit vectors and A is the adsorbate material (this term is only included if the
surface atoms are adsorbates which diﬀer from the surface material). Examples of
Wood notation are shown in ﬁgure 2.4, highlighting the use of p to label primitive
unit meshes and c to label centred unit meshes.
In the case where the directions of unit vectors a′ and b′ cannot be related
to a and b with a simple rotation and scaling, the matrix notation G must be used
as follows:
a′ = G11a+G12b
b′ = G21a+G22b
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G =
G11 G12
G21 G22

Note that a similar matrix notation can be used to describe the interface
between two materials of diﬀerent symmetry [76].
(a) (b)
Figure 2.4: Example surface reconstructions where circles represent the periodicity of
the unreconstructed bulk, and crosses represent the periodicity in the reconstructed
surface. (a) The surface mesh for the unreconstructed bulk is shown as a dotted
line, the red dashed line shows the (
√
2 × √2)R45 ◦ surface mesh, which can also
be described with the centered c(2 × 2) surface mesh shown as a solid black line.
(b) The surface mesh for the unreconstructed bulk is shown as a dotted line, due to
having no atom at the centre the reconstruction is described as the primitive p(2×2)
surface. Adapted from [77]
2.3 Crystallographic direction notation
For cubic crystal systems all planes and corresponding directions within the crystal
can be deﬁned through the use of the Miller indices h, k and l. The value of h/k/l
is given by taking the reciprocal of the value where the (hkl) plane intercepts the
a/b/c axis, in units of the lattice constant for that axis. For cubic symmetry the
(001) and (100) planes are identical, and belong to the family of planes {100}.
For hexagonal systems the symmetry is diﬀerent, and therefore an extra index is
required to correctly group and distinguish between symmetrical directions. For
this the Miller-Bravais index notation (hkil) is used, where i = −(h + k) [72]. A
comparison between Miller and Miller-Bravais notation is shown in ﬁgure 2.5.
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Figure 2.5: A comparison between cubic Miller notation [hkl ] and hexagonal Miller-
Bravais notation [hkil ]. Unit cells for the surfaces are shown in red solid lines.
2.4 Bulk diﬀraction
A bulk crystal can be described using a combination of lattice vectors Rn which
connect unit cells, and the atom positions rj within the unit cell. When X-rays
with an incident wavevector ki are diﬀracted by a bulk crystal that has lattice unit
vectors (a,b,c) there are only certain values of diﬀracted wavevector kf that give rise
to constructive interference, and therefore measured intensity. The scattering vector
Q=kf −ki is commonly used to describe diﬀraction. The scattering amplitude from
the crystal can be written as the product of two summations: a sum over the unit
cell and a sum over the lattice (equation 2.5). Here fj(Q) is the atomic scattering
factor of the jth atom in the unit cell.
F crystal(Q) =
∑
j
fj(Q) exp(iQ.rj)
∑
n
exp(iQ.Rn) (2.5)
For intensity to be measured Q must have a value deﬁned by the following
Laue conditions:
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Q· a = 2pih Q · b = 2pik Q· c = 2pil
where h,k and l are integers. These conditions are derived from a summa-
tion of scattering amplitude contributions from all atoms in the crystal lattice, and
this will be explained in more detail in section 2.5.2. The values of Q that satisfy
these conditions make up a lattice of points referred to as the reciprocal lattice,
with each point being the result of three δ functions (one δ function for each lattice
vector). The reciprocal lattice is deﬁned by the three reciprocal lattice unit vectors
a∗,b∗, c∗, which are related to the real lattice vectors by the following equations [77]:
a∗ = 2pi
(b× c)
a.(b× c) b
∗ = 2pi
(c× a)
a.(b× c) c
∗ = 2pi
(a× b)
a.(b× c)
Therefore constructive interference will only occur when Q is equal to a recip-
rocal lattice vector ghkl. This condition is summarised with the following equations:
kf = ki + ghkl (2.6)
ghkl = ha
∗ + kb∗ + lc∗ (2.7)
From knowing solutions to equations 2.6 and 2.7, the expected diﬀraction
pattern can be calculated graphically by constructing the Ewald sphere (Figure 2.6).
The Ewald sphere has a radius |ki| and is centred on the tail of ki when the head
of ki is placed at the origin of reciprocal space. All points on the sphere's surface
represent values of kf , and there will only be diﬀracted intensity when a point on
the surface of the Ewald sphere intersects with a point on the reciprocal lattice.
Therefore the expected diﬀraction pattern can be calculated if the section of the
Ewald sphere being accessed by an experiment is known.
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Figure 2.6: 2D representation of the construction of the Ewald sphere, with grey
circles representing the reciprocal lattice. An example reciprocal lattice vector ghkl
is also shown.
2.5 Surface X-ray diﬀraction
X-rays oﬀer a very useful technique for probing the structure of materials due to
having much weaker interactions with atoms compared to other probes such as elec-
trons. This weak interacting nature allows X-rays to provide information on bulk
materials and buried interfaces of samples. Surface sensitivity can be obtained by
using an incident angle very close to the critical angle of the material being investi-
gated. The critical angle (αc) of a material is linked to its refractive index through
equations 2.8 and 2.9 using the simpliﬁcation that β=0.
n = 1− δ + iβ αc =
√
2δ (2.8)
δ =
2piρf0(0)r0
k2
β =
µ
2k
(2.9)
Where n is the refractive index, δ and β are refractive constants related to the
scattering and absorption properties of the material respectively. When an incident
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angle below αc is used, an evanescent wave is setup which propagates parallel to the
surface and decays rapidly into the sample. This can decrease the penetration depth
of the X-rays to a few nanometers, boosting the signal from the sample surface [78].
When a low incident angle is used in scattering geometry the amount of active ma-
terial being probed, and concomitantly the diﬀracted signal strength, is signiﬁcantly
decreased. For this reason surface X-ray diﬀraction (SXRD) experiments using low
incident angles require the use of synchrotron radiation X-ray sources that provide
high enough intensities to obtain reliable counting statistics.
When considering X-rays being diﬀracted by a 2D monolayer, the Laue con-
dition in the direction perpendicular to the sample surface is relaxed. This means
that only the component of ki parallel to the surface is conserved, and the equations
summarising the conditions on diﬀraction become:
kf‖ = ki‖ + ghk (2.10)
ghk = ha
∗ + kb∗ (2.11)
a∗ = 2pi
(b× n)
a.(b× n) b
∗ = 2pi
(n× a)
a.(b× n)
where n is a unit vector normal to the surface. This gives rise to rods of
allowed diﬀraction in reciprocal space, deﬁned as δ functions in the two in-plane
directions parallel to the surface, but continuous in the out-of-plane direction.[77][75]
A truncated crystal can be thought of as similar to the combination of a bulk
crystal and a monolayer, although the reciprocal lattice is not simply a combination
of the bulk points and monolayer rods, because all layers of the crystal contribute to
the diﬀraction. The resulting rods in reciprocal space are called crystal truncation
rods (CTRs) and have changing intensity as you vary the value of the out-of-plane
parameter (Figure 2.7). The shape of the CTR intensity between Bragg points can
provide information about the surface structure. For example the asymmetry of
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a plot of intensity versus Qz is related to the interfacial parameter between the
overlayer and substrate [75]. Examples of the eﬀect that lattice displacements and
surface roughness have on the shape of the [01L] CTR for a GaAs(111)B model are
shown in ﬁgure 2.8.
Figure 2.7: Example reciprocal lattices for a 2D monolayer, a bulk crystal with a
monolayer, and a real truncated crystal.
Figure 2.8: Changes in GaAs(111)B [01L] CTR as a result of (a) top layer displace-
ment, and (b)surface model roughness or compression of top 12 atomic layers.
2.5.1 SXRD Data collection
Diﬀractometers used in SXRD experiments are generally described as being (a + b)-
type, where a is the number of degrees of freedom for the sample, and b is the number
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of degrees of freedom for the detector [79]. SXRD experiments presented in this thesis
were carried out at either the I07 bealime at Diamond Light Source (UK) [80] or the
BL11XU beamline at SPring-8 (Japan) [81]. Experiments at the I07 beamline were
performed in the second experimental hutch (EH2), using a (2+3) diﬀractometer
(ﬁgure 2.9). The UHV chamber in EH2 is made up of three separate sections; a turbo-
pumped load lock, a turbo-pumped and ion-pumped buﬀer chamber, and a turbo-
pumped and ion-pumped analysis chamber. Experiments performed at BL11XU
used a (2+4) diﬀractometer with the azimuthal rotation of the detector ﬁxed, so
it approximates a (2+3) diﬀractometer setup. The UHV system on BL11XU has
two chambers separated by a gate valve; a sample loading chamber, and a growth
and analysis chamber. In both SXRD systems the sample was mounted in vertical
scattering geometry, with the sample normal parallel to the ﬂoor.
Figure 2.9: Schematic representation of the diﬀractometer at I07, Diamond light
source (UK).
At the beginning of a SXRD experiment the sample needs to be leveled
ﬂat. This can be done either optically or crystallographically. The optical leveling
method involves making adjustments of sample position based on measurements of
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how the sample blocks the direct X-ray beam with all diﬀractometer angles set to
0. For the crystallographic method, the sample is initially ﬂattened the same way
but then a test reﬂection is measured while the sample is rotated. Any slight oﬀ-
set due to sample miscut will be seen as a movement of the signal upon azimuthal
rotation of 180◦ about the surface normal, and can be corrected accordingly. Once
the sample is level a UB matrix needs to be assigned in order to allow navigation in
reciprocal space. The UB matrix is a combination of two matrices; U and B. The B
matrix is used to convert the reciprocal lattice of the sample to a Cartesian frame,
and is obtained directly from the samples real space lattice (ai, αi) and reciprocal
space lattice (bi, βi) (equation 2.12). The U matrix is called the orientation matrix,
and accounts for the movement of the various diﬀractometer circles and the sample
positioning relative to the diﬀractometer axis. This means that the value of the
U matrix is dependent upon the diﬀractometer type, as well as on what position
the sample has been mounted in. The UB matrix is determined experimentally by
measuring the positions of several reﬂections. If the lattice parameters are known
then only two reﬂections from non-parallel planes are required. However, if the lattice
parameters are unknown then the calculation requires measuring three reﬂections
which have reciprocal lattice vectors that are not co-planar [82].
B =

b1 b2 cosβ3 b3 cosβ2
0 b2 sinβ3 −b3 sinβ2 cosα1
0 0 2pi/a3
 (2.12)
There are several diﬀerent types of SXRD scans which can be performed in
order to gain information about a sample. An out-of-plane symmetric diﬀraction
scan is obtained by ensuring that the incident and exit angles of the scattered beam
are equal. In this type of scan if the sample is tilted by an angle θ, then the detector
is required to move an angle equal to 2θ, therefore this scan is referred to as a θ−2θ
scan. This scan is used to obtain information about the lattice spacings present in
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the out-of-plane direction, and has contributions from all material in the sample.
θ − 2θ scans can be performed without a UB matrix, and only require the sample
surface to be level. The UB matrix enables multiple other types of scans to be
conducted, the most common types are crystal truncation rod (CTR) scans and
HK-plane scans. CTR scans measure the change in intensity along the out-of-plane
L direction when positioned at a speciﬁc HK value. CTRs only provide information
on materials whose in-plane spacing is close to that of the material used to deﬁne
the UB matrix. HK-plane scans measure the change in intensity along any direction
which lies in the HK plane, and provide information on the in-plane lattice spacings.
HK-plane scans can only provide information on materials with similar symmetry to
the material used to deﬁne the UB matrix.
2.5.2 SXRD Data analysis
Once SXRD CTR data has been collected it needs to undergo data reduction and
have correction factors applied before it can be ﬁtted to structural models. For
SXRD analysis reported in this thesis a modiﬁed version of the matlab programme
Scananlysis [83] was used to read in the Pilatus images collected during each scan
and extract the integrated intensities. The analysis of an image can be quite a
subjective process depending on the experience of the data analyst and the quality
of the image. The general procedure followed for the datasets analysed in this thesis
was as follows:
1. An appropriate region of interest (ROI) for the CTR signal was chosen, and it
was ensured that the signal was centred within the ROI as this was necessary
for implementation of L-shift corrections (detailed later in this section).
2. A background ROI that was slightly larger than the signal ROI was chosen
so that just enough pixels were used to give a good representation of the
background
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3. The simplest background ﬁtting function which achieved a reasonable ﬁt was
chosen. Often this was a linear function when away from Bragg peaks and 2D
gaussian function plus a constant when near to Bragg peaks.
4. Once a suitable background substraction was obtained the data point was
marked as good and the analysis moved to next image repeating the procedure
from step 1
For the data analysis presented in this thesis there were a few instances
where there were some exceptions to the standard protocol required, and these will
be mentioned later on in this section.
Figure 2.10: Example printscreen from Scananalysis program, showing the main
analysis window and the 3D plot of background ﬁtting.
Images that were taken very close to Bragg peaks (LBragg± 0.01) were ex-
cluded from the dataset for two reasons; ﬁrstly the background subtraction functions
do not handle the high intensity points well, and secondly the CTR ﬁtting equations
are based on the kinematical (single scattering) approximation which is known to
inadequately describe the scattered intensity close to Bragg points [84]. Images that
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were further away from Bragg peaks but still in the vicinity (±0.05), whilst not being
very surface sensitive, still provided useful information for the scaling of CTRs.
The modiﬁed Scananalysis software applied three correction factors to the
data before saving the integrated intensity [83]. Firstly there is the polarisation
factor which accounts for the polarisation of the incident X-ray beam given by:
Cp = ph(1− cos2 δ sin2 γ) + (1− ph)(1− sin2 δ) (2.13)
where ph is the horizontal polarisation of the synchrotron beam. The second
is a correction factor (CI) to account for the amount of CTR intercepting the Ewald
sphere given by:
CI = cos δ sin(γ − α) (2.14)
Thirdly there is a correction factor to account for the active area of the sample [85]:
Cbeam =

1
sin δ cos(α− βin) for non-specular CTR scans
sinα for specular CTR scans
These three correction factors are then used to calculate the corrected inten-
sity Icorr from the recorded intensity Irec using:
Icorr = IrecCI
1
Cp
1
Cbeam
(2.15)
Ideally the CTR signal should not change its position on the detector during
the scan; however imperfect sample alignment can lead to the signal not remaining
centred on the detector. Other factors such as sample movement or lattice strain can
also alter the position of the CTR signal on the detector during the scan. For these
displaced signals the Ewald sphere intercepts the CTR at an L position that diﬀers
from the value recorded for the scan image. To correct for this movement a shifted L
value (Lshift) was calculated based on the amount of pixels that the signal was away
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from the detector centre (ﬁgure 2.11). For most scans the direction of increasing L
aligned with the horizontal line of the detector, however for a small number of scans
the L direction was a diagonal direction in the detector reference frame. Therefore
for these scans both the vertical and horizontal pixel distances from the centre were
used. The pixel spacing was converted to an angular spacing (θshift) which was used
to calculate the Qz value at the signal position (equation 2.17). This Qz position
was then used to calculate the shifted L-value using the equations 2.16 and 2.18.
Qcentrez = k(sin(θinc) + sin(θexit)) (2.16)
Qsignalz = k(sin(θinc) + sin(θexit + θshift)) (2.17)
Lshift =
Qsignalz
Qcentrez
× Lcentre (2.18)
Figure 2.11: Diagram of L-shift calculations. The Matlab code used to implement
this correction is included in Appendix A
Eﬀects of crystallographic miscut
When a sample surface has a signiﬁcant amount of miscut the Bragg points are no
longer elongated along the L direction, but are instead elongated along a diagonal to
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the L direction (ﬁgure 2.12). This altered direction of elongation results in a splitting
of the CTR intensity so that there are two signals of intensity on the detector at
the anti-Bragg positions. An example of this is shown in the lower panel of ﬁgure
2.12, showing the miscut CTR signal of a clean InAs(111)B surface at the (0 1
2.5) position. For samples with an oﬀ-cut a slightly altered approach to selecting
the ROI and background boxes were needed due to there being two CTR signals
present on the detector for the majority of the scan. For images where the two
signals were close together a ROI box large enough to encompass both signals was
selected and the pixel half-way between the two was used to calculate the L value.
However when the two signals were further apart the background ﬁtting procedure
struggled to correctly ﬁt the larger background area. Therefore for images that had
two signals far apart a ROI box was selected that just encompassed the stronger of
the two signals. Note that the oﬀ-cut aﬀects quadrants of reciprocal space diﬀerently,
resulting in an inequivalence for CTRs which are usually symmetrically identical.
Figure 2.12: (a) Diagram of reciprocal lattice for a miscut surface, (b) an example
detector image of a split signal. khighf (k
low
f ) is the upper (lower) limit of scattered
wavevector reaching the detector. The dotted elipses in (a) represent the elongation
from a surface with no miscut.
CTR line proﬁle ﬁtting programs
Once CTR data has been reduced into line proﬁles, the dataset is loaded into a ﬁtting
program to compare the line proﬁles to modelled proﬁles. For CTR proﬁle ﬁtting pre-
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sented in this thesis the program WinRod [86] was used. The theoretical model for
SXRD can be derived using a kinematical approximation, where secondary diﬀrac-
tion events are neglected. The overall scattered intensity measured from a sample
material for a speciﬁc hkl reﬂection can be found by a succession of summations.
This starts oﬀ by considering the X-ray intensity scattered from a single electron,
goes on to sum these electron contributions over a single atom and then sums these
atomic contribution over all the atoms present in the unit cell. Once the scattered
intensity is obtained for a single unit cell, it is combined with the sample lattice
type to obtain the hkl structure factor Fhkl (equation 2.19). Here fj is the atomic
scattering factor of atom j, B is the Debye-Waller parameter, Q is the total momen-
tum transfer, (hkl) are the Miller indices, and (xyz) are the fractional co-ordinates
representing the position of atom j. This structure factor is then used to calculate
the overall scattered intensity |Fhkl|2.
Fhkl =
∑
j
fj exp(
−BjQ2
16pi2
) exp(2pii(hxj + kyj + lzj)) (2.19)
For the model used in the ﬁtting program WinROD a combination of a bulk
slab deﬁned by a bulk unit cell (B.U.C) and a surface slab deﬁned by a surface
unit cell (S.U.C) is used [87]. The structure factors of these two slabs are summed
together to give the overall structure factor from the total sample (equation 2.20).
The surface structure factor equation has an extra parameter for occupancy (θj)
because the surface atomic layers are not necessarily 100% occupied.
Fhkl = Fsum = Fsurf + Fbulk (2.20)
Fsurf =
S.U.C∑
j
fjθj exp(
−BjQ2
16pi2
) exp(2pii(hxj + kyj + lzj)) (2.21)
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Fbulk =
0∑
j=−∞
exp(2piilj) exp(jα)
B.U.C∑
j
fj exp(
−BjQ2
16pi2
) exp(2pii(hxj + kyj + lzj))

(2.22)
Bulk parameters were used to create an initial model with suitable starting
atomic positions. The L-shifted CTR dataset was then loaded into the winROD
program and compared to the calculated proﬁles from a single bulk slab. Each CTR
was individually scaled so that the intensities closest to the substrate Bragg points
matched as closely as possible to the calculated proﬁles from the bulk slab. Once all
CTRs had been appropriately scaled, an initial surface slab using the appropriate
bulk material atomic positions was added to the model and used as a starting point
for structure reﬁnement. The structure reﬁnement process is carried out by using
the simulated annealing χ2 minimisation procedure available in ROD. This returns
a χ2 value (equation 2.23) which is used to quantify the goodness-of-ﬁt between the
current model and experimental data. Here N is the number of data points in the
dataset, p is the number of independent ﬁtting parameters used in the model, and
σhkl is the experimental uncertainty.
χ2 =
1√
N − p
∑
hkl
|F calchkl |2 − |F exphkl |2
σhkl
(2.23)
Real world samples will most likely deviate from the simpliﬁed model pre-
sented above. ROD has several modiﬁcations which can be made to the interference
sum in order to account for some of these non-ideal characteristics [87]. A roughness
parameter R is included to account for surface roughness, which is calculated from
the ﬁtted value of β, the value of the nearest Bragg peak (lBragg) and the number of
equidistant layers within the unit cell (Nlayers) (equation 2.24). For samples where
there are two diﬀerent types of surface layer present ROD can have a second surface
model loaded in as a set fraction (fs2) of the ﬁrst surface (fs). The modiﬁed equation
for Fsum is given in equation 2.25, where S is an overall scale factor and αj is the
occupancy of the jth domain.
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R =
1− β√
(1− β)2 + 4β sin2
(pi(l − lBragg)
Nlayers
) (2.24)
Fsum = SR
[
(1− fs)
∑
j
αjF
2
b,j + fs(1− fs2)
∑
j
αj(Fs,j + Fb,j)
2
+fsfs2
∑
j
αj(Fs2,j + Fb,j)
2
]1/2 (2.25)
3D visualisation
3D visualisation of the CTR datasets was conducted using a combination of BINoc-
ulars software [88] and Mayavi software [89]. While these software provided a useful
method of visualising the dataset, it should be noted that their representation of
the HK plane is not completely accurate as the HK axes should be separated by 60◦
rather than 90◦. Example Matlab code used to convert `.hdf5' ﬁles into `.VTK' ﬁles
is included in appendix A.
2.6 Reﬂection high energy electron diﬀraction
Reﬂection high energy electron diﬀraction (RHEED) is a UHV technique for surface
diﬀraction. In RHEED, electrons with kinetic energy 5 - 30 keV are directed towards
the sample at low grazing angles (< 5◦), which provides surface speciﬁcty as the
electrons are travelling nearly parallel to the surface and cannot penetrate far into
the sample. The use of grazing angles also means it is possible to conduct RHEED
measurements during MBE growth, providing real time information on the growth
process. The analysis of electron diﬀraction patterns from a surface can be conducted
in a similar manner to X-ray diﬀraction, with the use of the Ewald sphere showing
which parts of the accessible area of reciprocal space contribute to diﬀraction.
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Figure 2.13: An annotated example of a RHEED pattern showing integer peaks,
fractional peaks, Laue zones and Kikuchi lines
The RHEED pattern is displayed on a phosphor screen and provides infor-
mation on the structure of the overlayer. An example RHEED pattern obtained
from a highly crystalline (2× 2) reconstructed surface is shown in ﬁgure 2.13. Both
the integer and fractional signals are streaks, which arises from the intersection of
the Ewald sphere by reciprocal rods of ﬁnite width (ﬁgure 2.14). These rods possess
a ﬁnite width due to the imperfect periodicity of the sample surface and atomic
vibrations [90]. The width of the reciprocal rod can also be aﬀected by the spread
in energies (∆E) of the electron beam, but a common tungsten ﬁlament produces
∆E ≤1 eV which is negligible in the energy ranges used.
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Figure 2.14: (a) Intersection of Ewald sphere with reciprocal rods of ﬁnite width,
and (b) Corresponding streaks in real space on the RHEED phosphor screen.
The strong integer streaks correspond to distances of periodicity present in
both the reconstructed surface and the unreconstructed layers beneath. The frac-
tional order streaks between the integer order streaks correspond to the larger dis-
tance of periodicity present in just the reconstructed surface. The example RHEED
pattern (ﬁgure 2.13) also exhibits other common features including Laue zones and
Kikuchi lines. Laue zones are extra bands of diﬀracted intensity that arise from
the Ewald sphere cutting through multiple planes of reciprocal rods. Kikuchi lines
are a set of lines that intersect the central integer streak at roughly 45 ◦ that arise
due to secondary scattering eﬀects. This is where inelastically scattered electrons
within the crystal contribute to the diﬀraction pattern by undergoing elastic scat-
tering from bulk planes. Therefore Kikuchi lines indicate high crystalline quality of
the overlayer.[90]
For surfaces which are almost perfectly periodic the reciprocal rods approach
δ functions, and produce a diﬀraction pattern consisting of spots. This high level of
periodicity occurs for surfaces which possess terraces of material ≥100 nm in width.
A second, more common, type of spots are produced if the surface contains 3D
islands of material through which the incident electrons can undergo transmission
diﬀraction rather than grazing reﬂection. The presence of these patterns indicate
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growth is occurring via either Volmer-Weber or Stranski-Krastanov growth modes.
If the transmission spots share the same spacing as the integer streaks then they are
termed commensurate, but if they have a spacing that diﬀers from the integer streak
spacing then they are termed incommensurate.
Figure 2.15: Real space and reciprocal space diagrams for hexagonal surfaces, high-
lighting the distances probed when used diﬀerent RHEED directions.
For a hexagonal surface there are two diﬀerent magnitudes of spacing, in di-
rections which are 30◦ apart. To collect full two dimensional RHEED information
from these surfaces it is necessary to rotate the sample about its normal, due to the
fact that any periodicity present in the plane of incidence will not aﬀect the period-
icity of the RHEED pattern [77]. The relationship between the real and reciprocal
lattices for a hexagonal surface are shown in ﬁgure 2.15, with the RHEED pattern
either being wide [10	10] or narrow [2	110]. The spacings of the real lattice can be
calculated from either the wide or narrow patterns. For the wide RHEED pattern
a simple factor of two is needed to transform the spacing d into the lattice constant
a. For the narrow RHEED pattern a factor of 1/cos(φ) is needed where φ is the
angle between the spacing being probed and the lattice parameter (e.g. 30◦ for a
hexagonal lattice)[90][91].
For samples grown at Warwick the streak separations were calculated using
the ﬁxed separation of ﬂuorescent squares attached to either side of the RHEED
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screen as calibration. From this relationship the real space distances being probed
(d) can be calculated using the following equation:
d =
2piL
kis
, (2.26)
where L is the distance from sample to the RHEED screen (camera length), s is the
separation of the integer streaks in the RHEED pattern, and ki is the wavevector of
the incident electrons.
2.7 Low energy electron diﬀraction
Low energy electron diﬀraction (LEED) is a diﬀerent UHV electron diﬀraction tech-
nique for measuring reciprocal space, which is conducted in backscattering geometry
(ﬁgure 2.16). LEED is usually conducted with an electron beam accelerated with
10-500 V, which is incident normal to the surface with a ﬂuorescent screen collecting
the elastically backscattered electrons [92]. Rotation of the sample is not required
during LEED because each pattern provides a measurement of reciprocal space in
two-dimensions, which are approximately in the HK plane.
Figure 2.16: (a) Schematic representation of LEED setup (b) Ewald sphere for LEED
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2.8 X-ray Photoelectron Spectroscopy
X-ray photoelectron spectroscopy (XPS) is a technique which allows the identiﬁca-
tion of atomic species and chemical environments present near a sample's surface.
In XPS a monochromatic X-ray beam is incident on a sample surface resulting in
the photoemission of electrons. The spectrum of photoelectron energies is measured,
typically with a concentric hemispherical analyser. From knowing the initial energy
of the X-ray photons (hν), the work function of the material (φ) and the kinetic en-
ergy (EK) of the measured electrons, then the binding energy (EB) of the measured
electron can be calculated using the relation EK = hν − EB − φ. A typical X-ray
source is Al Kα , which has a hν value of 1486.7 eV. The exact values of EB provides
information on both the atomic species present in a sample, as well as the chemical
bonding environments of the atoms. Whilst the X-rays can penetrate ≥1 mm into
the sample, the photoelectrons produced have an inelastic mean free path of ∼1nm.
This means that typically XPS measures photoelectrons from only the top few nm
of a sample.
2.9 Atomic Force Microscopy
Atomic force microscopy (AFM) is an imaging technique which allows the measure-
ment of local surface topography. In AFM a cantilever with a sharp tip is moved over
a sample surface, and the interactions between the surface atoms and the tip cause
changes in the deﬂection of the cantilever (ﬁgure 2.17). The tip is scanned across
the sample surface using piezo electric motors, and the movements of the cantilever
are measured by the change in position of a laser beam reﬂected onto a photo diode.
These cantilever movements are then processed and used to build up a map of the
surface topography, an example image is shown in the right panel of ﬁgure 2.17.
There are two main types of imaging modes for AFM. The ﬁrst is contact
mode where the tip makes contact with the surface and is scanned whilst maintaining
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contact. The second is tapping mode where the cantilever is driven to oscillate at
a set frequency, then the tip is scanned over the surface without making prolonged
contact. The frequency of oscillation is altered by a magnitude determined by the
interactions of the tip and the sample surface. In both modes a feedback system
ensures that either the cantilever deﬂection or frequency shift is kept constant as
the tip is rastered, generating a surface topography z(x,y). The majority of AFM
images in this thesis were collected using contact mode, and exceptions to this will
be identiﬁed as they are presented. Typical image sizes are of the order 1µm, and
typical root mean square (RMS) roughnesses are 1 - 10 nm
The program Gwyddion [93] was used to analyse all AFM images presented
in this thesis. All images had a second order polynomical background removed to
account for sample tilt and thermal drift.
Figure 2.17: (left) Schematic representation of an AFM (right) Example AFM image
obtained using contact mode AFM.
2.10 Scanning Electron Microscopy
In scanning electron microscopy (SEM) an electron beam is rastered across a sample
surface and the intensity of backscattered or secondary electrons is measured. SEM
is complementary to techniques such as AFM, because it gives a measure of the
relative scattering strength of areas on the surface rather than topography. SEM
also enables the rapid imaging of much larger surface areas, allowing for improved
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statistical information on the occurrence of surface features such as crystallites. In
this work SEM is only used to assess the prevalence of particular features on MBE-
grown samples. A full review of SEM methods can be found in [94].
2.11 Transmission Electron Microscopy
In transmission electron microscopy (TEM) an incident electron beam is transmitted
through a very thin region of a specimen, and the transmitted electrons are detected.
The thinned sample can be created by fabricating a specimen perpendicular to the
sample surface, which allows the full depth of an MBE layer structure to be in-
vestigated. This can provide information on the structure such as interface quality
and layer homogeneity. High resolution imaging can readily provide information on
individual atomic columns present in diﬀerent layers of the substrate, as well as the
formation of structures at interface e.g. steps.
When no optics are used to treat the transmitted electron beam a collec-
tion of diﬀraction spots will be recorded, creating a selected area diﬀraction pattern
(SADP). These spots correspond to allowed diﬀraction conditions, and can be anal-
ysed in a similar way to other diﬀraction techniques. SADPs can complement other
techniques by providing local information on crystal structures present within areas
of the order 100 nm in size.
When the incident electron beam strikes the surface, X-rays are also emitted
from the sample. Energy dispersive X-ray (EDX) spectroscopy can be performed on
these X-rays to determine which atomic species they originated from. EDX is used
to provide an elemental compositional analysis of the sample. In this work TEM and
EDX were used to assess the structure of thin ﬁlms and interfaces, complementing
the other studies.
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2.12 Vibrating sample magnetometry
To assess the magnetic properties of MBE-grown thin ﬁlms, vibrating sample mag-
netometry (VSM) was employed. In VSM a sample is placed between two coils of
wire and subjected to an external magnetic ﬁeld (H ). The sample is then oscillated
perpendicular to the common axis of the coils. The movement of the sample will
induce a current in the coils determined by the samples magnetisation (M ). Mea-
suring changes to the current induced in the coils when the value of H is altered
will provide information on the magnetic behaviour of the sample. A M-H loop is
the change in M measured when H undergoes one full oscillation between an upper
and lower limit(ﬁgure 2.18). There are several key values which can be obtained
from M-H loops. The saturation magnetisation (Ms) is the maximum value of M
obtained through the loop. The remnant magnetisation (Mr) is the magnetisation
which remains after the external ﬁeld is returned to 0. The coerceive ﬁeld (Hc) is
the ﬁeld required to return the magnetisation of the sample back to 0. Ms gives in-
formation on the overall magnetic quality of the sample, whereasMr and Hc provide
information on the ease of magnetisation of the sample. Typically thin-ﬁlm samples
show very diﬀerent coercive ﬁelds and remnant magnetisation when the external ﬁeld
is applied in-plane or out-of-plane.
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Figure 2.18: Schematic M-H loop with annotations showing the saturation magneti-
sation Ms, remnant magnetisation Mr and coercive ﬁeld Hc. The red line shows the
initial magnetisation of the sample, which is sometimes omitted from loops.
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Chapter 3
Ultra-thin Sb ﬁlm growth on
InAs(111)B
3.1 Introduction
Due to the theoretical predictions of possible topological surface states in Sb (see
section 1.2.1), there has been renewed interest in understanding the growth of ultra-
thin Sb ﬁlms with thicknesses ≤10 nm. Depositions of Sb onto Si(001) have shown a
strong dependence on substrate temperature [95], with substrate temperatures below
300◦C producing a 2D Sb layer with clusters forming for coverages above 0.9 ML.
Use of higher substrate temperatures lead to the formation of just 2D layers with
coverages 0.7-0.9 monolayers (ML), where the value of coverage depended on the
substrate temperature and adsorbing species used (Sb4 or dissociated Sb4).
Deposition of Sb onto a cleaned Si(111) surface showed that nucleation of
Sb islands occurs for ﬁlm thicknesses above one monolayer [96]. Smooth Sb(111)
ﬁlms have been successfully grown on a variety of Si(111) surfaces, either through
the use of a Bi buﬀer layer [97], or by inducing a surface reconstruction such as
the Bi-terminated Si(111)-
√
3 × √3 − R30◦ [57] or Si(111)-(6 × 6)Au [98]. For the
latter surface Strozak et al. found that consecutive bilayers (BLs) did not grow in
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the same manner. The ﬁrst Sb BL deposited in a crystalline manner, the second to
fourth BLs were amorphous, and the ﬁlms transitioned back to the crystalline phase
on completion of the ﬁfth BL. Growth of thicker Sb(111) ﬁlms (10 - 500 Å) have
been reported on Bi(111) through the use of SbxBi1−x buﬀer layers formed by Sb
deposition at elevated temperatures [99].
Growth of Sb ﬁlms on III-V semiconductor surfaces has also been investi-
gated, with initial research focussed on Sb growth on GaAs(110) ﬁnding that depo-
sition at 300 K proceeds via monolayer-plus-multilayer simulataneous growth [100].
Cafolla et al. [101] used XPS studies to show that Sb deposition onto GaAs(111)B at
room temperature follows Volmer-Weber growth characteristics. Carelli et al. [102]
have also reported the creation of 2D Sb layers for Sb adsorption on GaAs(110),
where a single Sb ML remained after a post-deposition anneal between 240-360◦C,
highlighting the strong bonding present between the ﬁrst Sb ML and the substrate.
Initial studies on Sb thin ﬁlms grown at Warwick have looked at deposition of
Sb onto various substrates including glass, InAs(111)B, GaAs(111)B and GaSb(111).
It was found that InAs(111)B substrates have an excellent epitaxial match to Sb
ﬁlms, with the thin ﬁlms also exhibiting anomalously high transport measurements.
The increased mobility measured on these samples could be linked to topological
surface states present in the Sb ﬁlm. An estimate of the critical thickness for the
Sb/InAs(111)B system was calculated to be approximately 75 nm, and was obtained
using the Matthews-Blakeslee model with a {11	22} slip plane in the <11	23> slip
direction. This slip system was selected due to previous work by Srinivasan et al on
similar hexagonal systems [103]. This critical thickness value shows that the system
is well suited for ultra-thin ﬁlm growth studies.
In order to gain a better understanding of these conductivity measurements
more detailed information was required regarding the structure, growth dynamics
and interface development for ultra-thin ﬁlm Sb epitaxy. To obtain this key infor-
mation a SXRD investigation into the early stage growth of ultra-thin Sb ﬁlms on
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InAs(111)B(1×1) surfaces was carried out. The results of this SXRD study will
be presented in this chapter as follows; experimental details of sample growth and
characterisation will be given in sec. 3.2, results including XPS, SXRD and AFM
will be presented in sec. 3.3, and a summary is then given in sec. 3.4.
3.2 Experimental details
SXRD experiments were performed on the I07 beamline at the Diamond Light Source
synchrotron, Oxford UK. Deposition of Sb was achieved using an Sb Knudsen ef-
fusion cell originally from Warwick attached onto the main XRD chamber of EH2.
This Sb cell was calibrated using XPS and low energy electron diﬀraction (LEED)
measurements from a Ge(111) substrate test sample.
InAs(111)B samples 10 mm × 10 mm in size were mounted onto stainless
steel plates using Indium eutectic bonding. Once loaded into UHV the samples
were degassed and then cleaned with cycles of argon ion bombardment (500 eV ,
discharge current 3mA, 8 minutes) and annealing (Tsub=410-440 ◦C for 30 minutes).
This cleaning process produced a strong, sharp hexagonal LEED pattern (ﬁgure 3.1)
which is consistent with LEED patterns from clean InAs(111)B reported in literature
[104].
Figure 3.1: LEED pattern from a clean InAs(111)B-(1×1) surface, obtained using
the cleaning procedure detailed in text
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Three samples were grown using the experimental settings and procedures
detailed in table 3.1. For the ﬁrst sample (sample 1) repeated depositions were
conducted with the high substrate temperature Tsub = 220◦C. For the second sample
(sample 2) an increased Sb beam ﬂux was used, and two stages of growth were
carried out. The ﬁrst deposition on sample 2 was aiming for a similar growth rate
to sample 1, consequently both the substrate temperature (Tsub) and the Sb eﬀusion
cell temperature (Tcell) were increased. For the second deposition on sample 2 the
substrate temperature was reduced to room temperature. Sample 2 then underwent
a post-deposition annealing stage for 20 minutes at Tsub = 210◦C. The ﬁnal sample
(sample 3) had only a single deposition stage using Tcell = 430◦C , with the substrate
kept at room temperature. Following this single stage deposition sample 3 was
annealed at Tsub = 205◦C for 20 minutes.
Duration (minutes) Tcell(◦C) Tsub(◦C)
Sample 1
Sb deposition 1 1 390 220
Sb deposition 2 5 390 220
Sb deposition 3 24 390 220
Anneal 15 - 300
Sb deposition 4 10 390 220
Sample 2
Sb deposition 1 20 430 260
Sb deposition 2 20 430 25
Anneal 20 - 210
Sample 3
Sb deposition 1 5 430 25
Anneal 20 - 205
Table 3.1: Growth settings and procedures for all Sb/InAs(111)B samples. Tcell is
the temperature of the Sb eﬀusion cell, and Tsub is the temperature of the InAs(111)B
substrate.
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3.3 Results
3.3.1 XPS
XPS data from sample 1 (ﬁgure 3.2) shows a strong Sb 3d signal appearing after
growth, signalling successful Sb deposition onto the InAs(111) surface. There is
also still a strong signal from In 3d and As 2p present after Sb deposition which
suggest two possibilities; either a very thin monolayer with high surface coverage
or a thicker layer with lower amount of surface coverage. XPS data from sample 2
(ﬁgure 3.3) shows that after deposition 1 there is a strong Sb 3d signal along with
substrate In 3d and As 2p signals. This means that when compared to sample 1
there are the same two possibilities of surface coverage for deposition 1 on sample
2. XPS data from sample 3 (ﬁgure 3.4) shows a much stronger Sb 3d signal, and
a complete loss of substrate In 3d and As 2p signals. This indicates that the lower
substrate temperatures used achieved complete surface coverage. A complete surface
coverage of Sb was assumed for sample 2 after deposition 2, due to the use of identical
deposition settings compared to sample 3 for a longer growth time. Higher resolution
scans around the Sb 3d region (ﬁgure 3.5) show the presence of an O 1s peak for
sample 1, but both sample 2 and sample 3 show no sign of an O 1s signal. The
presence of oxygen in the sample is therefore most likely due to the eﬀusion cell not
being fully degassed before deposition onto sample 1.
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Figure 3.2: XPS data collected from sample 1 after multiple depositions in the energy
ranges of (left) Sb 3d signal, and (right) As 2p signal
Figure 3.3: XPS data collected from sample 2 after deposition 1 in the energy ranges
of (left) Sb 3d signal, and (right) As 2p signal. Clean InAs(111)B data from sample
1 has been plotted for comparison.
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Figure 3.4: XPS collected from sample 3 after cleaning, and after deposition 1 in the
energy ranges of (left) Sb 3d signal, and (right) As 2p signal
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Figure 3.5: XPS data collected from around the Sb 3d region for samples (a) S1
after deposition 3, (b) S2 after deposition 1, and (c) S3 after deposition 1. Red lines
show full ﬁt proﬁle, dashed grey lines show background function, and other colours
of solid lines indicate pairs of doublet peaks ﬁtted to Sb 3d.
3.3.2 SXRD
All XRD data presented in this chapter was measured at the I07 beamline (Diamond
Light Source, UK) using a photon energy of 12.5 keV (0.99Å), and recorded using a
PILATUS 100K detector [105].
Out-of-plane symmetric XRD sample 1
Out-of-plane symmetric θ− 2θ scans collected from sample 1 after deposition stages
2-4 are shown in ﬁgure 3.6. These scans were taken in sections either side of the
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strong InAs(111) Bragg peaks in order to avoid saturation of the detector. All scans
taken after the initial Sb deposition (stages 2-4) are almost identical, which indicates
that repeated depositions at high substrate temperature did not signiﬁcantly alter
the sample surface. There is a broad feature labelled `1' present in all scans at
approximately 2θ = 19.3◦ (lattice spacing 2.959Å), which becomes more pronounced
in scans taken after the initial Sb deposition. A possible identity for this signal is the
h-In(0001) reﬂection (spacing of 2.964Å). Extra In at the surface is plausible due to
the formation of excess group III atoms on III-V surfaces being well documented in
literature [106] [107], where heating the substrate above the congruent temperature
leads to a larger loss of the group V species. However, the signal's broadness and a
lack of higher order reﬂections means that a deﬁnitive identiﬁcation is not possible.
Figure 3.6: Out-of-plane symmetric XRD data collected from sample 1 before Sb
deposition, and after depositions 2,3 and 4. The peak labelled with `1' is discussed
in the text.
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Out-of-plane symmetric XRD sample 2
Out-of-plane θ − 2θ data from sample 2 was collected after both depositions and
also following the post-growth anneal (ﬁgure 3.7). The scans taken after deposition
2 on sample 2 show the appearance of h-Sb(000n) Bragg peaks (n=3,6,9) signalling
successful deposition of h-Sb. After the 20 minute post-growth anneal to Tsub =
430◦C, an increase in Sb peak intensity occurred along with the appearance of Kiessig
interference fringes. This appearance of fringes indicates that a post-deposition
annealing step can smooth out the substrate-ﬁlm and ﬁlm-vacuum interfaces (ﬁgure
3.7). This is similar to behaviour reported previously for post growth annealing
of Sb ﬁlms. Hu et al. [108] showed that for Sb deposition onto GaAs(110) post
growth annealing to 475 K leads to the smoothing out of the Sb surface due to
the ﬂattening of 3D clusters. Park et al. [109] showed that for Sb ﬁlms grown on
Si surfaces annealing to approximately Tsub = 500◦C was shown to create ordered
interfaces on Si(111). This ordering was attributed to the dissociation of metastable
clusters of Sb4 which formed during room temperature deposition. Surface ﬂattening
has also been demonstrated for Sb layers on Si(113), where LEED patterns have been
recovered by annealing to Tsub = 400◦C [110] [111].
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Figure 3.7: Out-of-plane symmetric XRD data collected from sample 2, highlighting
the appearance of intensity oscillations following annealing.
The separation between maxima values of the fringes present in the post-
anneal data can be used to calculate the ﬁlm thickness (d) using the equation:
d =
λ
2(sin θn+1 − sin θn) (3.1)
where λ is the wavelength of incident x-ray radiation and θn is the angle
at which the nth maxima peak occurs. In order to obtain angle values for each
peak maxima the Kiessig fringes were ﬁtted individually with functions of the form
y = ax2+bx+c (ﬁgure 3.8). These maxima for four consecutive peaks were combined
with equation 3.1 to give a calculated mean ﬁlm thickness of 7.04 ± 0.18 nm .
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Figure 3.8: Enlarged section of the post-anneal out-of-plane symmetric XRD data
from sample 2 shown in ﬁgure 3.7, highlighting oscillations in data. Fits to peaks
are shown with solid red lines, vertical dotted black lines indicate the rough location
of each peak maxima.
Out-of-plane symmetric XRD sample 3
For sample 3 out-of-plane θ−2θ data collected after Sb deposition shows broad peaks
from h-Sb(000n) Bragg peaks for n=3,6,9 (ﬁgure 3.9). However no clear intensity
oscillations can be seen in the scan, so no estimate of the thickness could be made
using the θ − 2θ data from this sample.
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Figure 3.9: Out-of-plane symmetric XRD data collected after the single Sb deposition
stage onto sample 3.
CTR ﬁtting sample 1 - Clean
To aid in interpreting the eﬀects of layer thickness on sample structural properties,
CTR ﬁtting results will be presented in order of thickness of the deposited Sb layer
going from thinnest to thickest (table 3.2). Due to the error obtained from counting
statistics being much smaller than error contributions from the SXRD equipment,
error bars for the CTR datasets were increased. Each CTR dataset was ﬁtted by
modelling intensities in WinROD, and each CTR scan had errors set to 30% unless
stated otherwise. This large error is a result of the CTR proﬁles being ﬁtted as
intensities and not structure factors, and correspond the equivalent of a 15% error
when ﬁtting structure factors which is consistent with common literature values. Un-
certainties on individual ﬁtting parameters were calculated by measuring the change
required to increase the value of χ2 by 1/(N − p) times its minimum value, while
keeping all other parameters ﬁxed. N is the number of data points included in the
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dataset, and p is the number of independent variables used in the ﬁtting model.
Sample Sb Thickness
Sample 1 clean -
Sample 1 deposition 3 surface substitution
Sample 2 deposition 1 surface substitution
Sample 3 deposition 1 ∼1.5 nm
Sample 2 deposition 2 ∼7 nm
Table 3.2: CTR datasets in order of Sb layer thickness.
In total 15 CTRs were measured from the clean surface of sample 1, as well as
after deposition stages 1-3, as shown in the reciprocal space HK plot in ﬁgure 3.10.
As outlined in chapter 2, the mis-cut of the InAs(111)B surface aﬀects symmetrically
equivalent CTRs in diﬀerent ways depending on which section of reciprocal space
they are located. This eﬀectively breaks the 120o symmetry, therefore no symmetry
averaging of CTRs was conducted for all datasets presented in this chapter. Following
data reduction the ﬁnal dataset for clean InAs(111)B contained 9 symmetrically
distinct CTRs indicated with the bold outlines in ﬁgure 3.10, which gave a total of
476 reﬂections.
Figure 3.10: HK plot of CTR scans measured from sample 1 after cleaning, and also
after depositions 1-3. Collected CTR positions are indicated with green ﬁlled circles.
The 120◦ symmetry is indicated with the three dotted lines, and the symmetrically
independent CTRs used in ﬁtting are indicated with a bold outline.
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The clean InAs(111)B dataset was ﬁtted using an InAs(111)B-(1×1) bulk
model, with individual displacement parameters for the top 4 atomic layers, and
a scaling factor. Surface roughness and top layer occupancy were trialled in the
ﬁtting procedure, but it was found that 100% occupancy and β = 0 gave the best
ﬁt therefore these parameters were removed from the model. The best ﬁt model
was an As terminated surface (χ2=1.363) which showed a small outward expansion
of the top BL coupled with an inward contraction of the second BL (ﬁgure 3.12).
Exact values of these layer shifts are presented in table 3.3. The measured and
simulated CTR proﬁles are shown in ﬁgure 3.11, and for comparison the dashed blue
lines show CTRs from the best ﬁt obtained with a model using an In terminated
surface (χ2=3.322). Horizontal lines show the level of each atomic layer in the (111)
direction, with the z-displacement parameter used for each atomic layer shown to
the left of each line. The arrows next to the z-ﬁtting parameter number represents
the direction of movement for the layer when compared to the bulk lattice positions
which are shown with dotted red lines.
Outward expansions of the top surface layer are common in III-V semiconduc-
tors (111)B surfaces, due to rehybridisation of the group V valence orbitals leading
to a weakening of the backbonding between the surface group V atoms and the un-
derlying group III atoms [65]. This termination result agrees with previous studies of
InAs(111)B surface preparation where cycles of sputtering and annealing produced
an atomically ﬂat unreconstructed surface of As atoms each with a single dangling
bond [112].
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Figure 3.11: CTR proﬁles measured from cleaned InAs(111)B-(1×1) surface, along
with proﬁles from best ﬁts models obtained for either In terminated (dotted blue
line) or As terminated (solid red line ) surfaces. The As terminated model is shown
in ﬁgure 3.12.
Layer Bulk position Fit Position Displacement(%)
1 1.0000 1.0026 ± 0.0009 0.26
2 0.9167 0.9188 ± 0.0006 0.21
3 0.6667 0.6576 ± 0.0010 -0.91
4 0.5833 0.5802 ± 0.0008 -0.31
Table 3.3: Layer positions for the InAs layers in the best ﬁt model for clean
InAs(111)-(1×1) shown in ﬁgure 3.12. Layer positions are given as ratios of InAs
c-lattice parameter (10.4547 Å), displacements are given as a percentage of InAs
c-lattice parameter.
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Figure 3.12: Best ﬁt model for cleaned InAs(111)B-(1×1) surface. Solid red lines
indicate atomic layers which were ﬁxed at bulk positions during ﬁtting, with the thick
solid red line indicating the top of the bulk ﬁle. Solid black lines show positions of
layers for best ﬁt model and dotted red lines show the bulk positions for layers moved
during ﬁtting.
CTR ﬁtting sample 1 - Deposition 3
A summary of the deposition stages used on sample 1, which had a CTR dataset
recorded afterwards, is given in table 3.4. Figure 3.13 shows CTR proﬁles taken
from sample 1 after each deposition at Tsub = 220◦C. The loss of signal at the anti-
Bragg positions following the initial Sb deposition shows that surface roughening
has occurred. The fact that the shape of the CTRs remain the same following
subsequent Sb depositions agrees with the out-of-plane diﬀraction data presented
earlier. Together these observations indicate that after 1 minute of deposition an
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equilibrium is developed between the rate of Sb adatoms incident on the surface
and the rate of desorption of Sb surface atoms. This is similar to the behaviour
found in previous studies of Sb thin ﬁlms deposition onto III-V (110) surfaces at
high temperatures. In these studies following the deposition of several monolayers of
Sb, an annealing step of either 330◦C [39] or 347◦C [38] lead to the removal of excess
Sb forming a well ordered Sb monolayer. Due to the shape of the CTRs collected
after each deposition on sample 1 being virtually identical, only the CTRs collected
after deposition 3 were used for CTR line proﬁle ﬁtting.
Sample 1 Duration (minutes) Tcell(◦C) Tsub(◦C)
*Sb deposition 1 1 390 220
*Sb deposition 2 5 390 220
*Sb deposition 3 24 390 220
Anneal 15 - 300
Sb deposition 4 10 390 220
Table 3.4: Growth settings and timings for sample 1. Stages labelled with `*' are
those which had CTR datasets collected directly afterwards. Tcell is the temperature
of the Sb eﬀusion cell, and Tsub is the temperature of the InAs(111)B substrate.
The model used to ﬁt InAs(111) CTR data measured after deposition 3 on
sample 1 was a bulk InAs(111)B model with Sb substitution of the surface As atoms.
This substitution was achieved through adding an additional Sb atom to the ﬁt ﬁle at
the exact same position as the top As atom, and varying their relative occupancies.
Fitting the As and Sb occupancies freely within the χ2 minimisation routine could
lead to an unphysical ﬁt result i.e. a combined occupancy at the top InAs layer
site which is larger than 100%. Therefore the occupancies of these two atoms were
altered manually prior to each ﬁtting run to ensure the occupancies of both atom
species sum to a physically realistic value i.e. ≤ 100%.
The best ﬁt to deposition 3 on sample 1 involved a mixture of layer move-
ments, with some layers expanding outwards away from the substrate, and some
contracting inwards towards the substrate (ﬁgure 3.15). The top BL had an overall
atomic site occupancy of 60%, and in its top atomic layer 50% of the occupied sites
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Figure 3.13: Example CTR proﬁles measured from sample 1 after depositions 1-3.
(30% of total surface) were Sb atoms substituted onto the As atomic sites. This sub-
stitution in the best ﬁt model agrees with similar behaviour in literature, with Sb
substitution onto As surface sites being reported for Sb deposition onto GaAs(001)
[113] and InAs(001) [114]. Maeda et al. [115] assumed that, due to high substitution
energy required for a direct substitution, the Sb overlayer observed was caused by
a two-step replacement process occurring due to the diﬀerent evaporation pressures
of As and Sb. The low occupancy of the top BL in the best ﬁt model suggests that
multiple cycles of deposition at high temperature caused roughening of the surface.
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Figure 3.14: CTR proﬁles measured from sample 1 after deposition 3, with ﬁtting
proﬁles (solid red lines) calculated from the model shown in ﬁgure 3.15
Layer Bulk position Fit Position Displacement(%)
1 1.0000 1.0190 ± 0.0009 1.90
2 0.9167 0.8992 ±0.0010 -1.75
3 0.6667 0.6592 ± 0.0005 -0.75
4 0.5833 0.5805 ± 0.0006 -0.28
5 0.3333 0.3378 ± 0.0011 0.45
6 0.2500 0.2376 ± 0.0008 -1.24
Table 3.5: Layer positions for the InAs layers in the best ﬁt model for deposition 3 on
sample 1 shown in ﬁgure 3.15. Layer positions are given as ratios of InAs c-lattice
parameter (10.4547 Å), displacements are given as a percentage of InAs c-lattice
parameter.
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Figure 3.15: Best ﬁt model for CTR data collected from sample 1 following deposition
3. Solid red lines indicate atomic layers which were ﬁxed at bulk positions during
ﬁtting, with the thick solid red line indicating the top of the bulk ﬁle. Solid black
lines show positions of layers for best ﬁt model and dotted red lines show the bulk
positions for layers moved during ﬁtting.
CTR ﬁtting sample 2 - Deposition 1
A summary of the deposition stages used on sample 2 is given in table 3.6. CTRs
collected after deposition 1 on sample 2 are summarised in the HK plot in ﬁgure 3.16.
In total 15 CTRs were measured, which after data reduction gave 9 symmetrically
independent CTRs made up of 385 reﬂections.
Sample 2 Duration (minutes) Tcell(◦C) Tsub(◦C)
*Sb deposition 1 20 430 260
Sb deposition 2 20 430 25
*Anneal 20 - 210
Table 3.6: Growth settings and timings for sample 2. Stages labelled with `*' are
those which had CTR datasets collected directly afterwards. Tcell is the temperature
of the Sb eﬀusion cell, and Tsub is the temperature of the InAs(111)B substrate.
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The best ﬁt model obtained for this surface was a bulk structure with 60%
occupancy of the top BL, and for the top atomic layer 15% of this was Sb substituted
at the surface As positions. This model had a combination of outward expansions
and inward contracts similar to sample 1 (ﬁgure 3.18). The occupancy of the ﬁrst
InAs BL in the best ﬁt models for the deposition at high substrate temperatures
were identical for both sample 1 and sample 2 (60%). If a two step substitution
mechanism is assumed, then the diﬀerent percentages of Sb in the best ﬁt models
show that a larger amount of As was removed from sample 1. The lower amount
of Sb substitution for the higher temperature deposition onto sample 2 has two
likely causes. The ﬁrst is that deposition 1 on sample 2 had a shorter duration,
which decreases the amount of time over which Sb substitution can occur. Also
this deposition had an increased substrate temperature, which would have increased
the rate of Sb re-evaporation from the surface, consequently decreasing the rate of
substitution.
Figure 3.16: HK plot of CTR data collected from sample 2 after deposition 1, with
collected CTR positions indicated with green ﬁlled circles. The 120◦ symmetry is
indicated with the three dotted lines, and the symmetrically independent CTRs used
in ﬁtting are indicated with a bold outline.
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Figure 3.17: CTR proﬁles measured from sample 2 after deposition 1, with ﬁtting
proﬁles (solid red lines) calculated from model shown in 3.18
Layer Bulk position Fit Position Displacement(%)
1 1.0000 1.0180 ± 0.0008 1.80
2 0.9167 0.9144 ± 0.0006 -0.53
3 0.6667 0.6685 ± 0.0005 0.18
4 0.5833 0.5808 ± 0.0004 -0.25
5 0.3333 0.3318 ± 0.0006 -0.15
6 0.2500 0.2438 ± 0.0007 -0.62
Table 3.7: Layer positions for the InAs layers in the best ﬁt model for deposition 1
on sample 2 shown in ﬁgure 3.18. Layer positions are given as ratios of InAs c-lattice
parameter, displacements are given as a percentage of InAs c-lattice parameter.
64
Figure 3.18: Best ﬁt model for CTR data collected from sample 2 after deposition
1. Solid red lines indicate atomic layers which were ﬁxed at bulk positions during
ﬁtting, with the thick solid red line indicating the top of the bulk ﬁle. Solid black
lines show positions of layers for best ﬁt model and dotted red lines show the bulk
positions for layers moved during ﬁtting.
The results obtained from ﬁtting to CTR datasets collected following high
temperature (≥300◦C) depositions onto samples 1 and 2 show that substitution on
the surface As atomic sites occurs. It has also been shown that this substitution
is reduced with an increased substrate temperature. This lack of layer growth was
found to be similar to previous results reported in literature for the annealing of thin
Sb ﬁlms.
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CTR ﬁtting sample 3 - Deposition 1
A summary of the deposition stages used on sample 2 is given in table 3.8. CTR data
collected after Sb deposition and annealing on sample 3 are summarised in the HK
plot in ﬁgure 3.19. A total of 13 CTRs were collected, which after data reduction
gave 9 symmetrically non-equivalent CTRs providing a dataset of 927 reﬂections.
Due to a strong CTR signal being present in all scans, background subtraction and
L-shift correction were more reliable, therefore a lower error of 20% was given to
CTRs in this dataset.
Sample 3 Duration (minutes) Tcell(◦C) Tsub(◦C)
Sb deposition 1 5 430 25
*Anneal 20 - 205
Table 3.8: Growth settings and timings for deposition on sample 3. Tcell is the
temperature of the Sb eﬀusion cell, and Tsub is the temperature of the InAs(111)B
substrate. Stages labelled with `*' are those which had a CTR dataset collected
directly afterwards.
Figure 3.19: HK plot of CTR data collected from the single deposition onto sample 3,
with collected CTR positions indicated with green ﬁlled circles. The 120◦ symmetry
is indicated with the three dotted lines, and the symmetrically independent CTRs
used in ﬁtting are indicated with a bold outline
Initially a model using bulk InAs and Sb positions was roughly ﬁtted to the
data using the positions of the main Sb peaks as a guide. Once the width of these
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oscillation peaks had been matched with the appropriate model layer thickness, a
single z-displacement parameter was used to determine the compression or expansion
of the Sb layer lattice. This was done by giving each Sb layer a scaling factor to apply
to the shared displacement parameter according to its distance from the substrate
(e.g. 1 for the ﬁrst Sb layer above substrate, 2 for the second layer above substrate,
etc). This ﬁtting method gave the closest ﬁts to sample 3 using a model of four Sb
BLs, which was then used to further investigate the interface structure.
For the epitaxial growth of Sb onto InAs(111)B surfaces there are two diﬀerent
stacking orders possible for the Sb overlayer: continuing the ordering of the InAs layer
(AaBbCc-ABCABC) or alternating the order to create a twinned domain (AaBbCc-
BACBAC) (ﬁgure 3.20). In this notation the type of letter represents the surface
site, and the use of upper and lower case indicate diﬀering atomic species within
the InAs structure. WinROD has a symmetry function which can model symmetry
related domains, however this creates twinned domains for all atoms in the surface
ﬁle, which is unsuitable for models where some of the substrate atoms are included
in the surface ﬁle. Therefore modelling twinning was achieved through the use of the
multi-surface function in WinROD which enables two surface models to be deﬁned.
In this setup, the second surface replaces a set percentage of the ﬁrst surface. For
the Sb models used in this experiment the ﬁrst surface was the structure which had
layer stacking the same as the InAs substrate, and the second surface structure had
the twinned layer stacking.
The results from initial CTR proﬁle ﬁtting revealed that there is a low amount
of twinning, with a clear preference for the majority of the Sb ﬁlm to retain the
stacking order of the InAs substrate. The lowest χ2 values were obtained using 10%
twinned domains (ﬁgure 3.21a). Twinning behaviour is not unusual for deposition
of Sb ﬁlms, with twinned signals previously measured from 250 nm thick Sb ﬁlms
grown on GaSb(111) [41].
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Figure 3.20: Crystal structure layer positions of twinned and untwinned Sb layers
relative to an underlying InAs(111)B substrate. Diﬀerent letters refer to diﬀerent
in-plane positions, with the case of the letter representing the element species within
the InAs structure.
Figure 3.21: Change in CTR χ2 ﬁtting values for sample 3 due to (a) twinning of
Sb surface model, and (b) Sb substitution of top substrate atomic layer.
Models with 10% twinning were then further reﬁned by varying the amount
of Sb substitution within the top As layer. Models where the top InAs(111) layer is
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predominantly As gave consistently lower χ2 values, with the best ﬁts achieved for
a top InAs(111) layer of 30% Sb (ﬁgure 3.21b).
During Sb epitaxial growth on the InAs(111)B there are three possible ad-
sorption sites for the initial layer of Sb adatoms to adsorb to: hexagonal close-packed
(HCP) hollowsite, face-centred cubic (FCC) hollowsite and on-top site (ﬁgure 3.22).
Trial models gave twinned and untwinned domains separate adsorption sites, and
used the following ﬁtting parameters: a scale factor, a roughness factor β, 14 in-
dividual z-displacements, 20 Debye-Waller (DW) factors (combination of DW1 and
DW2), and a surface layer occupancy. A combination of DW factors was used so
that all atoms had an out-of-plane DW factor (DW2), and an extra in plane DW
factor (DW1) was given to atoms which were located in the surface layer or in either
of the interface layers. Combinations involving the on-top positions mixed with a
hollowsite were not considered, as this would lead to unphysical atomic positions at
the twin domain boundaries. These models gave best ﬁt values shown in table 3.9.
Figure 3.22: Surface adsorption sites for the InAs(111)B surface.
The adsorption position which produced the best ﬁt was FCC (HCP) for the
untwinned (twinned) domain. The individual layer separations are summarised in
ﬁgure 3.24. This ﬁnal ﬁt shows that all of the InAs layers below the ﬁlm-substrate
interface undergo a contraction away from the interface towards the bulk, whereas the
top InAs atomic layer moves away from the interface towards the surface. This can
be explained by the fact that the atoms within the top atomic layer of the interface
69
are now in an octahedral bonding state rather than the tetrahedral bonding state
of the bulk. This introduction of stronger bonding to the atom plane above will
decrease the strength of bonding to the atomic plane below, causing the expansion
away from the bulk.
Adsorption site(Untwinned/Twinned) χ2
FCC/HCP 2.017
FCC/FCC 3.183
HCP/HCP 5.086
On top /On top 5.203
HCP/FCC 6.532
Table 3.9: χ2 values for ﬁts to CTR data collected after single deposition onto sample
1, using various combinations of adsorption sites for twinned and untwinned domains
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Figure 3.23: CTR proﬁles measured after the single deposition onto sample 3, with
ﬁtting proﬁles calculated from model shown in ﬁgure 3.24.
Layer Bulk position Fit Position Displacement(%)
9 1.0000 1.0185 ± 0.0013 1.85
10 0.9167 0.9087 ± 0.0009 -0.80
11 0.6667 0.6593 ± 0.0015 -0.74
12 0.5833 0.5763 ± 0.0008 -0.70
13 0.3333 0.3290 ± 0.0009 -0.43
14 0.2500 0.2489 ± 0.0004 -0.11
Table 3.10: Layer positions for the InAs layers in the best ﬁt model for deposition 1
on sample 3 shown in ﬁgure 3.24. Layer positions are given as ratios of InAs c-lattice
parameter, displacements are given as a percentage of InAs c-lattice parameter.
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Figure 3.24: Best ﬁt model for single deposition onto sample 3. Solid red lines
indicate atomic layers which were ﬁxed at bulk positions during ﬁtting, with the thick
solid red line indicating the top of the bulk ﬁle. Solid black lines show positions of
layers for best ﬁt model and dotted red lines show the bulk positions for InAs layers
moved during ﬁtting.
CTR ﬁtting sample 2 - Deposition 2
A summary of the deposition stages used on sample 2 is given in table 3.11. Finally
the thickest Sb ﬁlm is considered, which was deposition 2 on sample 2. CTR data
collected after this deposition are summarised in the HK plot in ﬁgure 3.25. 13
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CTRs were measured, of which there were 7 symmetrically non-equivalent CTRs.
The data reduction for this dataset was complicated by the fact that the spacing of
thickness oscillations in the intensity was of a similar size to the spacing created by
the substrate miscut. This led to diﬃculties in background subtraction as well as
extra uncertainty in the overall measured intensities. As a result of these complica-
tions, larger errors of 40% were given to all CTR scans and only 6 CTRs were used
in the ﬁnal dataset, giving a total of 664 reﬂections.
Sample 2 Duration (minutes) Tcell(◦C) Tsub(◦C)
*Sb deposition 1 20 430 260
Sb deposition 2 20 430 25
*Anneal 20 - 210
Table 3.11: Growth settings and timings for sample 2. Tcell is the temperature of
the Sb eﬀusion cell, and Tsub is the temperature of the InAs(111)B substrate. Stages
labelled with `*' are those which had a CTR dataset collected directly afterwards.
Figure 3.25: HK plot of CTR data measured after deposition 2 onto sample 2, with
collected CTR positions indicated with green ﬁlled circles. The 120◦C symmetry
is indicated with the three dotted lines, and the symmetrically independent CTRs
used in ﬁtting are indicated with a bold outline.
Fitting was conducted following the same procedure used for sample 3. To
begin with the amount of Sb layers and initial interlayer spacing were found from
matching the model peaks to the Sb peak positions in the data. This gave best ﬁts for
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36 atomic layers of Sb with a thickness of 6.9 nm, which agrees well with the thickness
estimate from the out-of-plane θ − 2θ oscillations presented earlier. Matching the
relative peak heights of signals from twinned and untwinned domains gave best ﬁts
with 5% twinning. DW factors were included in an identical method to sample 3
with most atoms having only an out-of-plane DW factor (DW2), but atomic layers
at the surface or the interface had both an in-plane and out-of-plane DW factor
(DW1 and DW2). In order to reduce the total number of ﬁtting parameters the
central Sb BLs (BLs more than three atomic layers away from either the surface
or the interface) were ﬁtted with identical z-displacement parameters. Fitting Sb
substitution of surface As showed a preference for 90% Sb substitution in the top
As layer (ﬁgure 3.26). This increased level of substitution when compared with
the single deposition used on sample 3 indicates that the initial deposition at high
temperature promotes the Sb substitution of surface As atoms.
Figure 3.26: Eﬀect of Sb substitution on ﬁtting CTR data collected from sample 2
after Sb deposition 2.
Adsorption site(Untwinned/Twinned) χ2
FCC/FCC 2.988
FCC/HCP 3.100
On top/ On top 3.793
Table 3.12: Values of ﬁts to CTR data collected after deposition 2 onto sample 2,
using various combinations of adsorption sites for twinned and untwinned domains
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Models using 5% twinning and 90% Sb substitution were then reﬁned using
various adsorption sites for the twinned and untwinned Sb overlayers. The ﬁt values
from the best three adsorption site models are shown in table 3.12. These results
indicate that the twinned domains show a slight preference for the FCC hollowsite
compared to the HCP hollowsite. This suggests that the initial high temperature de-
position leads to a more uniform adsorption, and that this is the thermodynamically
preferred site. The best ﬁt model is shown in ﬁgure 3.28, with the displacements of
InAs layers presented in table 3.13. Note that a compacted representation has been
used for this diagram, where 13 of the similarly spaced central Sb BLs have been
omitted as indicated by the dashed orange box. The movement of the InAs layers
indicates that the interface bonding has become more like InSb. The higher elec-
tron mobility of InSb suggests that this could potentially be linked to the increased
transport properties observed on previous thin Sb ﬁlms.
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Figure 3.27: CTR proﬁles measured after Sb deposition 2 on sample 2, with ﬁtting
proﬁles calculated from the model shown in ﬁgure 3.28.
Layer Bulk position Fit Position Displacement(% )
9 1.0000 1.0185 ± 0.0015 1.85
10 0.9167 0.9265 ± 0.0023 0.98
11 0.6667 0.6600 ±0.0030 -0.67
12 0.5833 0.5746 ± 0.0033 -0.90
13 0.3333 0.3035 ± 0.0035 -2.98
14 0.2500 0.2430 ± 0.0025 -0.70
Table 3.13: Layer positions for the InAs layers in the best ﬁt model for deposition 2
on sample 2 shown in ﬁgure 3.28. Layer positions are given as ratios of InAs c-lattice
parameter, displacements are given as a percentage of InAs c-lattice parameter.
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Figure 3.28: Best ﬁt model for CTR data collected after deposition 2 onto sample
2. Solid red lines indicate atomic layers which were ﬁxed at bulk positions during
ﬁtting, with the thick solid red line indicating the top of the bulk ﬁle. Solid black
lines show positions of layers for best ﬁt model and dotted red lines show the bulk
positions for InAs layers moved during ﬁtting. The dotted orange box represents a
compacted representation of identical Sb layers which were repeated at the centre of
the layer, the full model contains 36 atomic layers of Sb.
The ﬁtting to datasets collected after room temperature (25 ◦C) depositions
onto sample 2 and 3 show that layer-by-layer growth of Sb thin ﬁlms can be achieved
on InAs(111)B surfaces. Sb substitution was found to occur at the surface As atomic
sites, although this was a much lower amount of substitution compared to the depo-
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sitions at elevated temperatures. The Sb layers were found to have a small amount
of twinning (5-10%). The large amount of substitution present in sample 2 led to
the whole top BL of the InAs substrate moving outwards away from the bulk.
3.3.3 AFM
Post-growth ex-situ tapping mode AFM data collected by Dr. Christopher Bur-
rows is shown in ﬁgures 3.29 and 3.30. These show ex-situ images from a 50 nm
Sb/InAs(111)B sample grown previously at Warwick using Tsub=200◦C, and images
from sample 2 and 3 of this SXRD study. Similar to the triangular features seen
on the previously grown 50 nm thick sample, both ultra-thin samples show small
crystallites forming with a clear triangular structure. However, there are also larger
crystallites which lose this triangular morphology and become unstructured. The
heights of both triangular and unstructured crystallites are shown in 3.31, with the
counts being the total from two 5µm × 5µm scan areas for both samples. These
counts show that for sample 2 the triangular crystallites grow higher before transi-
tioning to unstructured growth. This crystallite height cut-oﬀ limit for triangular
morphology is approximately 5 nm for sample 2, and 2 nm for sample 3. The sur-
face areas between crystallites show almost identical low RMS roughness values for
sample 2 and sample 3 (0.181 nm and 0.173 nm respectively).
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Figure 3.29: Tapping mode AFM collected from a 50 nm Sb/InAs(111)B sample
grown previously at Warwick using Tsub = 200◦C, showing the triangular morphol-
ogy present in thicker ﬁlms.
Figure 3.30: Ex-situ post-growth tapping mode AFM data collected from (a,b) sam-
ple 2, and (c,d) sample 3. Both samples show two types of crystallites; triangular
and unstructured.
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Figure 3.31: Size distribution of both triangular and unstructured crystallites on
sample 2 and samples 3, calculated from two 5µm× 5µm areas on each sample
3.4 Summary
From the results presented in this chapter it has been shown that Sb can be success-
fully grown epitaxially on InAs(111)B. The main adsorption site was found to be the
FCC hollowsite, with a small amount adsorption occurring at the HCP hollowsite
for a single deposition stage at room temperature. The use of an extra initial high
temperature deposition stage showed an increase in Sb substitution on the surface As
sites, as well as a decrease in twinning in the Sb overlayer. The Sb substitution was
found to cause an expansion of the top InAs atomic layer away from the substrate,
with a substitution of 70% causing an expansion of the whole of the ﬁrst InAs BL
away from the substrate. An increase in Sb layer thickness was found to cause a
decrease in the diﬀerence between inter-BL (H1) and intra-BL (H2) distances. AFM
showed that although most of the surface has very low RMS roughness values, there
are crystallites which form on the surface which have a triangular structure at the
beginning of their growth. These crystallites were found to lose their triangular
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morphology after a certain size limit. This size limit was found to increase with
the use of an initial high temperature deposition step, which creates a monolayer
of Sb substituted onto the InAs surface. These results will provide valuable inputs
for future density function theory simulations, as well as aiding further experiments
investigating Sb thin ﬁlm deposition.
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Chapter 4
MnSb/InGaAs(111)A growth
study
4.1 Introduction
Several research groups have investigated the growth of MnSb onto technologically
relevant substrates, especially III-V semiconductor materials. The ternary alloy
substrate InxGa1−xAs has several beneﬁcial properties for use in spintronic appli-
cations including high electron mobility, high Lande g-factor, and formation of low
Schottky-barriers at metal-semiconductor interfaces [116] [69]. A group III ratio
of In0.5Ga0.5As(111) provides a very good in-plane lattice match to n-MnSb(0001)
(0.12% mismatch). This makes the MnSb/In0.5Ga0.5As(111) system an excellent
candidate to examine the epitaxial growth of MnSb.
Successful epitaxial growth of MnSb onto InxGa1−xAs has been reported
by Amemiya et al. during the fabrication of waveguide optical isolators [117].
The devices grown were shown to be functional, but detailed information about
the growth of the MnSb layers was not reported. Epitaxial growth of MnSb on
In0.5Ga0.5As(111)A was recently conducted at Warwick using the same growth con-
ditions as used for GaAs(111) substrates, and showed evidence of c-MnSb formation
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[118]. However a detailed MBE parameter space study for epitaxial growth of MnSb
onto InGaAs(111)A has not been previously carried out, which means these may not
necessarily be the optimum conditions. Therefore, to investigate the eﬀect of ﬂux ra-
tio (JSb/Mn) and substrate temperature (Tsub) on the epitaxial growth of MnSb onto
In0.5Ga0.5As(111)A substrates, a growth study has been carried out. The results are
presented in this chapter as follows. Sec. 4.2 provides the experimental details of
sample growth and characterisation. In Sec. 4.3 experimental data is presented in
the following order RHEED, AFM and SEM, TEM, XRD, and VSM. Sec. 4.4 then
provides a summary of all experimental results.
4.2 Experimental Details
Samples of approximately 10mm× 8mm in size were cleaved from In0.5Ga0.5As(111)A
virtual substrates. These are 400nm thick In0.5Ga0.5As layers grown at Warwick in
a Varian MBE system on 50mm GaAs(111)A wafers. Previous characterisation of
these virtual substrates has shown that the surface roughness and crystalline mosaic
values for InGaAs were higher than those of the GaAs wafers due to the consider-
able lattice mismatch of 3.2% between them [118]. The cleaved samples were then
spot welded onto stainless steel plates with tantalum wires before being ultrasoni-
cated and then rinsed with a series of solvent washes (acetone, isopropanol, and then
deionised water). After the solvent rinse the samples were blown dry with nitrogen
and loaded immediately into the UHV system. Sample substrates then underwent
an argon ion bombardment and annealing (IBA) process as follows:
1. Degas sample for 1 hour at 420± 10◦C
2. Ion bombardment at 500 eV for 8 minutes
3. Anneal at 490± 10◦C for 1 hour
Following this procedure all of the In0.5Ga0.5As(111)A substrates gave a
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(2×2) RHEED pattern (ﬁgure 4.1). While an As trimer termination is possible
for III-V(111)A surfaces [119], it requires excess As ﬂux to give complete As cov-
erage of the surface. In this study As ﬂux was not used in the surface preparation
of samples, therefore the (2×2) reconstruction observed on In0.5Ga0.5As(111)A is
most likely a missing group III atom reconstruction similar to reconstructions seen
on GaAs(111)A [120][121] and InAs(111)A [122] [123]. The RHEED patterns were
observed during growth and the ﬁnal patterns were recorded. In order to investigate
the surface morphology, roughness and layer crystallinity, ex-situ SEM, AFM and
XRD measurements were obtained for all samples. TEM and VSM magnetometry
measurements were obtained from a few representative samples. The samples were
removed from UHV without any special precaution such as an Sb capping layer.
This was to aid in the analysis of XRD data and identiﬁcation of the presence of
the cubic MnSb polymorph (c-MnSb), because the h-Sb(0003) reﬂection from an Sb
cap would occur at Qz = 1.672 Å−1 which is almost an identical position to the
c-MnSb(111) reﬂection at Qz = 1.674 Å−1.
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Figure 4.1: RHEED patterns from a clean InGaAs(111)A-(2 × 2) surface, in two
azimuthal directions of the (111) surface (a) <1	10>, and (b)<	211>. Red lines
indicate the origin of the line proﬁles. The surface was prepared using the ion-
bombardment and annealing cleaning procedure detailed in the text.
MnSb ﬁlms approximately 120 nm thick were then deposited using a range
of ﬂux ratios (JSb/Mn = 3.5−9.5) and substrate temperatures (Tsub = 350−450◦C)
(ﬁgure 4.2) . The growth rate used for all samples was approximately 2 nm.min−1.
The critical thickness for MnSb deposition onto In0.5Ga0.5As(111) was calculated in a
similar manner to the previous chapter, using the Matthews-Blakeslee model [124] for
misﬁt dislocations on the hexagonal {11	22} slip plane in the <11	23> slip direction.
Using this method the critical thickness was calculated to be approximately 220 nm,
therefore all sample thicknesses were below the critical thickness value.
Most samples were grown using a single-stage growth method where the sub-
strate was maintained at constant temperature for the whole growth period. In this
case, the parameter space was explored using 3 values of JSb/Mn (3.5, 6.5, 9.5) and
3 values of Tsub (350, 415, 450◦C). A second set of fewer samples was grown using a
two-stage growth method where the substrate was initially held at Tsub = 350◦C for
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60 seconds, the growth was then interrupted while the substrate temperature was
increased to Tsub = 415◦C, and then the substrate was kept at this temperature for
the remainder of the deposition. For this set of samples 3 values of Tsub ( 350, 415,
450◦C) were used with the single value of JSb/Mn = 6.5.
Figure 4.2: Schematic diagram showing layer types and thicknesses of MnSb/In-
GaAs(111)A samples
All RHEED images presented in this chapter were collected using an acceler-
ating voltage of 12.5 keV. All AFM images presented in this chapter were collected
using a Veeco multimode AFM in contact mode. All SEM images presented in this
chapter were collected using a Zeiss SUPRA 55-VP SEM with a 10kV accelerating
voltage. All symmetric out-of-plane XRD θ − 2θ data was collected using the in-
house Panalytical X'Pert Pro diﬀractometer with an x-ray wavelength λ = 1.5406Å.
All VSM data presented in this thesis was collected at 10 K, with H directed in the
plane of the sample surface. TEM data was collected by Dr. Ana Sanchez using a
Jeol 2100 LaB6 microscope in scanning mode (STEM), and EDX data was collected
using an Oxford Instruments windowless EDX detector attached to a Jeol ARM
200F STEM. Two diﬀerent image types were obtained: low magniﬁcation annular
dark ﬁeld (ADF) STEM images with corresponding EDX compositional analysis,
and atomic resolution ADF-STEM with selected area diﬀraction patterns (SADP).
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4.3 Results
4.3.1 RHEED
Single-stage samples
For all samples grown at Tsub = 350◦C the (2×) fractional streaks of the substrate
disappeared in the ﬁrst 10 seconds of growth. At this temperature for JSb/Mn = 3.5
and 6.5 the substrate integer streaks also disappeared completely after 20 seconds
of growth. For JSb/Mn = 9.5 the integer streaks did not disappear, but they did
become highly modulated into elongated commensurate transmission spots. For
JSb/Mn = 3.5, after 2 minutes of deposition blurry modulated integer streaks ap-
peared. For JSb/Mn = 6.5 a modulated (2×) streak pattern appeared after 30 seconds
of deposition, with a faint (2×) pattern appearing after 60 seconds. For JSb/Mn =9.5
after 2 minutes of deposition (2×) fractional order streaks were present, although all
streaks had modulated intensities. These observations indicate that at Tsub=350◦C
low ﬂux ratios do not allow MnSb to form highly crystalline layers, indicated by
the lack of (2×) reconstructions and poor integer streak quality. For higher ﬂux
ratios the MnSb (2×) reconstruction indicates good ordered layers forming, but the
transmission spots present at JSb/Mn = 9.5 shows 3D growth processes are also
occurring.
For Tsub = 415◦C a similar RHEED pattern transition was observed at
JSb/Mn = 3.5, with substrate integer order streaks and fractional order streaks
disappearing after 10 seconds, and only a blurry (1×) pattern appearing after 4
minutes. These observations indicate that at Tsub = 415◦C, low JSb/Mn values lead
to poor epitaxy and the formation of MnSb layers with low crystalline quality. For
JSb/Mn = 6.5 the substrate (2×) fractional order streaks disappeared after only 2
seconds indicating a good level of surface coverage. The substrate integer streaks dis-
appeared after 40 seconds, with a modulated (2×) pattern appearing after 1 minute
30 seconds. This fast loss of fractional streaks, along with retention of the integer
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streaks for most of the deposition, indicates a maintained ordered surface signalling
epitaxial 2D layer-by-layer growth. For JSb/Mn = 9.5 the substrate (2×) fractional
order streaks also disappeared almost instantly after 2s, whereas the integer order
streaks faded after 5 seconds. Modulated integer order streaks appeared after 30 sec-
onds, which later smoothed out in intensity after 2 minutes. The longer time taken
for integer streaks to appear, and the modulation in their intensity for JSb/Mn = 9.5
indicates that these conditions are moving more towards 3D island growth.
For Tsub=450◦C growth at JSb/Mn = 3.5 showed the disappearance of the
substrate (2×) fractional order streaks after 30 seconds, and the substrate integer
order streaks became diﬀuse after 1 minute. This long transition time at the start of
growth indicates that for these conditions there is a much lower rate of deposition.
This is to be expected due to the rate of Sb sublimation increasing exponentially
for temperatures above 400◦C [125]. This leads to a further reduction in the al-
ready limited Sb incorporation for Sb-limited deposition at low JSb/Mn values. For
JSb/Mn = 6.5 the substrate (2×) fractional order streaks disappeared after 3 sec-
onds, and the integer streaks became faint after 10 seconds. After 30 seconds the
integer streaks increased in intensity, and at 1 minute 30 seconds a faint (2×) pat-
tern emerged. This indicates that, similar to growths at lower temperatures, the
MnSb layer grew epitaxially in a 2D fashion when using JSb/Mn = 6.5. The similar
timescale for streak appearences at the start of growth for JSb/Mn = 6.5 at diﬀerent
Tsub values agrees with previous studies that for JSb/Mn ≥ 6 layer deposition is Mn-
limited [125]. For JSb/Mn = 9.5 both fractional and integer streaks had disappeared
within 10 seconds, with strong spot like integer order streaks appearing after 30 sec-
onds and smoothing out in intensity after 2 minutes. This indicates that the growth
at these settings is initially 3D island growth, which transitions to 2D growth mode
after a certain thickness.
RHEED observations made in this growth study show that growth of MnSb
on InGaAs(111)A follows a similar trend to growth on GaAs(111)A, showing best
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layer epitaxy when settings are between Sb-limited growth at low JSb/Mn (and high
Tsub), and Mn-limited growth at high JSb/Mn.
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Figure 4.3: Parameter space plot showing RHEED patterns observations.
Strong(weak) signals are indicated with the use of thick(thin) lines. Examples of
the main types of features are shown in below, with accompanying line proﬁles, as
follows. A - (1× 1) with commensurate transmission, E - (2× 2) with incommensu-
rate transmission, C - (1×1) , D - (2 × 2) The dashed grey lines in the line proﬁle
for sample E mark the position of the incommensurate transmission spots.
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The RHEED patterns obtained at the end of MnSb growth are detailed in the
parameter space diagram in the upper section of ﬁgure 4.3, with images of example
patterns for the individual features shown in the lower section. Note that the use of
bold lines indicates that the pattern observed had a very high intensity compared to
the background level.
All MnSb samples grown with JSb/Mn = 6.5 were found to adopt a (2×2) sur-
face reconstruction exhibiting strong sharp integer and fractional order signals.The ﬁ-
nal RHEED patterns also contained multiple Laue zones and Kikuchi lines, which in-
dicate that the MnSb layers are highly crystalline and have ordered smooth surfaces.
For the JSb/Mn = 6.5 samples grown at the higher temperatures of Tsub ≥ 415◦C
very faint incommensurate transmission spots can be seen. When compared to the
integer streaks these spots have an ∼10% smaller spacing in the RHEED pattern,
indicating that the material in the 3D islands has an in-plane lattice parameter ap-
proximately 10% larger than the main MnSb layer. This corresponds to an in-plane
lattice parameter of roughly 4.54 Å, which is most likely a diﬀerent material to
MnSb. Some potential materials which might have formed are InSb(111) (4.569 Å),
c-MnSb(111)(4.598 Å), or an alloy such as InGa0.5Sb0.5(111)(4.447 Å).
For the higher and lower ﬂux ratios JSb/Mn = 9.5 and 3.5 the quality of the
MnSb layer was found to decrease in smoothness and crystallinity when compared
with MnSb layers grown using JSb/Mn = 6.5. The use of the high ﬂux ratio JSb/Mn =
9.5 formed RHEED patterns which showed a (1×1) surface reconstruction with very
faint fractional signals, and transmission spots present for growth at Tsub = 350◦C
and 415◦C. Only a single Laue zone was present in the RHEED patterns and kikuchi
lines were not present for the low growth temperature of Tsub = 350◦C. For growth
conditions using a low ﬂux ratio of JSb/Mn = 3.5 the RHEED patterns became
very weak, with the higher temperatures Tsub ≥ 415◦C producing very weak and
modulated signals. No clear Laue zones or kikuchi lines were present in RHEED
patterns from MnSb layers grown at JSb/Mn = 3.5.
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The in-plane lattice spacing of the n-MnSb overlayers at the end of growth
was calculated using the integer streak separation extracted using line proﬁles from
RHEED images. The lattice spacings also required an extra correction factor ob-
tained from using the measurement of the clean In0.5Ga0.5As(111)A substrate as
calibration. The in-plane lattice spacings calculated using this technique are shown
in ﬁgure 4.4. The values for the in-plane lattice parameters were roughly centred
around the bulk in-plane lattice spacing 4.128 Å, but there was a considerable range
of values. This result will be revisited later on in this chapter.
Figure 4.4: The n-MnSb lattice parameters calculated from RHEED integer streak
spacings, with errors represented by colour coded shaded areas. The grey dotted
horizontal line indicates the in-plane lattice constant of bulk n-MnSb 4.128 Å.
Two-stage Samples
The ﬁnal RHEED patterns from the samples grown using the two-stage methodology
are summarised in ﬁgure 4.5. These show that for JSb/Mn = 3.5 a (2×) pattern
with incommensurate transmission spots is obtained, indicating that the growth is
mostly epitaxial in nature but still has a small amount of 3D island growth. For
JSb/Mn = 6.5 and 9.5 the transmission signals are no longer present using a two-
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stage growth process, indicating that this promotes smoother 2D epitaxial growth.
This agrees with similar ﬁndings for deposition of MnSb onto GaAs(111)B, where
the two-stage growth methodology was shown to prevent the formation of surfaces
with incomplete coverage [126].
Figure 4.5: Characteristics of RHEED patterns observed for samples grown using
two-stage growth method. The substrate temperature plotted on the graph is the
temperature used during the second stage of deposition. Strong(weak) signals are
indicated with the use of thick(thin) lines.
4.3.2 AFM and SEM
Single-stage Samples
SEM images of single-stage growth samples are shown in ﬁgure 4.6. All samples show
small crystallites on the surface which are between 0.1 - 1 µm in size (ﬁgure 4.7).
The shape of the crystallites is highly dependent upon ﬂux ratio, with an increase
in JSb/Mn increasing the amount of protrusions on the crystallite. This suggests
that the crystallites are capturing the excess Sb, and are likely to be MnSb2 or Sb.
The areal density of these crystallites was calculated for each sample from large area
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SEM images (ﬁgure 4.8). The areal crystallite densities are shown in ﬁgure 4.9, with
the errors on each value represented by the colour coded shaded regions. These
errors were calculated based on simple counting statistics where the error on the
number of crystallites counted in each image (N) is given by σN =
√
N/N . From
this data it can be seen that JSb/Mn = 6.5 shows the lowest crystallite density for all
growth temperatures apart from 350◦C. Growth at this temperature gave crystallite
densities at JSb/Mn = 6.5 and JSb/Mn = 9.5 with roughly equivalent areal densities
within error. This is due to these surfaces being highly disrupted and having crys-
tallites which were only in the initial stages of formation. A possible cause of these
crystallites is nucleation at threading dislocations originating from the defects on
the InGaAs(111)A substrate surface. This explanation agrees with calculated areal
densities matching the dislocation densities (roughly 106 cm−2) reported in litera-
ture, obtained from etch pit analysis on heterostructures involving highly strained
InxGa1−xAs layers grown on GaAs [127] [128] [129][130].
The SEM images in ﬁgure 4.6 show that for Tsub = 415◦C with JSb/Mn =
6.5 the surface between crystallites is relatively uniform compared to other growth
conditions, which shows that this surface has the most homogeneous composition
when compared to the other single-stage growth samples.
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Figure 4.6: SEM images obtained from samples MnSb/InGaAs(111)A samples grown
using single-stage growth method, highlighting the key features found on each sur-
face. The white scale bar in each image corresponds to 1µm. One representative
image is shown for each point in parameter space.
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Figure 4.7: SEM images focussing on crystallites formed on the surface of samples
grown using single-stage growth method. One representative image is shown for each
point in parameter space.
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Figure 4.8: Example of a large area SEM image used to calculate the areal density
of the surface crystallites. Each crystallite that was included in the surface count
has been circled in red.
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Figure 4.9: Areal densities of surface crystallites found for diﬀerent growth condi-
tions, with errors represented with colour coded shaded regions. These errors were
calculated assuming simple counting statistics as described in the text.
AFM images 5µm × 5µm in size are shown in ﬁgure 4.10, and the RMS
roughness values calculated from 1µm × 1µm images are shown in ﬁgure 4.11. All
samples grown with JSb/Mn = 3.5 showed highly disrupted surfaces in the SEM and
possess the highest AFM RMS roughness values out of all samples grown, which was
consistent with the poor post-growth RHEED patterns observed for these samples.
AFM measurements of the sample grown using Tsub = 415◦C with JSb/Mn =
6.5 gave an RMS value of 1.29 nm, which shows that the 100 nm sized crystallites
are spread out on top of a ﬂat surface. For the growth conditions JSb/Mn = 6.5 and
Tsub = 350
◦C hexagonal structures can be seen that are approximately 400 nm in
width, along with very small clusters spread across the surface. The AFM shows
these hexagonal pillars to be roughly 10 - 15 nm in height, and all of these are
rotationally aligned with one another showing preferential epitaxy to the substrate.
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Figure 4.10: 5µm × 5µm AFM images showing key surface features observed on
samples grown under diﬀerent conditions.
Figure 4.11: RMS roughness values calculated from 1 µm ×1µm AFM images, taken
on areas without any crystallites present.
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Two-stage samples
SEM and AFM data collected from the two-stage growth samples are shown in ﬁgure
4.12. When compared to the single-stage samples, the two-stage samples exhibit a
similar trend with JSb/Mn in terms of areal density of surface clusters, and AFM
RMS roughness values. Comparing absolute values to the single-stage data (ﬁgures
4.9 and 4.11) shows that the two-stage samples have lower areal cluster densities,
and a much lower RMS roughness for growth at JSb/Mn = 3.5 and Tsub =415◦C.
These comparisons show that the two-stage growth methodology leads to smoother,
higher quality MnSb surfaces.
Figure 4.12: Collection of microscopy images for two-stage samples growth using
Tsub =415◦C . (Left column) main features found in SEM images, (middle column)
focus on shape of surface crystallites (right column) 1µm× 1µm AFM images, with
height ranges in nm.
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4.3.3 TEM
Single-stage Samples
TEM data, along with EDX compositional analysis, was obtained from a selection
of samples (ﬁgures 4.13 - 4.20). These show a large amount of intermixing, between
the MnSb layer and the In0.5Ga0.5As substrate, for samples grown using JSb/Mn =
3.5 (ﬁgures 4.13 and 4.14). Segregation of In and Ga into the over layer formed
InxGa1−xSb sections, and this coincided with the formation of a layer of MnAs
beneath the interface. Segregation of In and Ga indicates that the IBA cycles may
not be the optimum method of surface preparation, and could be causing In and Ga
droplets at the surface which leads to the formation of InxGa1−xSb alloys. Indium
has also been shown previously to segregate to the surface in InxGa1−xAs thin ﬁlms
grown on GaAs(001) [131].
Mn diﬀusion into the substrate and formation of MnAs at the surface region
is similar to the behaviour documented previously for Mn deposition onto In ter-
minated InAs(001) surfaces [132]. However, for that work MnAs was only observed
at substrate temperatures ≤300 K, and it was shown that the amount of Mn diﬀu-
sion into the substrate increased at higher substrate temperatures. Ga segregation
has been observed previously during MnSb growth at similar settings (JSb/Mn = 2,
Tsub=300◦C) on GaAs(111)B substrates [58]. However in contrast to the results pre-
sented in this chapter, only 1 ML layer of Ga was present at the surface, and it was
suggested that Ga segregation to the surface acted as a surfactant and promoted
layer-by-layer growth. In segregation has also been observed for MnSb layers grown
on InP(001)[133], where the substrate added an additional eﬀective In ﬂux to the
growing layer.
In addition to formation of InxGa1−xSb in the overlayer, the formation of
pure In inclusions is evident in the TEM for JSb/Mn = 3.5 at Tsub=350◦C. How-
ever, no In inclusions are present in the TEM data for JSb/Mn = 3.5 with increased
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temperature Tsub=415◦C, which suggests that higher temperatures drive the segre-
gation of In towards the surface leading to incorporation into the InxGa1−xSb alloyed
sections. It should be noted though that TEM only provides information about a
small section of the sample therefore similar pure In inclusions occurring at higher
substrate temperatures cannot be completely ruled out.
Figure 4.13: (left) TEM image of full layer structure for sample grown using
JSb/Mn = 3.5 and Tsub = 350◦C (right) EDX analysis of layers shown in the TEM im-
age. Mn diﬀusion into the substrate can be seen, as well as formation of In inclusions
within the substrate, and Segregation of In to the MnSb layer.
Figure 4.14: (left) TEM image of full layer structure for sample grown using
JSb/Mn = 3.5 and Tsub = 415◦C (right) EDX analysis of layers shown in the TEM
image. Mn diﬀusion into the substrate can be seen, as well as the segregation of
both In and Ga into the MnSb layer.
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For growth using JSb/Mn = 6.5 and Tsub = 350◦C a sharp interface formed
with the InGaAs(111)A substrate, showing a relatively ﬂat interface with only a
very small amount of intermixing (ﬁgure 4.15). For JSb/Mn = 6.5 and Tsub = 415◦C
a similarly ﬂat interface was formed, however a substantial amount of intermix-
ing occurred (ﬁgure 4.16). The compositional analysis presented in table 4.1 show
In,Ga and As segregated into the MnSb layer forming a large inclusion of mostly
In1−xGaxSb. The fact that these In1−xGaxSb inclusions, with larger in-plane lattice
spacing, reach the surface oﬀers a possible origin for the incommensurate RHEED
patterns noted earlier. The position of the RHEED spots (10% less than MnSb)
corresponds to an in-plane lattice spacing of 4.541 Å, and therefore an alloy com-
position of approximately In0.9Ga0.1Sb. GaSb has previously been found to form at
the n-MnSb/GaAs interface during growth of MnSb at similar growth settings [118].
This was attributed to Sb ﬂux reacting with Ga droplets formed on the surface dur-
ing sputtering, but this cannot explain the large amounts of segregation seen for
these MnSb/InGaAs samples. Therefore this segregation is attributed to In and Ga
diﬀusion mechanisms from the substrate bulk. Also MnAs was formed within the
InGaAs substrate, similar to the JSb/Mn = 3.5 samples but in smaller amounts.
Figure 4.15: (left) TEM image of full layer structure for sample grown using
JSb/Mn = 6.5 and Tsub = 350◦C (right) EDX analysis of layers shown in the TEM
image. Composition of layers show only a very small amount of intermixing between
InGaAs substrate and MnSb overlayer at the interface.
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Figure 4.16: (Left) TEM image of sample grown using JSb/Mn = 6.5 and Tsub =
415◦C , with numbered areas corresponding to compositional analysis detailed in
table 4.1 (Right) EDX analysis of layers shown in the TEM image.
Area Mn% Ga% In% Sb% As%
1 82 18 0 91 9
2 12 46 42 89 11
3 83 17 0 91 9
4 87 11 2 2 98
5 80 15 6 3 97
6 0 56 44 0 100
7 4 53 43 0 100
Table 4.1: Compositional analysis for the areas labelled in ﬁgure 4.16.
Figure 4.17 shows selected area diﬀraction patterns (SADPs) taken along
the <	110> InGaAs zone axis, from two samples grown using JSb/Mn = 6.5. Figures
4.17a and 4.17b show the characteristic atomic column patterns of n-MnSb(0001) and
cubic InGaAs(111), conﬁrming the epitaxial relationship between the two materials.
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However the SADP in ﬁgure 4.17b shows a slight tilt in the diﬀraction spots for both
n-MnSb and InGaAs sections, which indicates that Tsub =415◦C produces a worse
epitaxial relation at the MnSb/InGaAs interface. Figure 4.17c shows an overlay of
the n-MnSb and InGaAs(111) crystal structures along the <110> and <	110> zone
axes respectively. However the samples were not completely uniform, with some
areas from the sample grown using Tsub = 350◦C showing mixed SADPs (ﬁgure
4.17d).
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Figure 4.17: TEM images and SADPs of MnSb/InGaAs interface for samples grown
at JSb/Mn=6.5, with (a)Tsub=350◦C, and (b)Tsub=415◦C. Red arrows indicate steps
observed at the MnSb/InGaAs interface. (c) overlay of crystal structure showing
<110> n-MnSb zone axis, and <	110> InGaAs zone axis. (d) Area within sample
grown at JSb/Mn = 6.5 and Tsub=350◦C showing mixed SADP patterns.
TEM from samples grown using JSb/Mn = 9.5 (ﬁgures 4.18 and 4.20) show
a fairly sharp and abrupt interface, with no signs of Ga and In segregation into the
overlayer. However, large inclusions of Sb can be seen formed in the MnSb layers,
which are more pronounced in the layer grown at the low temperature 350◦C (ﬁgure
4.18). This is understandable as previously the sublimation of Sb has been found
to increase by an order of magnitude over this temperature range, and for MnSb
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depositon on GaAs(111)B a substrate temperature of at least 400◦C is required for
growth of stoichiometric material [125]. The existence of these Sb inclusions suggest
that the surface preparation used for all samples did not lead to a signiﬁcant amount
of Ga or In droplets, and that segregation observed is due to diﬀusion processes.
TEM of the MnSb sections (ﬁgures 4.19 and 4.21) show that for the JSb/Mn = 9.5
samples there is an uneven composition in the MnSb sections for both substrate
temperatures.
Figure 4.18: (left) TEM image of full layer structure for sample grown using
JSb/Mn = 9.5 and Tsub = 350◦C (right) EDX analysis of layers shown in TEM
image. A sharp interface is present between the MnSb and InGaAs layers, but large
inclusions of Sb can be seen within the MnSb layer.
Figure 4.19: (left) TEM image from top 30 nm of MnSb layer for sample grown
using JSb/Mn = 9.5 and Tsub = 350◦C (right) EDX analysis of red boxed area
showing compositional variations present within ﬁlm.
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Figure 4.20: (upper) TEM image of full layer structure for sample grown using
JSb/Mn = 9.5 and Tsub = 415◦C (lower) EDX analysis of layers shown in TEM
image. A sharp interface is present between the MnSb and InGaAs layers, but
inclusions of Sb can be seen within the MnSb layer.
Figure 4.21: (left) TEM image from centre of MnSb layer for sample grown using
JSb/Mn = 9.5 and Tsub = 415◦C (right) EDX analysis of red boxed area showing
compositional variations present within ﬁlm.
Thicknesses calculated from TEM images are summarised in table 4.2. The
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lower thickness values for JSb/Mn=3.5 agree with the MnSb growth being Sb-limited,
so excess Mn leads to the large amount of intermixing shown in TEM. When there
is a large amount of intermixing, incident adatoms will diﬀuse into the substrate
rather than building up the overlayer, leading to a thinner overall ﬁlm. The larger
thicknesses seen for JSb/Mn=9.5 agree with the MnSb growth being Mn-limited,
leading to the Sb inclusions seen in TEM. This means that an increase in Sb ﬂux
leads to an overall increase in layer thickness.
Tsub(◦C) JSb/Mn Thickness (nm)
350 3.5 81
350 6.5 115
350 9.5 149
415 3.5 96
415 6.5 123
415 9.5 169
Table 4.2: MnSb layer thicknesses calculated from TEM images. Errors on all thick-
nesses are ± 5 nm.
Two-stage Samples
TEM from the two-stage growth samples is in the process of being obtained, but it
is not currently available at time of writing.
4.3.4 XRD
Single-stage Samples
Out-of-plane θ − 2θ XRD data collected from all single-stage samples is shown in
ﬁgure 4.22. As expected, strong signals from the substrate materials GaAs(111) and
InGaAs(111) are present in all scans. Strong peaks from n-MnSb(0002) are present
in all samples grown using JSb/Mn ≥6.5. For JSb/Mn=3.5 a weaker n-MnSb(0002)
is present only for a substrate temperature Tsub=350◦C. Fitting of the strong n-
MnSb(0002) signals found that samples grown using JSb/Mn = 9.5 could be ﬁtted
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with a single peak, but a minimum of two peak was required for a suitable ﬁt to
scans from all samples grown at JSb/Mn=6.5 (ﬁgure 4.23). This indicates that there
are multiple strain states for n-MnSb present for the samples grown at JSb/Mn = 6.5.
Note that for Tsub=350◦C this second strain state appears at higher Qz , whereas
for Tsub>350◦C it appears at lower Qz. This indicates that there are two diﬀerent
mechanisms driving the formation of multiple strain states in the MnSb.
Figure 4.22: Symmetric X-ray diﬀraction data for all single-stage MnSb samples.
Each panel shows data at diﬀerent Tsub values superimposed for a single value of
JSb/Mn. Major peaks found in at least one scan from each JSb/Mn value are identiﬁed
by the dotted arrows to bold text at the top of the ﬁgure. Other features are labelled
individually.
Samples grown with JSb/Mn = 3.5 and 6.5 show peaks at low Qz values close
to Qz=1.674 Å−1 where a peak from c-MnSb(111) would appear. However, due
to the signiﬁcant segregation or intermixing evidenced in the TEM, these peaks are
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attributed to various combinations of signals from InSb(111) and In(1−x)GaxSb(111).
For samples grown with JSb/Mn = 3.5 a growth temperature of Tsub ≥415◦C
causes the appearance of a peak around Qz=1.7 Å−1 (ﬁgure 4.24). From compar-
ison to TEM data, this can be attributed to InxGa1−xSb, with In content ranging
between 65-80%. This indicates that Ga segregation has been promoted causing the
formation of InxGa1−xSb rather than InSb. There are also signals near Qz=2.3 Å−1
for Tsub<450◦. From comparison with TEM data, there are two potential identities
for the signals: MnAs(0002) expected at Qz= 2.200 Å−1, or cubic-In(111) expected
at Qz =2.269 Å−1. Despite having the larger diﬀerence to the observed signal posi-
tion, MnAs(0002) is the more probable cause due to TEM only showing In inclusions
within the substrate for Tsub = 350◦C. Also it is highly unlikely that any In segre-
gated into the overlayer would fail to react with Sb, even at JSb/Mn = 3.5.
A similar trend of Ga segregation with substrate temperature can be seen at
JSb/Mn = 6.5, but the change is from a single InSb(111) peak to a single InxGa1−xSb
(111) peak. This indicates that Ga segregation occurs a lot more readily at this ﬂux
ratio, and therefore lone InSb inclusions are less likely to form. The observation of
the single InxGa1−xSb(111) peaks for Tsub = 350◦C coincide with the existence of a
second strain state at lower Qz. This shows that the second weaker strain state in
these samples is most likely due to sections of n-MnSb close to the InxGa1−xSb(111)
areas.
For the highest Sb ﬂux with JSb/Mn = 9.5 there is an individual signal at
Qz=1.67 Å−1 for all growth temperatures, which is attributed to h-Sb due to Sb
inclusions imaged in TEM. This shows that higher Sb ﬂuxes decrease the amount
of segregation at the interface, due to the formation of Sb inclusions preventing the
amount of free Sb available for formation of InxGa1−xSb.
Out-of-plane strain values for the n-MnSb layers are shown in ﬁgure 4.25a,
which were calculated using the n-MnSb(0002) peak positions and have FWHM
values shown in 4.25b. The lowest out-of-plane strain values were observed in samples
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grown using JSb/Mn = 6.5. Growth substrate temperatures 350◦C and 415◦C showed
slight compressive out-of-plane strains for the n-MnSb, as expected from an epitaxial
relation to the larger in-plane lattice parameter of the In0.5Ga0.5As(111) substrate.
The lowest FWHM values were found in the samples grown using JSb/Mn = 9.5,
which can be linked to the lack of In and Ga intermixing observed for samples grown
using JSb/Mn = 6.5.
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Figure 4.23: Out-of-plane symmetric XRD data near Qz=2.20 Å−1, for samples
grown using JSb/Mn = 6.5 and Tsub= (a) 350◦C, (b) 415◦C, (c) 450◦C. In all cases
XRD peaks must be ﬁtted with two components. Red lines show the overall ﬁt proﬁle,
blue lines show the contributing peaks, and dashed grey lines show the background
function used in ﬁt.
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Figure 4.24: Out-of-plane symmetric XRD data near Qz=1.70 Å−1 for single-stage
samples grown using JSb/Mn = 3.5 and Tsub= (a) 350◦C, (b) 415◦C, (c) 450◦C. In all
cases XRD peaks must be ﬁtted with two components. Red lines show the overall ﬁts,
blue lines show the peaks attributed to InSb, Orange lines show the peaks attributed
to In1−xGaxSb, and grey dashed lines show the background function used in the ﬁt.
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Figure 4.25: (a) Out-of-plane strain for the n-MnSb layer relative to the bulk n-
MnSb lattice 5.789 Å, calculated from positions of the n-MnSb(0002) peaks. (b)
FWHM values for the n-MnSb(0002) peaks
Two-stage samples
XRD data collected from two-stage growth samples (ﬁgure 4.26) shows very similar
features to the single-stage samples. All two-stage scans show strong InGaAs(111)
and GaAs(111) substrate signals, and in contrast to the single-stage samples n-
MnSb(0002) signals were present at all JSb/Mn values. This improvement in the
n-MnSb for JSb/Mn=3.5 when using two-stage growth method is most likely due to
the eﬀect of annealing the ultra-thin ﬁlm during the heating step between deposition
stages. The growth rate of 2 nm.min−1 means that the ﬁrst deposition of 60 seconds
only gives a 2 nm ﬁlm which, when compared to lengthscales of diﬀusion observed in
TEM, is not enough to successfully prevent interactions between the interface region
and the rest of the ﬁlm.
A high ﬂux ratio value of JSb/Mn = 9.5 gave a signal near Qz=1.67 Å−1
which could only be ﬁtted adequately with a minimum of two peaks (ﬁgure 4.28).
These relate to two diﬀerent strain states which could be both of Sb, or possibly a
combination of Sb and strained c-MnSb. However two strain states of Sb appears
more likely due to the large amount of Sb inclusions observed in TEM from the
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single-stage samples grown at JSb/Mn = 9.5. The lower ﬂux ratios JSb/Mn = 3.5 and
6.5 both gave a single peak near Qz=1.72 Å−1, which on comparison to the single-
stage sample data was attributed to In1−xGaxSb(111). The lack of InSb(111) signals
for the two-stage growth samples show that whilst Sb diﬀusion into the substrate is
occurring, it is to a lesser degree when compared to the single-stage growth samples.
Figure 4.26: Out-of-plane symmetric X-ray diﬀraction data for all two-stage growth
samples. Data at diﬀerent Tsub values have been superimposed to aid comparison.
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Figure 4.27: Out-of-plane symmetric XRD data near Qz=1.70 Å−1 for two-stage
MnSb/InGaAs(111)A samples grown using Tsub=415◦C and JSb/Mn = (a) 3.5, (b)
6.5 and (c) 9.5. Only JSb/Mn = 3.5 required multiple ﬁtting components. Red lines
show the overall ﬁt proﬁle, blue lines show the contributing peaks, and dashed grey
lines show the background function used in ﬁt.
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Figure 4.28: Out-of-plane symmetric XRD data near Qz=1.70 Å−1 for two-stage
samples grown using Tsub=415◦C and JSb/Mn = (a) 3.5, (b) 6.5 and (c) 9.5. Only
JSb/Mn = 9.5 required multiple ﬁtting components. Red lines show the overall
ﬁt proﬁle, blue lines show the contributing peaks, and dashed grey lines show the
background function used in ﬁt. The vertical dotted lines at Qz=1.70 are to aid
comparison between plots.
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4.3.5 Magnetometry
Single-stage samples
In-plane VSM data was collected from three representative single-stage samples to
compare the magnetic properties of MnSb layers grown under diﬀerent conditions.
There was a clear diﬀerence shown between the M −H loops collected from samples
grown with JSb/Mn = 6.5 and theM−H loop collected from the sample grown using
JSb/Mn = 3.5 and Tsub= 415◦C (ﬁgure 4.29). TheM−H loops for JSb/Mn = 6.5 were
adjusted to account for a small trapped ﬁeld (∼50 Oe) in the VSM magnet, and the
negative gradient seen at the ends of the scans is due to the diamagnetic response of
the InGaAs substrate, as well as contributions from the sample container. Saturation
magnetisation (MS), remnant magnetisation (MR) and coercive ﬁeld (HC) values
taken from the M − H loops are shown in table 4.3. The two samples grown at
JSb/Mn = 6.5 show a much smaller HC and a much larger MS . The magnetisation
will be aﬀected by both the size and ﬁlm thickness of the samples, however such
a large diﬀerence can only be explained by an improved magnetic quality of the
layer, which correlates well with the crystallinity and improved surface morphology
detailed in the previous sections of this chapter.
There is also a noticeable diﬀerence between the two JSb/Mn = 6.5 samples,
with the sample grown at Tsub=350◦C giving the smallest coercive ﬁeld (103 Oe) and
the largest saturation magnetisation (0.001245 emu)(ﬁgure 4.30). These improved
values for JSb/Mn = 6.5 Tsub = 350◦C agree with the TEM ﬁndings which show
it has the lowest level of intermixing in the MnSb layer. The sample grown at
JSb/Mn = 6.5 and Tsub = 350◦C also exhibits a stepped shape in its loop (ﬁgure
4.30) which is present on both the up and down sweeps of the scan. These steps are
caused by the magnetic switching of the diﬀerently sized hexagonal domains seen in
AFM and SEM.
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JSb/Mn Tsub MnSb volume (cm3) MS (emu) MR (emu) HC (Oe)
6.5 350◦C 1.38 E-6 1.245 E-3 1.098 E-3 103
6.5 415◦C 1.85 E-6 1.075 E-3 0.905 E-3 211
3.5 415◦C 1.92 E-6 0.486 E-3 0.312 E-3 683
Table 4.3: Saturation magnetisation (MS), remnant magnetisation (MR) and coer-
cive ﬁeld (HC) values for M-H loops shown in ﬁgure 4.29. Volumes were calculated
using thicknesses obtained from TEM images.
Figure 4.29: M-H measurements obtained using a VSM at 10 K for MnSb/In-
GaAs(111)A grown using favourable (JSb/Mn=6.5) and non-favourable (JSb/Mn=3.5)
growth conditions, with the magnetic ﬁeld aligned in-plane.
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Figure 4.30: (a) A close-up comparison of M-H measurements for samples grown
using JSb/Mn=6.5, obtained using a VSM at 10 K with the magnetic ﬁeld aligned in-
plane. (b) Zoom in of top section of loop revealing stepped structure for the sample
grown using Tsub = 350◦C
4.4 Summary
Results presented in the previous sections of this chapter show that for MnSb growth
on In1−xGaxAs(111)A, both JSb/Mn and Tsub play an important role in the layer
growth. Sb-limited growth occurs at JSb/Mn=3.5, with excess Mn diﬀusing into the
substrate as it will not re-evaporate within the substrate temperature range used.
Growth is dominated with Sb inclusions for JSb/Mn=9.5. For growth which does
not have an excess of Sb (JSb/Mn ≤ 6.5), an increase in substrate temperature leads
to an increase in out-diﬀusion of In and Ga into the overlayer. A ﬂux ratio of
JSb/Mn = 6.5 gave the optimum layer growth. This was shown by JSb/Mn = 6.5
samples having the lowest amount of surface crystallites, lowest RMS roughness,
and improved magnetic properties. There was found to be a diﬀering preference
of substrate temperature for either a smooth surface or a sharp interface. A lower
substrate temperature of 350◦C was found to produce the best interface between
overlayer and substrate, containing the least amount of intermixing. However these
settings also produced nanosized hexagonal structures protruding from the surface.
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The higher substrate temperature of 415◦C produced the smoothest surfaces with the
lowest RMS roughness values, but also a large amount of intermixing at the interface.
This suggests that the optimum growth temperature, which would produce samples
with both a smooth surface and an abrupt interface, lies somewhere between these
two values.
The use of a two-stage growth process led to higher quality n-MnSb layer, ev-
idenced by n-MnSb(0002) signals being present for all sample including JSb/Mn=3.5.
However the diﬀusion lengths observed suggest that a longer initial stage of depo-
sition is required to decrease the eﬀect of interface structure on the growing layer.
Surface crystallites were found to form during growth, which increased in size at
higher JSb/Mn values. These crystallites could be linked to nucleation at surface
threading dislocations which originate in the InGaAs substrate. The size increase at
higher JSb/Mn values suggests that they are either mainly MnSb2 or h-Sb.
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Chapter 5
MnSb/GaAs(111)A Vs
MnSb/GaAs(111)B
5.1 Introduction
An important factor to consider when growing thin ﬁlms by MBE, other than the
substrate temperature and ﬂux ratio, is the substrate surface chemistry. This plays
an important role in determining the structural and electronic properties of the
epitaxial layer [72]. The polar (111) surfaces of III-V semiconductors demonstrate
diﬀerences in both electronic [134] and structural properties [65]. Nishida et al. found
that for Ga-V substrates the (111)A surfaces undergo a relaxation towards the bulk,
whereas (111)B surfaces expand away from the bulk. These diﬀerences mean that
the orientation of (111) substrates can aﬀect the growth processes occurring during
MBE thin ﬁlm deposition [70]. TEM studies of the growth of zincblende (zb) GaN
onto GaAs(111) substrates using organometallic vapour phase epitaxy have shown
that samples grown on GaAs(111)A displayed an improved quality of both interface
structure and crystallinity of the zb-GaN layer [135][136]. The choice of substrate
termination has also been found to aﬀect the properties of sulfur passivation of
GaAs(111) surfaces [137] [138]. Murphy et al. found that a full surface layer of
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sulfur forms on GaAs(111)A surfaces, however a mixed As and sulfur termination is
formed on GaAs(111)B surfaces.
There have been a substantial number of MBE studies of MnSb deposition
onto GaAs(111)B [139][58][140][141] [142] [143] [144], but there have been relatively
few for MBE growth of MnSb on GaAs(111)A [118]. Lawniczak-Jablonska et al.
[145] investigated the formation of MnSb inclusions within a GaSb matrix, deposited
on a GaAs(111)A substrates. Hot wall epitaxy studies of MnSb ﬁlms grown on
GaAs(111)A were conducted by Tatsuoka et al. [146], and it was concluded from
MnSb(0002) XRD FWHM values that layers grown on GaAs(111)B were of higher
crystalline quality. This was explained by the fact that the Ga termination of the
(111)A surface meant that bonding to both Mn and Sb could occur, which aﬀects
the structural quality of the growing layer. Research comparing the MBE growth of
the related half-metallic ferromagnet NiMnSb on both GaAs(111)A and GaAs(111)B
surfaces was conducted by Van Roy et al. [147], and interestingly it was reported
that there were only small diﬀerences in growth on the two substrate orientations.
It is clear that the polarity of GaAs(111) substrates can strongly aﬀect the
outcome of thin ﬁlm growth, but despite this fact there has not yet been a similar
polarity comparison study for the growth of MnSb via MBE onto GaAs(111) sur-
faces. Therefore a polarity comparison study of MnSb ﬁlms grown onto GaAs(111)A
and GaAs(111)B surfaces was carried out. Results will be presented as follows: ex-
perimental details of sample growth and characterisation will be given in sec. 5.2,
experimental data including RHEED, XPS, SXRD and AFM is presented in sec.
5.3, and a summary is then given in sec. 5.4.
5.2 Experimental Details
To investigate the eﬀect of surface polarity on the epitaxial growth of MnSb on
GaAs(111) substrates, an SXRD experiment was conducted at the I07 beamline
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at DLS. Prior to the experiment at Diamond (UK), some out-of-plane symmetric
XRD data was also collected from a few samples on the XMaS beamline at the
ESRF (France). Sample growth conditions used at Warwick, and sample preparation
performed at I07, are summarised in table 5.1. The sample set included ultra-thin
ﬁlms of approximately 5 nm, and thick ﬁlms of approximately 100 nm grown on both
GaAs(111)A and GaAs(111)B substrates. For 100 nm thick samples the standard
two-stage growth procedure was used, with a 60 second deposition at Tsub = 350◦C
and the remainder of the growth time at Tsub = 415◦C . Due to the very short
growth time required for the 5 nm ﬁlms, only a single deposition stage was used at
Tsub = 415
◦C. The shortened deposition times meant that the eﬀective ﬂux ratio
for the 5 nm ﬁlms was approximately JCorrSb/Mn=7.5. All CTR data presented in this
chapter was taken without a ﬁxed incident angle, therefore the diﬀraction is from
the entire sample.
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5.3 Results
5.3.1 RHEED
Prior to deposition clean GaAs(111)A and GaAs(111)B surfaces were prepared using
Ar sputtering and annealing. After cleaning RHEED patterns where measured along
two principle in-plane directions as shown in ﬁgure 5.1. These gave surface recon-
structions as expected from previous work [148][101], with the GaAs(111)A substrate
showing a (2×2) surface (ﬁgure 5.2), and the GaAs(111)B substrate showing a weak
Sb background induced triple domain (1×3) surface (ﬁgure 5.4).
5 nm samples
For sample 5-A1 the substrate pattern faded within 3 seconds of opening the cell
shutters, with (2×) fractionals and transmission spots appearing after 10 seconds.
After the full deposition time the RHEED pattern had become a strong and sharp
(2×2), without any transmission spots. For sample 5-B the substrate streaks faded
within 6 seconds, with blurred integer streaks and weak (2×) fractionals appearing
after 10 seconds. There was also a large amount of modulation in the intensity of the
streaks, as well as the appearance of transmission spots on the integer streaks. After
the full deposition the RHEED pattern was a (2×2) with weak fractional streaks. For
single-stage deposition of MnSb at Tsub = 415◦C, the presence of transmission spots
shows that both substrates have initially 3D island growth. However the sharper
clearer pattern for sample 5-A1 shows that deposition on GaAs(111)A led to layers
with higher crystalline quality layers.
100 nm samples
RHEED patterns collected after the ﬁrst and second stages of deposition onto sample
100-A are shown in ﬁgure 5.2. The substrate fractional streaks had disappeared
within 3 seconds, and the integer streaks faded after 20 seconds. A (2×) in the
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[11	20] direction formed after 25 seconds, and the pattern remained (2×2) throughout
the remainder of the ﬁlm growth. The RHEED patterns at the end of growth of
sample 100-A (ﬁgure 5.2c) show a strong and sharp (2×2) pattern, with faint Kikuchi
features and multiple Laue zones present. The line proﬁle shown in ﬁgure 5.3 is taken
along the red line in ﬁgure 5.2, and shows the presence of a faint (2×) signal, along
with an additional weaker signal. Dotted vertical lines at the approximate centres
of the each peak indicate that this additional signal is closer to the positions of
the fractional (2×) streaks than the integer positions. This shows that surface has
a mixture of reconstructions, including a (2×) and a (3×) with the 1/3 fractional
missing. This (3×) is most likely due to a √3×√3-R30◦ reconstruction, which has
previously been seen to co-exist with other reconstructions on MnSb(0001) surfaces
[125].
Figure 5.1: RHEED reciprocal space directions for a (2×2) reconstruction on a
hexagonal lattice. Integer signals are shown in large open circles, and fractional
signals are shown in small ﬁlled grey circles.
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Figure 5.2: RHEED patterns from sample 100A measured along the [2	110] and [10	10]
direction (a) on clean GaAs(111)A substrate (b) after 1st stage deposition (c) after
full deposition. The red line shows the section of image used for the line proﬁle
shown in ﬁgure 5.3.
Figure 5.3: Line proﬁle from sample 100-A after 1st stage deposition taken from red
line shown in ﬁgure 5.2, highlighting the existence of a mixture of reconstructions
on the surface. Solid vertical lines indicate positions of integer signals, dotted lines
indicate positions of fractional signals.
RHEED patterns collected from sample 100-B1 after the ﬁrst and second
stages of MnSb deposition are shown in ﬁgure 5.4. RHEED observations during
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growth showed that initially the substrate fractional streaks faded within 7 seconds,
with a blurry (1×) pattern emerging after 25 seconds. RHEED patterns collected
after the end of the ﬁrst deposition stage (ﬁgure 5.4b) show a faint (2×2) pattern
with transmission spot features commensurate with the substrate streaks. RHEED
patterns collected after the second growth stage (ﬁgure 5.4c) show a sharp 2 × 2
pattern. This pattern was weaker than the pattern from sample 100-A, and showed
weaker integer and fractional order streaks compared to background. This indicates
that for (111)B substrates the initial deposition proceeds via 3D island growth.
Sample 100-B1 also had less pronounced Laue zones and Kikuchi features when
compared with sample 100-A, meaning the n-MnSb ﬁlm of sample 100-B is of poorer
crystalline quality. These observations indicate that, for two-stage growth of MnSb,
GaAs(111)A substrate promotes better 2D epitaxial growth of MnSb when compared
to the GaAs(111)B substrate.
Figure 5.4: RHEED patterns from sample 100-B1 measured along the [2	110] and
[10	10] direction (a) on clean GaAs(111)A substrate (b) after 1st stage deposition (c)
after full deposition.
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In-plane lattice parameters calculated from RHEED integer streak spacings
are shown in table 5.2. Both substrates show a decrease in lattice constant following
the second deposition stage, and the values from 100-B are slightly higher at both
growth stages. However all values are within error of each other, so no deﬁnitive
conclusions can be drawn about in-plane diﬀerences due to polarity.
Sample Deposition stage a lattice parameter (Å)
100-A
1st 4.13
2nd 4.12
100-B1
1st 4.17
2nd 4.12
Table 5.2: In-plane n-MnSb lattice constants for 100 nm samples, calculated from
RHEED integer streak spacing. Values were calibrated to integer spacing from
GaAs(111) substrate. Errors on all values are ±0.07 Å.
5.3.2 Decapping monitoring
After MnSb ﬁlm deposition most samples had a protective Sb capping layer de-
posited prior to removal from the Warwick UHV system, and therefore required a
decapping step once inside the UHV chamber at Diamond. Note that Sample 100-
B2 was indium bonded to the sample plate in a protective Ar atmosphere, with
the aim of minimising the probability that the heating step required for bonding
would disrupt the Sb protective cap. Once loaded into the UHV chamber at I07, the
capped samples underwent a decapping stage by annealing to Tsub= 300-350◦C for
approximately 30 minutes. Changes to the substrate temperature (monitored with
a thermocouple attached to the sample stage), as well as the variations in chamber
pressure were measured during the decapping process. Plots of substrate temper-
ature and pressure are shown in ﬁgure 5.5. These show very similar behaviour for
all decapped samples, with a peak in chamber pressure occurring once the heater
had reached approximately 300◦C. Note that for sample 5-A1 there was lag in time
between when the heater power was increased and when the thermocouple registered
the change. This is why the peak in pressure for the 5-A1 sample appears to be oc-
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curring at a slightly lower temperature when compared to the other samples. LEED
patterns observed after decapping showed blurry hexagonal (1×1) patterns for both
5-A1 and 100-B2. No LEED pattern was obtained from the decapped 5-B sample.
Figure 5.5: Plots of buﬀer chamber pressure (red circles) and substrate thermocouple
temperature (black squares) measured during the Sb decapping process for sample
(a) 5-A1, (b) 5-B, and (c) 100-B2.
5.3.3 XPS
To gain more information about the cleanliness of the decapped surfaces, XPS data
from the Sb 3d and Mn 2p regions was collected from all decapped samples (ﬁgure
5.6). Scans around the Sb 3d peak positions (ﬁgures 5.6a,c,e) show the presence of
the Sb 3d doublet, as well as an O 1s peak for all samples. However the Sb signal is
considerably weaker for sample 5-B, indicating less Sb content at the surface. The
scans from samples with strong Sb signal (5-A1 and 100-B2) were ﬁtted with two Sb
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doublets, indicating two environments for Sb. The stronger doublets are attributed
to Sb-Mn bonding, and the weaker doublets are most likely due to bonding within
an intermixed area near the interface.
Scans around the Mn 2p region (ﬁgures 5.6 b,d,f) indicate the presence of
two Mn doublets for all three samples. The stronger doublets are assigned to Mn-
Sb bonding, and the weaker doublets are assigned to Mn-O bonding. These results
indicate that the standard Sb capping method was not eﬀective for preserving clean
surfaces of the MnSb ﬁlms, which agree with the LEED patterns observed for the
decapped samples. The heating step, used for indium bonding of samples to the
holder prior to loading into UHV, is the most likely cause of the surface oxidation.
One possible explanation for the 5 nm ﬁlm on GaAs(111)B being more susceptible
to oxidation could be that it possessed a lower quality Sb cap to begin with, meaning
that the heating during indium bonding had a larger disruptive eﬀect.
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Figure 5.6: XPS data measured after the Sb decapping process for sample (a,b)
5-A1, (c,d) 5-B, and (e,f) 100-B2. Red lines show full ﬁt proﬁle, dashed grey lines
show background function, and other colours of solid lines indicate pairs of doublet
peaks ﬁtted to either Sb 3d or Mn 2p.
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5.3.4 In-plane XRD
Figure 5.7 shows a HK plot of the various in-plane scan directions, along with the
expected in-plane signals from GaAs and MnSb. All samples contained signals from
GaAs(111), n-MnSb(0002) and GaSb(111). There were also additional types of sig-
nals seen in some scans (ﬁgure 5.8) and these have been labelled as follows: powder
ring style signals are labelled P and extremely diﬀuse signals are labelled D. Some
signals did not match peak positions for any oxides (Sb2O3, Sb2O5, MnO), or any
of the usual materials that arise from segregation or interdiﬀusion (MnAs, GaSb,
h-Sb). These unidentiﬁed peaks have been marked with an asterisk (*) in ﬁgures 5.9
- 5.12.
Figure 5.7: HK plot of expected reﬂections for GaAs(red circles) and MnSb(blue
circles). The sizes of circles with the same colour indicate the relative intensities of
reﬂections for that material, but circle sizes do not give any information of intensity
comparisons between materials. Arrows indicate the in-plane scan directions.
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Figure 5.8: Example detector images of additional signals seen for in-plane scans.
(a) Powder ring style signal, and (b) very diﬀuse intensity.
HK scans 5 nm samples
In-plane scans collected from samples 5-A1 and 5-B are shown in ﬁgures 5.9 and
5.10. These scans show that sample 5-B shows a stronger in-plane GaSb signal,
which demonstrates that GaSb forms more readily during the early stages of MnSb
deposition on GaAs(111)B. For these 5nm samples, in-plane strain values relative to
bulk lattice constants were calculated from ﬁtting peak positions of the GaSb and
n-MnSb signals present at H (or K) = 3. The calculated strain values are shown
in table 5.3, and from these it can be seen that the strain of the n-MnSb is lower
for the (111)A substrate. The strong signal labelled 1 in scans shown in ﬁgure 5.10
could potentially be due to c-MnO(111) (a = 3.178Å) expected at H(or K)= 1.258.
However similar signals are not seen in the individual [H00] and [0K0] scans, and the
signals in the [HK0] scans are weak and broad, meaning a deﬁnitive identiﬁcation is
not possible.
Sample n-MnSb in-plane strain (%) GaSb in-plane strain (%)
5-A1 -0.33 ± 0.01 -0.85 ± 0.01
5-B -0.58 ± 0.02 -0.64 ± 0.01
Table 5.3: In-plane strain values for n-MnSb and GaSb present in the 5nm MnSb
samples relative to the bulk lattice parameters MnSb 4.128 Å, and GaSb 4.326 Å
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Figure 5.9: In-plane H or K scans measured on sample (Top) 5-A1, (Bottom) 5-B.
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Figure 5.10: In-plane HK scans measured on sample (Top) 5-A1, (Bottom) 5-B.
HK scans 100 nm samples
In-plane scans for the 100nm samples are shown in ﬁgures 5.11 and 5.12. The in-
plane strain values calculated from peak ﬁtting for [H00] scans are shown in table 5.4.
For both substrates, when considering changes for going from 5 nm to 100 nm ﬁlms,
the n-MnSb in-plane strain has changed from an in-plane contraction to an in-plane
expansion. This relaxation is to be expected from previous studies on this highly
strained (3.26% mismatch) system [74], which showed that the critical thickness for
MnSb ﬁlms on GaAs(111)B is approximately 3 nm. When compared to the 5 nm
ﬁlms, the 100 nm ﬁlms on both substrates also show a reduction in compressive
strain for the GaSb(111) signals, with sample 100-B1 showing the lowest in-plane
strain. This agrees with a growth model where GaSb(111) inclusions form mostly
at the interface. In this model the subsequent layers of MnSb, with larger in-plane
lattice parameter than the substrate, can counteract the compressive strain that
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the GaAs(111) substrate enacts on the GaSb inclusions. A similar reduction in
compressive strain would occur for GaSb sections which form within alloyed areas
of GaSb1−xAsx.
Sample n-MnSb in-plane strain (%) GaSb in-plane strain (%)
100-A 0.11±0.01 -0.54 ±0.02
100-B1 0.24 ±0.01 -0.12 ±0.02
Table 5.4: In-plane strain values for n-MnSb and GaSb present in the 100 nm MnSb
samples, relative to the bulk in-plane n-MnSb lattice parameter 4.128 Å.
Figure 5.11: In-plane H or K scans measured on sample (Top) 100-A, (Bottom)
100-B1.
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Figure 5.12: In-plane [H K 0] scans measured on samples (Top) 100-A, and (Bottom)
100-B1
A higher magniﬁcation plot of [0K0] scans from samples 100-A and 100-B1
shows double peaks near the GaSb(111)-030 peak (ﬁgure 5.13). On inspection of the
individual detector images, clear double signals can be seen for the GaAs and GaSb
signals (ﬁgure 5.14). The fact that the splitting is seen on two diﬀerent samples
which were mounted at random azimuths, as well as the lack of splitting in the n-
MnSb signal, shows that this splitting is a feature of the sample and not a spurious
signal from any diﬀractometer equipment. The fact that this splitting is seen in both
the GaAs(111) and GaSb(111) signals shows that the GaSb is heavily inﬂuenced by
the GaAs. The broadness of the MnSb(0002) signals indicates that it is still aﬀected
by the underlying GaAs, but to a lesser degree than the GaSb. These observations
agree with a model that has GaSb predominantly formed at the interface, acting
as a spacer between GaAs and MnSb. Interestingly the splitting is only present
for the in-plane [0K0] direction, and is not observed for in-plane scans in the [H00]
direction. Splitting of signals can be seen in samples where there are two separate
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domains slightly rotated relative to one another. However, this has been ruled out
because if this was the case then there would be splitting seen for both the [H00]
and [0K0] scan directions.
Figure 5.13: Zoomed in plot K scans shown in ﬁgure 5.11, highlighting double signals
present for GaSb signals
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Figure 5.14: Detector images from [H00] and [0K0] scans from sample (a) 100-A,
and (b) 100-B1. A double signal can be seen for GaSb and GaAs signals in both
[0K0] scans, but not in [H00] scans.
5.3.5 Out-of-plane XRD
[00L] line proﬁle ﬁtting - 5 nm samples
Out-of-plane θ− 2θ data collected from 5 nm samples before decapping (ESRF) and
after decapping (I07) is shown in ﬁgures 5.15 and 5.16. It can be seen that for the 5
nm samples a much stronger n-MnSb(0002) signal is present for the (111)A samples,
which is in agreement with the early stage RHEED observations detailed earlier.
Broad signals can be seen near Qz = 2.1 Å−1 indicated by the grey shaded region
in ﬁgure 5.15. These are attributed to surface Sb oxides since these signals were no
longer present in the scans from decapped samples (ﬁgure 5.16).
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Figure 5.15: Out-of-plane symmetric diﬀraction data collected from capped 5nm
MnSb samples
Figure 5.16: Out-of-plane symmetric diﬀraction data collected from decapped 5nm
MnSb samples
To gain more information from the out-of-plane symmetric diﬀraction for the
5 nm samples presented in ﬁgures 5.15 and 5.16 , the scans were converted into CTR
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00L format to allow for proﬁle ﬁtting. For both samples there is a peak in intensity
to the right of the GaAs(111) signal at roughly Qz = 2.0 Å−1 , indicated with red
dots in ﬁgure 5.16. This type of peak has previously been attributed to MnSb(1	101),
but it is actually part of a much broader peak centred on the GaAs(111) peak. It
was found that this broader peak can be ﬁtted with a mixed alloy interfacial region
of GaAs1−xSbx, which has a slightly expanded c-lattice compared to the underlying
bulk.
For both samples two types of surface models were tested, with each type
having a GaAsSb layer and a MnSb layer (ﬁgures 5.19 and 5.20). In the type-I
models the GaAsSb layer and MnSb layer were stacked on top of one another. For
the type-II models individual surface models were used for the GaAsSb layer and the
MnSb layer, both being directly on top of the bulk GaAs. The best ﬁts to proﬁles
from samples 5-A1 and 5-B are shown in ﬁgures 5.17 and 5.18 respectively. Due
to the ﬁtting only using a section of one CTR, a full χ2 ﬁt was not suitable, but a
visual inspection shows that for both samples a better ﬁt is obtained from the type-II
model. This shows that diﬀusion of Sb into the bulk, and the growth of MnSb occur
on diﬀerent areas of the surface. This style of deposition is consistent with the Sb
diﬀusion being initiated by Ga droplets on the surface, which can be caused by IBA
surface preparation. A comparison of the composition for the GaAs1−xSbx layers in
these type-II ﬁt models (ﬁgures 5.19 and 5.20) shows that sample 5-A1 had less Sb
substitution occurring at the As sites, but the overall diﬀusion depth of the Sb was
larger. The large out-of-plane MnSb lattice constant for sample 5-B is most likely
an overestimate, as the eﬀect of the MnSb layer on ﬁtting was very small.
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Figure 5.17: Line proﬁle of the (00L) CTR for sample 5-A1, with best ﬁt model for
(a)one surface model (dashed blue line) and (b) two surface model (solid red line)
Figure 5.18: Line proﬁle of the (00L) CTR for sample 5-B, with best ﬁt model for
(a)one surface model (dashed blue line) and (b) two surface model (solid red line)
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Figure 5.19: Schematic representation of the two models types used for ﬁtting [00L]
data for sample 5-A1. (a) Type-I surface model where layers are stacked ontop of
one another, and (b) type-II surface model where mixed alloy interfacial layer and
the MnSb layer are separate surfaces.
Figure 5.20: Schematic representation of the two models types used for ﬁtting [00L]
data for sample 5-B. (a) Type-I surface model where both surface layers are stacked
on top of one another, and (b) type-II surface model where the mixed alloy interfacial
layer and the MnSb layer are separate surfaces.
146
[00L] line proﬁle ﬁtting - 100 nm samples
Out-of-plane symmetric diﬀraction data collected from the 100nm samples after de-
capping (ﬁgure 5.21) shows the presence of strong peaks for both GaAs(111) and
n-MnSb(0002). In individual detector images oscillations can be seen for the n-
MnSb(0002) signal from sample 100-A1 (ﬁgure 5.22), which gives an estimated thick-
ness of 60 ± 15 nm. Similar to the 5nm samples there is also a broad GaAs1−xSbx
peak present in both 100 nm samples, showing that the two-stage growth process
also produces an alloyed interface layer for both substrates.
Figure 5.21: Out-of-plane symmetric diﬀraction data collected from decapped 100
nm samples.
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Figure 5.22: Single detector images taken from out-of-plane symmetric diﬀraction
scans, and corresponding line proﬁles for sample (a) 100-A and (b) 100-B1. Red
dotted lines indicate the rough positions of maxima for oscillations observed from
sample 100-A.
To gain information about these alloyed interface layers the out-of-plane sym-
metric diﬀraction scans from the 100 nm samples were converted to 00L CTRs (ﬁgure
5.23). Due to the MnSb layers being too thick to model, only a rough ﬁtting to these
CTRs was possibly using surface models containing just a GaAs1−xSbx layer (ﬁgure
5.24). The best ﬁt models to the 100 nm samples show the same trends as with the 5
nm samples, with the GaAs(111)A sample having a larger depth of Sb interdiﬀusion
but a smaller level of Sb substitution. This diﬀusion behaviour is similar to work
by Akinaga et al. [142] who showed that the use of As ﬂux, during both anneal-
ing and a subsequent GaAs buﬀer layer stages, aids the MBE deposition of MnSb
onto GaAs(111)B surfaces. The improvement was attributed to the formation of
a perfect As-terminated surface which prevents both Ga-Sb bonding at the surface
and Sb interdiﬀusion. In comparison, the results presented in this chapter suggest
that As termination does hinder the interdiﬀusion of Sb, but it does not prevent
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interdiﬀusion entirely. The level of Sb substitution at the As sites was found to
increase on GaAs(111)B substrates. The existence of substitution on GaAs(111)B
can be explained by the fact that a much higher substrate temperature was used
when compared to Akinaga et al., and this higher substrate temperature promotes
Sb substitution at the As sites. The larger amount of Sb substitution on GaAs(111)B
is understandable, because if the substrate temperature is high enough to make Sb
substitution energetically favourable, then the GaAs(111)B surface will have more
As sites readily available to incident Sb atoms.
Figure 5.23: Line proﬁles of the (00L) CTRs for sample (a) 100-A and (b) 100-B1.
Red lines are best ﬁts from models shown in ﬁgure 5.24.
Figure 5.24: Schematic representation of the models used to obtain ﬁts to the broad
GaAs1−xSbx signals in (00L) data shown in ﬁgure 5.23, for sample (a) 100-A , and
(b) 100-B1.
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CTR separate line analysis
CTR data collected from samples showed that even the 5nm MnSb layers are relaxed
in-plane, and therefore oﬀset in the HK plane (ﬁgure 5.25). This agrees with previous
work on MnSb/GaAs thin ﬁlms, where ﬁlms were found to relax for thicknesses larger
than 3 nm [74]. The oﬀset in the HK plane makes standard CTR proﬁle analysis
unsuitable because normal CTR proﬁle ﬁtting assumes an identical in-plane spacing
for all layers. An extension for ROD has been previously created to model relaxed
surface adsorbates, however currently this software only works with square in-plane
unit cells which have cube-on-cube" epitaxy [149]. Therefore a diﬀerent method of
analysis was implemented for this dataset, which involved comparing the intensities
measured using three diﬀerent positions for the region of interest box (ﬁgure 5.26).
The middle box position (black) is centred on the GaAs CTR position, the lower box
position (red) is centred on the MnSb CTR, and the upper box position (blue) is
centered on a background signal located away from both CTRs. The box positions
only diﬀered in the y-direction of the detector image in order to maintain the same L
value across all ROI positions. This separate line analysis shows that the CTR signals
from sample 5-A1 (ﬁgure 5.26 d,e) have much higher signal-to-background ratio than
those from sample 5-B (ﬁgure 5.26 b,c). This indicates a higher crystalline quality
for layers on (111)A, which is in good agreement with the previous data presented.
Thickness oscillations can be seen for sample 5-A1 (ﬁgure 5.27), analysis of these
peaks gave an estimated thickness of 5±0.5 nm.
Out-of-plane strain values for n-MnSb calculated from peak ﬁtting of line
proﬁles obtained from separate line analysis are shown in table 5.5. When compared
with the in-plane strain values these do not agree with a volume conserving model,
which predicts a larger out-of-plane strain for (111)B. However this is a very simpli-
ﬁed model, and does not take into account extra factors such as material intermixing
and elemental segregation.
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Sample n-MnSb out-of-plane strain (%)
5-A1 0.360 ± 0.064
5-B 0.210 ± 0.046
100-A 0.282 ± 0.018
100-B1 0.297 ± 0.050
Table 5.5: Out-of-plane strain values for n-MnSb relative to the bulk lattice spacing
5.789 Å, calculated from ﬁtting peaks obtained in separate line analysis.
Figure 5.25: 3D visualisation of the 01L CTR for sample 5-A1, showing the oﬀ-set
in the HK plane for the n-MnSb signals relative to the GaAs(111) substrate signals.
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Figure 5.26: (a)Example detector image showing the three diﬀerent regions of inter-
est (ROI) used for the separate line analysis. The black box is centered on GaAs, the
red box is centered on MnSb, and the blue box is centered on background. Example
results of CTR data analysis using this separate line technique are shown for (b,c)
sample 5-B, and (d,e) sample 5-A1.
152
Figure 5.27: Detector images from the (01L) CTR for samples (Top)5-A1, and (Bot-
tom) 5-B
CTR 3D visualisations
Following on from the separate line analysis, CTR data was analysed further using
3D visualisations and taking slices through reciprocal space. CTR scans showed that
for all 6 inner CTRs (H or K ≤ 1) there are extra signals only seen in data from
sample 5-B at approximately L=2.24 and 4.20. Examples of these weak signals are
shown in ﬁgure 5.28, with identical data from samples 5-A1, 100-A and 100-B shown
for comparison. 3D visualisations of two CTRs from 5-B which possess these extra
signals are shown in ﬁgure 5.29, with the extra signals labelled with an asterisk (*).
These extra signals are currently unidentiﬁed and could be an anomalous signal from
sample contamination. Identiﬁcation would require further investigation in order to
see if these signals are reproducible.
From slices taken through these 3D visualisations shown in ﬁgure 5.29, it can
also be seen that there is the start of a second signal appearing at the edge of the
scanned areas. The existence of these dual signals at MnSb positions suggest that
there are two distinct in-plane strain states for the MnSb layer. A second strain
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state could arise from domains of strained MnSb growing on top of areas of the
In1−xGaxSb alloyed layer which have a high Sb substitution, and therefore are closer
to the in-plane lattice spacing of GaSb.
Figure 5.28: Slices through the HK plane from 3D CTR datasets. Showing slices
through (0 -1 L) CTRs averaged for L= 4.16-4.24 and slices through (1 -1 L) CTRs
averaged for L=2.24-2.32 ,from sample (a) 5-B , (b) 5-A1, (c) 100-B1, and (d) 100-A.
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Figure 5.29: Full 3D visualisations of (a) 01L and (b) 0	1L CTR data from 5-B
with corresponding slices in the HK plane. Two signals can be seen for the n-MnSb
reﬂections.
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Figure 5.30: Examples of extra signal observed in thick samples. 3D (01L) CTR
visualisations and detector images for samples 100-A (Top Left), 100-B1 (Top Right),
and 100-B2 (Bottom).
For all 100nm samples there was an extra unidentiﬁed signal present near the
GaAs(111)-014 position, with the 3D visualisations in ﬁgure 5.30 showing this extra
signal labelled with an asterisk (*). The lowest section of ﬁgure 5.30 shows a section
from a CTR collected using a n-MnSb UB matrix, and a second unidentiﬁed signal
(*2) can be seen close to the ﬁrst (*1) at a slightly higher L value. The change in
position of signal *1 for 100-B2, when compared with the positions of the * signals
present in both 100-A and 100-B1, suggest that this signal is linked to the surface
preparation technique because sample 100-B2 was the only sample indium bonded
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whilst in an inert atmosphere, and both 100-A and 100-B1 were not Sb-capped.
5.3.6 AFM
Ex-situ AFM was collected from decapped 5 nm samples grown on both GaAs(111)A
and GaAs(111)B (ﬁgure 5.31). The RMS roughness values from (1µm × 1µm) im-
ages were calculated to be 1.391 nm for 5-A1 and 1.045 nm for 5-B. The surfaces
have almost identical morphology and very similar RMS values. This suggests that
the increased layer quality evidenced by thickness oscillations for samples grown on
GaAs(111)A is primarily due to a much sharper interface between the GaAs and
MnSb.
Figure 5.31: Ex-situ AFM images collected from decapped 5 nm samples. Sample
5-A1 (Top), and 5-B (Bottom)
5.4 Summary
Growth of MnSb ﬁlms of thicknesses 5 nm and 100 nm on both GaAs(111)A and
(111)B surfaces was investigated using RHEED, XPS, SXRD and AFM. RHEED
observations during the start of deposition indicated that initial stages of growth on
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GaAs(111)A proceeds by layer-by-layer processes, whereas initial stages of growth
on GaAs(111)B were found to proceed by 3D island processes. For both substrate
polarities a strong and sharp (2×2) signal was obtained after 100 nm, suggesting that
the diﬀerence in growth process only occurs in the initial stages of deposition. XPS
data showed that the Sb capping procedure was less eﬃcient at preventing oxidation
for thin ﬁlms on GaAs(111)B. Out-of-plane symmetric diﬀraction data and CTR
data both show oscillation fringes present only for samples grown on GaAs(111)A.
Combining these oscillations with AFM measurements showed that the increase in
crystalline quality of the ﬁlms on GaAs(111)A was due to an increased interface
quality. Fitting of [00L] CTRs showed that an alloyed interface layer of GaAs1−xSbx
was formed in all samples, with GaAs(111)A substrates having thicker alloyed lay-
ers with lower Sb content. These results mean that for growth of devices utilising
MnSb/GaAs(111) interfaces, the use of (111)A substrates is recommended due to
the improved interface quality, and lower amount of Sb substitution and associated
lattice expansion.
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Chapter 6
SXRD investigation of
GaAs/MnSb/Ga(In)As
6.1 Introduction
Many spintronic applications, in particular vertical transport devices [150], require
the use of multi-layer structures [1]. For this reason, in material systems where single
layer epitaxial growth has been successful, studies sometimes progress to investigate
the growth of multi-layer heterostructures. However, for two materials A and B,
if elastic strain energies result in layer-by-layer growth for A-on-B deposition, then
layer-by-layer growth is prohibited for B-on-A deposition. This gives rise to a fun-
damental challenge in obtaining high-quality ﬁlms and interfaces during multi-layer
heterostructure growth of two dissimilar materials.
MnSb/Bi/MnSb heterostructures have been grown on GaAs(111)B using
pulsed laser deposition [151], with RHEED patterns indicating that these multi-
layers were polycrystalline. MnSb/MnAs/MnAs1−xSbx heterostructures were grown
via MBE on GaAs(001) [152], and XRD showed that the growth direction of MnAs,
MnAs1−xSbx and MnSb was primarily [	1101]. RHEED showed streaky patterns for
the MnAsSb and MnAs layers, however the third MnSb layer pattern altered to trans-
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mission spots indicating a transition to 3D island growth. More recently the growth
of NiMnSb/ZnTe/NiMnSb multi-layers on InGaAs(001) has been investigated for
applications in spin-torque devices [153]. This growth utilised a combination of
MBE for NiMnSb layers and atomic layer epitaxy for the ZnTe layer. For the upper
NiMnSb layer pronounced dots in RHEED observations showed that initial stages
of deposition onto the ZnTe spacer layer involved 3D island growth.
Whilst metal-on-semiconductor heteroepitaxy is fairly common, the study of
semiconductor-on-metal heteroepitaxy is a lot less widespread. This is due to the
fact that deposition of a single-crystal semiconductor thin ﬁlm onto a metal sur-
face is diﬃcult, with most results often being a polycrystalline thin ﬁlm [154] or
single-crystal nanostructures [155]. MnSb is a ferromagnetic metal which has sim-
ilar bonding and surface reconstructions compared to III-V semiconductors. These
properties prompt an interesting question - would crystalline III-V semiconductor
thin ﬁlms grow more readily on MnSb surfaces?
Following on from successful epitaxy of MnSb layers on Ga(In)As(111) pre-
sented in earlier chapters, as well as MnSb layer growth on GaAs(001) substrates
published by others [58] [144], a SXRD experiment was conducted to investigate the
growth of multi-layer heterostructures incorporating MnSb layers. The results of
this experiment will be presented in this chapter as follows; sample structure and
experimental details will be outlined in section 6.2, RHEED and SXRD data will be
presented in section 6.3, and a summary will be given in section 6.4.
6.2 Experimental details
Virtual substrates were grown at Warwick University following almost identical pro-
cedures to the MnSb/InGaAs(111)A samples detailed in previously. An additional
capping layer of Sb was deposited prior to removal from the UHV system in order
to protect the MnSb layer while it was transported to the UHV system in Japan.
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GaAs(111)A and InGaAs(111)A substrates were both used because even though In-
GaAs(111)A was expected to give rougher ﬁlms, it was also expected to produce
MnSb with a lower misﬁt strain which could improve GaAs overlayer deposition. On
arrival in Japan the samples were bonded to the BL11 XU sample holders using in-
dium eutectic, and once loaded inside the UHV system they were annealed to 500◦C
in order to remove the Sb capping layer and reveal the MnSb surface. Following
decapping a layer of GaAs was was deposited using settings described in table 6.1.
The total thickness of GaAs overlayer grown was 30 nm (10 nm) for the GaAs(111)A
(InGaAs(111)A) substrate 6.1. Whilst technically the term `virtual substrate' is re-
ferring to the MnSb layer, for brevity these samples are hereafter referred to as the
GaAs(111) virtual substrate, InGaAs(111) virtual substrate, and GaAs(001) virtual
substrate.
Sample Tsub (◦C) Deposition time (minutes) Growth rate(nm.hour−1)
GaAs(111) 430 60 10
InGaAs(111) 370 81 10
370 16 60
GaAs(001) 425 35 60
Table 6.1: Growth settings used for GaAs overlayer deposition.
Figure 6.1: Schematic structure diagrams of samples grown on three diﬀerent MnSb
virtual substrates:(a)GaAs(111)A, (b)InGaAs(111)A, and (c) GaAs(001)
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6.3 Results
6.3.1 Transmission Electron Microscopy
Ex-situ transmission electron microscopy (TEM) images were collected from all sam-
ples, and are shown in ﬁgure 6.2. All samples show a highly disrupted GaAs overlayer,
with images for the InGaAs(111) and GaAs(001) virtual substrates also showing an
absence of the MnSb layer material. This loss of material is due to delamination of
the MnSb layer during TEM sample preparation, which has been observed before
on previous samples. Post-decapping RHEED observations showed that the surface
perparation was not optimal for both n-MnSb(0001) and (1	101). The poor surface
preparation is attributed to a heating step in air used during indium bonding, which
most likely damaged the protective Sb caps. Also this was the ﬁrst attempt at
growing these multi-layer heterostructures, which means that the GaAs deposition
settings were not optimised. However, despite the poor quality of the overlayer, epi-
taxy was observed with SXRD providing information on both the GaAs overlayers
and the MnSb layers.
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Figure 6.2: TEM images from (a)GaAs(111) virtual substrate,(b) InGaAs(111) vir-
tual substrate, and (c) GaAs(001) virtual substrate. Red dotted lines show the rough
position of interfaces between layers.
6.3.2 X-ray Diﬀraction: (111)A virtual substrates
XRD experiments were conducted using 20 keV (0.6199 Å) photons and a 2D detector
to image scattered x-rays. Symmetric diﬀraction data was obtained from samples
before, during and after growth. For the (111)-type samples some CTR scans were
measured before and after growth, along with the accompanying RHEED patterns.
θ − 2θ symmetric diﬀraction
Out-of-plane symmetric θ−2θ measurements were collected during growth for GaAs
deposition on both(111)A virtual substrates (ﬁgure 6.3). These showed strong signals
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from the substrates (InGaAs(111) and/or GaAs(111)), along with a n-MnSb(0002)
peak. The position of these diﬀraction features hardly changed throughout GaAs
overgrowth, which was to be expected due to the lack of surface speciﬁcity for this
diﬀraction geometry.
The n-MnSb(0002) signal position is at a slightly higher Qz value for the
InGaAs(111) virtual substrate, which is to be expected due to the substrate having
a larger in-plane lattice parameter. The increased bi-axial tensile strain will result
in the MnSb layer have a larger in-plane lattice parameter, and consequently a
smaller out-of-plane lattice parameter. For the GaAs(111) virtual substrate there
is an unassigned peak labelled with ` * ', which matches the expected position for
GaAs(002). This could arise due to contamination from cleaving debris or possibly
crystallites formed at the edge of semiconductor wafer.
Figure 6.3: Symmetric out-of-plane diﬀraction data for GaAs/
MnSb(0001)/Ga(In)As(111) samples before and after GaAs growth. Qz refers
to the [0001] direction.
CTR separate line analysis: MnSb signal
CTR measurements were measured from the virutal substrate samples both before
and after GaAs overlayer deposition. These scans could not be used in full CTR
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proﬁle analysis due to the CTR signals disappearing away from the vicinity of Bragg
positions. However, analysis of the individual images close to the Bragg peaks could
still be conducted, and provided information about the change in strain state of the
MnSb layers that occurs due to the deposition of the GaAs overlayer.
The InGaAs(111) virtual substrate moved on the sample holder during GaAs
deposition, and required realignment. This new sample position meant that the [01L]
CTR was not suitable for the diﬀractometer, therefore the symmetrically equivalent
[1	1L] CTR was measured instead. Detector images from these [01L] CTR scans are
shown in ﬁgure 6.4, highlighting the positions of the n-MnSb(000n) peaks (n=2,4,6)
before and after GaAs deposition onto the GaAs(111) virtual substrate. For these
images the x-axis positions gives information on relative L-values, however it is not
a direct mapping. The y-axis represents a combination of the H and K direction,
which depends upon the position of the detector. In images before deposition the
n-MnSb signals are in the lower third, but for images after deposition the n-MnSb
are in the upper third. This indicates that there has been a shift in the HK position
of the n-MnSb CTR. The signal has also shifted slightly to the left of the image,
indicating an increase in the signals L position. To quantify this shift in L position,
separate line analysis was conducted in a similar manner to the previous chapter,
with proﬁles extracted using two diﬀerent region of interest (ROI) boxes: either
centred on the GaAs signal, or centred on the MnSb signal. Due to these not having
any background removed these will be referred to as scan proﬁles, rather than CTRs.
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Figure 6.4: 2D detector images from <01L> CTR scans, showing the positions of
n-MnSb(01	1n) signals from GaAs(111)A virtual substrate (a) before, and (b) after
GaAs deposition
Figure 6.5 shows the scan proﬁles obtained using a ROI box centered on
the n-MnSb signals for the GaAs virtual substrate, after L-shift correction. The n-
MnSb(01	1n) peaks after GaAs deposition show a shift in L position. The magnitudes
of these shifts in L position were calculated from peak ﬁtting to the MnSb line
proﬁles. The in-plane H and K shifts were calculated from individual detector images
using the methodology detailed by Hu et al. [156].
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Figure 6.5: Line proﬁles obtained from <01L> CTR scans on GaAs(111)A vir-
tual substrate sample (a) before, and (b) after GaAs deposition. Obtained using a
region of interest centered on n-MnSb signals, with no back ground removal. Un-
labelled peaks are due to background contributions from nearby signals at diﬀerent
x-positions.
The calculated values of these shifts are shown in ﬁgure 6.6a, and correspond
to an increase in the out-of-plane reciprocal lattice value and a decrease in the in
plane reciprocal lattice value. There is an increase in magnitude for the shift in L
with increasing order of reﬂection. Whereas the magnitude of in-plane shifts remains
relatively constant with increasing order of reﬂection. This shows that these shifts
are caused by changes to the out-of-plane lattice strain of the MnSb layer. The strain
values for the MnSb layer in the GaAs(111) virtual substrate are summarised in the
ﬁrst column of table 6.2. These values are relative to the average lattice constant
measured on MnSb/GaAs(111)B samples previously grown at Warwick (c=5.797 Å).
The uncertainty on these measurements, based on the L step-size used in the CTR
scan, is approximately ±0.15% .
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Figure 6.6: Magnitudes of shifts of the ﬁrst three MnSb signals, in out-of-plane (black
bars) and in-plane (white bars) directions, for (a) GaAs(111)A virtual substrate, and
(b) InGaAs(111)A virtual substrate.
Stage GaAs(111) InGaAS(111)
before GaAs deposition 1.66 0.82
After GaAs deposition -0.67 -0.67
Table 6.2: Out-of-plane strain values for n-MnSb relative to 5.797 Å. Errors on
values are described in text.
Detector images in ﬁgure 6.7 show the positions of the n-MnSb(000n) peaks
(n=2,4,6) before and after GaAs deposition onto the InGaAs(111) virtual substrate.
The type of information represented by the x-axis and y-axis in these images is the
same as that described previously for the GaAs(111) virtual substrate. The images
show a similar movement of the n-MnSb CTR, with the signals moving from the
lower third to the upper third of the image, as well as having a small shift to higher
L-values.
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Figure 6.7: 2D detector images from <01L> CTRs, showing the positions of n-
MnSb(01	1n) signals from InGaAs(111)A virtual substrate (a) before, and (b) after
GaAs deposition
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Figure 6.8: Line proﬁles obtained from <01L> CTR scans on InGaAs(111)A vir-
tual substrate sample (a) before, and (b) after GaAs deposition. Obtained using a
region of interest centered on n-MnSb signals, with no background removal. Unla-
belled peaks are due to background contributions from nearby signals at diﬀerent
x-positions.
Figure 6.8 shows the scan proﬁles obtained using a ROI box centered on
the n-MnSb signals for the InGaAs virtual substrate, after L-shift correction. The
calculated values of these peak movements are shown in ﬁgure 6.6b. Similar to
the GaAs(111) virtual substrate, the magnitudes of the movements show the trend
expected for a change to the out-of-plane lattice parameter, corresponding to an
increase of the out-of-plane L value and a decrease of the in-plane H and K values.
CTR separate line analysis: GaAs signal
Detector images in ﬁgure 6.9 are from the [01L] scans, obtained before and after GaAs
deposition. These images show the appearance of a signal around L=1 in scans taken
after GaAs deposition, which appears at the same y-axis position as the GaAs(111)
substrate signals. A signal from GaSb(111) can also be seen in the scan from the
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InGaAs(111)A virtual substrate prior to GaAs deposition, which matches with the
interdiﬀusion results presented in Chapter 4. Scan proﬁles obtained using a signal
ROI box centred on the GaAs(111) signals are shown in ﬁgures 6.10 and 6.11. These
show the appearence of extra signals at L=1,4 and 7. These have been attributed
to GaAs(111) signals occurring due to parts of the deposited GaAs(111) overlayer
adopting a stacking structure which is twinned relative to the bulk substrate.
Figure 6.9: Detector images from [01L] scans near L=1.0, for the GaAs(111) virtual
substrate (a) before and (b) after GaAs deposition, and the InGaAs(111) virtual
substrate (c) before and (d) after GaAs deposition.
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Figure 6.10: Line proﬁles obtained from <01L> CTR scans on GaAs(111)A virtual
substrate sample (a) before, and (b) after GaAs deposition. Obtained using a region
of interest centered on GaAs signals, with no back ground removal. Unlabelled peaks
are due to background contributions from nearby signals at diﬀerent x-positions.
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Figure 6.11: Line proﬁles obtained from <01L> CTR scans on InGaAs(111)A virtual
substrate sample (a) before, and (b) after GaAs deposition. Obtained using a region
of interest centered on GaAs signals, with no back ground removal. Unlabelled peaks
are due to background contributions from nearby signals at diﬀerent x-positions.
In-plane scans
To provide extra information about the in-plane properties of the sample layers,
in-plane scans were recorded. Due to time restrictions of the experiment it was not
possible to obtain a full in-plane dataset, but useful information was still obtainable
from the smaller dataset. The in-plane scans obtained from the GaAs(111) and
InGaAs(111) virtual substrates are shown in ﬁgures 6.12 and 6.13 respectively. The
[H K 0] scans show signals around H (and K )= 1.09, and the [H 00] and [0K0] scans
show a signal at H (or K ) = 2.17. The most likely identities of these signals are
n-MnAs(11	20) (Qz= 1.093) and n-MnAs(20	20)(Qz= 2.186).
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Figure 6.12: In-plane [H K 0] scan measured from GaAs(111)A virtual substrate
after GaAs deposition
Figure 6.13: (a)[H 0 0], (b) [H -K 0], and [H K 0] scans taken from InGaAs(111)A
virtual substrate. Red(Black) lines are scans taken before(after) GaAs deposition.
The Materials project database contains the elastic stiﬀness matrix for both
GaAs and MnSb (codes mp-2534 and mp-786 respectively), which were calculated
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as described by DeJong et al [157]. These stiﬀness matrices were analysed using
the online tool ELATE [158], which produced Voigt averaged elastic values shown in
table 6.3. The larger Youngs modulus for MnSb shows that stresses on this material
cause a smaller linear change in lattice parameter. The smaller Poisson ratio shows
that for in-plane lattice deformations MnSb has a smaller corresponding out-of-plane
lattice deformation.
GaAs MnSb
Young modulus (GPa) 100.85 102.66
Poisson ratio 0.216 0.187
Table 6.3: Average elastic values for GaAs and MnSb, calculated using the ELATE
online analysis tool with a Voigt averaging scheme
These elastic properties demonstrate that MnSb is less susceptible to stress
forces when compared to GaAs. and when combined with the ﬁnding of potential
MnAs signals in the samples after GaAs deposition indicates that the shift in n-MnSb
out-of-plane lattice parameter observed for both (111) virtual substrates could be
related to the formation of MnAs at the MnSb surface. These MnAs inclusions
would form via the substitution of As onto the Sb sites within MnSb. As well as the
formation of MnAs inclusions, the formation of alloyed areas of MnAs1−xSbx could
also be a contributing factor to the change in lattice parameter.
6.3.3 GaAs(001) virtual substrate
RHEED
The MnSb(1	101) is a low symmetry surface, which means that for GaAs overlayer
growth in a single orientation a low symmetry RHEED pattern would be expected.
Typical RHEED patterns recorded during GaAs deposition along the [110] and the
[1	10] are shown in ﬁgure 6.14. The spotty pattern seen in both images is due to
transmission diﬀraction occurring through epitaxial GaAs islands. These two almost
identical patterns were collected with a diﬀerence in sample rotation of 90◦, which
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shows that the GaAs overlayer is four-fold symmetric. A plausible explanation for
this would be the epitaxial relation GaAs(001)‖MnSb(1	101), which is discussed in
the next section.
Figure 6.14: RHEED patterns for directions separated by 90◦, recorded after GaAs
deposition onto GaAs(001) virtual substrate
GaAs(001)‖ MnSb(1	101) epitaxial relationship considerations
The surface of GaAs(001) is a square lattice with parameter b = 4.00 Å. In terms
of bonding, GaAs(001) has 180◦ rotational symmetry due to the directionality of
the surface dangling bonds. For successful epitaxy this square array needs to be
matched with the oblique surface unit mesh of MnSb(1	101). Using bulk n-MnSb lat-
tice parameters (a = 4.128Å, c = 5.789Å) the relative mismatches can be calculated
between the n-MnSb(1	101) and GaAs(001). The in-plane mismatch is between the
GaAs b and n-MnSb[	1102] , y =
√
c2 + 3a
2
4 = 6.804 Å(ﬁgure 6.15).
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Figure 6.15: (left) MnSb (1	101) plane relative to the n-MnSb unit cell (right) top
down view of the MnSb (1	101) plane
Comparing integer multiples of these two distances gives the ﬁrst approximate
match, allowing for a few % distortion, as 3y ≈ 5b. However using this a surface
mesh would mean that Ga atoms are left midway between the surface Sb atoms.
Doubling the distance along n-MnSb[	1	102] gives a closer possible match as shown in
ﬁgure 6.16. The common interface area [76] is 10b2 = 160 Å2, which when using the
GaAs(001) primitive mesh as the basis gives an interfacial superlattice of:10 3
0 1

There are four possible terminations for the n-MnSb(1	101) surface [159], and
density functonal theory (DFT) calculations indicate that the Sb-termination shown
in the upper panel of ﬁgure 6.16 is the most stable [160]. Metal-pnictogen bonds
have been shown to be favourable in all of our groups on-going MnSb/III-V interface
DFT calculations [161]. Based on these considerations a possible interfacial relation
is presented in the lower panel of ﬁgure 6.16. This allows Ga atoms to attach in
rows to the terminating Sb atomic rows along n-MnSb[11	20]. It seems possible that
this interface could also allow Ga-Sb bonding to occur at several points adjacent
to the third layer row of MnSb (Sb atoms labelled 3 in ﬁgure 6.16). Based on
the GaAs-on-MnSb(0001) results present earlier in this chapter, it seems likely that
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most of the interfacial strain is absorbed in the MnSb rather than GaAs. This would
lead to MnSb experiencing compressive distortion along [11	20](-3.20%) and tensile
distortion along the [	1102](+2.06%).
Figure 6.16: Plausible epitaxy for GaAs(001) on MnSb(1101). (upper) a side view
of Sb-terminated MnSb(1101) projected on to the (1100) plane. (lower) plan view
includes the top three atomic layers of MnSb (labeled as 1, 2, and 3 in both panels)
and, to scale, a layer of Ga atoms (red) on GaAs(001). Crystallographic directions
refer to the MnSb substrate.
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6.4 Summary
This chapter presented results on the growth of tri-layer heterostructures, via the
deposition of GaAs onto MnSb/In1−xGaxAs virtual substrates. This data shows
that even with sub-optimal MnSb growth and surface preparation, GaAs overlayers
can be grown onto the MnSb virtual substrates. For both MnSb(0001)/GaAs(111)A
and MnSb/InGaAs(111)A virtual substrates it was found that upon deposition the
MnSb layer undergoes a compression along the out-of-plane direction and a ex-
tension along the in plane direction. It was also found that the deposited GaAs
overlayer for both virtual substrates contains twinned domains. A potential cause
of the change in strain state to a smaller out-of-plane lattice parameter could be
the formation of MnAs at the MnSb surface. For GaAs overlayer deposition onto
the MnSb(1	101)/GaAs(001) virtual substrate it was shown that growth proceeds via
3D islands. Using a common matching interface area, a possible epitaxial relation
between the MnSb(1	101) and the GaAs(001) surfaces is proposed.
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Chapter 7
Conclusions and future work
7.1 Summary
In this thesis surface x-ray diﬀraction, along with a range of other complementary
techniques, has been used to investigate the deposition of spintronic thin ﬁlms onto
In1−xGaxAs substrates. The ﬁrst experimental chapter focussed on the early stages
of deposition for ultra-thin Sb ﬁlms onto InAs(111)B. It was shown that smooth lay-
ers of Sb with good interfaces to the InAs(111)A substrate can be grown, with CTR
proﬁle ﬁtting revealing several growth features. For deposition at high temperature
Sb layer deposition does not occur, however the top layer of As is mostly substi-
tuted for Sb. A substrate temperature of room temperature was found to enable
Sb layer-by-layer deposition, which means that the Sb/InAs(111) system is highly
applicable for further thin Sb ﬁlm fundamental research as well as integration into
novel electronic devices.
The second experimental chapter presented results of a growth study of MnSb
on InGaAs(111)A, and showed that ﬁlm growth can be strongly inﬂuenced by small
changes to growth settings, with the ﬂattest surface and a sharpest interface requir-
ing slightly diﬀerent growth conditions. This indicates that the optimum growth
conditions are somewhere between the two, and diﬀer from those found previously
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for growth of MnSb on GaAs(111). The use of a two-stage growth process was found
to improve the quality of the MnSb layer, but some intermixing at the interface was
still observed. This suggests that a slightly longer initial low-temperature deposition
stage is required to prevent interactions between the interface region and the growing
overlayer.
The third experimental chapter compared the growth of MnSb on GaAs(111)A
to growth on GaAs(111)B. It was found that initial stages of MnSb deposition
proceeds by layer-by-layer growth on GaAs(111)A, but via 3D island processes on
GaAs(111)B. XRD showed that this diﬀerence in initial growth led to higher quality
ﬁlms on (111)A surfaces. Fitting of CTR sections showed that ﬁlms on both sub-
strates formed an alloyed GaAs1−xSbx layer at the interface, which suggests that
the growth conditions used do not lead to ideal interface formation. Evidence was
found of a possible second strain state for n-MnSb within a 5 nm MnSb/GaAs(111)B
sample.
The fourth and ﬁnal experimental chapter showed initial results for the growth
of multilayer heterostructures involving MnSb layers. It was shown that growth of
epitaxial GaAs/MnSb/In1−xGaxAs was possible, and that the GaAs overlayer causes
a change in the strain state of the MnSb layer. The change in strain state was at-
tributed to the formation of MnAs at the MnSb surface. It was shown that crystalline
growth of GaAs onto MnSb(1	101) was possible, and a plausible epitaxial relation was
proposed.
7.2 Future Work
7.2.1 Sb/InAs(111)B
For this work an initial extension would be a comparison to Sb deposition onto
InAs(111)A surfaces, to highlight what eﬀects the surface termination has on the
structure of the Sb layer and consequently the transport properties. Also an in-depth
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study of transportation properties of these ﬁlms would be useful in pin-pointing the
key features of growth which can be linked to the anomalous transport measurements.
Crystal structures obtained from SXRD data ﬁtting can also now be used in future
DFT calculations.
7.2.2 MnSb/InGaAs(111)A
A further investigation is needed to ﬁnd the optimum growth conditions (i.e. smooth
surface and sharp interface without interdiﬀusion) for MnSb growth on InGaAs(111)A,
concentrating on ﬂuxes between JSb/Mn = 3.5 − 6.5 using a growth temperature of
Tsub = 415
◦C.Also a study of the eﬀect that the duration of the low temperature
deposition stage has for two-stage growth samples would be useful. The hexago-
nal morphology growth observed raises the possibility of incorporating MnSb layers
into hexagonal InGaAs/GaAs nanopillars similar to those reported by Yang et al.
[162]. Another possibility is an investigation looking at growth using higher quality
InGaAs(111) virtual substrates which incorporate an InAs interlayer as described
recently by Manoe et al. [163]. A detailed comparison to growth of MnSb on In-
GaAs(001) would also improve the understanding of interface dynamics between
these two materials.
7.2.3 MnSb/GaAs(111)A Vs (111)B
Further analysis of the decapping procedure used to remove Sb caps is needed, high-
lighting any diﬀerences between settings required for (111)A and (111)B surfaces.
Improved surface decapping procedures would allow the possibility to carry out a
(111)A Vs (111)B SXRD comparison of the MnSb surface reconstructions. A possible
extension of the MnSb deposition could be to study multiple additional thicknesses
between 5 nm and 100 nm, to see if the diﬀerences observed are consistent at diﬀerent
thickness. The use of As ﬂux during surface preparation, as well as a GaAs buﬀer
layer, could be investigated to try to minimise the interdiﬀusion at the interface.
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7.2.4 GaAs/MnSb/Ga(In)As
Similar to work on GaAs(111), there needs to be further analysis on the decapping
procedure required for capped samples grown on Ga(In)As(111)A and GaAs(001).
Once the decapping procedure has been perfected this will allow further studies
of more complex multilayer samples. To better understand the interface between
MnSb(1	101) and GaAs(001) a growth study of MnSb/GaAs(001) would be beneﬁ-
cial. Growth of multi-layer structures could also be extended to the (111)B surface
terminations.
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Listing A.1: Example code used for calculating L-shift in CTR signal
1 [data,path] = uigetfile('*.csv');
2 %break up array into individual columns
3 M = importdata([path data]);
4 H = round(M(:,1));
5 K= round(M(:,2));
6 L = M(:,3);
7 I =M(:,4);
8 dI =M(:,5);
9 columns = length(M(1,:));
10 if columns==11
11 sigpix_x=M(:,6);
12 sigpix_y=M(:,7);
13 alp=M(:,8);
14 gam=M(:,9);
15 del=M(:,10);
16 om =M(:,11);
17 elseif columns==10
18 sigpix_x=M(:,6);
19 alp=M(:,7);
20 gam=M(:,8);
21 del=M(:,9);
22 om =M(:,10);
23 end
24 %−−−−−define experiment and detector setup−−−−−
25 deg_pp = 0.01095;%radians per pixel on pilatus detector
26 cen_px =240; %central pixel in x
27 cen_py = 96; %central pixel in y
28 k = (2*pi)/0.61991; %wavevector of x−rays used in scan
29
30 Lshifted = zeros(length(M),1);
31 deg_hor=zeros(length(M),1);
212
32 for n=(1:length(L))
33 deg_hor(n) = ( sigpix_x(n)− cen_px)*deg_pp; %degree shift away from
defined centre of detector
34 inc_qz_cen = k*sin(deg2rad(alp(n)));
35 exit_qz_cen = k*sin(deg2rad(gam(n)−alp(n)));
36 exit_qz_sig = k*sin(deg2rad(gam(n)−alp(n)−deg_hor(n)));
37 total_cen_qz = inc_qz_cen + exit_qz_cen;
38 total_sig_qz = inc_qz_cen + exit_qz_sig;
39 Lshifted(n)= L(n)*(total_sig_qz/total_cen_qz);
40 end
41
42 %plot CTR line profiles for comparison
43 x1=L;
44 y1=I;
45 x2=Lshifted;
46 y2=I;
47 fig = gcf;
48 figure(fig);
49 semilogy(x1,y1,'−o',x2,y2,'−*'), ylabel('Intensity'),xlabel('L'),title
([data(1:6) ' Lshifted']),legend('L from scananlysis','L shifted'),
grid 'on';
50
51 %save Lshifted dataset
52 outfilename = [path data(1:7) '_MnSb−Cen_Lshifted.dat'];
53 fid = fopen(outfilename,'w');
54 outfile = [H, K, Lshifted, I, dI];
55 outfile = transpose(outfile);
56 fprintf(fid,'%11.6f %11.6f %11.6f %15.8g %15.8g\n',outfile);
57 fclose(fid);
Listing A.2: Example code used to convert .hdf5 ﬁles to .VTK ﬁles
1 %script to read in hdf5 files and save to VTK file for use in mayavi 3d
2 %plotting software
3 scan1 = '209404';
4 scan2 = '209404';
5
6 filename = ['C:\my−www\binoculars\scripts\mesh_' scan1 '_' scan2 '.hdf5
'];
7 Hdatasetname = '/binoculars/axes/H';
8 Hdata = h5read(filename,Hdatasetname);
9 Kdatasetname = '/binoculars/axes/K';
10 Kdata = h5read(filename,Kdatasetname);
11 Ldatasetname = '/binoculars/axes/L';
12 Ldata = h5read(filename,Ldatasetname);
13 countdata = h5read(filename,'/binoculars/counts');
213
14
15 %normalise countdata to its maximum value then *10000
16 countdata_max = max(max(max(countdata)));
17 countdata_norm = countdata./countdata_max;
18 countdata_norm = countdata_norm.*10000;
19
20 %save ranges of H K L into python file for running in Mayavi
21 FID = fopen(['C:\Anaconda2/' scan1 '_' scan2 '_ranges.py'],'w');
22 fprintf(FID,'axes.axes.ranges = array([ %d , %d , %d, %d , %d ,
%d ])\n',Ldata(2), Ldata(3),Kdata(2),Kdata(3),Hdata(2),Hdata(3))
;
23 fprintf(FID,'text.text = u''%s''\n',[scan1 '−' scan2]);
24 fclose(FID);
25 %save copy of ranges for image plane slicing
26 FID = fopen(['C:\Anaconda2/' scan1 '_' scan2 '_ranges1.py'],'w');
27 fprintf(FID,'axes1.axes.ranges = array([ %d , %d , %d, %d , %d
, %d ])\n',Ldata(2), Ldata(3),Kdata(2),Kdata(3),Hdata(2),Hdata(3)
);
28 fprintf(FID,'text.text = u''%s''\n',[scan1 '−' scan2]);
29 fclose(FID);
30 %create structured point VTK file
31 Mat2VTK([scan1 '_' scan2 '_M2_norm.vtk'],countdata_norm,'binary');
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