Abstract. We present two quantum walk algorithms for 3-Distinctness. Both algorithms have time complexityÕ(n 5/7 ), improving the previous O(n 3/4 ) and matching the best known upper bound for query complexity (obtained via learning graphs) up to log factors. The first algorithm is based on a connection between quantum walks and electric networks. The second algorithm uses an extension of the quantum walk search framework that facilitates quantum walks with nested updates.
complexity has been exactly characterized in terms of a semidefinite program, the general adversary bound [4, 5] . To design quantum query algorithms, it suffices to exhibit a solution to this semidefinite program. However, this turns out to be difficult in general, as the minimization form of the general adversary bound has exponentially many constraints. Belovs [6] recently introduced the model of learning graphs, which can be viewed as the minimization form of the general adversary bound with additional structure imposed on the form of the solution. This additional structure makes learning graphs much easier to reason about. The learning graph model has already been used to improve the query complexity of many graph problems [6, 7, 8, 9] as well as k-Distinctness [10] .
One shortcoming of learning graphs is that these upper bounds do not lead explicitly to efficient algorithms in terms of time complexity. Although the study of query complexity is interesting on its own, it is relevant in practice only when a query lower bound is close to the best known time complexity.
Recently, [11] reproduced several known learning graph upper bounds via explicit algorithms in an extension of the quantum walk search framework of [12] . This work produced a new quantum algorithmic tool, quantum walks with nested checking. Algorithms constructed in the framework of [11] can be interpreted as quantum analogs of randomized algorithms, so they are simple to design and analyze for any notion of cost, including time as well as query complexity. This framework has interpreted all known learning graphs as quantum walks, except the very recent adaptive learning graphs for k-Distinctness [10] .
In k-Distinctness, the problem is to decide if there are k copies of the same element in the input, with k = 2 being Element Distinctness. The best lower bound for k-Distinctness is the Element Distinctness lower bound Ω(n 2/3 ), whereas the best query upper bound is O(n 1−2 k−2 /(2 k −1) ) = o(n 3/4 ) [10] , achieved using learning graphs, improving the previous bound of O(n k/(k+1) ) [2] . However, the best known time complexity remainedÕ(n k/(k+1) ). We improve this upper bound for the case with k = 3 using two distinct approaches.
For the first approach, described in Sections 2 and 3, we use a connection between quantum walks and electric networks. Hitting and commute times of random walks are closely connected to the effective resistance of associated networks of resistors. We develop a similar connection for the case of quantum walks. For any initial distribution over the vertices of a graph, we prove that a quantum walk can detect the presence of a marked element in O( √ W R) steps, where W is the total weight of the graph and R is the effective resistance. This generalizes a result of Szegedy that only applies if the initial distribution is stationary.
The second approach, described in Sections 4 and 5, uses quantum walks with nested updates. The basic idea is conceptually simple: we walk on sets of 2-collisions and look for a set containing a 2-collision that is part of a 3-collision. We check if a set has this property by searching for an index that evaluates to the same value as one of the 2-collisions in the set. However, to move to a new set of 2-collisions, we need to use a quantum walk subroutine for finding 2-collisions as part of our update step. This simple idea is surprisingly difficult to implement and leads us to develop a new extension of the quantum walk search framework.
Quantum Walks and Electric Networks

Random Walks and Electric Networks
Let G = (V, E) be a simple undirected graph with each edge assigned a weight w e ≥ 0. Let W = e∈E w e be the total weight. Consider the following random walk on G: If the walk is at a vertex u ∈ V , proceed to a vertex v with probability proportional to w uv , i.e., w uv /( ux∈E w ux ). The random walk has a stationary probability distribution π = (π u ) given by π u = uv∈E w uv /(2W ).
Let σ = (σ u ) be an initial probability distribution on the vertices of the graph, and let M ⊆ V be some set of marked vertices. We are interested in the hitting time H σ,M of the random walk: the expected number of steps of the random walk required to reach a vertex in M when the initial vertex is sampled from σ. If σ is concentrated in a vertex s ∈ V , or M consists of a single element t ∈ V , we replace σ by s or M by t. The commute time between vertices s and t is defined as H s,t + H t,s . We assume G and σ are known, and the task is to determine whether M is non-empty.
Assume M is non-empty, and define a flow on G from σ to M as a realvalued function p e on the (oriented) edges of the graph satisfying the following conditions. First, p uv = −p vu . Next, for each non-marked vertex u,
That is, σ u units of the flow are injected into u, traverse through the graph, and are removed from marked vertices. Define the energy of the flow as
Clearly, the value of (2) does not depend on the orientation of each e. The effective resistance R σ,M is the minimal energy of a flow from σ to M . For R, as for H, we also replace σ and M by the corresponding singletons. The resistance R σ,M equals the energy dissipated by the electric flow where the edges have conductance w e and σ u units of the current are injected into each u and collected in M [13] . The following two results can be easily obtained from the results in Ref. [14] : Theorem 1. If G, w, W are as above, s, t are two vertices of G, M ⊆ V , and π is the stationary distribution on G, then (a) the commute time between s and t equals 2W R s,t and (b) the hitting time
We show a quadratic improvement in the quantum case: If G and σ are known in advance and the superposition u∈V √ σ u |u is given, the presence of a marked vertex in G can be determined in O( √ W R) steps of a quantum walk. By combining this result with the second statement of Theorem 1, we obtain the main result of the paper by Szegedy [15] .
Tools from Quantum Computing
Although we use the language of electric networks to state our results, we use spectral properties of unitary operators in the algorithms.
Lemma 1 (Effective Spectral Gap Lemma [5] ). Let Π A and Π B be two orthogonal projectors in the same vector space, and R A = 2Π A − I and R B = 2Π B − I be the reflections about their images. Assume P Θ , where Θ ≥ 0, is the orthogonal projector on the span of the eigenvectors of R B R A with eigenvalues e iθ such that |θ| ≤ Θ. Then, for any vector w in the kernel of Π A , we have
Theorem 2 (Phase Estimation [16] , [17] ). Assume a unitary U is given as a black box. There exists a quantum algorithm that, given an eigenvector of U with eigenvalue e iφ , outputs a real number w such that |w−φ| ≤ δ with probability at least 9/10. Moreover, the algorithm uses O(1/δ) controlled applications of U and 1 δ polylog(1/δ) other elementary operations.
Szegedy-Type Quantum Walk
In this section, we construct a quantum counterpart of the random walk described in Section 2.1. The quantum walk differs slightly from the quantum walk of Szegedy. The framework of the algorithm goes back to [18] , and Lemma 1 is used to analyze its complexity. We assume the notations of Section 2.1 throughout the section.
It is customary to consider quantum walks on bipartite graphs. Let G = (V, E) be a bipartite graph with parts A and B. Also, we assume the support of σ is contained in A. These are not very restrictive assumptions: If either of them fails, consider the bipartite graph G with the vertex set V = V × {0, 1}, the edge set E = {(u, 0)(v, 1), (u, 1)(v, 0) : uv ∈ E}, edge weights w (u,0)(v,1) = w (u,1)(v,0) = w uv , the initial distribution σ (u,0) = σ u , and the set of marked vertices M = M × {0, 1}.
We assume the quantum walk starts in the state |ς = u∈V √ σ u |u that is known in advance. Also, we assume there is an upper bound R known on the effective resistance from σ to M for all potential sets M of marked vertices. Now we define the vector space of the quantum walk. Let S be the support of σ, i.e., the set of vertices u such that σ u = 0. The vectors {|u : u ∈ S} ∪ {|e : e ∈ E} form the computational basis of the vector space of the quantum walk. Let H u denote the local space of u, i.e., the space spanned by all |uv for uv ∈ E and, additionally, |u if u ∈ S. We have that u∈A H u equals the whole space of the quantum walk, and u∈B H u equals the subspace spanned by |e for e ∈ E.
The step of the quantum walk is defined as R B R A where R A = u∈A D u and R B = u∈B D u are the direct sums of the diffusion operations. Each D u is a reflection operation in H u . All D u in R A or R B commute, which makes them easy to implement in parallel. They are as follows:
-If a vertex u is marked, then D u is the identity, i.e., the reflection about H u ; -If u is not marked, then D u is the reflection about the orthogonal complement of |ψ u in H u , where
for some large constant C 1 > 0 we choose later. The vector |ψ u is not necessarily normalized. This also holds for u / ∈ S: then the first term in (3) disappears. Proof. Similarly to the Szegedy algorithm, we may assume S is disjoint from M . We perform phase estimation on R B R A starting in |ς with precision 1/(C √ RW ) for some constant C. We accept iff the phase is 1. The complexity estimate follows from Theorem 2. Let us prove the correctness. We start with the positive case. Let p e be a flow from σ to M with energy at most R. First, using the Cauchy-Schwarz inequality and the fact that S is disjoint from M , we get
Now, we construct an eigenvalue-1 eigenvector
of R B R A having large overlap with |ς (assume the orientation of each edge e is from A to B.) Indeed, by (1), |φ is orthogonal to all |ψ u , so it is invariant under the action of both R A and R B . Moreover, |φ 2 = C 1 R+ e∈E p 2 e /w e and φ|ς = √ C 1 R. Since we assumed R ≥ e∈E p 2 e /w e , we get that the normalized vector satisfies φ|ς |φ
Now consider the negative case. Define
Let Π A and Π B be the projectors on the invariant subspaces of R A and R B , respectively. Since S ⊆ A, we have Π A |w = 0 and Π B |w = |ς . Also
hence, by Lemma 1, we have that, if
for some constant C 2 > 0, then the overlap of |ς with the eigenvectors of R B R A with phase less than Θ is at most 1/(2C 2 ). Comparing this with (5), we find that it is sufficient to execute phase estimation with precision Θ if C 1 and C 2 are large enough. Also, assuming C 1 ≥ 1, we get Θ = Ω(1/ √ RW ) by (4).
Application to 3-Distinctness
In this section, we describe a quantum algorithm for 3-distinctness having time complexityÕ(n 5/7 ). This is a different algorithm from Ref. [10] , and is based on ideas from Ref. [19] .
Theorem 4. The 3-distinctness problem can be solved by a quantum algorithm in timeÕ(n 5/7 ) using quantum random access quantum memory (QRAQM) of sizeÕ(n 5/7 ).
Recall that Ambainis's algorithm consists of two phases: the setup phase that prepares the uniform superposition, and the quantum walk itself. Our algorithm also consists of these two phases. In our case, the analysis of the quantum walk is quite simple, and can be easily generalized to any k. However, the setup phase is hard to generalize. The case of k = 3 has a relatively simple ad hoc solution (see the full version of the paper).
Technicalities We start the section with some notations and algorithmic primitives we need for our algorithm. For more detail on the implementation of these primitives, refer to the paper by Ambainis [2] . Although this paper does not exactly give the primitives we need, it is straightforward to apply the necessary modifications; we omit the details here.
We are given a string
In the k-distinctness problem, the task is to determine whether the given input contains a k-collision. Inputs with a k-collision are called positive; the remaining inputs are called negative.
Without loss of generality, we may assume that any positive input contains exactly one k-collision [2] . Also, we may assume there are Ω(n) (k − 1)-collisions by extending the input with dummy elements.
For a subset S ⊆ [n] and i ∈ [k], let S i denote the set of j ∈ S such that |{j ∈ S : χ j = χ j }| = i. Denote r i = |S i |/i, and call τ = (r 1 , . . . , r k ) the type of S.
Our main technical tool is a dynamical quantum data structure that maintains a subset S ⊆ [n] and the values χ j for j ∈ S. We use notation |S D to denote a register containing the data structure for a particular choice of S ⊆ [n].
The data structure can perform several operations in polylogarithmic time. The initial state of the data structure is |∅ D . The update operation adds or removes an element: |S D |j |χ j → |S {j} D |j |0 , where that denotes for the symmetric difference. The data structure can perform several query operations. It can give the type τ of S. For integers i ∈ [k] and ∈ [|S i |], it returns the th element of S i according to some internal ordering. Given an element j ∈ [n], it detects whether j is in S, and if it is, returns the pair (i, ) such that j is the th element of S i . Given a ∈ [q], it returns i ∈ [k] such that a is a value in S i or says there is no such i.
The data structure is coherence-friendly, i.e., a subset S has the same representation |S D independent of the sequence of update operations that results in this subset. It has an exponentially small error probability of failing that can be ignored. The data structure can be implemented using quantum random access quantum memory (QRAQM) in the terminology of Ref. [20] .
The quantum walk part of the algorithm is given in the following theorem. For the k = 3, there exists a setup procedure that prepares the state |ς defined in the statement of the theorem with r 1 = r 2 = n 4/7 in timeÕ(n 5/7 ). Together with the theorem this gives anÕ(n 5/7 )-time quantum algorithm for 3-distinctness.
n be an input for the k-distinctness problem, and let V 0 be the set of all
Proof. We may assume that any input contains at most one k-collision and Ω(n) (k − 1)-collisions. Define r k = 0, and the type τ i as (r 1 , . . . , r i−1 , r i + 1, r i+1 , . . . , r k ) for i ∈ {0, 1, . . . , k}. Let V i be the set of all S ⊆ [n] having type τ i (consistent with our previous notation for V 0 ). Denote V = i V i . Also, for i ∈ [k], define the set Z i of dead-ends consisting of vertices of the form (S, j) for
: if S {j} ∈ V , the vertex corresponding to j is S {j}; otherwise, it is (S, j) ∈ Z. A vertex S ∈ V k is connected to k vertices in V k−1 differing from S in one element. Each (S, j) ∈ Z is only connected to S. The weight of each edge is 1. A vertex is marked if and only if it is contained in V k .
The algorithm of Theorem 3 is not applicable here because we do not know the graph in advance (it depends on the input), nor do we know the amplitudes in the initial state |ς . However, we know the graph locally, and our ignorance in the amplitudes of |ς conveniently cancels with our ignorance in the size of G.
Let us briefly describe the implementation of the quantum walk on G following Section 2.3. Let G = (V ∪ Z, E) be the graph described above. It is bipartite: the part A contains all V i and Z i for i even, and B contains all V i and Z i for i odd. The support of |ς is contained in A. The reflections R A and R B are the direct sums of local reflections D u over all u in A and B, respectively. They are as follows:
respectively. Here, C 1 is a constant.
The space of the algorithm consists of three registers: D, C and Z. The data register D contains the data structure for S ⊆ [n]. The coin register C contains an integer in {0, 1, . . . , n}, and the qubit Z indicates whether the vertex is an element of Z. A combination |S D |0 C |0 Z with S ∈ V 0 indicates a vertex in V 0 that is used in |ς . A combination |S D |j C |0 Z with j > 0 indicates the edge between S and S {j} or (S, j) ∈ Z. Finally, a combination |S D |j C |1 Z indicates the edge between (S, j) ∈ Z and S ∈ V .
The reflections R A and R B are broken down into the diffuse and update operations. The diffuse operations perform the local reflections in the list above. For the first one, do nothing conditioned on |S D being marked. For the second one, negate the phase conditioned on Z containing 1. The third reflection is the Grover diffusion [21] with one special element if S ∈ V 0 .
The representation of the edges is asymmetric. One vertex is contained in the D register, and the other is stored jointly by the D and C registers. The update operation changes the representation of the edge to the opposite one.
The update operation can be performed using the primitives from Section 3. Given |S D |j C |b Z , calculate whether S {j} ∈ V in a fresh qubit Y. Conditioned on Y, query the value of χ j and perform the update operation for the data structure. Conditioned on Y not being set, flip the value of Z. Finally, uncompute the value in Y. In the last step, we use that |S D |j C represents an edge between vertices in V if and only if |S {j} D |j C does the same.
Having shown how to implement the step of the quantum walk efficiently, let us estimate the required number of steps. The argument is very similar to the one in Theorem 3. We start with the positive case. Assume {a 1 , . . . , a k } is the unique k-collision. Let V 0 denote the set of S ∈ V 0 that are disjoint from {a 1 , . . . , a k }, and σ be the uniform probability distribution on V 0 . Define the flow p from σ to V k as follows. For each S ∈ V i such that i < k and S ∩ M = {a 1 , . . . , a i }, define flow p e = 1/|V 0 | on the edge e from S to S ∪ {a i+1 } ∈ V i+1 . Define p e = 0 for all other edges e. Let
This vector is orthogonal to all ψ u , so it is invariant under the action of R B R A . Also, |φ 2 = (k + C 1 )/|V 0 |, and φ|ς = C 1 /|V 0 |. Hence,
where ∼ denotes asymptotic equivalence as n → ∞.
In the negative case, define
Similarly to the proof of Theorem 3, we have Π A |w = 0 and Π B |w = |ς . Let us estimate |w . The number of edges in E is at most n times the number of vertices in V 0 ∪· · ·∪V k−
By Lemma 1, we have that if Θ = Ω(1/ |w ), then the overlap of |ς with the eigenvectors of R B R A with phase less than Θ can be made at most 1/C 2 for any constant C 2 > 0. Thus, it suffices to use phase estimation with precision Θ if C 1 and C 2 are large enough. By Theorem 2, this requires O(n/ min{r 1 , . . . , r k−1 }) iterations of the quantum walk.
Quantum Walks with Nested Updates
Introduction
Given a Markov chain P with spectral gap δ and success probability ε in its stationary distribution, one can construct a quantum search algorithm with cost
, where S, U, and C are respectively the setup, update, and checking costs of the quantum analog of P . Using a quantum walk algorithm with costs S , U , C , ε , δ (as in [12] ) as a checking subroutine straightforwardly gives complexity S +
. Using nested checking [11] , the cost can be reduced to S + S +
. It is natural to ask if a quantum walk subroutine can be used for the update step in a similar manner to obtain cost S + S +
. In most applications, the underlying walk is independent of the input, so the update operation is simple, but for some applications a more complex update may be useful (as in [22] , where Grover search is used for the update). In Section 4.3, we describe an example showing that it is not even clear how to use a nested quantum walk for the update with the seemingly trivial cost
Nevertheless, despite the difficulties that arise in implementing nested updates, we show in Section 4.4 how to achieve the more desirable cost expression in certain cases, and a similar one in general.
To accomplish this, we extend the quantum walk search framework by introducing the concept of coin-dependent data. This allows us to implement nested updates, with a quantum walk subroutine carrying out the update procedure. Superficially, our modification appears small. Indeed, the proof of the complexity of our framework is nearly the same as that of [12] . However, there are some subtle differences in the implementation of the walk.
As in [11] , this concept is simple yet powerful. We demonstrate this by constructing a quantum walk version of the learning graph for 3-Distinctness with matching query complexity (up to poly-logarithmic factors). Because quantum walks are easy to analyze, the time complexity, which matches the query complexity, follows easily.
Quantum Walk Search
In the rest of the paper, let P be a reversible, ergodic Markov chain on a connected, undirected graph G = (X, E) with stationary distribution π and spectral gap δ > 0. Let M ⊆ X be a set of marked vertices. The Markov chain can be used to detect wether M = ∅ or Pr x∼π (x ∈ M ) ≥ ε, for some given ε > 0.
Quantizing this algorithm leads to efficient quantum algorithms [12] . The quantization considers P as a walk on directed edges of G. We write (x, y) ∈ E when we consider an edge {x, y} ∈ E with orientation. The notation (x, y) means that the current vertex of the walk is x and the coin, indicating the next move, is y. Swapping x and y changes the current vertex to y and the coin to x.
The quantum algorithm may carry some data structure while walking on G; we formalize this as follows. Let 0 / ∈ X. Define D : X ∪{0} → D for some Hilbert space D, with |D(0) = |0 . We associate a cost with each part of the algorithm. The cost can be any measure of complexity such as queries or time. Setup cost: Let S be the cost of constructing
Update cost: Let U be the cost of the Local Diffusion operation, which is controlled on the first two registers and acts as |x |D(x) |0 |D(0) → |x |D(x) y∈X P (x, y) |y |D(y) .
Checking cost: Let C be the cost of |x |D(x) → − |x |D(x) if x ∈ M |x |D(x) otherwise.
Theorem 6 ([12]
). Let P be a reversible, ergodic Markov chain on G = (X, E) with spectral gap δ > 0. Let M ⊆ X be such that Pr x∼π (x ∈ M ) ≥ ε, for some ε > 0, whenever M = ∅. Then there is a quantum algorithm that finds an element of M , if M = ∅, with bounded error and with cost O(S +
Furthermore, we can approximately map |π to |π(M ) , the normalized projection of |π onto span{|x |D(x) |y |D(y) : x ∈ M, y ∈ X}, in cost
Motivating Example
3-Distinctness. Suppose the input is a sequence χ = χ 1 , . . . , χ n of integers from [q] := {1, . . . , q}. We model the input as an oracle whose answer to query i ∈ [n] is χ i . As in Section 3, we assume without loss of generality that there is at most one 3-collision and that the number of 2-collisions is in Θ(n). Note that any two 2-collisions not both part of the 3-collision are disjoint.
Quantum Walk for Element Distinctness. In [2] , a quantum walk for solving Element Distinctness was presented. This walk takes place on a Johnson graph, J(n, r), whose vertices are subsets of [n] of size r, denoted
r . In J(n, r), two vertices S, S are adjacent if |S ∩ S | = r − 1. The data function is D(S) = {(i, χ i ) : i ∈ S}. The diffusion step of this walk acts as
|S |D(S) |0 → |S |D(S)
We can perform this diffusion in two queries by performing the transformation
. We can reversibly map this to the desired state with no queries, and by using an appropriate encoding of D, we can make this time efficient as well.
To complete the description of this algorithm, we describe the marked set and checking procedure. We deviate slightly from the usual quantum walk algorithm of [2] and instead describe a variation that is analogous to the learning graph for Element Distinctness [6] . We say a vertex S is marked if it contains an index i such that there exists j ∈ [n] \ {i} with χ i = χ j (in [2] both i and j must be in S). To check if S is marked, we search [n] \ S for such a j, in cost O( √ n).
Attempting a Quantum Walk for 3-Distinctness. We now attempt to construct an analogous algorithm for 3-Distinctness. Let P denote the set of collision pairs in the input, and n 2 := |P|. We walk on J(n 2 , s 2 ), with each vertex S 2 corresponding to a set of s 2 collision pairs. The diffusion for this walk is the map
To accomplish this, we need to generate
(j,j )∈P\S2 |(j, j , χ j ) . The first superposition is easy to generate since we have S 2 ; the second is more difficult since we must find new collisions.
The obvious approach is to use the quantum walk algorithm for Element Distinctness as a subroutine. However, this algorithm does not return the desired superposition over collisions; rather, it returns a superposition over sets that contain a collision. That is, we have the state
for some garbage |ψ(i, i ) . The garbage may be only slightly entangled with (i, i ), but even this small amount of error in the state is prohibitive. Since we must call the update subroutine many times, we need the error to be very small. Unlike for nested checking, where bounded-error subroutines are sufficient, we cannot amplify the success probability of an update operator. We cannot directly use the state returned by the Element Distinctness algorithm for several reasons. First, we cannot append garbage each time we update, as this would prevent proper interference in the walk. Second, when we use a nested walk for the update step, we would like to use the same trick as in nested checking: putting a copy of the starting state for the nested walk in the data structure so that we only need to perform the inner setup once. To do this here we would need to preserve the inner walk starting state; in other words, the update would need to output some state close to n s1
) |S 1 . While we might try to recycle the garbage to produce this state, it is unclear how to extract the part we need for the update coherently, let alone without damaging the rest of the state.
This appears to be a problem for any approach that directly uses a quantum walk for the update, since all known quantum walks use some variant of a Johnson graph. Our modified framework circumvents this issue by allowing us to do the update with some garbage, which we then uncompute. This lets us use a quantum walk subroutine, with setup performed only at the beginning of the algorithm, to accomplish the update step. More generally, using our modified framework, we can tolerate updates that have garbage for any reason, whether the garbage is the result of the update being implemented by a quantum walk, or by some other quantum subroutine.
Quantum Walks with Nested Updates
Coin-Dependent Data A quantum analog of a discrete-time random walk on a graph can be constructed as a unitary process on the directed edges. For an edge {x, y}, we may have a state |x |y , where |x represents the current vertex and |y represents the coin or next vertex. In the framework of [12] , some data function on the vertices is employed to help implement the search algorithm. We modify the quantum walk framework to allow this data to depend on both the current vertex and the coin, so that it is a function of the directed edges, which seems natural in hindsight. We show that this point of view has algorithmic applications. In particular, this modification enables efficient nested updates.
Let 0 ∈ X. Let D : (X × {0}) ∪ E → D for some Hilbert space D. A quantum analog of P with coin-dependent data structures can be implemented using three operations, as in [12] , but the update now has three parts. The first corresponds to Local Diffusion from the framework of [12] , as described in Section 4.2. The others are needed because of the new coin-dependent data.
Update cost: Let U be the cost of implementing
-The (X, 0)-Phase Flip: |x, 0 |D(x, 0) → − |x, 0 |D(x, 0) ∀ x ∈ X, and the identity on the orthogonal subspace; and -The Database Swap: |x, y |D(x, y) → |y, x |D(y, x) ∀ (x, y) ∈ E.
By cost, we mean any desired measure of complexity such as queries, time, or space. We also naturally extend the setup and checking costs as follows, where M ⊆ X is a set of marked vertices. Setup cost: Let S be the cost of constructing
Checking cost: Let C be the cost of the reflection
Observe that |π 0 := x∈X π(x) |x, 0 |D(x, 0) can be mapped to |π by the Local Diffusion, which has cost U < S, so we can also consider S to be the cost of constructing |π 0 .
Theorem 7. Let P be a Markov chain on G = (X, E) with spectral gap δ > 0, and let D be a coin-dependent data structure for
Then there is a quantum algorithm that finds an element of M , if M = ∅, with bounded error and with cost O(S +
Proof. Our quantum walk algorithm is nearly identical to that of [12] , so the proof of this theorem is also very similar. Just as in [12] , we define a walk operator, W (P ), and analyze its spectral properties. Let A := span{ y∈X P (x, y) |x, y |D(x, y) : x ∈ X} and define W (P ) :
, where ref A denotes the reflection about A. As in [12] , we can define H := span{|x, y : (x, y) ∈ (X × {0}) ∪ E} and H D := span{|x, y, D(x, y) : (x, y) ∈ (X × {0}) ∪ E}. Also as in [12] , there is a natural isomorphism |x, y → |x, y D = |x, y, D(x, y) , and H D is invariant under both W (P ) and the checking operation. Thus, the spectral analysis may be done in H, on states without data, exactly as in [12] . However, there are some slight differences in how we implement W (P ), which we now discuss.
The first difference is easy to see: in [12] , the Database Swap can be accomplished trivially by a SWAP operation, mapping |x |y |D(x) |D(y) to |y |x |D(y) |D(x) , whereas in our case, there may be a nontrivial cost associated with the mapping |D(x, y) → |D(y, x) , which we must include in the calculation of the update cost.
The second difference is more subtle. In [12] , ref A is implemented by applying (Local Diffusion)
† , reflecting about |0, D(0) (since the data only refers to a vertex) in the coin register, and then applying (Local Diffusion). It is simple to reflect about |0, D(0) , since |D(0) = |0 in the formalism of [12] . In [12] , this reflection is sufficient, because the operation (Local Diffusion) † fixes the vertex and its data, |x |D(x) , so in particular, it is still in the space span{|x |D(x) : x ∈ X}. The register containing the coin and its data, |y |D(y) , may be moved out of this space by (Local Diffusion)
† , so we must reflect about |0 |D(0) , but this is straightforward.
With coin-dependent data, a single register |D(x, 0) holds the data for both the vertex and its coin, and the operation (Local Diffusion)
† may take the coin as well as the entire data register out of the space H D , so we need to reflect about |0 |D(x, 0) , which is not necessarily defined to be |0 |0 . This explains why the cost of (X, 0)-Phase Flip is also part of the update cost. In summary, we implement
Nested Updates We show how to implement efficient nested updates using the coin-dependent data framework. Let C : X ∪ {0} → C be some coin-independent data structure (that will be a part of the final data structure) with |C(0) = |0 , where we can reflect about span{|x |C(x) :
We use this walk to perform Local Diffusion over |x . Let d x be the data for this walk. When there is ambiguity, we specify the data structure with a subscript. For instance, |π D = x,y∈X π(x)P (x, y) |x, y |D(x, y) and |π Local Diffusion with Garbage: For some garbage states (|ψ(x, y) ) (x,y)∈ E , an operation controlled on the vertex x and C(x), acting as
Garbage Swap: For any edge (x, y) ∈ E,
The data structure of the implementation is |D(x, 0) = |C(x), 0 |π
for all x ∈ X and |D(x, y) = |C(x), C(y) |ψ(x, y) for any edge (x, y) ∈ E.
Theorem 8. Let P be a reversible, ergodic Markov chain on G = (X, E) with spectral gap δ > 0, and let C be a data structure for P . Let M ⊆ X be such that
x ) x∈X be a family implementing the Local Diffusion and Database Swap of (P, C) with cost T, and let S , U , C , 1/ε , 1/δ be upper bounds on the costs and parameters associated with each of the (P x , M x , d x ). Then there is a quantum algorithm that finds an element of M , if M = ∅, with bounded error and with cost
Proof. We achieve this upper bound using the quantization of P with the data structure of the implementation, D. We must compute the cost of the setup, update, and checking operations associated with this walk.
Checking: The checking cost C = C D is the cost to reflect about span{|x |y |D(x, y) : x ∈ M } = span{|x |y |C(x), C(y) |ψ(x, y) : x ∈ M }. We can implement this in H D by reflecting about span{|x |C(x) : x ∈ M }, which costs C C .
Setup:
Recall that |C(0) = |0 . The setup cost S = S D is the cost of constructing the state
. We do this as follows. We first construct x∈X π(x) |x, 0 |C(x), 0 in cost S C . Next, we apply the mapping |x → |x |π x in cost S . Finally, we use the quantization of P x to perform the mapping |x |π
Update: The update cost has three contributions. The first is the Local Diffusion operation, which, by the definition of D, is exactly the Local Diffusion with Garbage operation. Similarly, the Database Swap is exactly the Garbage Swap, so these two operations have total cost T. The (X, 0)-Phase Flip is simply a reflection about states of the form |x |D(x, 0) = |x |C(x) |π x (M x ) . Given any x ∈ X, we can reflect about |π x (M x ) using the quantization of P x in cost
by running the algorithm of Theorem 7. In particular, we can run the walk backward to prepare the state |π x , perform phase estimation on the walk operator to implement the reflection about this state, and then run the walk forward to recover |π x (M x ) . However, this transformation is implemented approximately. To keep the overall error small, we need an accuracy of O(1/ √ εδε δ ), which leads to an overhead logarithmic in the required accuracy. The reflection about |π x (M x ) , controlled on |x , is sufficient because Local Diffusion with Garbage is controlled on |x |C(x) , and so it leaves these registers unchanged. Since we apply the (X, 0)-Phase Flip just after applying (Local Diffusion)
† (see proof of Theorem 7) to a state in H D , we can guarantee that these registers contain |x |C(x) for some x ∈ X. The total update cost (up to log factors) is
Finally, the full cost of the quantization of P (up to log factors) is
If T = 0 (as when, e.g., the notion of cost is query complexity), then the expression is exactly what we would have liked for nested updates.
Application to 3-Distinctness
In this section we sketch an alternate proof of Theorem 4, giving a high-level description of the quantum walk algorithm, before summarizing the cost of each required procedure. First we define some notation.
We partition the input space into three disjoint sets A 1 , A 2 , A 3 of equal size, and assume that if there is a 3-collision {i, j, k}, then we have i ∈ A 1 , j ∈ A 2 and k ∈ A 3 . This assumption holds with constant probability, so we need only repeat the algorithm O(1) times with independent choices of the tripartition to find any 3-collision with high probability. Thus, we assume we have such a partition.
For any set The Walk. Our overall strategy is to find a 2-collision (i, j) ∈ A 1 × A 2 such that ∃k ∈ A 3 with {i, j, k} a 3-collision. Let s 1 , s 2 < n be parameters to be optimized. We walk on the vertices X = P s2 , with each vertex corresponding to a set of s 2 2-collisions from A 1 × A 2 . A vertex is considered marked if it contains (i, j) such that ∃k ∈ A 3 with {i, j, k} a 3-collision. Thus, if M = ∅, the proportion of marked vertices is ε = Ω( s2 n2 ). To perform an update, we use an Element Distinctness subroutine that walks on s 1 -sized subsets of A 1 ∪ A 2 . However, since n 2 is large by assumption, the expected number of collisions in a set of size s 1 is large if s 1 √ n, which we suppose holds. It would be a waste to take only one and leave the rest, so we replace multiple elements of S 2 in each step. This motivates using a generalized Johnson graph J(n 2 , s 2 , m) for the main walk, where we set m := n ), the expected number of 2-collisions in a set of size s 1 . In J(n 2 , s 2 , m), two vertices S 2 and S 2 are adjacent if |S 2 ∩ S 2 | = s 2 − m, so we can move from S 2 to S 2 by replacing m elements of S 2 by m distinct elements. Let Γ (S 2 ) denote the set of vertices adjacent to S 2 . The spectral gap of J(n 2 , s 2 , m) is δ = Ω( m s2 ).
The Update. To perform an update step on the vertex S 2 , we use the Element Distinctness algorithm of [2] as a subroutine, with some difference in how we define the marked set. Specifically, we use the subroutine to look for m 2-collisions, with m 1. Furthermore, we only want to find 2-collisions that are not already in S 2 , so P S2 is a walk on J(2n/3 − 2s 2 , s 1 ), with vertices corresponding to sets of s 1 indices from (A 1 ∪ A 2 ) \ I(S 2 ), and we consider a vertex marked if it contains at least m pairs of indices that are 2-collisions (i.e., M S2 = {S 1 ∈ (A1∪A2)\I(S2) s1
: |P(S 1 )| ≥ m}).
The Data. We store the value χ i with each (i, j) ∈ S 2 and i ∈ S 1 , i.e., |C(S 2 ) = |Q(S 2 ) and d S2 (S 1 , S 1 ) = |Q(S 1 ), Q(S 1 ) . As in Section 3, we use the data structure of [2] . Although technically this is part of the data, it is classical and coin-independent, so it is straightforward. Furthermore, since S 1 is encoded in Q(S 1 ) and S 2 in Q(S 2 ), we simply write |Q(S 1 ) instead of |S 1 , Q(S 1 ) and |Q(S 2 ) instead of |S 2 , Q(S 2 ) .
The rest of the data is what is actually interesting. We use the state π S2 (M S2 ) 
We define |ψ in this way precisely because it is what naturally occurs when we attempt to perform the diffusion.
Summary of Costs. Our setup is similar to that of Section 3. We create a uniform superposition of sets of s 1 queried indices from A 1 in costÕ(s 1 ), search for s 2 elements of A 2 that collide with the queried indices in costÕ s 2 n/s 1 , and measure those queried indices for which we did not find a collision. We add the measured indices to A 3 . This leaves a uniform superposition of sets of s 2 2-collisions in A 1 × A 2 . We create a uniform superposition of sets of s 1 queried indices from A 1 in costÕ(s 1 ), for a total setup cost of S C +S =Õ s 1 + s 2 n/s 1 .
The update walk costs follow from the above discussion, with δ = Ω( m s2 ) (the spectral gap of J(n 2 , s 2 , m)); ε = Ω(1) (the proportion of sets of size s 1 containing ≥ m 2-collisions); U =Õ(1); and C = O(1), achievable by keeping a count of the number of 2-collisions in the set.
It's not difficult to see that our garbage is symmetric, so our garbage swap is quite straightforward and requires simply moving O(m) already queried elements between data structures. Similarly, the local diffusion with garbage is accomplished by moving O(m) already queried 2-collisions between data structures, thus we have T =Õ(m). The checking is accomplished by searching A 3 for an element in collision with one of the stored 2-collisions, giving C =Õ( √ n). Plugging these into the formula of Theorem 8 gives an upper bound of O(n 5/7 ) time complexity, using the optimal values of s 1 = n 5/7 and s 2 = n 4/7 .
