Abstract Local algorithms are common tools for estimating intrinsic volumes from black-and-white digital images. However, these algorithms are typically biased in the design based setting, even when the resolution tends to infinity. Moreover, images recorded in practice are most often blurred grey-scale images rather than black-and-white. In this paper, an extended definition of local algorithms, applying directly to grey-scale images without thresholding, is suggested. We investigate the asymptotics of these new algorithms when the resolution tends to infinity and apply this to construct estimators for surface area and integrated mean curvature that are asymptotically unbiased in certain natural settings.
Introduction
In this paper, we shall investigate the class of so-called local algorithms [6, 16] used for estimation of surface area and integrated mean curvature from digital images. These algorithms are commonly used in applied sciences for analysing digital output data from e.g. microscopes and scanners, see [6, 8, 10] . The main reason for the popularity of local algorithms is that they allow simple linear time implementations [11] . However, this efficiency is usually paid for by a lack of accuracy [4, 16] .
Local algorithms have so far only been defined for blackand-white images, see e.g. [16] . In a black-and-white image of a geometric object X ⊆ R d , each pixel is coloured black if the midpoint lies in X and white otherwise. The use of local algorithms thus requires that we are able to measure precisely whether or not a given point belongs to X. In practice, however, such exact measurements are typically not possible, since the light coming from each point is spread out following a point spread function (PSF). The result is a grey-scale image where each pixel is assigned a grey-tone corresponding to a measured light intensity between 0 and 1. The standard way of overcoming this problem is to convert the image to black-and-white by choosing a threshold limit β ∈ [0, 1) and converting all pixels with grey-value greater than β to black and all others to white.
As a natural way of assessing a local algorithm, we test it in the design based setting where the observation grid has been randomly translated before the image is recorded. Ideally, the estimator should be unbiased, at least asymptotically when the resolution tends to infinity. For black-andwhite images, however, surface area and integrated mean curvature can generally not be estimated without an asymptotic bias (unless it coincides with the Euler characteristic) [4, 16, 17] .
Most previous studies for black-and-white images do not take the thresholding process into account. For volume estimators, some first studies for simple PSF's were performed in [2, 5] and in [14] , estimators for the Euler characteristic are studied in 2D. The first purpose of this paper is to study the effect of thresholding on local algorithms.
On the other hand, most of the information hidden in the grey-values is thrown away in the thresholding process. The second purpose of this paper is to give an extended definition of local algorithms, see Sect. 2.3 , that exploits the available information in the grey-scale image better but still leads to fast computations. Finally we are going to study the asymptotic bias of these estimators and apply the results to construct asymptotically unbiased estimators for surface area and integrated mean curvature.
Content of the Paper
Black-and-white and grey-scale images are defined more formally in Sect. 2.1. We recall the definition of local algorithms for black-and-white images in Sect. 2.2 and in Sect. 2.3, the extended definition of local algorithms to greyscale images is given.
We shall investigate these algorithms when the resolution tends to infinity. To make the asymptotic behaviour of grey-scale images well-defined, it is necessary to make some assumptions on how the PSF changes with increased resolution. We will assume that measurements become more accurate with increased resolution, see the precise assumption and a discussion of this in Sect. 2.1 below.
The main theoretical result related to surface area estimation is an extension of the formula in [5, Theorem 2] to a larger class of PSF's. This is stated in Sect. 3 and an abstract formula for the asymptotic mean of local surface area estimators is obtained as a corollary.
We derive some explicit consequences of these formulas to surface area estimators in Sect. 4 .
For black-and-white algorithms applied to thresholded images, we find that the asymptotic bias is the same as for the true black-and-white image, see Sect. 4.1. So as in the black-and-white case, local algorithms for surface area applied to thresholded images are not asymptotically unbiased.
In contrast to this, Sect. 4.2 shows that if the PSF is rotation invariant, asymptotically unbiased estimators based directly on the grey-values are plenty. A simple example of such an estimator is given, namely the one that counts the number of grey-values in some interval I ⊆ (0, 1). Later, in Sect. 6.3, it will be shown that if I is symmetric around 1 2 , the first order bias in finite high resolution also vanishes. This algorithm is clearly both simple and fast and it can even be applied if the grey-values in the output data are only given discretely.
For more general classes of PSF's we obtain a description of the worst case asymptotic bias in Sect. 4.3. This could be used to search for estimators minimizing the asymptotic bias.
With stronger assumptions on both the PSF and the smoothness of the boundary of the observed object, the formula [5, Theorem 2] extends to a second order formula. From this, a formula for the asymptotic mean of local estimators for the integrated mean curvature can be derived. The formula is stated in Sect. 5 .
In Sect. 6, some applications of the second order formulas to local algorithms are given. We shall see in Sect. 6.2 For thresholded images, the asymptotic mean is a bit more complicated than in the black-and-white case, now depending on the PSF, see Sect. 6.1.
The proofs of the theoretical results stated in Sect. 3 and 5 are given in a separate Sect. 7. The techniques involved in the proofs are similar to those used in [5] and [15] .
All results of the paper are theoretical. The practical usefulness of local algorithms for grey-scale images is discussed in the final Sect. 8.
Local Digital Algorithms
In this section we introduce local digital estimators for the surface area 2V d−1 (X) and integrated mean curvature
Both quantities are examples of the so-called intrinsic volumes V q , q = 0, . . . , d, hence we shall use this term when referring to both, see e.g. [13] .
Models for Digital Images
Let L be the lattice in R d spanned by the ordered basis
be the fundamental cell of the lattice. As we shall later be scaling the lattice, we may as well assume that the volume det(
We shall think of the pixels in a digital image as the translations of C v that have midpoints in L c .
Let X ⊆ R d be the geometric object that we want to study. In a black-and-white image of X, a pixel is coloured black if its midpoint belongs to X and white otherwise. Thus, the information hidden in a black-and-white image of X corresponds to the set of black pixel midpoints X ∩ L c . This is illustrated in Fig. 1 .
In practice, however, a true black-and-white image is hard to obtain since the light coming from each point is spread out following a point spread function. That is, the light that reaches the observer is given by the intensity function
where the intensity measured at x ∈ R d is given by
Here ρ is the PSF, which is assumed to be a measurable function satisfying ρ ≥ 0 and R d ρ(z)dz = 1. A digital image in the grey-scale setting is the restriction of θ X,ρ to the observation lattice L c .
Example 2.1 A simple example of a PSF is
where B ⊆ R d is a Borel set of non-zero finite volume, 1 B denotes the indicator function, and
Two examples of this kind are shown in Fig. 2 . In a. B is a ball B(R) of radius R > 0. This means that in each pixel midpoint we measure the light coming from a small disk around the point, corresponding to the fraction of the disk covered by X.
In b. B is the square
This corresponds to the situation where the picture is divided into pixels and in each pixel, the fraction of the pixel that is contained in X is measured. This PSF is studied thoroughly in [2] in 2D. It may also be relevant to consider various continuous approximations to these caused by imprecisions of measurements near the boundary of B or because points close to the point of measurement contribute a larger intensity than points further away.
In many applications, it is even relevant to consider a PSF with non-compact support. The main example to have in mind is the Gaussian
which yields a good approximation of most PSF's occurring in practice [7] .
We call a PSF reflection invariant if ρ(x) = ρ(−x) and rotation invariant if ρ(x) depends only on |x|. For instance A change of resolution to a −1 for some a > 0 corresponds to a change of lattice from L to aL. We assume that the precision of the measurements changes in such a way that the PSF in resolution a −1 is
The corresponding intensity function is denoted
In particular, the initially chosen function ρ is the PSF in resolution a = 1. The PSF is omitted from the notation whenever it is clear from the context. The transformation of the PSF with the resolution means that in high resolution, grey-values close to 1 2 become concentrated near the boundary. At the same time increasing the resolution, we also become able to measure grey-values very close to the boundary. This is the intuitive explanation why we are able to gain information about the boundary in high resolution.
In some applications, e.g. for ρ B or in some cases where the blurring is caused by the optical device, this transformation of ρ with the resolution is natural. For ρ C 0 , it simply means that pixels become smaller in high resolution. In other situations, e.g. if the light is spread out before it reaches the lens, it may be impossible for the observer to affect the blurring or a different transformation is more realistic. However, in this paper we restrict ourselves to the above setting.
Local Algorithms for Black-and-White Images
We now recall the definition of local algorithms in the case of black-and-white images, see e.g. [16, Sect. 2] for more details and justifications of such algorithms.
An n × · · · × n lattice cell is a set of the form
where z ∈ L. The set of lattice points lying in such a cell is denoted by C n z,0 = C n z ∩ L. An n × · · · × n configuration is a pair (B, W ) where B, W ⊆ C n 0,0 are disjoint with B ∪ W = C n 0,0 . A configuration corresponds to a black-andwhite colouring of C n 0,0 where B is the set of black points and W is the set of white points. We index the configurations by (B l , W l ) for l = 0, . . . ,
A local digital algorithm in the sense of [16] estimates V q by a weighted sum of configuration counts: Definition 2.1 A local digital algorithmV q for estimating V q from the image X ∩ aL c is an estimator of the form 
is the total number of occurrences of the configuration (B l , W l ) in the image and the constants w l ∈ R are called the weights.
Suppose a grey-scale digital image is thresholded at level β ∈ [0, 1). This means that the set of black lattice points is now
Replacing X ∩ aL c by this set in Definition 2.1, the resulting estimator becomeŝ
Local Algorithms in the Grey-Scale Setting
We now suggest a more general definition of local algorithms that apply directly on grey-scale images. For a finite set S of cardinality |S| and an interval I , let I S denote the space of |S|-tuples of points in I indexed by S. This is isomorphic to I |S| . A point x ∈ I S is written x = (x s ) s∈S .
The set θ X a (aC n z,0 ) of measured grey-values at the points in aC n z,0 naturally defines a point in [0, 1] To ensure integrability of z → f • Θ X a (az) when X is compact, we moreover assume that f is bounded.
In the definition, one could of course let f depend on both lattice distance a > 0 and position z ∈ R d , but due to the homogeneity and translation invariance of intrinsic volumes, we restrict ourselves to the estimators in Definition 2.2.
Example 2.2 Explicit algorithms of this type have already been suggested in [2] and [9] .
Applying a local algorithm to a thresholded image is a special case of Definition 2. 
Convergence in the Design Based Setting
As there is no natural choice of origin for a lattice in the real world, we shall study local algorithms in the design based setting. That is, we assume that the observed set X ⊆ R d is held fixed while the observation lattice L c is a random translation of L by a uniformly distributed translation vector c ∈ C v . The mean of a local estimator applied to a grey-scale image is then
As a natural way of assessing a local algorithm in the design based setting, we study the mean estimator when the resolution goes to infinity. Ideally, the algorithm would be asymptotically unbiased, i.e.
for all sets X in some large family S of subsets of R d .
In the case of surface area estimation, we more generally consider the worst case asymptotic relative mean error as a measure for how well an algorithm works:
Main Formulas for Surface Area Estimators
In order to study the asymptotic mean of a surface area estimator lim a→0 EV (f )
2) tells us to consider the integral
when a → 0. The main result of this paper related to surface area estimation, is a formula for the asymptotic behaviour of integrals of this type. The formula is stated in Sect. 3.4 below.
To prove the main result, we assume that X belongs to the class of gentle sets. This is defined in Sect. 3.1. Section 3.2 introduces and explains the conditions we need to put on the PSF, as well as some functions depending only on the PSF showing up in the main formulas.
Gentle Sets
For surface area estimators, we must assume that the set we observe belongs to the class of gentle sets, as introduced by Kiderlen and Rataj in [5] . This class includes for instance all d-dimensional C 1 manifolds with boundary and all polyconvex sets satisfying a certain full-dimensionality condition, see [5] .
First some notation: For a closed set X ⊆ R d , we let exo(X) denote the points in R d not having a unique nearest point in X. Let ξ X : R d \exo(X) → X be the natural projection taking a point in R d \exo(X) to its unique nearest point in X. We define the normal bundle of X to be the set
For (x, u) ∈ N(X) we define the reach
We can now introduce the class of gentle sets: Fig. 3 A triangle is a gentle set Figure 3 illustrates a gentle set. The inner and outer balls exist at all boundary points except at the vertices of the triangle. However, the radii of these balls may depend on the boundary point.
The condition (ii) in the definition implies that for almost all x ∈ ∂X there is a unique pair (x, u(x)) ∈ N(X) with (x, u(x)), (x, −u(x)) ∈ N(∂X). In particular, this means that there is a well-defined tangent plane at x with outward normal vector u(x).
More on the Point Spread Function
One may think of letting a → 0 as zooming in on X in each pixel. At a.a. boundary points x of a gentle set, it will look almost like a halfspace with outward normal u(x) when we zoom in. It is therefore natural that the intensity function for this halfspace shows up in the limit. As this function plays a special role, we introduce special notation for it and describe some properties in this section.
For 
This depends only on x, u . Moreover, for all a > 0 and
is independent of a. We therefore define the map
Note that θ ρ u is a continuous and decreasing map. It depends strongly and exclusively on the chosen PSF ρ in resolution a = 1. However, when ρ is understood, we often skip it in the superscripts. In order to consider PSF's with non-compact support, we will need the following technical condition:
There is a C > 0 such that ρ ≤ C a.e. and the function
The condition is satisfied for most PSF's occurring in practice, e.g. if ρ is continuous and ρ(z) ∈ O(|z| k ) for some k < −d and |z| large. In particular, Property 3.1 is satisfied for ρ Gauss .
The purpose of Property 3.1 is to ensure the following:
We often need another technical condition: 
Equivalently, θ ρ u is strictly decreasing and hence invertible in a small neighbourhood around t 0 .
In most reasonable situations, all β ∈ (0, 1) are regular values for θ u , in which case θ u is strictly decreasing and hence invertible on all of θ −1 u (0, 1). This is for instance the situation if ρ is continuous and the set {ρ > 0} is connected, in particular for ρ Gauss . Thus, technical conditions of this type can be ignored in most situations.
However, degenerate situations could occur, e.g. if the support of ρ is the union of two disjoint balls. To allow such situations, we define the following right inverses of θ ρ u :
Note that if β is a regular value for θ ρ u , then
Known Results
Kiderlen and Rataj proved the following formula in [5, Theorem 2]:
The theorem uses the following notation:
is the support function,Š = {−s | s ∈ S}, and for t ∈ R, t + = t ∨ 0 = max{t, 0}. This formula has implications to surface area estimators in the following way: Suppose we consider an image of a compact gentle set X with PSF ρ P corresponding to the indicator function for P and take Q = P . If B, W ⊆ C n 0,0 we may define a weight function by
This corresponds to an estimator that counts the number of lattice points z ∈ aL where all the observed grey-values at z + aB ⊆ z + aC n 0,0 are greater than or equal to β and all the grey-values at z + aW ⊆ z + aC n 0,0 are smaller than ω. By (2.2), the left hand side of (3.1) is
if we choose A = ∂X so that ξ
The right hand side of (3.1) yields the abstract formula
for (3.2). Note that this limit only depends on the PSF through the right inverseφ u of the functions θ u . The statement in Theorem 3.1 is more general. It allows two different PSF's ρ P and ρ Q which could for instance be relevant when more than one parameter is measured.
If X is not compact, the set ξ
∂X (A) allows us to restrict to an observation window. However, the window depends on the unknown set X, so often some knowledge about the position of X would be necessary in order to apply this. It also allows us to consider the case where X is not itself compact, but for instance the complement is. Unfortunately, the proofs do not seem to carry over to a completely general observation window.
The case where B and W are not contained in L do not seem to have any direct applications to local algorithms but may have applications other places in grey-scale morphology.
Statement of Results
We shall prove the following generalization of Theorem 3.1. Compared to this theorem, more general PSF's and a more general weight function are allowed, as well as more different PSF's. Then:
As in Theorem 3.1, we obtain a result about surface area estimators by taking just a single PSF ρ = ρ i = ρ j and letting B i = {b i } and W j = {w j } be one-point sets with b i , w j ∈ C n 0,0 . Let f be the weight function with
Taking X compact and A = ∂X, Formula (3.3) reads:
Letting b i and w j run over all points in C n 0,0 , (3.4) can be written as
Since the products of intervals c i ∈C n 0,0
C n 0,0 , it is not surprising that the above has implications for general weight functions.
Indeed, for n = 1 we shall derive a corollary for more general f . For this, consider the Borel measure on (0, 1) given by
where μ u is the Lebesgue-Stieltjes measure given by
In the case n = 1 and f = 1 (β,ω] , the limit in (3.5) can also be written as
This generalizes to a larger class of weight functions: 
Applications to Surface Area Estimation
In this section we apply the results in Sect. 3 to surface area estimators. Section 4.1 is concerned with thresholded images. In Sect. 4.2, we construct asymptotically unbiased estimators in the special case of a rotation invariant PSF, and in Sect. 4.3 we give a bound on the worst case error in the case of general PSF's.
Thresholded Images
Suppose an image is thresholded at a level β ∈ [0, 1). Let (B l , W l ) be a configuration. As noted in Sect. 2.3, the number N(β) aL c l (X) of occurrences of the configuration (B l , W l ) in the image is given by the local algorithm with weight function (2.1), which is a special case of (3.4) with β = β i = ω j , B l = {b i , i ∈ I }, and W l = {w j , j ∈ J }. Applying (3.5) in this setting shows that the number of occurrences of configuration l is asymptotically the same as for the true black-and-white image:
be a configuration and β ∈ [0, 1).
Let ρ be a PSF satisfying one of the following:
bounded with compact support.
(ii) ρ satisfies Property 3.1 and
In particular, ifV d−1 is a local estimator for black-andwhite images,
Here ⊕ denotes Minkowski addition. The last equality in
It is shown in [16] that a black-and-white algorithm for surface area is always asymptotically biased on both the class of r-regular sets (see Definition 5.1 below) and on the class of compact convex polytopes with non-empty interior. Since Corollary 4.1 shows that the asymptotic mean of surface area estimators applied to thresholded images is the same as for black-and-white images, we immediately obtain: Similarly, the optimal weights for surface area estimators computed in [17] are also best possible for thresholded images.
Surface Area Estimators with
The biasedness of local algorithms in the black-and-white case can be viewed as a consequence of the rotational asymmetry of the n×· · ·×n pixel configurations when n > 1. For n = 1 there is only one estimator, namely the volume estimator, which is well known to be unbiased. In the grey-scale setting, choosing n = 1, thus avoiding the asymmetry, leads to a wide range of estimators. Moreover, a rotation invariant PSF does not destroy the symmetry.
In this section we shall see that asymptotically unbiased surface area estimators do exist in the special case of n = 1 and a rotation invariant PSF. A simple example of such an estimator is constructed in Example 4.1.
If ρ is rotation invariant, ϕ ρ u (β) is independent of u ∈ S d−1 and we may write 
That is,V (f ) d−1 is asymptotically unbiased if and only if
where # denotes cardinality. This corresponds to an estimator with n = 1 in Definition 2.2 and weight function f = 1 I . For rotation invariant PSF's, Corollary 4.3 yields
The constant ϕ ρ (β) − ϕ ρ (ω) is always strictly positive, hence
is an asymptotically unbiased estimator for V d−1 on the class of compact gentle sets. If one or more of the open and closed ends of (β, ω] are changed, the corresponding ϕ should be replaced byφ in (4.2) .
Note that the estimator in (4.2) is very easy to compute, as one simply has to count the number of grey-values in the interval (β, ω] and multiply by a factor depending only on the PSF. If the PSF is known, this factor can be computed directly, otherwise one would have to determine it experimentally.
The estimator (4.2) further has the advantage that if the grey-values in the output data are grouped into finitely many (at least three) intervals, an estimator of the form N I can still be applied.
The best choice of β and ω is not known and may depend on the application. However, choosing ω = 1 − β will be justified in Sect. 6.3 below. 
Worst Case Errors
If n = 1 but ρ is not rotation invariant, we can still get bounds on the worst case asymptotic relative mean error as defined in Sect. 2.4. The corollary below shows that the minimal possible asymptotic wort case bias is obtained for a weight function that is symmetric around 
Then
For any choice of f , the functioñ
and f (1−x) , the asymptotic relative bias on the sets
thus converges to the right hand side of the inequality.
The last claim follows from
Second Order Formulas
For estimators of the integrated mean curvature,
by (2.2). So to determine the asymptotic mean, we need to determine the second order behaviour of the latter integral. In Sect. 5.3 below, second order expansions of integrals of the this type are given. They look somewhat more complicated than the first order formulas from Sect. 3.4, but, as we shall see in Sect. 6 below, they still have immediate applications to estimation of V d−2 .
We assume throughout this section that the dimension
where z u = z, u ∈ R and z u ⊥ ∈ u ⊥ is the projection of z onto u ⊥ .
r-Regular Sets
To obtain a second order version of Theorem 3.2, we need to be able to control the second order behaviour of the boundary of underlying set X ⊆ R d . Thus we shall restrict attention to the class of r-regular sets which is a subclass of the class of gentle sets: 
An illustration of an r-regular set is given in Fig. 5a . Compared to the definition of gentle sets, the inner and outer balls now have to exist everywhere and have a fixed radius r. Thus polytopes are not allowed anymore. In fact, ∂X must be a C 1 manifold [1] but need not be C 2 .
An important example of an r-regular set that is not C 2 is a thickened line segment L ⊕ B(r) where L is the line segment, see Fig. 5b . Such sets are sometimes used to model fibers and estimation of V d−2 as a measure of fiber length is studied in [12] .
It can be proved [1] 
whenever d x u is defined. In particular, the trace is given by
The integrated mean curvature 2π(d − 1) −1 V d−2 can thus be defined [1] for r-regular sets by
In the first order formulas, the first order approximation to X at x ∈ ∂X, the supporting hyperspace H − u(x),x ,u(x) , shows up in the limit via the function ϕ u(x) . For the second order formulas we also need the second order approximation to X at x given by
whenever II x is defined. In 2D, Q(x) is an approximating solid parabola. If x is understood, we simply write Q := Q(x).
Notation
Next we introduce some notation used in the statement of the main theorems to keep formulas short. The following function shows up in the formulas below:
Definition 5.2 Let ρ be a continuous PSF with compact support. For x ∈ ∂X and β a regular value for θ u(x) , define
where
The function ψ Q(x) (β; s) can be viewed as a convolution of II x : u(x) ⊥ → R and the normalized restriction of ρ to the hyperplane u(x) ⊥ − ϕ u(x) (β)u(x) evaluated at −s u(x) ⊥ . This shows up in the results below in the same places as II x (s u(x) ⊥ ) = II x (−s u(x) ⊥ ) without convolution occurs in the corresponding formula for black-and-white images [16, Theorem 4.3].
To state the main theorems, we also use the following notation for β ∈ (0, 1) and S ⊆ R d a strictly convex set:
where s ± (u) ∈ S are the unique points with normal vectors ±u, respectively. Given u ∈ S d−1 and a collection of structure sets B i , W j ⊆ R d , grey-values β i , ω j ∈ (0, 1), and PSF's ρ i , ρ j indexed by i ∈ I and j ∈ J , respectively, we write
This is consistent with the more general notation used in the proofs, introduced in Sect. 7.1.
Note that in Theorem 3.3, the integrand was exactly (T + u (ω; W ) − T − u (β; B)) + . The T ± u show up again in the second order formulas, but now squared.
Finally define the index sets
and write
The results for general weight functions and n = 1 are stated in terms of a signed measure ν u for u ∈ S d−1 , given by 
Statement of the Main Second Order Formulas
The first second order formula is the following generalization of Theorem 3.2: 
Theorem 5.1 Let X be a closed r-regular set and let
Again, assuming only one PSF, that is ρ i = ρ j = ρ, and taking B i and W j to be one-point sets in C n 0,0 , the left hand side is a 2 multiplied by the estimator for V d−2 with weight function f given by (3.4) .
Note that by (2.2) and (5.1), 
Consider a local algorithm with weight function f given by (3.4). Then lim a→0 EV (f ) aL d−2 (X) is finite if and only if
lim a→0 aEV (f ) aL d−2 (X) = lim a→0 EV (f ) aL d−1 (X) = 0.
In this case, the asymptotic mean is given by (5.3).
Compared to the true value (5.2), the first part of the second order term in (5.3) looks somewhat right. At least it involves Tr II. The terms ψ Q(x) involve II but in a more complicated way, depending on both ρ and the points b i and w j . A more explicit interpretation of (5.3) is given in the case of thresholded images in Sect. 6.1 below.
The second main formula is the following second order version of Corollary 3.1: Then
Note how the first part of the constant term looks somewhat like what we see in the first order case: The quantity we want, i.e. Tr II, times an integral of f with respect to a suitable measure. The second part, involving the derivative of f , is new. The reason we do not see this in Theorem 5.1 is that indicator functions are locally constant. Finally, note the contributions from the points of discontinuity in the last line. These vanish if f is continuous on all of [0, 1].
Applications to Estimation of Integrated Mean Curvature
In this section, we derive some consequences of the second order formula to estimation of V d−2 . Thresholded images are investigated in Sect. 6.1. In Sect. 6.2 we give some examples of asymptotically unbiased estimators for V d−2 when the PSF is rotation invariant and n = 1. In Sect. 6.3, we show how the formulas can be used to minimize the bias of surface area estimators in finite high resolution.
Thresholding
Observe as in Sect 
Here S ± (u) denote the support sets of a set S ⊆ R d : 
Comparing with the formula [15, Theorem 4.3] for the black-and-white case, the first order term is the same, whereas the second order term now depends on ρ and β.
The term involving Tr II is the same except for the terms ϕ 
If ρ is concentrated near 0, so that θ X (z) approximates the Dirac measure δ z (X), then D is small. Hence the formula is close to the corresponding formula in the black-and-white case.
Estimation of the Integrated Mean Curvature
For estimators of V d−2 with n = 1, the asymptotic mean was given by Theorem 5.2. We see that if Next we investigate the situation further when the weight function f satisfies f (x) = −f (1 − x) in the special case where the PSF ρ is rotation invariant. In this case ω = 1 − β for some β ∈ (0,
where ρ t is the function ρ t (|z|) = ρ(z − tu) for z ∈ u ⊥ and
Introducing the constants, depending only on ρ and f ,
we obtain:
Corollary 6.2 Let X, f , and ρ be as in Corollary 6.1. If ρ is rotation invariant and f (x)
= −f (1 − x), lim a→0 EV (f ) aL c d−2 (X) = (c 1 + c 2 + c 3 ) ∂X Tr(II)dH d−1 = 2π(c 1 + c 2 + c 3 )V d−2 (X).
In particular,V (f ) d−2 is asymptotically unbiased if and only if c
Thus the problem of finding an asymptotically unbiased estimator essentially reduces to finding f such that c 1 + c 2 + c 3 = 0. Below we shall give a couple of examples of simple estimators for which this is satisfied:
This corresponds to the estimator that adds all the observed grey-values (with We have
It follows that
where It follows that the function
yields an asymptotically unbiased estimator for V d−2 . If ρ is known, the constants c 1 , c 2 , c 3 , and β 0 can be determined directly by the above, otherwise these constants could be determined experimentally.
Example 6.2 A similar argument shows that also the estimator
), see Example 4.1, is asymptotically unbiased up to some constant factor which is non-zero for suitable β ∈ (0, Then
The theorem means that if the algorithm is asymptotically unbiased, (6.1) is the approximate bias in high resolution. In order to minimize bias in finite resolution we thus seek for a weight function that makes this integral vanish. This we can do when ρ is reflection invariant just by choosing f such that f (x) = f (1 − x): Corollary 6.4 Let X, f , and ρ be as in Corollary 6.3. Suppose ρ is reflection invariant and
Recall that choosing f with f (x) = f (1 − x) was also justified by Corollary 4.4 in order to minimize the asymptotic bias.
Thus the integrand in (6.1) vanishes.
Example 6.3
Assume ρ is rotation invariant. Corollary 6.4 shows that for the asymptotically unbiased estimators in Example 4.1, choosing ω = 1 − β yields the best approximations in finite high resolution. These estimators take the form
Proof of the First Order Results
This last section contains the proofs of the main results stated in Sects. 3 and 5.
Notation Used in the Proof
We first introduce some notation used in the proofs to keep formulas short. This generalizes the notation introduced in Sects. 3.2 and 5.2. When a fixed x ∈ ∂X is understood, we write u := u(x) for the outward normal vector and H := H − x,u ,u for the supporting halfspace. In the case of gentle sets, we assume that B in and B out have the same radius r > 0 (depending on x).
Still fixing x ∈ ∂X, we write We also denote this function by (t , s ) → (t, s) .
When t X + (a, β; s) = t X − (a, β; s), we also write t X (a, β; s). If a collection of β i , ω j ∈ [0, 1], PSF's ρ i , ρ j , and sets B i , W j ⊆ R d for i ∈ I , j ∈ J is given, we also write
Since θ H a (t; s) = θ u (t; s) is independent of a, we sometimes just write Note that in this case, (7.1) is consistent with the notation in Sect. 5.2. For a gentle set Y ⊆ R d and x ∈ R d , we use the following short notation to write the integrands in (3.3) and (5.3):
Proof of Theorem 3.2 Under Condition (i)
where κ m is the volume of the unit ball in R m and μ m (∂X, ·) are certain signed measures of locally finite total variation. First observe that
Since 
if the limit exists. Thus we consider the inner integral for
and hence 
From now on, we assume 2aD ≤ r. This guarantees that
and thus (7.5) holds for
Here [x, y] denotes the line segment between x and y. Moreover,
for some M > 0 depending only on r and D and similarly
Therefore,
But for all a, (7.5) and (7.1) yields
Thus, the right hand side of (7.4) is forced to converge with this limit. A similar argument applied to the left hand side finally forces the middle term to converge with this limit as well, proving the theorem.
Proof of Theorem 3.2 Under Condition (ii)
We first need some technical lemmas. Let
By integrability of ρ, lim R→∞ μ(R) = 0. Lemma 7.1 Let x ∈ ∂X and a > 0 be fixed. Let K > 0 and 0 < R < r − 2aK, and suppose ρ is a PSF with ρ ≤ C a.s. for some C > 0. Then there is a constant M > 0 depending only on r, C, and K such that for all t ∈ R and s ∈ R d with |s|, |t| ≤ K,
Proof Observe that R is chosen so small that
The second inequality is similar, using 
Proof Since g(t, s) = 
Let s ∈ B, write t 0 = t u (β; s), and let |ν| ≤ δ. By the mean value theorem there is a |ξ | ≤ ν such that
we get
and since ν → θ u (t + ν; s) is decreasing, this also holds when ν > δ as long as t 0 + ν ≤ K. Thus we may take γ (a) to be the function
Then 
. The same argument then reduces the proof to a computation of the limit as a → 0 of
for each x ∈ ∂X. We still have the inequalities 
Both the right hand side of (7.9) and the left hand side of (7.10) 
is clearly measurable for A belonging to the intersection stable collection of (β, ω] for β, ω ∈ [0, 1). The claim now follows from Dynkin's lemma.
Introduce the image measure
Similarly, by standard arguments,
Corollary 3.1 then easily follows from the portmanteau theorem and the following: 
By monotone convergence, this equals
The weak convergence follows. The non-compact case is similar.
Proof of Theorem 5.1
We first need the following lemma about r-regular sets. A proof can be found e.g. in [15] . Let
Lemma 7.4 Let X be an r-regular set. Then there is a unique function q :
whenever the right hand side is defined.
We also make the following observation: ρ ⊆ B(D) . By Lemma 7.4, 
Suppose supp ρ, B ⊆ B(D).
We first rewrite the latter terms:
This computation shows that θ Q a (t; s) extends continuously to a well-defined function for (a, t, s) ∈ R 2+d . Denote this function by
The assumptions on ρ imply that β(a, t; s) is C 1 in (a, t, s) and 
for all s ∈ B. The other inequality is similar.
We can now prove Theorem 5.1:
Proof For an r-regular set X, the formula (7.2) simplifies for 2aD < r to the Weyl tube formula
where D is chosen as in the proof of Theorem 3. so (7.6) and (7.7) force the middle integral to converge to allowing us to apply Lebesgue's theorem to (7.12) . Let x ∈ ∂X be fixed. Since t → θ X a (t; s) is decreasing by Lemma 7.5, ≤ 2Mλ(a).
Hence the limit of (7.13) equals the limit of 
Discussion
To judge from the results of this paper, it seems that the blurring of digital images should be considered a help rather than an obstacle to the estimation of intrinsic volumes. One should keep in mind, however, that the results of are only asymptotic and say nothing about how the suggested algorithms work in finite resolution. Especially because of the assumptions on the asymptotic behaviour of the PSF. Moreover, it is not possible to say much from the asymptotic results about which algorithms work best in practice. For instance, it is not clear how to choose β best possible for the estimator N (β,1−β) . Thus local grey-scale algorithms should be carefully studied and tested in finite resolution before being taken into use.
In some practical applications it may be possible to adjust the PSF, for instance if the PSF has the form ρ B . The results of this paper could be used to design measurements such that the suggested algorithms apply, for instance by choosing a PSF of the form ρ B with B rotation invariant rather than the classical ρ C 0 .
From the mathematical viewpoint, the proven existence of asymptotically unbiased estimators for intrinsic volumes V q with q = d, d − 1, d − 2 naturally raises the question whether it stops here or generalizes to the remaining V q with q < d − 2. A proof would probably require some stronger smoothness assumptions on both X, ρ, and f and maybe a whole different approach.
