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THE GROTHENDIECK GROUPS AND STABLE EQUIVALENCES OF MESH
ALGEBRAS
SOTA ASAI
Abstract. We deal with the finite-dimensional mesh algebras given by stable translation quivers. These
algebras are self-injective, and thus the stable categories have a structure of triangulated categories. Our main
result determines the Grothendieck groups of these stable categories. As an application, we give an complete
classification of the mesh algebras up to stable equivalences.
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1. Introduction
Let K be a field and Λ be a finite-dimensional K-algebra. The representation theory of finite-dimensional K-
algebras investigates the category of finite-dimensional modules modΛ. One of the useful methods is studying
relationships between two finite-dimensional algebras Λ1 and Λ2.
First, there is an important relationship called derived equivalence, that is, the bounded derived categories
Db(modΛ1) and D
b(modΛ2) are equivalent as triangulated categories. Rickard characterized derived equiva-
lence in terms of tilting complexes [Ric2]. A typical example of derived equivalences is given by reflections of
quivers [Hap1]. Derived equivalences have been actively studied, see [AHK, Hap2, HJR, KZ], and references
therein.
In the rest, we assume that Λ is self-injective. Then the category modΛ becomes a Frobenius category, and
thus the stable module category modΛ has a structure of a triangulated category with its shift [1] : modΛ →
modΛ defined by taking cosyzygies (see [Hap2]). For two self-injective finite-dimensional algebras Λ1, Λ2, an
important relationship is a stable equivalence, that is, modΛ1 ∼= modΛ2 as triangulated categories. Rickard
showed that modΛ ∼= Db(modΛ)/Kb(projΛ) as triangulated categories, and that derived equivalent self-
injective algebras are stable equivalent in [Ric1].
In this paper, we deal with a certain class of finite-dimensional self-injective algebras called mesh algebras
(categories) introduced by Riedtmann associated with translation quivers. The Auslander–Reiten quivers (AR
quivers) of module categories or derived categories are important examples, and after Riedtmann, it is known
that many important categories are recovered from their AR quivers as mesh categories. For example, if Q is
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a Dynkin quiver and KQ is its path algebra, it is shown that the bounded derived category Db(modKQ) is
equivalent to the mesh category of the AR quiver ZQ [Hap2].
It is known that ZQ is locally bounded if and only if Q is a Dynkin quiver [Rie], and in this case, ZQ does
not depend on the orientation of arrows up to isomorphisms. We write Z∆ instead of ZQ if ∆ is the underlying
Dynkin graph of Q. Considering an “admissible” automorphism ρ ∈ AuttrZ∆, the mesh algebra of Z∆/〈ρ〉 is
a finite-dimensional K-algebra.
In this paper, we consider the mesh algebra of a stable translation quiver, that is, a translation quivers such
that the translation is a bijection on the vertices. A stable translation quiver which has the finite-dimensional
mesh algebra is the form of Z∆/〈ρ〉, see [Dug, Rie]. In this case, the mesh algebra is self-injective. More
explicitly, these are all stable translation quivers with finite-dimensional mesh algebras.
type quiver type quiver
I ZAn/〈τ
k〉 II ZAn/〈τ
kψ〉 (n /∈ 2Z)
III ZAn/〈τ
kϕ〉 (n ∈ 2Z) IV ZDn/〈τ
k〉
V ZDn/〈τ
kψ〉 VI ZD4/〈τ
kχ〉
VII ZE6/〈τ
k〉 VIII ZE6/〈τ
kψ〉
IX ZE7/〈τ
k〉 X ZE8/〈τ
k〉
The symbol τ denotes the translation of Z∆ and ψ, ϕ, χ are automorphisms satisfying ψ2 = id, ϕ2 = τ−1,
χ3 = id (see Section 2 for the detail). For example, the preprojective algebras of Dynkin type are included in
the list above as the mesh algebra of Z∆/〈τ〉.
Our main result is to determine the Grothendieck groups of the stable module categories of these mesh
algebras. The Grothendieck group is an important invariant of triangulated categories. For a finite-dimensional
algebra Λ, the Grothendieck group of the bounded derived category,K0(D
b(modΛ)), is a free abelian group with
its basis given by the nonisomorphic simple Λ-modules. On the other hand, if Λ is self-injective, the Grothendieck
group of the stable module category, K0(modΛ), is isomorphic to the quotient K0(D
b(modΛ))/H , where H
is the subgroup generated by the projective Λ-modules. Using this description, we proved the following main
result of this paper, which will be shown in Section 3.
Theorem 1.1. Let Q = Z∆/〈ρ〉 be a stable translation quiver whose mesh algebra Λ is finite-dimensional, and
c be the Coxeter number of ∆, and put d = gcd(c, 2k − 1)/2 if Z∆/〈ρ〉 = ZAn/〈τ
kϕ〉 (i.e. Q is type III) and
d = gcd(c, k) otherwise, and r = c/d. Then we have
K0(modΛ) ∼= Z
a ⊕ (Z/2Z)b ⊕H,
where a, b,H are given in Table 1.
The key ingredient of the proof is a well-known property of mesh algebras, i.e. the simple modules are closed
under taking 3rd cosyzygies (cf. [AR, Dug]), see Proposition 3.3. As an application of this result, we give a
complete classification of the mesh algebras up to stable equivalences in the case K is algebraically closed.
Theorem 1.2. Assume that K is an algebraically closed field. Let Q = Z∆/〈ρ〉, Q′ = Z∆′/〈ρ′〉 be stable
translation quivers whose mesh algebras Λ, Λ′ are finite-dimensional.
(1) If Λ and Λ′ are stable equivalent, then we have either ∆ = A1 = ∆
′ or Q ∼= Q′ as translation quivers.
(2) If Λ and Λ′ are derived equivalent, then we have Q ∼= Q′ as translation quivers.
This theorem says that finite-dimensional mesh algebras are stable equivalent (or derived equivalent) only
for trivial cases. To prove Theorem 1.2, we compare the Grothendieck groups given in Theorem 1.1 and also
the following invariants under stable equivalences of mesh algebras.
As it is well-known, the functor [−2] ◦ S commutes with stable equivalences up to functorial isomorphisms,
where S is the Serre functor of modΛ. Thus we can use the order of [−2] ◦ S as an invariant under stable
equivalences, and actually, this coincide with the order of the functor τ∗ : modΛ → modΛ induced from the
translation τ ∈ AuttrQ in most cases, see Proposition 4.3.
We also use the invariant given as the number of nonisomorphic indecomposable direct summands of a
([−2] ◦ S)-stable cluster-tilting object (or more generally, maximal ([−2] ◦ S)-stable rigid object) in the stable
module category modΛ. We generalize the method of [BIRS], which gives a construction of cluster-tilting
objects for a preprojective algebra by reduced expressions of the longest element of the Coxeter group. These
invariants are given in Theorems 4.11 and 4.12. Especially, for a finite-dimensional mesh algebra Λ, the stable
module category modΛ has ([−2] ◦S)-stable cluster tilting objects if and only if Λ is not type III, see Corollary
4.19.
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type quiver condition a b H
I ZAn/〈τ
k〉 r ∈ 2Z (nd− 3d+ 2)/2 d− 1
r /∈ 2Z (nd− 2d+ 2)/2
II ZAn/〈τ
kψ〉 r ∈ 4Z (nd− 3d)/2 d− 1 Z/4Z
r ∈ 2 + 4Z nd− 2d+ 1
r /∈ 2Z (nd− d)/4
III ZAn/〈τ
kϕ〉 nd− 2d+ 1
IV ZDn/〈τ
k〉 k ∈ 2Z, r ∈ 2Z d− 1 nd− 3d Z/rZ
k ∈ 2Z, r /∈ 2Z (nd− d− 2)/2 Z/rZ
k /∈ 2Z, r ∈ 4Z d nd− 3d
k /∈ 2Z, r /∈ 4Z nd− d− 1
V ZDn/〈τ
kψ〉 k ∈ 2Z, r ∈ 4Z d nd− 3d
k ∈ 2Z, r ∈ 2 + 4Z nd− d− 1
k ∈ 2Z, r /∈ 2Z (nd− 2d)/2
k /∈ 2Z d− 1 nd− 3d Z/rZ
VI ZD4/〈τ
kχ〉 k ∈ 2Z 4
k /∈ 2Z 4
VII ZE6/〈τ
k〉 d = 1, 3 d+ 1 d+ 1 (Z/4Z)d−1
d = 2, 6 (3d+ 2)/2 (3d+ 2)/2
d = 4, 12 (9d+ 12)/4
VIII ZE6/〈τ
kψ〉 d = 1, 3 2d d+ 1
d = 2, 6 (9d+ 6)/2
d = 4, 12 (3d+ 4)/2
IX ZE7/〈τ
k〉 d = 1 6
d = 3, 9 6d+ 2
d = 2 6 Z/3Z
d = 6, 18 3d+ 2
X ZE8/〈τ
k〉 d = 1, 3, 5 8d
d = 15 112
d = 2, 6, 10 4d
d = 30 112
Table 1. The Grothendieck groups of the stable module categories
The last invariant is the order of the shift [1] : modΛ → modΛ determined by Andreu Juan and Saor´ın in
[AS], which is given in Proposition 5.5.
Using these invariants, we give a proof of Theorem 1.2 in Section 5.
1.1. Conventions. In this paper, K is a field.
The term “Dynkin diagrams” mean “simply-laced Dynkin diagrams”, An, Dn, E6, E7, E8.
We denote by τ the translation of a stable translation quiver. Note that we do not consider the Auslander–
Reiten translation of the corresponding mesh algebra in this paper.
If f : X → Y and g : Y → Z are maps, the composition of these two maps are denoted by gf : X → Z.
For a finite-dimensional algebra Λ, modΛ denotes the category of finite-dimensional right Λ-modules and
projΛ denotes the category of finite-dimensional projective right Λ-modules. We denote by modΛ the stable
module category modΛ/projΛ, and it has a structure of a triangulated category if Λ is self-injective.
For a quiver Q, the set of its vertices is denoted by Q0, and the set of its arrows is denoted by Q1. We
denote by KQ the path algebra of Q. We put Λ = KQ/I, where I is an admissible ideal. We denote by ei the
idempotent in Λ corresponding the vertex i ∈ Q0, by Pi = eiΛ the indecomposable projective Λ-module, and
by Si = eiΛ/(ei radΛ) the simple Λ-module. Here, radΛ is the Jacobson radical.
2. Preliminary
In this section, we recall some properties of Grothendieck groups and mesh algebras, and define the quivers
giving finite-dimensional mesh algebras.
4 SOTA ASAI
2.1. Grothendieck groups. For a triangulated category T , the Grothendieck groupK0(T ) is an abelian group
defined as follows.
Definition 2.1. Let T be a triangulated category with its shift [1] : T → T . The Grothendieck group K0(T )
is defined as F(T )/F0(T ), where F(T ) is a free abelian group with its basis all isomorphic classes in T , and
F0(T ) is the subgroup of F(T ) generated by the set {[X ]− [Y ] + [Z] | X → Y → Z → X [1]: a triangle}.
The facts in the following lemma are well-known and fundamental for the calculation of K0(modΛ). The
part (3) is deduced by (1) and (2).
Lemma 2.2. Let Q be a finite quiver with Q0 = {1, . . . ,m}, I be an admissible ideal of the path algebra KQ,
and Λ = KQ/I.
(1) [Hap2, III.1.2] The family of the simple Λ-modules ([S1], . . . , [Sm]) is a Z-basis of K0(D
b(modΛ)). If
X is a Λ-module in modΛ and 0→ X0 → · · · → X l → 0 is exact in modΛ, then we have
[X ] =
m∑
i=1
(dimK Xei)[Si],
l∑
j=0
(−1)j [Xj] =
l∑
j=0
m∑
i=1
(−1)j(dimK X
jei)[Si] = 0.
(2) [Ric1, Theorem 2.1] Assume that Λ is self-injective. Then Kb(projΛ) can be considered as a thick
subcategory of Db(modΛ), and we have modΛ ∼= Db(modΛ)/Kb(projΛ) as triangulated categories.
(3) Assume that Λ is self-injective. Then we have
K0(modΛ) ∼= K0(D
b(modΛ))/〈[P1], . . . , [Pm]〉.
If Λ is self-injective, the Grothendieck group K0(modΛ) is isomorphic to the cokernel of the Cartan matrix
C = (cij), where cij = dimK ejΛei. However, the entries in the Cartan matrix are often complicated, and
the straightforward calculation of the cokernel is very nasty. For mesh algebras, we will give another set of
generators of the subgroup 〈[P1], . . . , [Pm]〉 having “simple” coefficients than the Cartan matrix in Section 3.
2.2. Mesh algebras. A quiver Q is called locally finite if each vertex u ∈ Q0 has only finitely many arrows
from u and to u. A locally finite quiver Q = (Q, τ) with an automorphism τ : Q0 → Q0 on the set of vertices is
called a stable translation quiver if the number of arrows from u to v coincides with the number of arrows from
v to τ−1u for any u, v ∈ Q0, and then τ is called the translation of Q.
For the convinience, we assume that Q has no multiple arrows; that is, for u, v ∈ Q0, there exists at most
one arrow from u to v. The translation quivers appearing in this paper satisfy this condition.
For u ∈ Q0, let u
+ ⊂ Q0 be the set of direct successors of u and v1, . . . , vm be all distinct elements of u
+.
Then the fullsubquiver
u
v1
v2
...
vm
τ−1u
α1
;;✇✇✇✇✇✇✇✇
α2
33❣❣❣❣❣❣❣
αm
##●
●●
●●
●●
●
β1
##●
●●
●●
●●
●
β2
++❲❲❲❲
❲
βm
;;✇✇✇✇✇✇✇✇
of Q is called a mesh and the relation α1β1 + · · ·+ αmβm = 0 is called the mesh relation of each mesh.
We can construct a mesh algebra from a stable translation quiver Q. It is the quotient of the path algebra
KQ by the all mesh relations. Note that the mesh algebra may be infinite-dimensional even if Q is a finite
stable translation quiver. In the next subsection, we define the stable translation quivers such that the mesh
algebra is finite-dimensional.
2.3. Definitions of quivers. We define a translation quiver Z∆ for a Dynkin diagram ∆.
Let Q be an acyclic finite quiver with no multiple arrows. We define a translation quiver ZQ as follows (see
[ASS, Hap2]); the set of vertices (ZQ)0 is Q0 ×Z, the set of arrows (ZQ)1 is
{(i, a)→ (j, a) | (i→ j) ∈ Q1, a ∈ Z} ∐ {(j, a)→ (i, a+ 1) | (j → i) ∈ Q1, a ∈ Z},
and the translation τ is given by τ(i, a) = (i, a− 1).
Because Dynkin diagrams are trees, for two quivers Q,Q′ such that their underlying diagrams are the same
Dynkin diagram ∆, we have ZQ ∼= ZQ′ up to isomorphisms of translation quivers. Thus, we can write Z∆ for
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these quivers. However, we would like to fix the numbering of the vertices of Z∆ in this paper, so we assume
that each Dynkin diagram is oriented and numbered as follows;
An : 1 2 · · · n// // // ,
Dn : 1 2 · · · n− 2 n− 1
n
// // // //

,
E6 : 1 2 3 4 5
6
// // // //

,
E7 : 1 2 3 4 5 6
7
// // // // //

,
E8 : 1 2 3 4 5 6 7
8
// // // // // //

.
The symbol Z∆ denotes the translation quiver based on these orientations and numberings.
First, the translation τ can be extended to an automorphism on Z∆. We can construct finite stable trans-
lation quivers using τ .
Definition 2.3. Let ∆ be a Dynkin diagram with n vertices and k ≥ 1 be an integer. Then we can consider
a finite stable translation quiver Z∆/〈τk〉. We set the indices of the vertices of Z∆/〈τk〉 as the elements of
{1, . . . , n} × (Z/kZ).
For some Dynkin diagram ∆, τ does not generate the automorphism group AuttrZ∆ as a translation quiver,
so we define other automorphisms on Z∆.
Definition 2.4. We define ψ, ϕ, χ ∈ AuttrZ∆ as the following.
(1) If ∆ is An with n /∈ 2Z, Dn or E6, ψ is given as follows, and then ψ satisfies ψ
2 = id;
An (n /∈ 2Z) : (i, a) 7→ (n+ 1− i, a+ i− (n+ 1)/2),
Dn : (i, a) 7→ (i, a) (i ∈ {1, . . . , n− 2}), (n− 1, a) 7→ (n, a), (n, a) 7→ (n− 1, a),
E6 : (i, a) 7→ (6 − i, a+ i− 3) (i ∈ {1, . . . , 5}), (6, a) 7→ (6, a).
(2) If ∆ is An with n ∈ 2Z, ϕ is given as (i, a) 7→ (n+ 1− i, a+ i− n/2), and then ϕ satisfies ϕ
2 = τ−1.
(3) If ∆ is D4, χ is given as (1, a) 7→ (3, a− 1), (2, a) 7→ (2, a), (3, a) 7→ (4, a), (4, a) 7→ (1, a+ 1), and then
χ satisfies χ3 = id.
We can consider an automorphism τkψ, τkϕ or τkχ on Z∆ and a finite translation quiver Z∆/〈τkψ〉,
Z∆/〈τkϕ〉, or Z∆/〈τkχ〉 for k ≥ 1 in each case above. Each quiver automorphism of τ, ψ, χ, ϕ on Z∆ can
uniquely induce the quiver automorphism on Z∆/〈τk〉, and the induced automorphism is also denoted by the
same symbol. By the definition of the quivers, we have the following lemma.
Lemma 2.5. Let k ≥ 1 be an integer.
(1) If ∆ is An with n /∈ 2Z, Dn or E6, the translation quiver Z∆/〈τ
kψ〉 is isomorphic to the quotient of
Z∆/〈τ2k〉 by τkψ ∈ Auttr(Z∆/〈τ
2k〉).
(2) If ∆ is An with n ∈ 2Z, the translation quiver Z∆/〈τ
kϕ〉 is isomorphic to the quotient of Z∆/〈τ2k−1〉
by τkϕ ∈ Auttr(Z∆/〈τ
2k−1〉).
(3) If ∆ is D4, the translation quiver Z∆/〈τ
kχ〉 is isomorphic to the quotient of Z∆/〈τ3k〉 by τkχ ∈
Auttr(Z∆/〈τ
3k〉).
Definition 2.6. We denote the stable translation quivers defined above as follows.
type symbol quiver type symbol quiver
I QAn,k,1 ZAn/〈τ
k〉 II QAn,2k,2 ZAn/〈τ
kψ〉 (n /∈ 2Z)
III QAn,2k−1,2 ZAn/〈τ
kϕ〉 (n ∈ 2Z) IV QDn,k,1 ZDn/〈τ
k〉
V QDn,2k,2 ZDn/〈τ
kψ〉 VI QD4,3k,3 ZD4/〈τ
kχ〉
VII QE6,k,1 ZE6/〈τ
k〉 VIII QE6,2k,2 ZE6/〈τ
kψ〉
IX QE7,k,1 ZE7/〈τ
k〉 X QE8,k,1 ZE8/〈τ
k〉
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The corresponding mesh algebra for Q∆,l,t is denoted by Λ∆,l,t.
Now we can state Riedtmann’s structure theorem, see also [Dug, Theorem 3.1].
Theorem 2.7. Let Q be a connected stable translation quiver.
(1) [Rie, 1.5, STRUKTURASATZ] Assume that Q has no multiple arrows. Then there exist an oriented
tree B and a subgroup G ⊂ AuttrZB such that Q ∼= ZB/G.
(2) [Rie, 2.1, SATZ 2] Let B be an oriented tree, and assume that there exists an integer n such that any
path in ZB with its length greater than or equal to n is zero in the mesh algebra K(ZB). Then the
underlying graph B¯ is a Dynkin diagram, namely An, Dn, E6, E7, E8.
(3) If Q gives a finite-dimensional mesh algebra, then Q is isomorphic to one of the quivers in Definition
2.6.
In the rest, the term “mesh algebra” means the mesh algebra of the form Λ∆,l,t unless otherwise stated.
From the next section, we begin the calculation of the Grothendieck groups K0(modΛ∆,l,t).
3. The Grothendieck groups of mesh algebras
Let Λ∆,l,t be a finite-dimensional mesh algebra given by the stable translation quiver Q∆,l,t. Now we start
the calculation of the Grothendieck groups of the stable categories K0(modΛ∆,l,t).
3.1. The main proposition and some definitions. In this section, we describe the Grothendieck group
K0(modΛ∆,l,t) using the cokernels of matrices on Z.
We define some notations first. For a ring R and positive integers m,n, we denote Matm,n(R) by the set
of m × n matrices with entries in R, and by GLm(R) the set of m × m invertible matrices in Matm,m(R),
and by 1m the identity matrix in Matm,m(R). Each M ∈ Matm,n(R) is regarded as an R-homomorphism
M : Rn → Rm, and KerM , ImM , CokM mean the kernel, the image, and the cokernel of the map. The
symbol M⊕l denotes the ml × nl matrix obtained by placing M diagonally l times. Let Mi ∈ Matm,ni(R)
(i = 1, . . . , l) and n = n1 + · · · + nl. The symbol
[
M1 · · · Ml
]
denotes a matrix in Matm,n(R), where
M1, . . . ,Ml are seen as blocks of
[
M1 · · · Ml
]
.
We use the following polynomials and matrices.
Definition 3.1. Let m ≥ 1 be an integer.
(1) We define sm(x) = 1− x+ x
2 − · · ·+ (−1)m−1xm−1 ∈ Z[x].
(2) We define Xm ∈ GLm(Z) as the permutation matrix of the cyclic permutation (1, 2, . . . ,m) in the
symmetric group Sm; that is,
Xm =
[
0 1
1m−1 0
]
We show the following proposition in this section.
Proposition 3.2. Let n, k ≥ 1 be integers. The Grothendieck group K0(modΛ∆,l,t) is isomorphic to the
following;
(I : ΛAn,k,1)
{
(Cok(1k −X
n+1
k ))
(n−3)/2 ⊕ Cok(1k −Xk)(1k +X
(n+1)/2
k ) (n /∈ 2Z)
(Cok(1k −X
n+1
k ))
(n−2)/2 ⊕ Cok(1k −Xk) (n ∈ 2Z)
,
(II : ΛAn,2k,2) (Cok(12k +X
k−(n+1)/2
2k ))
(n−3)/2 ⊕ Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
,
(III : ΛAn,2k−1,2) (Cok(12k−1 +X
k−(n+2)/2
2k−1 ))
(n−2)/2 ⊕ Cok
[
12k−1 −X2k−1 2 · 12k−1
]
,
(IV : ΛDn,k,1)
{
(Cok(1k +X
n−1
k ))
n−3 ⊕ Cok s2n−2(Xk) (n /∈ 2Z)
(Cok(1k +X
n−1
k ))
n−2 ⊕ Cok sn−1(Xk) (n ∈ 2Z)
,
(V: ΛDn,2k,2)


(Cok
[
12k+X
n−1
2k 12k−X
k
2k
]
)n−3 ⊕ Cok
[
s2n−2(X2k) 12k+X
k−(n−1)
2k
]
(n /∈ 2Z)
(Cok
[
12k+X
n−1
2k 12k−X
k
2k
]
)n−3 ⊕ Cok
[
12k+X
n−1
2k (1−X
k
2k)sn−1(X2k)
]
(n ∈ 2Z)
,
(VI : ΛD4,3k,3) Cok(13k +X
3
3k)⊕ Cok(13k +X3k),
(VII : ΛE6,k,1) Cok(1k −X
12
k )⊕ Cok((1k −Xk)(1k +X
3
k +X
6
k +X
9
k))⊕ Cok(1k +X
6
k)⊕ Cok(1k +X
2
k),
(VIII : ΛE6,2k,2) Cok(12k +X
k−6
2k )⊕ Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
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⊕ Cok
[
12k +X
6
2k 12k +X
k−6
2k
]
⊕ Cok
[
12k +X
2
2k 12k +X
k−6
2k
]
,
(IX: ΛE7,k,1) (Cok(1k +X
9
k))
6 ⊕ Cok(1k −Xk +X
2
k),
(X: ΛE8,k,1) (Cok(1k +X
15
k ))
7 ⊕ Cok((1k −Xk +X
2
k)(1k +X
5
k)).
As mentioned after Lemma 2.2, using the isomorphism in Lemma 2.2 (3) straightforwardly is not a good way
to calculate the Grothendieck group. Thus, we will give a simpler set of generators of 〈[Pu] | u ∈ (Q∆,l,t)0〉 in
the next subsection. The proof of Proposition 3.2 is based on the new generators.
3.2. Another set of generators and polynomial matrices. In the proof of Proposition 3.2, we use
Nakayama permutations effectively. Let pi be the Nakayama permutation of Λ∆,l,t, namely defined as euΛ∆,l,t ∼=
HomK(Λ∆,l,tepi(u),K) in modΛ∆,l,t. We can write pi as follows.
∆ An (n /∈ 2Z) An (n ∈ 2Z) Dn (n /∈ 2Z) Dn (n ∈ 2Z) E6 E7 E8
pi τ−(n−1)/2ψ ϕn−1 τ−(n−2)ψ τ−(n−2) τ−5ψ τ−8 τ−14
To make the calculation easier, the following proposition by Dugas is very crucial. The part (2) is proved
by applying (Su ⊗Λ ?) to (1). Note that we define the right action of λ ∈ Λ on a twisted bimodule 1Λµ as
λ′ · λ = λ′µ(λ) for λ′ ∈ 1Λµ, whereas λ
′ · λ = λ′µ−1(λ) in [Dug].
Proposition 3.3. Let ∆ be a Dynkin diagram and k ≥ 1 be an integer. Put Q = Q∆,k,1, Λ = Λ∆,k,1.
(1) [Dug, (4.1)–(4.3), Corollary 4.3] A projective resolution of Λ as a Λ-Λ-bimodule is given by 0 → L →
U2 → U1 → U0 → Λ→ 0, where
U2 =
⊕
u∈Q0
(Λeu ⊗K eτ−1uΛ), U1 =
⊕
u∈Q0, v∈u+
(Λeu ⊗K evΛ), U0 =
⊕
u∈Q0
(Λeu ⊗K euΛ),
and L is a Λ-Λ twisted bimodule 1Λµ, and µ ∈ AutK(Λ) satisfies µ
−1(eu) = epiτ−1u for u ∈ Q0.
(2) For u ∈ Q0, a projective resolution of the simple Λ-module Su is given by
0→ Spiτ−1u → Pτ−1u →
⊕
v∈u+
Pv → Pu → Su → 0.
Remark 3.4. Let c be the Coxeter number of ∆. It is well-known and easy to see that (piτ−1)2 = τ−c. The part
(2) of Proposition 3.3 implies that [Su] = −[Spiτ−1u] and thus [Su] = [Sτ−cu] inK0(modΛ). This observation also
holds for the locally bounded mesh algebra K(Z∆) of Z∆, and we have K0(modK(Z∆)) ∼= K0(modΛ∆,1,c).
This is isomorphic to Zn(c−2)/2 by Theorem 1.1, where n is the number of vertices of ∆.
Now, we can prove the following lemma, which gives “simpler” generators of 〈[Pu] | u ∈ Q0〉, and is the
key ingredient of the calculation. Though the number of generators may increase, the elements of the new
generators are much easier to express as linear combinations of [Su]’s than the original ones.
Lemma 3.5. Let ∆ be a Dynkin diagram and k ≥ 1 be an integer. Define H∆,k = 〈[Pu] | u ∈ (Q∆,k)0〉 as a
subgroup of K0(D
b(modΛ∆,k,1)). Then the following conditions hold.
(1) (i) Let H ′∆,k, H
′′
∆,k be subgroups of K0(D
b(modΛ∆,k,1)) defined by
H ′∆,k = 〈[Su] + [Spiτ−1u] | u ∈ (Q∆,k,1)0〉, H
′′
∆,k = 〈[Pu] | u ∈ {1, n} × (Z/kZ)〉.
Then we have H∆,k = H
′
∆,k +H
′′
∆,k, and especially,
K0(modΛ∆,k,1) ∼= K0(D
b(modΛ∆,k,1))/(H
′
∆,k +H
′′
∆,k).
(ii) If ∆ = An, (i) holds even if
H ′′∆,k = 〈[Pu] | u ∈ {1} × (Z/kZ)〉.
(iii) If ∆ = Dn, (i) holds even if
H ′∆,k = 〈[Su] + [Spiτ−1u] | u ∈ {1, . . . , n− 2} × (Z/kZ)〉.
(2) (i) If ∆ = An (n /∈ 2Z), Dn, E6, let H
ψ
∆,2k be a subgroup of K0(D
b(modΛ∆,2k,1)) defined by
Hψ∆,2k = 〈[Su]− [S(τkψ)−1u] | u ∈ (Q∆,2k,1)0〉.
Then we have K0(modΛ∆,2k,2) ∼= K0(D
b(modΛ∆,2k,1))/(H
′
∆,2k + H
′′
∆,2k + H
ψ
∆,2k). Moreover, if
∆ = Dn, we have
Hψ∆,2k = 〈[Su]− [S(τkψ)−1u] | u ∈ {1, . . . , n− 2, n} × (Z/2kZ)〉.
8 SOTA ASAI
(ii) If ∆ = An (n ∈ 2Z), let H
ϕ
∆,2k−1 be a subgroup of K0(D
b(modΛ∆,2k−1,1)) defined by
Hϕ∆,2k−1 = 〈[Su]− [S(τkϕ)−1u] | u ∈ (Q∆,2k−1,1)0〉.
Then we have K0(modΛ∆,2k−1,2) ∼= K0(D
b(modΛ∆,2k−1,1))/(H
′
∆,2k−1 +H
′′
∆,2k−1 +H
ϕ
∆,2k−1).
(iii) If ∆ = D4, let H
χ
∆,3k be a subgroup of K0(D
b(modΛ∆,3k,1)) defined by
Hχ∆,3k = 〈[Su]− [S(τkχ)−1u] | u ∈ (Q∆,3k,1)0〉
= 〈[Su]− [S(τkχ)−1u] | u ∈ {3, 2, 4}× (Z/3kZ)〉.
Then we have K0(modΛ∆,3k,3) ∼= K0(D
b(modΛ∆,3k,1))/(H
′
∆,3k +H
′′
∆,3k +H
χ
∆,3k).
Proof. (1) We prove (i) first.
We show H ′∆,k +H
′′
∆,k ⊂ H∆,k. It is clear that H
′′
∆,k ⊂ H∆,k. We prove H
′
∆,k ⊂ H∆,k. By Proposition 3.3,
we have
[Spiτ−1u] + [Su] = [Pτ−1u]−
∑
v∈u+
[Pv] + [Pu] ∈ H∆,k
in K0(D
b(modΛ∆,k,1)). Thus H
′
∆,k ⊂ H∆,k holds and we have H
′
∆,k +H
′′
∆,k ⊂ H∆,k.
Next, we show H∆,k ⊂ H
′
∆,k + H
′′
∆,k. It is sufficient to show [Pi,a+kZ ] ∈ H
′
∆,k + H
′′
∆,k. If i = n, we have
[Pn,a+kZ ] ∈ H
′′
∆,k. Thus we prove the remained assertion by induction on i = 1, . . . , n − 1. If i = 1, we have
[P1,a+kZ ] ∈ H
′′
∆,k. We assume that 2 ≤ i ≤ n − 1. Put u = (i − 1, a + kZ) and let m be the number of the
elements of u+ (it does not depend on a). We can deduce that m = 1, 2, 3.
If m = 1, we can deduce i−1 = 1 because 1 ≤ i−1 ≤ n−2, and we have u+ = {(2, a+kZ)}. By Proposition
3.3, we have
[Spiτ−1u]− [P1,a+1+kZ ] + [P2,a+kZ ]− [P1,a+kZ ] + [Su] = 0
and
[P2,a+kZ ] = −([Spiτ−1u] + [Su]) + ([P1,a+1+kZ ] + [P1,a+kZ ]).
Thus we can deduce [Pi,a+kZ ] ∈ H
′
∆,k +H
′′
∆,k.
If m = 2, we can deduce 2 ≤ i− 1 ≤ n− 2 and u+ = {(i− 2, a+ 1 + kZ), (i, a+ kZ)}. By Proposition 3.3,
we have
[Spiτ−1u]− [Pi−1,a+1+kZ ] + ([Pi−2,a+1+kZ ] + [Pi,a+kZ ])− [Pi−1,a+kZ ] + [Su] = 0
and
[Pi,a+kZ ] = −([Spiτ−1u] + [Su]) + ([Pi−1,a+1+kZ ]− [Pi−2,a+1+kZ ] + [Pi−1,a+kZ ]).
The first term of the right-hand side is the element of H ′∆,k, the second term belongs to H
′
∆,k +H
′′
∆,k by the
induction hypothesis. Thus we can deduce [Pi,a+kZ ] ∈ H
′
∆,k +H
′′
∆,k.
If m = 3, we can deduce 2 ≤ i− 1 ≤ n− 2 and u+ = {(i− 2, a+ 1+ kZ), (i, a+ kZ), (n, a+ kZ)}. We have
similarly
[Pi,a+kZ ] = −([Spiτ−1u] + [Su]) + ([Pi−1,a+1+kZ ]− [Pi−2,a+1+kZ ] + [Pi−1,a+kZ ])− [Pn,a+kZ ].
The first term of the right-hand side is the element of H ′∆,k, the second term belongs to H
′
∆,k +H
′′
∆,k by the
induction hypothesis, and the third term is the element of H ′′∆,k. Thus we can deduce [Pi,a+kZ ] ∈ H
′
∆,k+H
′′
∆,k.
The induction is completed, and we have H∆,k ⊂ H
′
∆,k +H
′′
∆,k. The part (i) has been proved.
If ∆ = An, in the proof of H∆,k ⊂ H
′
∆,k +H
′′
∆,k in (i), we can add
[Pn,a+kZ ] = −([Spiτ−1u] + [Su]) + ([Pn−1,a+1+kZ ]− [Pn−2,a+1+kZ ] + [Pn−1,a+kZ ]).
to the case of m = 2, where u = (n−1, a+kZ). The case m = 3 does not occur. Thus we can remove [Pn,a+kZ ]
from the generators of H ′′∆,k. The part (ii) is proved.
If ∆ = Dn, in the proof of H∆,k ⊂ H
′
∆,k +H
′′
∆,k in (i), the fact [Spiτ−1u] + [Su] ∈ H
′
∆,k is used only in the
case u ∈ {1, . . . , n− 2} × (Z/kZ). The part (iii) is proved.
(2) We only prove (i). The remained parts (ii) and (iii) are shown similarly. The natural quiver epimorphism
Q∆,2k,1 → Q∆,2k,2 by τ
kψ induces the natural epimorphism K0(D
b(modΛ∆,2k,1)) → K0(D
b(modΛ∆,2k,2)),
and it has Hψ∆,2k as its cokernel. Now we put H∆,2k,2 = 〈[eu¯ ·Λ∆,2k,2] | u¯ ∈ (Q∆,2k,2)0〉 ⊂ K0(D
b(modΛ∆,2k,2)).
For u, v ∈ (Q∆,2k,1)0, we have eu¯ ·Λ∆,2k,2 · ev¯ ∼= eu · Λ∆,2k,1 · ev ⊕ eu ·Λ∆,2k,1 · eτkψv as K-vector spaces, where
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u¯ = {u, τkψu} and v¯ = {v, τkψv} are the τkψ-orbits of u and v, respectively. Therefore, we have the following
exact sequences and the commutative diagram
0 H∆,2k ∩H
ψ
∆,2k
H∆,2k H∆,2k,2 0
0 H
ψ
∆,2k K0(D
b(modΛ∆,2k,1)) K0(D
b(modΛ∆,2k,2)) 0
// // // //
// // // //
  
.
By diagram chasings, we have
K0(modΛ∆,2k,2) ∼=
K0(D
b(modΛ∆,2k,2))
H∆,2k,2
∼=
K0(D
b(modΛ∆,2k,1))
H∆,2k +H
ψ
∆,2k
.
The first assertion is proved by using the part (1), and the second assertion for ∆ = Dn is easy to prove by the
definition of ψ. 
Our task is moved to express the generators of the subgroups appearing in the previous lemma. To do this,
we define some matrices on Z[x] and Z.
Definition 3.6. For an integer n ≥ 1, we define the following.
(1) We define Tn(x) ∈Matn,n(Z[x]), Un(x) ∈Matn,1(Z[x]) as
Tn(x) =


xn
...
x2
x

 , Un(x) =


1
1
...
1

 .
(2) Assume n ≥ 4. We define Vn(x) ∈ Matn−2,1(Z[x]), Wn(x) ∈ Matn−2,1(Z [x]) as
Vn(x) =


1 + xn−2
...
1 + x2
1 + x

 , Wn(x) =


xn−2
...
x2 + · · ·+ xn−2
x+ x2 + · · ·+ xn−2

 .
(3) Assume n ≥ 4. We define fn(x), gn(x) ∈ Z[x] as
fn(x) =
{
1 + x2 + · · ·+ xn−3 (n /∈ 2Z)
1 + x2 + · · ·+ xn−2 (n ∈ 2Z)
, gn(x) =
{
x+ x3 + · · ·+ xn−2 (n /∈ 2Z)
x+ x3 + · · ·+ xn−3 (n ∈ 2Z)
.
Lemma 3.7. The Grothendieck group K0(modΛ∆,l,t) is isomorphic to CokM∆,l,t(Xl), where M∆,l,t(x) is a
matrix on Z[x, x−1] defined as follows;
(I) MAn,k,1(x) =
[
1n + Tn(x) Un(x)
]
,
(II) MAn,2k,2(x) =
[
1n + Tn(x) Un(x) 1n − x
k−(n+1)/2Tn(x)
]
(n /∈ 2Z),
(III) MAn,2k−1,2(x) =
[
1n + Tn(x) Un(x) 1n − x
k−(n+2)/2Tn(x)
]
(n ∈ 2Z),
(IV) MDn,k,1(x) =

(1 + xn−1) · 1n−2 Vn(x) Wn(x)1 gn(x)
1 fn(x)

 ,
(V) MDn,2k,2(x) =

(1 + xn−1) · 1n−2 Vn(x) Wn(x) (1− xk) · 1n−21 gn(x) −xk
1 fn(x) 1

 ,
(VI) MDn,3k,3(x) =


1 + x3 1 + x2 x2 −xk+1
1 + x3 1 + x x+ x2 1− xk
1 x 1 −xk
1 1 + x2 1

 ,
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(VII) ME6,k,1(x) =


[
15 + x
3 · T5(x)
1 + x6
] 
1+x3 x3+x5
1+x2+x3 x2+x3+x4+x5
1+x+x2+x3 x+x2+2x3+x4+x5
1+x+x3 x+x2+x3+x4
1+x3 x+x3
1+x2 1+x2+x3+x5



 ,
(VIII) ME6,2k,2(x) =
[
ME6,2k,1(x)
[
15 − x
k−3 · T5(x)
1− xk
]]
,
(IX) ME7,k,1(x) =

(1 + x9) · 17


1+x4+x8 x4+x6+x8
1+x3+x4+x7 x3+x4+x5+x6+x7+x8
1+x2+x3+x4+x6 x2+x3+2x4+x5+2x6+x7+x8
1+x+x2+x3+x4+x5 x+x2+2x3+2x4+2x5+2x6+x7+x8
1+x+x3+x4 x+x2+x3+2x4+x5+x6+x7
1+x3 x+x3+x4+x6
1+x2+x4 1+x2+x3+x4+x5+x6+x8



 ,
(X) ME8,k,1(x) =

(1 + x
15) · 18 (1 + x
5) ·


1+x9 x5+x7+x9
1+x4+x8 x4+x5+x6+x7+x8+x9
1+x3+x4+x7 x3+x4+2x5+x6+2x7+x8+x9
1+x2+x3+x4+x6 x2+x3+2x4+2x5+2x6+2x7+x8+x9
1+x+x2+x3+x4+x5 x+x2+2x3+2x4+3x5+2x6+2x7+x8+x9
1+x+x3+x4 x+x2+x3+2x4+2x5+x6+x7+x8
1+x3 x+x3+x4+x5+x7
1+x2+x4 1+x2+x3+x4+x5+x6+x7+x9



 .
Proof. We correspond the ((i− 1)l+(a+1))th row of the matrix M∆,l,t(Xl) to [Si,a+lZ ] ∈ K0(D
b(modΛ∆,l,1))
for i ∈ {1, . . . , n} and a ∈ {0, . . . , l − 1}. Calculating the dimension vectors of the indecomposable projective
modules appearing in the generators of H ′′∆,l, one can straightly check the columns of M∆,l,t(Xl) correspond to
the generators of the subgroups H ′∆,l, H
′′
∆,l, H
ψ
∆,l, H
ϕ
∆,l, H
χ
∆,l given in Lemma 3.5. Now the assertion is proved
by Lemma 2.2. 
3.3. Transformations of polynomial matrices. Now we can finish the proof of Proposition 3.2. The method
of the proof is the transformation of the polynomial matrices M∆,l,t(x).
Proof of Proposition 3.2. We can transform M∆,l,t(x) as a matrix on Z[x]/(1 − x
l). In such transformations,
we can put x = Xl, because X
l
l = 1l. We use the following fact (*).
Let A ∈ Matm,∗(R) and B ∈ Matm,m(R) be matrices on a ring R with the numbers of their
rows are the same. Assume that B is scalar; that is, there exists λ ∈ R such that B = λ · 1m.
If the matrix A can be transformed into A′ as matrices on R, then the matrix
[
A B
]
can be
transformed into
[
A′ B
]
.
Now we start transformations.
(I: ΛAn,k,1) We consider the case n /∈ 2Z first. If n = 1, it is clear, so we assume n ≥ 3.
[
1n + Tn(x) Un(x)
]
is of the form 

1 xn 1
· · · · · · · · ·
1 x(n+3)/2 1
1 + x(n+1)/2 1
x(n−1)/2 1 1
· · · · · · · · ·
x 1 1


.
Using the left-upper “1”s, it can be transformed into

1(n−1)/2
1 + x(n+1)/2 1
1− xn+1 1− x(n−1)/2
· · · · · ·
1− xn+1 1− x


and 

1(n−1)/2
1 + x(n+1)/2 1
(1− xn+1) · 1(n−3)/2
1− xn+1 1− x

 .
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Finally, we get 

1(n−1)/2
0 1
(1− xn+1) · 1(n−3)/2
−(1− x)(1 + x(n+1)/2) 1− xn+1

 .
Because 1− xn+1 can be divided by (1− x)(1 + x(n+1)/2), we have the assertion.
If n ∈ 2Z, omitting the middle row and the middle column, similar transformations give
1n/2 (1− xn+1) · 1(n−2)/2
1− xn+1 1− x


Because 1− xn+1 can be divided by 1− x, the assertion is proved.
(II: ΛAn,2k,2) The matrix MAn,2k,2(x) can be transformed into[
1n + Tn(x) Un(x) (−1− x
k−(n+1)/2)Tn(x)
]
.
Taking into account that Tn(x) ∈ GLn(Z[x]/(1− x
2k)), the above matrix can be transformed into[
1n + Tn(x) Un(x) (1 + x
k−(n+1)/2) · 1n
]
.
From the proof for ΛAn,k,1, the matrix
[
1n + Tn(x) Un(x)
]
is transformed into
N(x) =


1(n−1)/2
0 1
(1− xn+1) · 1(n−3)/2
−(1− x)(1 + x(n+1)/2) 0

 .
Therefore, from the fact (*), MAn,2k,2(x) can be transformed into
[
N(x) (1 + xk−(n+1)/2) · 1n
]
, and we have
K0(modΛAn,2k,2)
∼= (Cok
[
12k 12k +X
k−(n+1)/2
2k
]
)(n+1)/2
⊕ (Cok
[
12k −X
n+1
2k 1 +X
k−(n+1)/2
2k
]
)(n−3)/2
⊕ Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
.
The first component is clearly 0, and the second one is isomorphic to (Cok(12k +X
k−(n+1)/2
2k ))
(n−3)/2, because
we have 1− xn+1 = −xn+1(1 + xk−(n+1)/2)(1 − xk−(n+1)/2) in Z[x]/(1− x2k). Thus we have the assertion.
(III: ΛAn,2k−1,2) Similarly to the proof for ΛAn,2k,2, the matrix MAn,2k−1,2(x) can be transformed into[
N(x) (1 + xk−(n+2)/2) · 1n
]
, where
N(x) =

1n/2 (1− xn+1) · 1(n−2)/2
0 1− x

 .
We have
K0(modΛAn,2k−1,2)
∼= (Cok
[
12k−1 12k−1 +X
k−(n+2)/2
2k−1
]
)n/2
⊕ (Cok
[
12k−1 −X
n+1
2k−1 12k−1 +X
k−(n+2)/2
2k−1
]
)(n−2)/2
⊕ Cok
[
12k−1 −X2k−1 12k−1 +X
k−(n+2)/2
2k−1
]
.
The first component is clearly 0, and the second one is isomorphic to (Cok(12k−1+X
k−(n+2)/2
2k−1 ))
(n−2)/2, because
we have 1−xn+1 = −xn+1(1+xk−(n+2)/2)(1−xk−(n+2)/2) in Z[x]/(1−x2k−1). The last summand is isomorphic
to Cok
[
12k−1 −X2k−1 2 · 12k−1
]
. Thus we have the assertion.
(IV: ΛDn,k,1) Multiplying the matrix below (invertible on Z[x]) to MDn,k,1(x) from the left,
1n−2 −Un−2(x) −Un−2(x)1
1


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we have 

1 + xn−1 −1 + xn−2 −1− x− · · · − xn−3
· · · · · · · · ·
1 + xn−1 −1 + x2 −1− x
1 + xn−1 −1 + x −1
1 gn(x)
1 fn(x)


.
This matrix can be transformed into

(1 + xn−1) · 1n−3
1 + xn−1 −1 + x −1
1 gn(x)
1 fn(x)

 .
Thus we have CokMDn,k,1(Xk)
∼= (Cok(1 +Xn−1k ))
n−3 ⊕ CokM1(Xk), where
M1(x) =

1 + xn−1 −1 + x −11 gn(x)
1 fn(x)

 .
M1(x) can be transformed into
M2(x) =

1 + xn−1 1 + x −1 + gn(x) + fn(x)1 gn(x)
1 fn(x)

 .
If n /∈ 2Z, considering the (3, 2) entry and the equations
−1 + gn(x) + fn(x) = −1 + (1 + x)fn(x), gn(x)− fn(x) = −sn−1(x),
M2(x) can be transformed into 
1 + xn−1 −1−sn−1(x)
1


and using (1 + xn−1)sn−1(x) = s2n−2(x), we have
 −1−s2n−2(x)
1

 .
The assertion is proved for n /∈ 2Z.
If n ∈ 2Z, considering the (2, 2) entry and the equations
−1 + gn(x) + fn(x) = (1 + x)gn(x), fn(x)− gn(x) = sn−1(x),
M2(x) can be transformed into 
1 + xn−1 1
sn−1(x)

 .
The assertion is proved.
(V: ΛDn,2k,2) By similar calculations to the proof for ΛDn,k,1, we have
CokMDn,2k,2(X2k)
∼= (Cok
[
1 +Xn−12k 1−X
k
2k
]
)n−3 ⊕ CokM1(X2k),
where
M1(x) =

1 + xn−1 −1 + x −1 1− xk1 gn(x) −xk
1 fn(x) 1

 .
M1(x) can be transformed into
M2(x) =

1 + xn−1 1 + x −1 + gn(x) + fn(x) 1− xk1 gn(x) −xk
1 fn(x) 1

 .
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If n /∈ 2Z, considering the (3, 2) entry and the equations
−1 + gn(x) + fn(x) = −1 + (1 + x)fn(x), gn(x)− fn(x) = −sn−1(x),
M2(x) can be transformed into 
1 + xn−1 −1 1− xk −1− x−sn−1(x) −1− xk
1


and using (1 + xn−1)sn−1(x) = s2n−2(x) and (1 + x)sn−1(x) = 1− x
n−1, we have
 −1−s2n−2(x) −(1− xk)sn−1(x) −xk − xn−1
1

 .
Because n is odd, we have
(1− xk)sn−1(x) = (1 + x
n−1)sn−1(x) + (−x
k − xn−1)sn−1(x) = s2n−2(x) + (−x
k − xn−1)sn−1(x).
The assertion is proved.
If n ∈ 2Z, considering the (2, 2) entry and the equations
−1 + gn(x) + fn(x) = (1 + x)gn(x), fn(x)− gn(x) = sn−1(x),
M2(x) can be transformed into 
1 + xn−1 1− xk xk + xk+11
sn−1(x) 1 + x
k


and we have 
 1 + xn−1 1− xk xk + xk+11
−1− xn−1 sn−1(x) −1 + x
k 1− xk+1

 .
Now that sn−1(x) divides 1 + x
n−1, thus we have
1 + xn−1 1− xk x+ xk1
sn−1(x) −1 + x
k 1− x

 .
Because n is even, sn−1(x) = 1− (1− x)gn(x) holds. Thus, transformations lead to
1 + xn−1 (x+ xk)gn(x) 1− xk x+ xk1
1 −1 + xk 1− x


and 
1 + xn−1 (1− xk)(1 + (x+ xk)gn(x)) (x+ xk)(1− (1− x)gn(x))1
1

 .
Here, in Z[x]/(1− x2k), the equations
(1− xk)(1 + (x+ xk)gn(x)) = (1− x
k) + (x+ xk − xk+1 − x2k)gn(x)
= (1− xk) + (−1 + x+ xk − xk+1)gn(x)
= (1− xk)(1 − (1− x)gn(x)) = (1− x
k)sn−1(x),
(x+ xk)(1 − (1− x)gn(x)) = (x+ x
k)sn−1(x)
= (1 + x)sn−1(x)− (1 − x
k)sn−1(x)
= (1 + xn−1)− (1 − xk)sn−1(x)
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hold. Thus, as the matrix on Z[x]/(1− x2k), the above matrix can be transformed into
1 + xn−1 (1 − xk)sn−1(x) 01
1

 .
The assertion is proved.
(VI: ΛD4,3k,3) Considering the (4, 7) entry, MD4,3k,3(x) can be transformed into

1 + x3 1 + x2 x2 −xk+1
1 + x3 1 + x x+ x2 1− xk
1 + xk x+ xk + xk+2 1
1


and considering the (3, 5) entry, we have

1 + x3 1 + x2 + xk+1 + x2k+1 x2 + xk+2 + x2k+1 + x2k+3
1 + x3 1 + x x+ x2 1− xk
1
1

 .
In Z[x]/(1− x3k), the equations
1 + x2 + xk+1 + x2k+1 = (1 + xk+1)(1 + x2k+1) = (1 + xk+1)(1 + x)s2k+1(x),
1− xk = −xk(1 − x2k) = −xk(1 + x)s2k(x)
hold. Thus as a matrix on Z[x]/(1− x3k), considering the (2, 3) entry, the above matrix is transformed into

1 + x3 h1(x) 0 h2(x) h3(x)
1 + x
1
1

 ,
where
h1(x) = −(1 + x
3)(1 + xk+1)s2k+1(x),
h2(x) = (x
2 + xk+2 + x2k+1 + x2k+3)− (x+ x2)(1 + xk+1)s2k+1(x)
= (x2 + xk+2 + x2k+1 + x2k+3)− x(1 + xk+1)(1 + x2k+1)
= −x(1− x+ x2)(1− x2k) = −x(1 + x3)s2k(x),
h3(x) = −(1− x
k)(1 + xk+1)s2k+1(x)
= xk(1− x2k)(1 + xk+1)s2k+1(x) = x
ks2k(x)(1 + x
k+1)(1 + x2k+1) = xk+2s2k(x)(1 + x
2k−1)(1 + xk−1).
As elements of Z[x]/(1−x3k), h1(x) and h2(x) can be divided by 1+x
3 and h3(x) can be divided by 1+x
2k−1,
1− x2k, and 1+ x2k+1. The polynomial 1+ x3 can divide 1−x2k if k ∈ 3Z, can divide 1+ x2k+1 if k ∈ 1+ 3Z,
and can divide 1 + x2k−1 if k ∈ 2 + 3Z. Thus h3(x) also can be divided by 1 + x
3 in Z[x]/(1 − x3k). The
assertion is proved.
(VII: ΛE6,k,1) Using the (1, 1) entry and the (2, 2) entry, ME6,k,1(x) can be transformed into[
12
M1(x)
]
,
where M1(x) is

1 + x6 (1 + x2)(1 + x) (1 + x2)(x + x2 + x3)
1− x12 (1 + x2)(1 + x− x2 + x4 − x5 − x6) (1 + x2)(x + x2 − x7 − x8)
1− x12 (1 + x2)(1 − x2 + x3 − x5) (1 + x2)(x− x7)
1 + x6 1 + x2 (1 + x2)(1 + x3)

 .
Thus, we have CokME6,k,1(Xk)
∼= CokM1(Xk). Next, considering (4, 5) entry of M1(x), we have

1 + x6 (1 + x6)(−1− x) −(1 + x6)
1− x12 (1 + x6)(−1− x+ x2 − x4 + x5 + x6) (1 + x6)(−1 + x2 − x3 + x5)
1− x12 (1 + x6)(−1 + x2 − x3 + x5) (1 + x6)(−1 + x− x3 + x4)
0 1 + x2 0


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and 

1 + x6
1− x12 (1 + x6)(−x+ x2 − x4 + x5) (1 + x6)(−1 + x2 − x3 + x5)
1− x12 (1 + x6)(−1 + x2 − x3 + x5) (1 + x6)(−1 + x− x3 + x4)
0 1 + x2 0

 .
Now, CokME6,k,1(Xk)
∼= Cok(1 +X2k)⊕ Cok(1 +X
6
k)⊕ CokM2(x), where
M2(x) =
[
1− x12 (1 + x6)(−x+ x2 − x4 + x5) (1 + x6)(−1 + x2 − x3 + x5)
1− x12 (1 + x6)(−1 + x2 − x3 + x5) (1 + x6)(−1 + x− x3 + x4)
]
= (1− x)(1 + x3 + x6 + x9)
[
1 + x+ x2 −x −1− x
1 + x+ x2 −1− x −1
]
.
Considering its (2, 4) entry, it can be transformed into
(1 − x)(1 + x3 + x6 + x9)
[
1 + x+ x2 −1 + x3 1 + x+ x2
1 + x+ x2 −1
]
and
(1 − x)(1 + x3 + x6 + x9)
[
1 + x+ x2 0
1 + x+ x2 −1
]
.
Thus, CokM2(Xk) ∼= Cok((1−Xk)(1 +X
3
k +X
6
k +X
9
k))⊕ Cok(1−X
12
k ) and the assertion has been proved.
(VIII: ΛE6,2k,2) The matrix ME6,2k,2(x) can be transformed into[
ME6,2k,1(x)
[
−(x3 + xk−3) · T5(x)
−x6 − xk
]]
and taking into account that T5(x) ∈ GLn(Z [x]/(1− x
2k)), the above matrix can be transformed into[
ME6,2k,1(x) (1 + x
k−6) · 1n
]
.
From the proof for ΛE6,k,1, the matrix ME6,2k,1(x) can be transformed into
N(x) =


1
1
1 + x6
1− x12
(1− x)(1 + x3 + x6 + x9)
1 + x2


,
and thusME6,2k,2(x) can be transformed into
[
N(x) (1 + xk−6) · 1n
]
. We haveK0(modΛE6,2k,2) is isomorphic
to
(Cok
[
12k 12k +X
k−6
2k
]
)2 ⊕ Cok
[
12k +X
6
2k 1 +X
k−6
2k
]
⊕ Cok
[
12k −X
12
2k 1 +X
k−6
2k
]
⊕ Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
⊕ Cok
[
12k +X
2
2k 12k +X
k−6
2k
]
.
The first component is clearly 0, and the third one is isomorphic to Cok(1+Xk−62k ), because we have 1− x
12 =
(1 + xk−6)(1 − xk−6) in Z[x]/(1− x2k). Thus we have the assertion.
(IX: ΛE7,k,1) Considering the (6, 8) entry and the fact (*), ME7,k,1(x) can be transformed into

(1 + x9) · 17


1− x+ x2 −x− x3 + x4 − x5 + x6 − x7 + x8 − x9 − x11
0 −x− x10
1− x+ x2 −x+ x2 − x3 + x4 − x5 + x6 − x7 + x8 − x9
0 0
0 0
1 + x3 0
1− x+ x2 1− x+ x2 − x3 + x4 − x5 + x6 − x7 + x8




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and using the (7, 9) entry, 

(1 + x9) · 17


0 −1− x2 − x9 − x11
0 −x− x10
0 −1− x9
0 0
0 0
0 −1− x9
1− x+ x2 0




.
Because the entries in the rightest column are divided by 1 + x9 and 1 + x9 are divided by 1 − x + x2, the
assertion is proved.
(X: ΛE8,k,1) The matrix ME8,k,1(x) is transformed into

(1 + x15) · 18 (1 + x
5) ·


0 −x− x3 + x6 + x8 − x11 − x13
1− x+ x2 −x2 + x3 + x5 + 2x7 − x8 + x9 − x10 − x12
0 −x+ x6 − x11
1− x+ x2 x3 + x5 + x7 − x8 + x9 − x10
0 0
0 0
1 + x3 x+ x3 + x4 + x5 + x7
1− x+ x2 1 + x3 + x7 − x8 + x9




.
Considering the (8, 9) entry, this matrix can be transformed into

(1 + x15) · 18 (1 + x
5) ·


0 −x− x3 + x6 + x8 − x11 − x13
0 −1− x2 + x5 + x7 − x10 − x12
0 −x+ x6 − x11
0 −1 + x5 − x10
0 0
0 0
0 −1 + x5 − x10
1− x+ x2 0




.
Because the entries in the rightest column are divided by (1 + x5)(1 − x5 + x10) = 1 + x15 and 1 + x15 are
divided by (1 + x5)(1− x+ x2), the assertion is proved. 
3.4. Proof of Theorem 1.1. Now, the remained task is to calculate the summands appearing in Proposition
3.2. The processes of the calculations are written in the next subsection. Using the results in Subsection 3.5,
we can prove Theorem 1.1.
Proof of Theorem 1.1. We state each cokernel in Proposition 3.2. One can easily check that Theorem 1.1 holds.
(I: ΛAn,k,1) By Lemmas 3.9 (2) and 3.12, we have
Cok(1k −X
n+1
k )
∼= Zd, Cok(1k −Xk) ∼= Z,
Cok((1k −Xk)(1k +X
(n+1)/2
k ))
∼=
{
Z ⊕ (Z/2Z)d−1 (r ∈ 2Z)
Z
(d+2)/2 (r /∈ 2Z)
(n /∈ 2Z).
(II: ΛAn,2k,2) By Lemmas 3.9 (2) and 3.13, we have
Cok(12k +X
k−(n+1)/2
2k )
∼=


Z
d (r ∈ 4Z)
(Z/2Z)2d (r ∈ 2 + 4Z)
Z
d/2 (r /∈ 2Z)
,
Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
∼=


(Z/2Z)d−1 ⊕ (Z/4Z) (r ∈ 4Z)
(Z/2Z)d+1 (r ∈ 2 + 4Z)
Z
d/2 (r /∈ 2Z)
.
(III: ΛAn,2k−1,2) By Lemma 3.9 (2), we have
Cok(12k−1 +X
k−(n+2)/2
2k−1 )
∼= (Z/2Z)2d, Cok
[
12k−1 −X2k−1 2 · 12k−1
]
∼= Z/2Z.
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(IV: ΛDn,k,1) By Lemmas 3.9 (2) and 3.11, we have
Cok(1k +X
n−1
k )
∼=


(Z/2Z)d (k ∈ 2Z, r ∈ 2Z)
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
(Z/2Z)d (k /∈ 2Z)
,
Cok s2n−2(Xk) ∼=
{
Z
d−1 ⊕ (Z/rZ) (k ∈ 2Z)
Z
d (k /∈ 2Z)
(n /∈ 2Z),
Cok sn−1(Xk) ∼=
{
Z
(d−2)/2 ⊕ (Z/rZ) (k ∈ 2Z)
(Z/2Z)d−1 (k /∈ 2Z)
(n ∈ 2Z).
(V: ΛDn,2k,2) By Lemmas 3.14, 3.15 and 3.16, we have
Cok
[
12k +X
n−1
2k 12k −X
k
2k
]
∼=


(Z/2Z)d (k ∈ 2Z, r ∈ 2Z)
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
(Z/2Z)d (k /∈ 2Z)
,
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼=


Z
d (k ∈ 2Z, r ∈ 4Z)
(Z/2Z)2d−1 (k ∈ 2Z, r ∈ 2 + 4Z)
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
Z
d−1 ⊕ (Z/rZ) (k /∈ 2Z)
(n /∈ 2Z),
Cok
[
12k +X
n−1
2k (1 −X
k
2k)sn−1(X2k)
]
∼=
{
Z
d/2 (k ∈ 2Z)
Z
d−1 ⊕ (Z/rZ) (k /∈ 2Z)
(n ∈ 2Z).
(VI: ΛD4,3k,3) By Lemma 3.9 (2), we have
Cok(13k +X
3
3k)
∼=
{
Z
3 (k ∈ 2Z)
(Z/2Z)3 (k /∈ 2Z)
, Cok(13k +X3k) ∼=
{
Z (k ∈ 2Z)
Z/2Z (k /∈ 2Z)
.
(VII: ΛE6,k,1) By Lemmas 3.9 (2) and 3.17, we have
Cok(1k −X
12
k )
∼= Zd, Cok((1k −Xk)(1k +X
3
k +X
6
k +X
9
k))
∼=


Z ⊕ (Z/4Z)d−1 (d = 1, 3)
Z
(d+2)/2 ⊕ (Z/2Z)(d−2)/2 (d = 2, 6)
Z
(3d+4)/4 (d = 4, 12)
,
Cok(1k +X
6
k)
∼=
{
(Z/2Z)d (d = 1, 3, 2, 6)
Z
d/2 (d = 4, 12)
, Cok(1k +X
2
k)
∼=


Z/2Z (d = 1, 3)
(Z/2Z)2 (d = 2, 6)
Z
2 (d = 4, 12)
.
(VIII: ΛE6,2k,2) By Lemmas 3.9 (2), 3.18, and 3.19, we have
Cok(12k +X
k−6
2k )
∼=


Z
d (d = 1, 3)
(Z/2Z)2d (d = 2, 6)
Z
d/2 (d = 4, 12)
,
Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
∼=


Z
d (d = 1, 3)
(Z/2Z)(3d+2)/2 (d = 2, 6)
Z
d/2 (d = 4, 12)
,
Cok
[
12k +X62k 12k +X
k−6
2k
]
∼=
{
(Z/2Z)d (d = 1, 3, 2, 6)
Z
d/2 (d = 4, 12)
,
Cok
[
12k +X
2
2k 12k +X
k−6
2k
]
∼=


(Z/2Z) (d = 1, 3)
(Z/2Z)2 (d = 2, 6)
Z
2 (d = 4, 12)
.
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(IX: ΛE7,k,1) By Lemmas 3.9 (2) and 3.11, we have
Cok(1k +X
9
k)
∼=
{
(Z/2Z)d (d = 1, 3, 9)
Z
d/2 (d = 2, 6, 18)
, Cok(1k −Xk +X
2
k)
∼=


0 (d = 1)
(Z/2Z)2 (d = 3, 9)
Z/3Z (d = 2)
Z
2 (d = 6, 18)
.
(X: ΛE8,k,1) By Lemmas 3.9 (2) and 3.20, we have
Cok(1k +X
15
k )
∼=
{
(Z/2Z)d (d = 1, 3, 5, 15)
Z
d/2 (d = 2, 6, 10, 30)
,
Cok((1k −Xk +X
2
k)(1k +X
5
k))
∼=


(Z/2Z)d (d = 1, 3, 5)
(Z/2Z)7 (d = 15)
Z
d/2 (d = 2, 6, 10)
Z
7 (d = 30)
.
The proof is completed. 
3.5. Calculation of summands in Proposition 3.2. We calculate each cokernel in Proposition 3.2. First,
we state general properties of the cokernels of matrices.
Definition 3.8. Let m ≥ 1, p ∈ Z, d = gcd(p,m) and σ ∈ Sm be the unique permutation such that X
p
m is the
permutation matrix of σ. We can deduce that σ can be decomposed into d cyclic permutations as
σ = (1, σ(1), σ2(1), . . . , σq−1(1)) · · · (d, σ(d), σ2(d), . . . , σq−1(d)),
where q = m/d. So we can define a permutation η ∈ Sm by
η(uq + v) = σv−1(u + 1) (u ∈ {0, . . . , d− 1}, v ∈ {1, . . . , q}).
Now we define Ym,p as the permutation matrix of η.
Lemma 3.9. Let m, l ≥ 1, p ∈ Z and d = gcd(p,m), q = m/d and f(x), g(x) ∈ Z[x].
(1) We have Cok f(Xpm)
∼= (Cok f(Xq))
d and Cok
[
f(Xpm) g(X
p
m)
]
∼= (Cok
[
f(Xq) g(Xq)
]
)d.
(2) We have
Cok(1m −X
p
m)
∼= Zd, Cok(l · (1m −X
p
m))
∼= Zd ⊕ (Z/lZ)m−d,
Cok
[
1m −X
p
m l · 1m
]
∼= (Z/lZ)d, Cok(1m +X
p
m)
∼=
{
(Z/2Z)d (q /∈ 2Z)
Z
d (q ∈ 2Z)
.
(3) If m ∈ 2Z, then Cok f(Xm) ∼= Cok f(−Xm) and Cok
[
f(Xm) g(Xm)
]
∼= Cok
[
f(−Xm) g(−Xm)
]
.
(4) We have Im(1±Xpm) = Im(1 ±X
d
m) and
Cok
[
f(Xm) 1−X
p
m
]
∼= Cok f(Xd), Cok
[
f(Xm) g(Xm) 1−X
p
m
]
∼= Cok
[
f(Xd) g(Xd)
]
.
(5) We have Cok(l · sm(−Xm)) ∼= Z
m−1 ⊕ (Z/lZ) and Cok
[
sm(−Xm) l · 1m
]
∼= (Z/lZ)m−1.
Proof. (1) By definition, we have Y −1m,pf(X
p
m)Ym,p = f(Xq)
⊕d. The proof for the latter assertion is similar.
(2) If p = 1, they are obvious. The remained case can be reduced to direct sums of the case p = 1 by (1).
(3) Because m ∈ 2Z, we can consider the diagonal matrix Jm = diag(1,−1, 1,−1, . . . , 1,−1) ∈ GLm(Z). We
have JmXmJm = −Xm.
(4), (5) Straightforward. 
Note that the following lemma can be used only if d ≥ 2.
Lemma 3.10. Let m ≥ 1, p ∈ Z and d = gcd(p,m) and f(x), g(x) ∈ Z[x]. If d ≥ 2, we have
Cok((1m −Xm)f(X
p
m))
∼= (Cok f(Xq))
d−1 ⊕ Cok((1q −Xq)f(Xq)),
Cok
[
(1m −Xm)f(X
p
m) g(X
p
m)
]
∼= (Cok
[
f(Xq) g(Xq)
]
)d−1 ⊕ Cok
[
(1q −Xq)f(Xq) g(Xq)
]
.
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Proof. Because d ≥ 2, we have
Y −1m,p(1m −Xm)f(X
p
m)Ym,p =


f(Xq) −Xqf(Xq)
−f(Xq) f(Xq)
· · · · · ·
−f(Xq) f(Xq)
−f(Xq) f(Xq)


and this can be transformed into [
f(Xq)
⊕(d−1)
(1−Xq)f(Xq)
]
.
preserving the blocks. We have the first assertion.
Now, we have shown that there exists Pd(x), Qd(x) ∈ GLd(Z[x]) such that
Pd(Xq)Y
−1
m,p(1m −Xm)f(X
p
m)Ym,pQd(Xq) =
[
f(Xq)
⊕(d−1)
(1−Xq)f(Xq)
]
.
Take such Pd(x), Qd(x). Then Y
−1
m,pg(X
p
m)Ym,p = g(Xq)
⊕d and Pd(x)(g(x) · 1d)Pd(x)
−1 = g(x) · 1d imply
Pd(Xq)Y
−1
m,pg(X
p
m)Ym,pPd(Xq)
−1 = g(Xq)
⊕d.
Thus, the matrix
Pd(Xq)Y
−1
m,p
[
(1m −Xm)f(X
p
m) g(X
p
m)
] [Ym,p 0
0 Ym,p
] [
Qd(Xq) 0
0 Pd(Xq)
−1
]
is equal to [
f(Xq)
⊕(d−1) 0 g(Xq)
⊕(d−1) 0
0 (1−Xq)f(Xq) 0 g(Xq)
]
and it verifies the second assertion. 
Lemma 3.11. Let m ≥ 1, p ∈ Z and put d = gcd(p, k), r = p/d. Then we have
Cok sp(Xm) ∼=


Z
d−1 ⊕ (Z/rZ) (m ∈ 2Z)
Z
d (m /∈ 2Z, p ∈ 2Z)
(Z/2Z)d−1 (m /∈ 2Z, p /∈ 2Z)
.
Proof. If m ∈ 2Z, then by Lemma 3.9 (3), we have Cok sp(Xm) ∼= Cok sp(−Xm). Using the fact 1− x
p can be
divided by sp(−x) and Lemma 3.9 (4), we have
Cok sp(−Xm) ∼= Cok
[
sp(−Xm) 1−X
p
m
]
∼= Cok sp(−Xd) = Cok(r · sd(−Xd)).
By Lemma 3.9 (5), Cok(r · sd(−Xd)) ∼= Z
d−1 ⊕ (Z/rZ). The proof for m ∈ 2Z is completed.
If m /∈ 2Z and p ∈ 2Z, then 1− xp can be divided by sp(x). Using this fact and Lemma 3.9 (4), we have
Cok sp(Xm) ∼= Cok
[
sp(Xm) 1−X
p
m
]
∼= Cok sp(Xd).
Because d = gcd(m, p) /∈ 2Z and p ∈ 2Z, we have Cok sp(Xd) = Cok 0d = Z
d. The proof for the case m /∈ 2Z
and p ∈ 2Z is completed.
If m /∈ 2Z and p /∈ 2Z, then sp(x) divides 1 + x
p, and 1 + xp divides 1 + xpm. Thus we have
Cok sp(Xm) ∼= Cok
[
sp(Xm) 1 +X
pm
m
]
∼= Cok
[
sp(Xm) 2 · 1m
]
.
The polynomial sp(x) − sp(−x) can be divided by 2 and 1− x
p can be divided by sp(−x). Therefore, we have
Cok
[
sp(Xm) 2 · 1m
]
∼= Cok
[
sp(−Xm) 2 · 1m
]
∼= Cok
[
sp(−Xm) 1−X
p
m 2 · 1m
]
By Lemma 3.9 (4) and the facts sp(−Xd) = r · sd(−Xd) and r = p/d /∈ 2Z,
Cok
[
sp(−Xm) 1−X
p
m 2 · 1m
]
∼= Cok
[
sp(−Xd) 2 · 1d
]
∼= Cok
[
r · sd(−Xd) 2 · 1d
]
∼= Cok
[
sd(−Xd) 2 · 1d
]
.
By Lemma 3.9 (5), it is isomorphic to (Z/2Z)d−1. The proof for the case k /∈ 2Z and p /∈ 2Z is completed. 
We calculate the remained cokernels appearing in Proposition 3.2 using the previous lemmas.
20 SOTA ASAI
Lemma 3.12 (type I). Let n, k ≥ 1 be integers and n /∈ 2Z. Put d = gcd(n + 1, k), r = (n + 1)/d. Then we
have
Cok((1k −Xk)(1k +X
(n+1)/2
k ))
∼=
{
Z ⊕ (Z/2Z)d−1 (r ∈ 2Z)
Z
(d+2)/2 (r /∈ 2Z)
.
Proof. Put q = k/d. We can deduce
gcd((n+ 1)/2, k) =
{
d (r ∈ 2Z)
d/2 (r /∈ 2Z).
Assume r ∈ 2Z first, then we have q /∈ 2Z. Therefore, Lemma 3.9 (4) yields
Cok((1k −Xk)(1k +X
(n+1)/2
k ))
∼= Cok((1k −Xk)(1k +X
d
k )).
If d = 1, then we have k /∈ 2Z and gcd(2, k) = 1. Thus the cokernel is Cok(1k −X
2
k)
∼= Z. If d ≥ 2, Lemma
3.10 and q /∈ 2Z yield
Cok((1k −Xk)(1k +X
d
k ))
∼= Cok((1q +Xq))
d−1 ⊕ Cok(1q −X
2
q )
∼= (Z/2Z)d−1 ⊕Z.
The assertion is proved for the case r ∈ 2Z.
Assume r /∈ 2Z next. Lemma 3.9 (4) yields
Cok((1k −Xk)(1k +X
(n+1)/2
k ))
∼= Cok((1k −Xk)(1k +X
d/2
k )).
If d/2 = 1, then we have k ∈ 2Z and gcd(2, k) = 2. Thus the cokernel is Cok(1k − X
2
k)
∼= Z2. If d/2 ≥ 2,
Lemma 3.10 and k/(d/2) = 2q ∈ 2Z yield
Cok((1k −Xk)(1k +X
d/2
k ))
∼= (Cok(12q +X2q))
(d−2)/2 ⊕ Cok(12q −X
2
2q)
∼= Z(d−2)/2 ⊕Z2 = Z(d+2)/2.
The assertion is proved for the case r /∈ 2Z. 
Lemma 3.13 (type II). Let n, k ≥ 1 be integers, and n /∈ 2Z. Put d = gcd(n+ 1, k), r = (n+ 1)/d. Then we
have
Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
∼=


(Z/2Z)d−1 ⊕ (Z/4Z) (r ∈ 4Z)
(Z/2Z)d+1 (r ∈ 2 + 4Z)
Z
d/2 (r /∈ 2Z)
.
Proof. Put q = k/d. We can deduce that
gcd((n+ 1)/2, 2k) =


2d (r ∈ 4Z)
d (r ∈ 2 + 4Z)
d/2 (r /∈ 2Z)
, gcd(k − (n+ 1)/2, 2k) =


d (r ∈ 4Z)
2d (r ∈ 2 + 4Z)
d/2 (r /∈ 2Z)
.
Consider the case r ∈ 4Z first. Then Lemma 3.9 (4) yields
Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
∼= Cok
[
(12k −X2k)(12k +X
2d
2k ) 12k +X
d
2k
]
∼= Cok
[
2 · (12k −X2k) 12k +X
d
2k
]
.
Assume d = 1, then we have
Cok
[
2 · (12k −X2k) 12k +X
d
2k
]
= Cok
[
2 · (12k −X2k) 12k +X2k
]
∼= Cok
[
4 · 12k 12k +X2k
]
.
Using Lemma 3.9 (3) and then (2), we can deduce that
Cok
[
4 · 12k 12k +X2k
]
∼= Cok
[
4 · 12k 12k −X2k
]
∼= Z/4Z.
If d ≥ 2, from Lemma 3.10, Cok
[
2 · (12k −X2k) 12k +X
d
2k
]
is isomorphic to
(Cok
[
2 · 12q 12q +X2q
]
)d−1 ⊕ (Cok
[
2 · (12q −X2q) 12q +X2q
]
).
The first summand is calculated as
Cok
[
2 · 12q 12q +X2q
]
∼= Cok
[
2 · 12q 12q −X2q
]
∼= Z/2Z.
Similarly to the case d = 1, the second summand can be calculated as
Cok
[
2 · (12q −X2q) 12q +X2q
]
∼= Z/4Z.
Now the proof for the case r ∈ 4Z is completed.
THE GROTHENDIECK GROUPS AND STABLE EQUIVALENCES OF MESH ALGEBRAS 21
Second, we assume r ∈ 2 + 4Z. Then Lemma 3.9 (4) yields
Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
∼= Cok
[
(12k −X2k)(12k +X
d
2k) 12k +X
2d
2k
]
∼= Cok
[
(12k −X2k)(12k +X
d
2k) 2 · 12k
]
,
where the last equality comes from 1− x2d can be divided by (1− x)(1 + xd). Assume d = 1. Then we have
Cok
[
(12k −X2k)(12k +X
d
2k) 2 · 12k
]
∼= Cok
[
12k −X
2
2k 2 · 12k
]
∼= (Z/2Z)2.
If d ≥ 2, Lemma 3.10 implies
Cok
[
(12k −X2k)(12k +X
d
2k) 2 · 12k
]
∼= (Cok
[
12q +X2q 2 · 12q
]
)d−1 ⊕ Cok
[
12q −X
2
2q 2 · 12q
]
.
Using Lemma 3.9 (2), each summand can be calculated as below;
Cok
[
12q +X2q 2 · 12q
]
∼= Cok
[
12q −X2q 2 · 12q
]
∼= Z/2Z, Cok
[
12q −X
2
2q 2 · 12q
]
∼= (Z/2Z)2.
The proof for the case r ∈ 2 + 4Z is completed.
The remained case is r /∈ 2Z. Then Lemma 3.9 (4) yields
Cok
[
(12k −X2k)(12k +X
(n+1)/2
2k ) 12k +X
k−(n+1)/2
2k
]
∼= Cok
[
(12k −X2k)(12k +X
d/2
2k ) 12k +X
d/2
2k
]
∼= Cok(12k +X
d/2
2k )
∼= Zd/2.
The proof for the case r /∈ 2Z is completed. 
Lemma 3.14 (type V). Let n ≥ 4 and k ≥ 1 be integers. Put d = gcd(2n− 2, k). Then we have
Cok
[
12k +X
n−1
2k 12k −X
k
2k
]
∼=
{
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
(Z/2Z)d (otherwise)
.
Proof. Put q = (2n− 2)/d. We can deduce
gcd(n− 1, k) =
{
d/2 (k ∈ 2Z, r /∈ 2Z)
d (otherwise)
,
k
gcd(n− 1, k)
=
{
2q ∈ 2Z (k ∈ 2Z, r /∈ 2Z)
q /∈ 2Z (otherwise)
.
From Lemma 3.9 (4) and then (2),
Cok
[
12k +X
n−1
2k 12k −X
k
2k
]
∼= Cok(1k +X
n−1
k )
∼=
{
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
(Z/2Z)d (otherwise)
.
The assertion is proved. 
Lemma 3.15 (type V). Let n ≥ 4 and k ≥ 1 be integers and n /∈ 2Z. Put d = gcd(2n− 2, k). Then we have
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼=


Z
d (k ∈ 2Z, r ∈ 4Z)
(Z/2Z)2d−1 (k ∈ 2Z, r ∈ 2 + 4Z)
Z
d/2 (k ∈ 2Z, r /∈ 2Z)
Z
d−1 ⊕ (Z/rZ) (k /∈ 2Z)
.
Proof. We can deduce
gcd(k − (n− 1), 2k) =


d (k ∈ 2Z, r ∈ 4Z)
2d (k ∈ 2Z, r ∈ 2 + 4Z)
d/2 (k ∈ 2Z, r /∈ 2Z)
d (k /∈ 2Z)
.
If k ∈ 2Z and r ∈ 4Z, then we have (2n − 2)/d ∈ 2Z. By Lemma 3.9 (4) and the fact s2n−2(x) can be
divided by 1 + xd and then Lemma 3.9 (2), we have
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼= Cok
[
s2n−2(X2k) 12k +X
d
2k
]
∼= Cok(12k +X
d
2k)
∼= Zd.
The proof for the case k ∈ 2Z and r ∈ 4Z is completed.
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If k ∈ 2Z and r ∈ 2 + 4Z, then we have (2n − 2)/2d ∈ 1 + 2Z. We can deduce s2n−2(x) − s2d(x) can be
divided by 1 + x2d. Therefore, by Lemma 3.9 (4), the previous fact and Lemma 3.9 (3), we have
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼= Cok
[
s2n−2(X2k) 12k +X
2d
2k
]
∼= Cok
[
s2d(X2k) 12k +X
2d
2k
]
∼= Cok
[
s2d(−X2k) 12k +X
2d
2k
]
.
Using the fact 1− x2d can be divided by s2d(−x) and Lemma 3.9 (5), we can deduce
Cok
[
s2d(−X2k) 12k +X
2d
2k
]
∼= Cok
[
s2d(−X2k) 2 · 12k
]
∼= (Z/2Z)2d−1.
The proof for the case k ∈ 2Z and r ∈ 2 + 4Z is completed.
If k ∈ 2Z and r /∈ 2Z, then we have (2n− 2)/(d/2) ∈ 2Z. By Lemma 3.9 (4) and the fact s2n−2(x) can be
divided by 1 + xd/2 and then Lemma 3.9 (2), we have
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼= Cok
[
s2n−2(X2k) 12k +X
d/2
2k
]
∼= Cok(12k +X
d/2
2k )
∼= Zd/2.
The proof for the case k ∈ 2Z and r /∈ 2Z is completed.
If k /∈ 2Z, then we have k − (n− 1) /∈ 2Z. By Lemma 3.9 (3) and then (4), we have
Cok
[
s2n−2(X2k) 12k +X
k−(n−1)
2k
]
∼= Cok
[
s2n−2(−X2k) 12k −X
k−(n−1)
2k
]
∼= Cok(s2n−2(−Xd)).
Now s2n−2(−Xd) = r · sd(−Xd) and Lemma 3.9 (5) imply
Cok(s2n−2(−Xd)) = Cok(r · sd(−Xd)) ∼= Z
d−1 ⊕ (Z/rZ).
The proof for the case k /∈ 2Z is completed. 
Lemma 3.16 (type V). Let n ≥ 4 and k ≥ 1 be integers and n ∈ 2Z. Put d = gcd(2n− 2, k). Then we have
Cok
[
12k +X
n−1
2k (1−X
k
2k)sn−1(X2k)
]
∼=
{
Z
d/2 (k ∈ 2Z)
Z
d−1 ⊕ (Z/rZ) (k /∈ 2Z)
.
Proof. We can deduce
gcd(n− 1, 2k) =
{
d/2 (k ∈ 2Z)
d (k /∈ 2Z)
.
If k ∈ 2Z, then we have k/(d/2) ∈ 2Z. Lemma 3.9 (4) and the fact 1− xk can be divided by 1 + xd/2 yield
Cok
[
12k +X
n−1
2k (1 −X
k
2k)sn−1(X2k)
]
∼= Cok
[
12k +X
d/2
2k (1−X
k
2k)sn−1(X2k)
]
∼= Cok(12k +X
d/2
2k )
∼= Zd/2.
The proof for the case k ∈ 2Z is completed.
If k /∈ 2Z, then we have d /∈ 2Z. Lemma 3.9 (4) and the fact 1 + xk can be divided by 1 + xd yield
Cok
[
12k +X
n−1
2k (1−X
k
2k)sn−1(X2k)
]
∼= Cok
[
12k +X
d
2k (1 −X
k
2k)sn−1(X2k)
]
∼= Cok
[
12k +X
d
2k 2 · sn−1(X2k)
]
.
By Lemma 3.9 (3) and then (4), we have
Cok
[
12k +X
d
2k 2 · sn−1(X2k)
]
∼= Cok
[
12k −X
d
2k 2 · sn−1(−X2k)
]
∼= Cok
[
2 · sn−1(−Xd)
]
,
and then sn−1(−Xd) = (r/2)sd(−Xd) and Lemma 3.9 (5) imply
Cok
[
2 · sn−1(−Xd)
]
= Cok
[
2 · (r/2)sd(−Xd)
]
= Cok
[
r · sd(−Xd)
]
∼= Zd−1 ⊕ (Z/rZ).
The proof for the case k /∈ 2Z is completed. 
Lemma 3.17 (type VII). Let k ≥ 1 be an integer. Put d = gcd(12, k). Then we have
Cok((1k −Xk)(1k +X
3
k +X
6
k +X
9
k))
∼=


Z ⊕ (Z/4Z)d−1 (d = 1, 3)
Z
(d+2)/2 ⊕ (Z/2Z)(d−2)/2 (d = 2, 6)
Z
(3d+4)/4 (d = 4, 12)
.
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Proof. From Lemma 3.9 (4), we can deduce
Cok((1k −Xk)(1k +X
3
k +X
6
k +X
9
k)) = Cok
[
(1k −Xk)(1k +X
3
k +X
6
k +X
9
k) 1k −X
12
k
]
∼= Cok((1d −Xd)(1d +X
3
d +X
6
d +X
9
d)).
Assume d = 1, 2, 4. Then Cok((1d −Xd)(1d +X
3
d +X
6
d +X
9
d)) = Cok 0d
∼= Zd.
Assume d = 3, 6, 12. Lemma 3.10 can be used and then the cokernel is isomorphic to
(Cok(1d/3 +Xd/3 +X
2
d/3 +X
3
d/3))
2 ⊕ Cok((1d/3 −Xd/3)(1d/3 +Xd/3 +X
2
d/3 +X
3
d/3))
= (Cok((12/d) · sd/3(−Xd/3)))
2 ⊕ Cok0d/3.
From Lemma 3.11, it is isomorphic to
(Zd/3−1 ⊕ (Z/(12/d)Z))2 ⊕Zd/3 = Zd−2 ⊕ (Z/(12/d)Z))2.
We can easily check that the assertion holds. 
Lemma 3.18 (type VIII). Let k ≥ 1 be an integer. Put d = gcd(12, k). Then we have
Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
∼=


Z
d (d = 1, 3)
(Z/2Z)(3d+2)/2 (d = 2, 6)
Z
d/2 (d = 4, 12)
Proof. If d = 1, 3, then we have gcd(k− 6, 2k) = d and 1+xd can divide (1−x)(1+x3+x6+x9). From Lemma
3.9 (4), we can deduce
Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
∼= Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
d
2k
]
∼= Cok(12k +X
d
2k)
∼= Zd.
The proof for the case d = 1, 3 is completed.
If d = 2, 6, then we have gcd(12, 2k) = 2d. From Lemma 3.9 (4), we can deduce
Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
∼= Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k −X
12
2k 12k +X
k−6
2k
]
∼= Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k −X
2d
2k 12k +X
k−6
2k
]
.
From Lemma 3.9 (4) and the fact that 2d divides k − 6, it is isomorphic to
Cok
[
(12d −X2d)(12d +X
3
2d +X
6
2d +X
9
2d) 12k +X
k−6
2d
]
∼= Cok
[
(12d −X2d)(12d +X
3
2d +X
6
2d +X
9
2d) 2 · 12d
]
.
If d = 2, this can be calculated as
Cok
[
(12d −X2d)(12d +X
3
2d +X
6
2d +X
9
2d) 2 · 12d
]
= Cok
[
(14 −X4)(14 +X
3
4 +X
6
4 +X
9
4 ) 2 · 14
]
∼= Cok
[
04 2 · 14
]
∼= (Z/2Z)4.
If d = 6, we have
Cok
[
(12d −X2d)(12d +X
3
2d +X
6
2d +X
9
2d) 2 · 12d
]
= Cok
[
(112 −X12)(112 +X
3
12 +X
6
12 +X
9
12) 2 · 112
]
.
Apply Lemmas 3.10 and 3.11, then it is isomoprhic to
(Cok
[
14 +X4 +X
2
4 +X
3
4 2 · 14
]
)2 ⊕ Cok
[
(14 −X4)(14 +X4 +X
2
4 +X
3
4 ) 2 · 14
]
= (Cok
[
s4(−X4) 2 · 14
]
)2 ⊕ Cok
[
04 2 · 14
]
∼= ((Z/2Z)3)2 ⊕ (Z/2Z)4 = (Z/2Z)10.
The proof for the case d = 2, 6 is completed.
If d = 4, 12, then we have gcd(k− 6, 6) = d/2 and 1+xd/2 can divide (1−x)(1+x3+x6+x9). From Lemma
3.9 (4), we can deduce
Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
k−6
2k
]
∼= Cok
[
(12k −X2k)(12k +X
3
2k +X
6
2k +X
9
2k) 12k +X
d/2
2k
]
∼= Cok(12k +X
d/2
2k )
∼= Zd/2.
The proof for the case d = 4, 12 is completed. 
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Lemma 3.19 (type VIII). Let k ≥ 1 be an integer. Put d = gcd(12, k). Then we have
Cok
[
12k +X
6
2k 12k +X
k−6
2k
]
∼=
{
(Z/2Z)d (d = 1, 3, 2, 6)
Z
d/2 (d = 4, 12)
,
Cok
[
12k +X
2
2k 12k +X
k−6
2k
]
∼=


(Z/2Z) (d = 1, 3)
(Z/2Z)2 (d = 2, 6)
Z
2 (d = 4, 12)
.
Proof. Using Lemma 3.9 (4) and then (2), it is easy to see
Cok
[
12k +X
6
2k 12k +X
k−6
2k
]
∼= Cok
[
12k +X
6
2k 12k −X
k
2k
]
∼= Cok(1k +X
6
k)
∼=
{
(Z/2Z)d (d = 1, 3, 2, 6)
Z
d/2 (d = 4, 12)
.
The remained assertion can be also proved similarly. 
Lemma 3.20 (type X). Let k ≥ 1 be an integer. Put d = gcd(30, k). Then we have
Cok((1k −Xk +X
2
k)(1k +X
5
k))
∼=


(Z/2Z)d (d = 1, 3, 5)
(Z/2Z)7 (d = 15)
Z
d/2 (d = 2, 6, 10)
Z
7 (d = 30)
.
Proof. Assume d = 1, 3, 2, 6, then we have gcd(5, k) = 1. Lemma 3.9 (4) yields
Cok((1k −Xk +X
2
k)(1k +X
5
k))
∼= Cok((1k −Xk +X
2
k)(1k +Xk))
∼= Cok(1k +X
3
k)
∼=
{
(Z/2Z)d (d = 1, 3)
Z
d/2 (d = 2, 6)
.
Assume d = 5, 15, 10, 30, then we have gcd(5, k) = 5. We have Y −1k,5 (1k −Xk +X
2
k)(1k +X
5
k)Yk,5 is equal to

1k/5 +Xk/5 Xk/5 +X
2
k/5 −Xk/5 −X
2
k/5
−1k/5 −Xk/5 1k/5 +Xk/5 Xk/5 +X
2
k/5
1k/5 +Xk/5 −1k/5 −Xk/5 1k/5 +Xk/5
1k/5 +Xk/5 −1k/5 −Xk/5 1k/5 +Xk/5
1k/5 +Xk/5 −1k/5 −Xk/5 1k/5 +Xk/5

 .
It is transformed into
(1k/5 +Xk/5)⊕3 1k/5 −X2k/5 Xk/5 +X2k/5
−1k/5 −Xk/5 1k/5 −X
2
k/5

 and

(1k/5 +Xk/5)⊕3 1k/5 +X3k/5
−1k/5 −Xk/5

 .
Thus we have
Cok((1k −Xk +X
2
k)(1k +X
5
k))
∼= (Cok(1k/5 +Xk/5))
4 ⊕ Cok(1k/5 +X
3
k/5)
∼=
{
(Z/2Z)4 ⊕ (Z/2Z)d/5 (d = 5, 15)
Z
4 ⊕Zd/10 (d = 10, 30)
.
Now, the assertion can be proved easily. 
4. Maximal rigid and cluster-tilting objects
In this section, we deal with maximal rigid and cluster-tilting objects of the stable module categories of
finite-dimensional mesh algebras and use them as invariants of stable equivalences. In the rest, we assume that
K is an algebraically closed field. Let Q = Q∆,l,t be a translation quiver in Definition 2.6 and Λ = Λ∆,l,t be
the corresponding finite-dimensional mesh algebra.
We consider an automorphism µ : Λ→ Λ and construct an autoequivalence µ∗ on modΛ from µ as follows.
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Definition 4.1. Let Q = Q∆,l,t, Λ = Λ∆,l,t, and µ : Λ → Λ be an automorphism on the K-algebra Λ. We
define an autoequivalence µ∗ : modΛ → modΛ as µ∗ = (? ⊗Λ (1Λµ−1)), where the right action of Λ on 1Λµ−1
is defined by x · λ = xµ−1(λ) in x ∈ 1Λµ−1 and λ ∈ Λ.
If functor µ∗ is restricted to the projective Λ-modules, then µ∗ also acts on modΛ.
If ρ ∈ AuttrQ is an automorphism on a translation quiverQ, we naturally extend ρ to a natural automorphism
ρ : Λ→ Λ, and define the functor ρ∗ : modΛ→ modΛ as above. The functor ρ∗ is restricted to the projective
Λ-modules. We consider the quotient quiver of Q by ρ, and define the push-down funtor and the pull-up functor.
Definition 4.2. Let Q = Q∆,l,t, Λ = Λ∆,l,t, and ρ ∈ AuttrQ such that its order on Q is m. We say ρ is free if
ρj(u) 6= u for any u ∈ Q0 and j = 1, . . . ,m− 1. If ρ is free, we write Q/〈ρ〉 for the quotient translation quiver
of Q by ρ, and Λ/〈ρ〉 for the corresponding quotient mesh algebra.
The push-down functor Φρ : modΛ → mod(Λ/〈ρ〉) is defined as follows; for M ∈ modΛ, Φρ(M) is a Λ/〈ρ〉-
module such that Φρ(M)eu¯ =
⊕m−1
j=0 Meρj(u) for u¯ ∈ (Q/〈ρ〉)0 and that the action of α¯ ∈ Q1 on Φρ(M) is the
direct sum of the actions of α, ρ(α), . . . , ρm−1(α) ∈ Q1 on M . The pull-up functor Ψρ : mod(Λ/〈ρ〉) → modΛ
is defined as follows; for M ′ ∈ mod(Λ/〈ρ〉), Ψρ(M
′) is a Λ-module such that Ψρ(M
′)eu =M
′eu¯ for u ∈ Q0 and
that the action of α ∈ Q1 on Ψρ(M
′) coincides with the action of α¯ ∈ (Q/〈ρ〉)1 on M
′.
The functors Φρ and Ψρ are restricted to the projective modules, thus they induce the functors between
modΛ and mod(Λ/〈ρ〉).
We recall the Serre functor of a triangulated category here. The Serre functor of a Hom-finite K-linear
additive triangulated category T is a functor S such that HomT (X,Y ) ∼= DHomT (Y,SX) holds functorially
for X,Y ∈ C (D denotes the K-dual HomK(?,K)). It is unique up to functorial isomorphisms, and commutes
with triangle equivalences. Explicitly, modΛ∆,l,t has S = [−1]◦ν as the Serre functor, where ν is the Nakayama
functor (?⊗Λ DΛ∆,l,t) : modΛ∆,l,t → modΛ∆,l,t (see [ASS, IV.2.4, IV.2.13]).
We have the following properties.
Proposition 4.3. Let Λ = Λ∆,l,t, Λ
′ = Λ∆′,l′,t′ be finite-dimensional mesh algebras and F : modΛ → modΛ
′
be a stable equivalence as triangulated categories.
(1) Let S,S′ be the Serre functors of modΛ,modΛ′, and [1], [1]′ be the shifts of modΛ,modΛ′. We have
F ([−2] ◦ S) ∼= ([−2]′ ◦ S′)F on modΛ′.
(2) Let Q = Λ∆,l,t. Then [−2] ◦ S satisfies the following.
(i) If Λ is type II, i.e. Λ = ΛAn,2k,2, then [−2] ◦ S
∼= (τ∗θ∗)
−1 on modΛ for some automorphism
θ : Λ→ Λ such that θ(eu) = eu for u ∈ Q0 and that θ(α) is α or −α for α ∈ Q1.
(ii) If Λ is type III, i.e. Λ = ΛAn,2k−1,2, then [−2] ◦ S
∼= (τ∗κ∗)
−1 on modΛ for the automorphism
κ : Λ→ Λ such that κ(eu) = eu for u ∈ Q0 and that κ(α) = −α for α ∈ Q1.
(iii) In the other cases, we have [−2] ◦ S ∼= τ−1∗ on modΛ.
(3) Assume ∆ 6= A1. The order of the functor [−2] ◦S on modΛ up to functorial isomorphisms is l if Λ is
not type III, and is l or 2l if Λ is type III.
Proof. (1) It is well-known.
(2) We only prove (i). The other assertions are similarly proved. We have [3] ∼= ν ◦ τ∗ ◦ θ∗ from [Dug,
Proposition 5.5]. We also have S = [−1]◦ ν. It is easy to see [1]◦ τ∗ ∼= τ∗ ◦ [1], thus we have (τ∗θ∗)
−1 ∼= [−2]◦S.
(3) By (2) and [AS, Proposition 4.4], it is easy to see that ([−2] ◦ S)l ∼= id if Λ is not type III and that
([−2] ◦ S)2l ∼= id if Λ is type III.
On the other hand, a simple Λ∆,l,t-module Su is a nonzero object in modΛ∆,l,t by the assumption ∆ 6= A1.
It is easy to see that ([−2] ◦ S)i(Su) ∼= Sτ−iu and that Sτ−iu ∼= Su in modΛ∆,l,t implies τ
−iu = u. By the
construction, l is the minimal integer i ≥ 1 such that τ−iu = u holds for every u ∈ (Q∆,l,t)0.
Now the assertion is easily obtained. 
Now we state the definition of cluster-tilting objects.
Definition 4.4. Let Λ be a finite-dimensional self-injective K-algebra, C be modΛ or modΛ. Assume that T
is an object in C and let addC T ⊂ C be the full subcategory of objects which are direct summands of T
m for
some m.
(1) We say T is rigid if Ext1Λ(T, T ) = 0. We say T is maximal rigid if T satisfies the following; T is
rigid, and if U ∈ modΛ satisfies that T ⊕ U is rigid then U ∈ addC T . We say T is cluster-tilting if
addC T = {M ∈ C | Ext
1
Λ(M,T ) = 0} = {M ∈ C | Ext
1
Λ(T,M) = 0}.
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(2) Let F : C → C be an autoequivalence. We say T is F -stable if F (T ) ∼= T in C. We say T is F -stable
rigid if T is F -stable and rigid. We say T is maximal F -stable rigid if T satisfies the following; T is
F -stable rigid, and if U ∈ modΛ satisfies that T ⊕ U is F -stable rigid then U ∈ addC T . We say T is
F -stable cluster-tilting if T is F -stable and cluster-tilting.
It is clear that a cluster-tilting object is always maximal rigid. We also define the symbols of the number of
indecomposable direct summands.
Definition 4.5. Let Λ be a finite-dimensional self-injective K-algebra and T be an object in modΛ. Decompose
T as T ∼=
⊕l
i=1 T
mi
i in modΛ with T1, . . . , Tl pairwise nonisomorphic indecomposable direct summands and
mi ≥ 1 for all i. Then we write |T | = l. Moreover, T is called basic if mi = 1 for all i. If exactly l
′ of l modules
T1, . . . , Tl are nonprojective, then we write |T |np = l
′.
Note that if T is a cluster-tilting object in modΛ, then T contains Λ as a direct summand, and thus
|T |np = |T | − m, where m is the number of the isomorphic classes of indecomposable projective Λ-modules.
Clearly, the basic cluster-tilting objects in modΛ correspond bijectively to the basic cluster-tilting objects in
modΛ.
The following proposition on the number of the indecomposable direct summands of a cluster-tilting object
is very important.
Proposition 4.6. [Iya, 5.3.3, Corollary] Let Λ be a finite-dimensional self-injective K-algebra. If T1 and T2
are cluster-tilting objects in modΛ, then we have |T1| = |T2| and |T1|np = |T2|np.
Now we recall an important result on cluster-tilting objects for preprojective algebras. This associates reduced
expressions of the longest element of the Coxeter group to cluster-tilting objects.
Definition 4.7. Let ∆ be a Dynkin diagram with n vertices. We assume that the vertices are numbered as in
Subsection 2.3.
The Coxeter group W = W∆ associated to ∆ is defined as follows; the generators are s1, . . . , sn and the
relations are (i) s2i = 1W , (ii) sisj = sjsi if there exists no edge between vertices i and j in ∆, (iii) sisjsi = sjsisj
if there exists exactly one edge between vertices i and j in ∆.
For an element w ∈W , the length of w is a minimum number l such that there exists a sequence (i1, . . . , il)
such that w = si1 · · · sil . An element w ∈W with the maximum length is called a longest element.
The Coxeter groupW =W∆ associated to a Dynkin diagram is a finite group, and in this case, there uniquely
exists a longest element in W . The length of the longest element is nc/2, where c = c∆ is the Coxeter number
of ∆. For the detail of Coxeter groups, see [BB].
Proposition 4.8. [BIRS, Theorem III.3.5, Corollary III.3.6] Let ∆ be a Dynkin diagram with its vertices
{1, . . . , n}, W =W∆ be the Coxeter group, c = c∆ be the Coxeter number, and Λ = Λ∆,1,1 be the preprojective
algebra. Put the ideal Ii = Λ(1− ei)Λ ⊂ Λ for i = 1, . . . , n.
Let si1si2 · · · sinc/2 be a reduced expression of the longest element of W and put T
′
m = eim(Λ/Iim · · · Ii2Ii1 )
for m = 1, . . . , nc/2. Then we have a basic cluster-tilting object T ′ =
⊕nc/2
m=1 T
′
m in modΛ, where each T
′
m has a
simple top and is indecomposable for m = 1, . . . , nc/2. Especially, we have |T ′| = nc/2 and |T ′|np = n(c− 2)/2.
We will extend Proposition 4.8 for general mesh algebras.
Lemma 4.9. Let Q = Q∆,l,t, Λ = Λ∆,l,t, and ρ ∈ AuttrQ be free with its order m. Suppose η ∈ AuttrQ and
η¯ ∈ Auttr(Q/〈ρ〉) satisfy qρη = η¯qρ, where qρ : Q→ Q/〈ρ〉 is the quotient morphism of translation quivers.
(1) Assume that T is a ρ∗-stable, η∗-stable rigid (resp. cluster-tilting) object with T =
⊕m−1
i=0 ρ
i
∗(U) in
modΛ. Then T ′ := Φρ(U) is η¯∗-stable rigid (resp. cluster-tilting) object in mod(Λ/〈ρ〉) and we have
|T ′| ≥ |T |/m and |T ′|np ≥ |T |np/m. Moreover, if T is basic, then T
′ is basic and |T ′| = |T |/m and
|T ′|np = |T |np/m.
(2) Assume T ′ is an η¯∗-stable rigid (resp. cluster-tilting) object in mod(Λ/〈ρ〉) with T
′ ∼= Φρ(U) for some
U ∈ modΛ. Let T := Ψρ(T
′), then T ∼=
⊕m−1
i=0 ρ
i
∗(U) and T is a ρ∗-stable, η∗-stable rigid (resp.
cluster-tilting) object in modΛ. Moreover, if T is basic, then we have |T | = m|T ′| and |T |np = m|T
′|np.
Proof. (1) Assume that T is a ρ∗-stable, η∗-stable rigid object with T =
⊕m−1
i=0 ρ
i
∗(U) in modΛ. Note that the
functor Φρ : modΛ→ mod(Λ/〈ρ〉) sends the projective Λ-modules to the projective Λ/〈ρ〉-modules and that it
is exact, we have
Ext1Λ/〈ρ〉(T
′, T ′) = Ext1Λ/〈ρ〉(Φρ(U), Φρ(U))
∼=
m−1⊕
i=0
Ext1Λ(ρ
i
∗(U), U) = Ext
1
Λ(T, U) = 0,
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and T ′ is rigid.
Now we consider numbers of indecomposable direct summands. Note that Φρ(M) may not be indecomposable
even if M is indecomposable in modΛ.
Assume that two indecomposable modulesM1,M2 in modΛ satisfy that Φρ(M1) and Φρ(M2) have a common
indecomposable direct summand M ′. Then Ψρ(Φρ(M1)) ∼=
⊕m−1
i=0 ρ
i
∗(M1) and Ψρ(Φρ(M2))
∼=
⊕m−1
i=0 ρ
i
∗(M2)
have a common nonzero direct summand Ψρ(M
′). ThusM1 is isomorphic to ρ
i
∗(M2) for some i = 0, 1, . . . ,m−1,
and we have Φρ(M1) ∼= Φρ(M2). Therefore, we have |T
′| ≥ |T |/m and |T |np ≥ |T |np/m.
If T is basic, then U is basic and any two modules of U, ρ∗(U), . . . , ρ
m−1
∗ (U) have no nonzero common direct
summands. In this case, Φρ sends the pairwise nonisomorphic indecomposable direct summands of U to the
pairwise nonisomorphic indecomposable direct summands of T , see [Gab, 3.5, Lemma]. Therefore, T ′ must be
also basic and we have |T ′| = |U | = |T |/m and |T ′|np = |U |np/m = |T |np/m.
Now we additionally assume that T is cluster-tilting. It is easy to see that T ′ contains Λ/〈ρ〉 as a direct
summand. By [Iya, 5.1, Theorem], the global dimension of EndΛ T is at most 3. Thus there exists a projective
resolution
0→ HomΛ(T, U3)→ HomΛ(T, U2)→ HomΛ(T, U1)→ HomΛ(T, U)→ HomΛ(T, U)/radΛ(T, U)→ 0.
Put T ′j = Φρ(Uj) for j = 1, 2, 3. We have
0→ HomΛ/〈ρ〉(T
′, T ′3)→ HomΛ/〈ρ〉(T
′, T ′2)→ HomΛ/〈ρ〉(T
′, T ′1)→ HomΛ/〈ρ〉(T
′, T ′)
→ HomΛ/〈ρ〉(T
′, T ′)/radΛ/〈ρ〉(T
′, T ′)→ 0,
because T =
⊕m−1
i=0 ρ
i
∗(U). This sequence shows the global dimension of EndΛ/〈ρ〉 T
′ is at most 3. Using [Iya,
5.1, Theorem] again, T ′ is cluster-tilting.
(2) Let T ′ be an η¯∗-stable rigid object in mod(Λ/〈ρ〉) with T
′ ∼= Φρ(U) for some U ∈ modΛ. By the
construction of the functor, it is easy to see that Ψρ(Φρ(U)) ∼=
⊕m−1
i=0 ρ
i
∗(U)
∼= T . We have
Ext1Λ(T, T ) =
m−1⊕
i=0
Ext1Λ(ρ
i
∗(U), T )
∼= Ext1Λ/〈ρ〉(Φρ(U), Φρ(T ))
∼= Ext1Λ/〈ρ〉(T
′, (T ′)m) = 0
and T is rigid.
Now we additionally assume that T ′ is cluster-tilting. Let M be an object in modΛ with Ext1Λ(T,M) = 0.
We have
Ext1Λ/〈ρ〉(T
′, Φρ(M)) ∼= Ext
1
Λ/〈ρ〉(Φρ(U), Φρ(M))
∼=
m−1⊕
i=0
Ext1Λ(ρ
i
∗(U),M) = Ext
1
Λ(T,M) = 0.
Because T ′ is cluster-tilting, Φρ(M) is in addmod(Λ/〈ρ〉) T
′. This implies that Ψρ(Φρ(M)) ∼=
⊕m−1
i=0 ρ
i
∗(M) is in
addmodΛ T , and especially, M is in addmodΛ T . We can similarly show that if an object X in modΛ satisfies
Ext1Λ(X,T ) = 0, then X is a direct summand of T . Therefore, T is cluster-tilting.
The remained part is deduced by the part (1). 
Lemma 4.10. In the setting of Proposition 4.8, let k ≥ 1 be an integer and consider the two functors
Φτ : modΛ∆,k,1 → modΛ∆,1,1 and Ψτ : modΛ∆,1,1 → modΛ∆,k,1. Then there exists an object U in modΛ∆,k,1
satisfying that Φτ (U) ∼= T
′ and that Ψτ (T
′) is basic and that each indecomposable direct summand of Ψτ (T
′) has
a simple top.
Proof. We show that there exists an object U in modΛ∆,k,1 satisfying that (i) Φτ (U) ∼= T
′ and that (ii) U is
basic and that (iii) each indecomposable direct summand of U has a simple top and that (iv) any two modules of
U, τ∗(U), . . . , τ
k−1
∗ (U) have no common indecomposable direct summand. If it is shown, the assertion is proved
by Ψτ (T
′) ∼=
⊕k−1
i=0 τ
i
∗(U).
We can define a Z-grading on the preprojective algebra Λ∆,1,1 as follows; the degree of the idempotent ei for
each vertex i ∈ (Q∆,1,1)0 is 0 and the degree of each arrow (i→ j) ∈ (Q∆,1,1)1 is 0 if i < j and 1 if i > j. For
a finite-dimensional Z-graded Λ∆,1,1-module M
′, we associate the following (non-graded) finite-dimensional
Λ∆,k,1-module M ; the vector space Me(i,a+kZ) =
⊕
b∈a+kZ(M
′ei)b for each (i, a + kZ) ∈ (Q∆,k,1)0, where
(M ′ei)b is the degree b part of the K-vector space M
′ei; and the action of each arrow in Q∆,k,1 on M is
naturally defined by taking the direct sum. Then we have Φτ (M) ∼= M
′ as non-graded Λ∆,1,1-modules. It is
easy to see that if M ′ has a simple top then M also has a simple top.
Therefore, we show that T ′m can be a Z-graded Λ∆,1,1-module. Because the idempotents e1, . . . , en and the
ideals I1, . . . , In are Z-graded by the Z-grading on Λ∆,1,1, the module T
′
m can be also Z-graded. Thus, we can
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take an object U in modΛ∆,k,1 such that Φτ (U) is isomorphic to
⊕nc/2
m=1 T
′
m = T
′. By Proposition 4.8, T ′ is basic
and each indecomposable direct summand of T ′ has a simple top, so U is also basic and each indecomposable
direct summand of U has a simple top. Therefore, (i), (ii), and (iii) are proved.
We prove the claim (iv). Assume that τ i∗(U) and τ
j
∗ (U) have a common indecomposable direct summand X
for some i, j ∈ {0, 1, . . . , k− 1} with i 6= j. Then τ−i∗ (X) and τ
−j
∗ (X) are nonisomorphic indecomposable direct
summands of U , because X has a simple top. Therefore, Φτ (X)
2 is a direct summand of Φτ (U) ∼= T
′, but it is
impossible because T ′ is basic. The claim (iv) is proved. 
Now we can show the existence of a basic ([−2] ◦ S)-stable (see Proposition 4.3) cluster-tilting object in
modΛ if Λ is a finite-dimensional mesh algebra except of type III: ΛAn,2k−1,2 (n ∈ 2Z) and count the number
of its indecomposable direct summands.
Theorem 4.11. Let Λ = Λ∆,l,t be a finite-dimensional mesh algebra except of type III and n be the number
of the vertices of ∆, c = c∆ and k = l/t. Then modΛ has a basic τ∗-stable cluster-tilting object T with
|T |np = n(c− 2)k/2. Moreover, if Λ is type II, we can take this T as a τ∗θ∗-stable object.
Proof. First, we consider the case t = 1. We have l = k. It is easy to see that Q∆,1,1 = Q∆,k,1/〈τ〉. From Propo-
sition 4.8, there exists a basic τ∗-stable cluster-tilting object T
′. The functor Ψτ : modΛ∆,1,1 → modΛ∆,k,1
sends T ′ to a basic τ∗-stable cluster-tilting object T = Ψτ (T
′) with |T |np = n(c − 2)k/2 from Lemmas 4.9 (2)
and 4.10.
Second, we consider the case t = 2. We have l = 2k. It is easy to see that Q∆,1,1 = Q∆,2k,1/〈τ〉.
By assumption, ∆ is An (n /∈ 2Z), Dn, or E6. From [BB], the following sequence γ with its length nc/2
gives the longest element of the Coxeter group of ∆; if ∆ is An (n /∈ 2Z), we define
αm = ((n+ 1)/2− (m− 1), (n+ 1)/2 + (m− 1)) (m = 2, . . . , (n+ 1)/2),
β1 = ((n+ 1)/2), βm = αm · βm−1 · αm (m = 2, . . . , (n+ 1)/2), γ = β1 · β2 · · ·β(n+1)/2;
if ∆ is Dn, we define
β1 = (n− 1, n), βm = (n−m) · βm−1 · (n−m) (m = 2, . . . , n− 1), γ = β1 · β2 · · ·βn−1;
if ∆ is E6, we define β = (1, 2, 5, 4, 6, 3) and γ = β
6, where (a1, . . . , ap) · (b1, . . . , bq) denotes the composition
(a1, . . . , ap, b1, . . . , bq). The corresponding cluster-tilting object in modΛ∆,1,1 constructed by Proposition 4.8 is
ψ∗-stable by [BIRS, Lemma 3.4.2] and each of its indecomposable direct summands has a simple top. We have
a basic ψ∗-stable cluster-tilting object T
′ in modΛ∆,1,1 with |T
′|np = n(c− 2)/2.
By Lemma 4.9 (2) and 4.10, the functor Ψτ : modΛ∆,1,1 → modΛ∆,2k,1 sends T
′ to a basic ψ∗-stable, τ∗-
stable (especially (τkψ)∗-stable) cluster-tilting object T = Ψτ (T
′), and we have |T |np = 2k|T
′|np = n(c − 2)k.
Lemma 4.10 tells us also that each indecomposable direct summand of T has a simple top, and thus T has
no (τkψ)∗-stable indecomposable direct summand. Therefore, there exists a direct summand V of T such that
T = V ⊕ (τkψ)∗(V ).
Next, it is easy to see that Q∆,2k,2 = Q∆,2k,1/〈τ
kψ〉. By Lemma 4.9 (1), the functor Φτkψ : modΛ∆,2k,1 →
modΛ∆,2k,2 sends V to a basic τ∗-stable cluster-tilting object T
′′ = Φτkψ(V ), and we have |T
′′|np = |T |np/2 =
n(c− 2)k/2.
Finally, we consider the case t = 3. We have ∆ = D4. The sequence (3, 4, 1, 2, 3, 4, 1, 2, 3, 4, 1, 2) with its
length 12 gives the longest element of the Coxeter group of∆ = D4, and the corresponding cluster tilting module
is χ∗-stable and each of its indecomposable direct summands has a simple top. From these, we can similarly
construct a basic τ∗-stable cluster-tilting object in modΛ∆,3k,3 and count the number of indecomposable direct
summands to the case t = 2.
If Λ is type II, it is straightforward to see that this T ′′ is also θ∗-stable, because every indecomposable direct
summands of T ′′ is the quotient of some indecomposable projective Λ-module by a product of ideals of the form
Λ(1− ei)Λ, and because the automorphism θ : Λ→ Λ satisfies that θ(eu) = eu for u ∈ Q0 and that θ(α) is α or
−α for α ∈ Q1. 
The remained task is on basic ([−2] ◦ S)-stable cluster-tilting objects for the type III: ΛAn,2k−1,2 (n ∈ 2Z),
and the answer is the following proposition.
Theorem 4.12. Let n, k ≥ 1 be integers and assume n ∈ 2Z. Then we have
max{|T |np | T is a τ∗κ∗-stable rigid object in modΛAn,2k−1,2} = n(n− 2)(2k − 1)/4.
Moreover, there is no τ∗κ∗-stable cluster-tilting object in modΛAn,2k−1,2.
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Remark 4.13. Note that τ∗κ∗ commutes with stable equivalences of mesh algebras of type III by Proposition
4.3, and thus Theorem 4.12 gives an invariant under stable equivalences.
For the proof of Theorem 4.12, we use some results on ΛAn,1,2 from [AS] for n ∈ {4, 6, 8, . . .}. In the part
(3), [AS, Corollary 5.18] says modΛAn,1,2 that 2-Calabi–Yau if the characteristic of K is 2, but in this case, we
have [3] ∼= id by the part (1), so it is also 5-Calabi–Yau.
Proposition 4.14. Let n ∈ {4, 6, 8, . . .}.
(1) [AS, Corollary 5.5] We have [−3] ∼= κ∗ on modΛAn,1,2.
(2) [AS, Theorem 5.10] We have [6] ∼= id on modΛAn,1,2.
(3) [AS, Corollary 5.18, Theorem 5.19] The stable module category modΛAn,1,2 is 5-Calabi–Yau.
Lemma 4.15. Let n ∈ {4, 6, 8, . . .} and Q = QAn,1,1, Λ = ΛAn,1,1 and Q
′ = QAn,1,2, Λ
′ = ΛAn,1,2. Consider
the functors Φϕ : modΛ→ modΛ
′ and Ψϕ : modΛ
′ → modΛ.
(1) If a Λ′-module M ′ is rigid, then M ′ ⊕ κ∗(M
′) is also rigid. Especially, every maximal rigid Λ′-module
is κ∗-stable.
(2) For any Λ′-module M ′, then we have a short exact sequence 0→M ′ → Φϕ(Ψϕ(M
′))→ κ∗(M
′)→ 0.
(3) If a Λ′-module M ′ is rigid, then we have Φϕ(Ψϕ(M
′)) ∼=M ′ ⊕ κ∗(M
′).
(4) Let M ′ be a Λ′-module with M ′ ∼= Φϕ(M) for some Λ-module M . Then we have M
′ ∼= κ∗(M
′) in
modΛ′.
Proof. (1) We show that Ext1Λ′(M
′, κ∗(M
′)) = 0 first. By Proposition 4.14 (3), modΛ′ is 5-Calabi–Yau.
Therefore, we have Ext1Λ′(M
′, κ∗(M
′)) ∼= Ext1Λ′(M
′,M ′[3]) ∼= Ext4Λ′(M
′,M ′) ∼= DExt1Λ′(M
′,M ′) = 0. We
have Ext1Λ′(M
′,M ′) = 0 and Ext1Λ′(M
′, κ∗(M
′)) = 0. Applying the involutive functor κ∗ to them, we have
Ext1Λ′(κ∗(M
′), κ∗(M
′)) = 0 and Ext1Λ′(κ∗(M
′),M ′) = 0. Thus M ′ ⊕ κ∗(M
′) is rigid.
(2) By the definition of functors, Φϕ(Ψϕ(M
′)) is the following Λ′-module N ′;
• for each vertex i ∈ (Q′)0, N
′ei =M
′ei ⊕M
′ei holds, and
• for each arrow (α : i → j) ∈ (Q′)1, let f : M
′ei → M
′ej the linear map defined by the action of α on
M ′, then the action of α on N ′ is given by the matrix[
0 f
f 0
]
(if α is the unique loop),
[
f 0
0 f
]
(otherwise).
We can construct a monomorphism from M ′ to N ′ = Φϕ(Ψϕ(M
′)) as M ′ei is embedded diagonally to N
′ei =
M ′ei⊕M
′ei. By straightforward calculations, we can see that the cokernel of this monomorphism is isomorphic
to κ∗(M
′).
(3) It is easily seen by (1) and (2).
(4) If M ′ is indecomposable projective, then M ′ ∼= κ∗(M
′) in modΛ is easy to see. We may assume that
M ′ is indecomposable and not projective. By [AS, Corollary 5.5], the functor [−3] in modΛ is given by the
automorphism ϕ : Λ→ Λ coming from the quiver automorphism ϕ : Q→ Q, and [3] satisfies the same property.
We have M [3] ∼= ϕ∗(M) in modΛ and the assertion is proved as κ∗(M
′) ∼= M ′[3] ∼= Φϕ(M)[3] ∼= Φϕ(M [3]) ∼=
Φϕ(ϕ∗(M)) ∼=M
′ in modΛ. Because the dimensions of M ′ and κ∗(M
′) coincide andM ′ is indecomposable and
not projective, we have M ′ ∼= κ∗(M
′) in modΛ. 
The following proposition gives a way to obtain a maximal rigid object in modΛAn,1,2.
Proposition 4.16. Let n ∈ {4, 6, 8, . . .} and Λ = ΛAn,1,1 and Λ
′ = ΛAn,1,2. We consider the functors
Φϕ : modΛ→ modΛ
′ and Ψϕ : modΛ
′ → modΛ.
Let T be a maximal ϕ∗-stable rigid object in modΛ with T ∼= U ⊕ ϕ∗(U) for some U . Then T
′ := Φϕ(U) is
a maximal rigid object in modΛ′ and is κ∗-stable.
Proof. Assume that M ′ in modΛ′ satisfies that T ′⊕M ′ is rigid. Apply the functor κ∗, then κ∗(T
′)⊕κ∗(M
′) ∼=
T ′⊕κ∗(M
′) is rigid, where κ∗(T
′) ∼= T ′ holds in modΛ′ by Lemma 4.15 (4). By Lemma 4.15 (1), T ′⊕M ′⊕κ∗(M
′)
is also rigid, and by Lemma 4.15 (3), it is isomorphic to Φϕ(U ⊕ Ψϕ(M
′)). Applying Ψϕ, we have a rigid
object U ⊕ ϕ∗(U) ⊕ Ψϕ(M
′)2 ∼= T ⊕ Ψϕ(M
′)2 in modΛ by Lemma 4.9 (2). Because T is maximal rigid
in modΛ, Ψϕ(M
′) must be in addmodΛ T . Apply the functor Φϕ, then Φϕ(Ψϕ(M
′)) ∼= M ′ ⊕ κ∗(M
′) is in
addmodΛ′ Φϕ(T ) = addmodΛ′ Φϕ(U) = addmodΛ′ T
′. Therefore, M ′ must be in addΛ′ T
′, and the assertion is
proved. The κ∗-stableness is deduced by Lemma 4.15 (1). 
We also recall some results on 2-Calabi–Yau triangulated categories. It is well-known that modΛAn,1,1 is
2-Calabi–Yau. In the part (2), if T1 and T2 are basic cluster-tilting objects in modΛ and satisfy T1 ∼= U ⊕ V1
and T2 ∼= U ⊕ V2 with V1 6∼= V2 indecomposable, then we say that T2 is the mutation of T1 at V1.
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Proposition 4.17. Let Λ be a finite-dimensional self-injective K-algebra with modΛ is 2-Calabi–Yau.
(1) [IY, Theorem 4.7, Theorem 4.9] Let V be a rigid object in modΛ. We define two full subcategories
D ⊂ Z ⊂ modΛ as D = addmodΛ V , Z = {X ∈ modΛ | Ext
1
Λ(V,X) = 0} and [D] as the ideal of modΛ
consisting of all morphisms factoring through some object in D. Then the category Z/[D] has a natural
structure of a 2-Calabi–Yau triangulated category and the natural triangulated functor Z → Z/[D] gives
one-to-one correspondence between the basic cluster-tilting (resp. rigid) objects of modΛ containing V
and the basic cluster-tilting (resp. rigid) objects of Z/[D].
(2) [AIR, Corollary 4.9] If there exists a finite set of cluster-tilting objects in modΛ closed under mutations,
then the finite set contains all cluster-tilting objects in modΛ.
(3) [ZZ, Corollary 3.7] If T1 and T2 are maximal rigid objects in modΛ, we have |T1|np = |T2|np.
(4) [ZZ, Theorem 2.6] If there exists a cluster-tilting object in modΛ, then any maximal rigid object is
cluster-tilting.
Though modΛAn,1,2 is not necessarily 2-Calabi–Yau, we can show the following.
Proposition 4.18. Proposition 4.17 (3) and (4) also hold even if Λ = ΛAn,1,2 with n ∈ 2Z.
Proof. We may assume that there exists a maximal rigid object T in modΛ.
By Lemma 4.15 (1), every maximal rigid object in modΛAn,1,2 is κ∗-stable, or equivalently, [3]-stable. With
Proposition 4.14 (2) and (3), we can show [ZZ, Corollary 2.5] similarly in this situation; namely, every rigid
object belongs to the full subcategory C ⊂ modΛ, where C consists of the objects M satisfing that there exists
a triangle of the form T ′ →M → T ′′[1]→ T ′[1] with T ′, T ′′ ∈ addmodΛ T in modΛ.
By this property, we can prove the functor HommodΛ(T, ?): C/[addmodΛ T [1]] → modE is an equivalence
similarly to [KR, Subsection 2.1], where [addmodΛ T [1]] is the ideal of modΛ consisting of all morphisms factoring
through some object in addmodΛ T [1], and E = EndmodΛ(T ). Now, the proof and the result of [AIR, Theorem
4.1] are valid in this situation.
Let T1 be another maximal rigid object in modΛ, then HommodΛ(T, T1) is a support τ -tilting object in
modE by [AIR, Theorem 4.1], and we have |T1|np ≤ |T |np. By exchanging the roles of T and T1, we also have
|T |np ≤ |T1|np. Thus |T1|np = |T |np is proved, and this is the statement of Proposition 4.17 (3).
We additionally assume that T is cluster-tilting. Then we have C = modΛ, see [KR, Subsection 2.1]. In this
case, [AIR, Theorem 4.1] implies that every maximal rigid object in modΛ is cluster-tilting. The statement of
Proposition 4.17 (4) is true. 
Now, we begin the proof of Theorem 4.12.
Proof of Theorem 4.12. If n = 2, then it is easy to see that every rigid object in modΛAn,1,2 is projective. Thus
the assertion is clear. From now on, we assume n ≥ 4.
First, we prove the case k = 1. The translation τ : QAn,1,2 → QAn,1,2 is identity. By Lemma 4.15, every
maximal rigid object M in modΛAn,1,2 is κ∗-stable. Thus by Proposition 4.18, it is enough to show that
|T ′|np = n(n− 2)/4 for some maximal rigid object T
′ in modΛAn,1,2 which is not cluster-tilting.
We show that there exists a maximal ϕ∗-stable rigid object V in modΛAn,1,1 with |V |np = n(n− 2)/2.
We define a sequence γε for ε = (ε1, . . . , εn/2) ∈ {±}
n/2 as follows;
αm = (n/2− (m− 1), (n+ 2)/2 + (m− 1)) (m = 2, . . . , n/2),
β+1 = (n/2, (n+ 2)/2, n/2), β
−
1 = ((n+ 2)/2, n/2, (n+ 2)/2),
β±m = αm · β
±
m−1 · αm (m = 2, . . . , n/2), γ
ε = βε11 · β
ε2
2 · · ·β
εn/2
n/2 .
We write T ε for the corresponding basic cluster-tilting object in modΛAn,1,1 for the sequence γ
ε constructed in
Proposition 4.8.
Fix m ∈ {1, . . . , n/2}. Suppose ε, ε′ ∈ {±}n/2 satisfy that εm = 1, ε
′
m = −1, and εi = ε
′
i for i 6= m. Then we
have the following things;
• T ε and T ε
′
are different in exactly one indecomposable direct summand;
• The unique indecomposable module that is a direct summand of T ε and not of T ε
′
depends on only m,
not on the choice of ε and ε′, which is denoted by U+m;
• The unique indecomposable module that is a direct summand of T ε
′
and not of T ε depends on only m,
not on the choice of ε and ε′, which is denoted by U−m;
• The Loewy lengths of U+m and U
−
m are 2m− 1, and ϕ∗(U
+
m) = U
−
m 6
∼= U+m.
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Thus, there exists a unique basic rigid ΛAn,1,1-module V such that, for all ε ∈ {±}
n/2, T ε = Uε11 ⊕· · ·⊕U
εn/2
n/2 ⊕V .
We can deduce that V is ϕ∗-stable and containing ΛAn,1,1 as a direct summand.
Now we show V is a maximal ϕ∗-stable rigid object in modΛAn,1,1. It is well-known that modΛAn,1,1 is
2-Calabi–Yau. Let D ⊂ Z ⊂ modΛAn,1,1 as in Proposition 4.17 (1) and F : Z → Z/[D] be the canonical
functor. Because V is ϕ∗-stable, ϕ∗ also acts on Z/[D].
For ε ∈ {±}n/2, it is easy to see that F (Uε11 ⊕ · · · ⊕ U
εn/2
n/2 ) does not contain any nonzero ϕ∗-stable direct
summand. We can also deduce that a finite set {F (Uε11 ⊕ · · · ⊕U
εn/2
n/2 ) | ε ∈ {±}
n/2} of cluster-tilting objects in
Z/[D] is closed under mutations, and thus all cluster-tilting objects in Z/[D] are contained in this finite set by
Proposition 4.17 (2). Therefore, there is no cluster-tilting object in Z/[D] containing a nonzero ϕ∗-stable direct
summand. This implies that V is a basic maximal ϕ∗-stable rigid object in modΛAn,1,1 and modΛAn,1,1. It is
clear that |V |np = n(n− 2)/2.
We can take some V1 such that V = V1 ⊕ ϕ∗(V1), because each indecomposable direct summands of V has a
simple top. By Proposition 4.16, T ′ := Φϕ(V1) is a maximal rigid object in modΛAn,1,2. Because V is basic, we
have |T ′|np = |V |np/2 = n(n−2)/4 by Lemma 4.9 (1). If this T
′ is cluster-tilting, Ψϕ(T
′) ∼= V is a cluster-tilting
object in modΛAn,1,1 by Lemma 4.9 (2), but it is a contradiction.
Now, we have shown that |T ′|np = n(n− 2)/4 for any maximal κ∗-stable rigid object T
′ in modΛAn,1,2, and
that modΛAn,1,2 has no κ∗-stable cluster-tilting object. The proof for the case k = 1 is completed.
Now, let k ≥ 1 be general. It is easy to see that QAn,1,2 = QAn,2k−1,2/〈ϕ〉 with ϕ ∈ AuttrQAn,2k−1,2 free,
and that τ∗κ∗-stableness in modΛAn,2k−1,2 implies ϕ∗-stableness in modΛAn,2k−1,2.
Let T be a ϕ∗-stable rigid object in modΛAn,2k−1,2. We prove that |T |np ≤ n(n − 2)(2k − 1)/4. We may
assume that there exists an object U in modΛAn,2k−1,2 such that T =
⊕2k−2
i=0 ϕ
i
∗(U). By Lemma 4.9 (1),
T ′ = Φϕ(U) is a rigid object in modΛAn,1,2, where Φϕ : modΛAn,2k−1,2 → modΛAn,1,2. We have |T |np ≤
(2k − 1)|T ′|np ≤ n(n− 2)(2k − 1)/4 by Lemma 4.9 (1) and the first statement for k = 1. We have seen that T
′
is not cluster-tilting and so T cannot be cluster-tilting by Lemma 4.9 (1).
On the other hand, we have shown that there exists a basic ϕ∗-stable rigid object V in modΛAn,1,1 with
|V |np = n(n− 2)/2 as a direct summand of a cluster-tilting object in modΛAn,1,1 obtained by Proposition 4.8.
Similarly to the proof for the case t = 2 in Theorem 4.11, using Lemmas 4.9 (2) and 4.10, we can construct a
basic τ∗-stable rigid object Φτkψ(Ψτ (V )) in modΛAn,2k−1,2 with |Φτkψ(Ψτ (V ))|np = n(n− 2)(2k − 1)/4, where
Φτkψ : modΛAn,2k−1,1 → modΛAn,2k−1,2. We can straightforwardly check this rigid object is τ∗κ∗-stable. The
proof is completed. 
Theorems 4.11 and 4.12 imply the following.
Corollary 4.19. Let Λ = Λ∆,l,t be a finite-dimensional mesh algebra. Then modΛ has a ([−2] ◦ S)-stable
cluster-tilting object if and only if Λ is not type III.
5. Proof of Theorem 1.2
The aim of this section is to prove Theorem 1.2. As in the previous section, K is supposed to be an
algebraically closed field. For simplicity, we call a triangle equivalence between stable module categories a stable
equivalence. First, we deduce the part (2) from the part (1) of Theorem 1.2.
Proof of (1)⇒ (2). Assume that Λ and Λ′ are derived equivalent. Then they are stable equivalent [Ric1,
Corollary 2.2]. From (1), it remains to show that Q ∼= Q′ holds also in the case ∆ = ∆′ = A1. We can write
ρ = τk and ρ′ = τk
′
because ψ = id. In this case, Zk ∼= K0(D
b(modΛ)) ∼= K0(D
b(modΛ′)) ∼= Zk
′
holds. We
have k = k′ and thus Q = ZA1/〈τ
k〉 = ZA1/〈τ
k′ 〉 = Q′. 
Now we begin the proof of Theorem 1.2 (1). For each mesh algebra, we have defined its type I,. . . ,X in
Definition 2.6. We may exclude the case ∆ = A1, because modΛ∆,l,t is a zero category if and only if ∆ = A1.
We first use three kinds of invariants of mesh algebras under stable equivalences. The values of these invariants
are written in Table 2.
(a) The maximal number of pairwise nonisomorphic indecomposable nonprojective direct summands of a
([−2] ◦ S)-stable rigid object in modΛ∆,l,t (Theorems 4.11, 4.12 and Remark 4.13).
(b) The order of the autoequivalence [−2] ◦ S on modΛ∆,l,t (Proposition 4.3).
(c) The quotient (a)/(b).
The following proposition is easy.
32 SOTA ASAI
type (∆, l, t) (a) (b) (c)
I (An, k, 1) n(n− 1)k/2 k n(n− 1)/2
II (An, 2k, 2) (n /∈ 2Z) n(n− 1)k/2 2k n(n− 1)/4
III (An, 2k − 1, 2) (n ∈ 2Z) n(n− 2)(2k − 1)/4 2k − 1 or 4k − 2 n(n− 2)/4 or n(n− 2)/8
IV (Dn, k, 1) n(n− 2)k k n(n− 2)
V (Dn, 2k, 2) n(n− 2)k 2k n(n− 2)/2
VI (D4, 3k, 3) 8k 3k 8/3
VII (E6, k, 1) 30k k 30
VIII (E6, 2k, 2) 30k 2k 15
IX (E7, k, 1) 56k k 56
X (E8, k, 1) 112k k 112
Table 2. The types and the invariants
Proposition 5.1. Assume that modΛ∆,l,t ∼= modΛ∆′,l′,t′ with ∆,∆
′ 6= A1. If (∆, l, t) and (∆
′, l′, t′) are the
same type, then we have (∆, l, t) = (∆′, l′, t′).
Proof. The values of (a), (b) and (c) determine (∆, l, t). 
We will show the following proposition. This and Proposition 5.1 imply Theorem 1.2.
Proposition 5.2. Assume that modΛ∆,l,t ∼= modΛ∆′,l′,t′ with ∆,∆
′ 6= A1. Then (∆, l, t) and (∆
′, l′, t′) are
the same type.
We first prove that Proposition 5.2 holds if one of two mesh algebras are type III or VI–X.
Lemma 5.3. Assume that modΛ∆,l,t ∼= modΛ∆′,l′,t′ with ∆,∆
′ 6= A1. If (∆
′, l′, t′) is type III or VI–X, then
(∆, l, t) is the same type as (∆′, l′, t′).
Proof. By Proposition 4.3 (1), existence of a ([−2] ◦ S)-stable cluster-tilting object is invariant under stable
equivalences. By Corollary 4.19, if (∆′, l′, t′) is type III, then (∆, l, t) is type III.
Let (∆′, l′, t′) be type VI–X, and assume (∆, l, t) is not the same type as (∆′, l′, t′). Comparing the values
of (c), there are only three kinds of possibilities; (i) (∆, l, t) = (A6, k, 1) and (∆
′, l′, t′) = (E6, 2k
′, 2), (ii)
(∆, l, t) = (D5, k, 1) and (∆
′, l′, t′) = (E6, 2k
′, 2), (iii) (∆, l, t) = (D16, 2k, 2) and (∆
′, l′, t′) = (E8, k
′, 1). From
Theorem 1.1, it is straightforward to show that the Grothendieck groups of the stable categories do not coincide
in the possibilities (i)–(iii). 
We next prove that Proposition 5.2 holds if ∆′ = A2, A3.
Lemma 5.4. Assume that modΛ∆,l,t ∼= modΛ∆′,l′,t′ with ∆,∆
′ 6= A1. If ∆
′ is A2 or A3, then (∆, l, t) is the
same type as (∆′, l′, t′).
Proof. If ∆′ = A2 and t
′ = 2 (type III), the assertion is proved by Lemma 5.3.
The remained cases are (i) ∆′ = A2 and t = 1 (type I), (ii) ∆
′ = A3 and t = 1 (type I), (iii) ∆
′ = A3 and
t = 2 (type II). In these cases, the assertion is obtained by comparing the values of (c). 
Now, we only have to consider the types I, II, IV, V with ∆ 6= A1, A2, A3.
We can also use the order of the shift [1] : modΛ∆,l,t → modΛ∆,l,t as an invariant. The following result
follows from results in [AS].
Proposition 5.5. Let Λ∆,l,t be a finite-dimensional mesh algebra with ∆ 6= A1, A2, A3, and p be the character-
istic of the field K and pi be the Nakayama permutation on Q∆,l,t. Put u is the order of piτ
−1 ∈ AuttrQ∆,l,t.
Then the minimal integer i ≥ 1 such that [i] : modΛ∆,l,t → modΛ∆,l,t is isomorphic to the identity functor (as
additive functors) is 3u if p = 2, and lcm(3u, 2) if p 6= 2.
Proof. For a simple Λ-module S, the condition S[i] ∼= S in modΛ implies i ∈ 3Z (see Proposition 3.3), due
to ∆ 6= A1, A2. Thus [i] is not isomorphic to the identity on modΛ if i /∈ 3Z. Let i ∈ 3Z. Proposition
3.3 (1) means that the 3rd syzygy of Λ∆,l,t as a Λ-Λ-bimodule is isomorphic to a twisted bimodule 1(Λ∆,l,t)µ,
where µ is a K-algebra automorphism on Λ∆,l,t. By the assumption ∆ 6= A1, A2, A3 and [AS, Lemma 5.11],
[i] = (? ⊗1 (Λ∆,l,t)µi/3) is isomorphic to the identity functor on modΛ if and only if (? ⊗1 (Λ∆,l,t)µi/3) is
isomorphic to the identity functor on modΛ. From [AS, Theorem 5.10], the minimal such i satisfying the latter
condition is 3u if p = 2, and lcm(3u, 2) if p 6= 2. The assertion is proved. 
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(∆, l, t) subtype condition Z Z/2Z other (e) (f)
(An, k, 1) I-1 r ∈ 2Z, d = 1 (nd− 3d+ 2)/2 6q d
(n ≥ 4) I-2 r ∈ 2Z, d 6= 1 (nd− 3d+ 2)/2 d− 1 6q d
I-3 r /∈ 2Z (nd− 2d+ 2)/2 6q d
(An, 2k, 2) II-1 r ∈ 4Z, d = 1 (nd− 3d)/2 Z/4Z 6q 2d
(n = 5, 7, . . .) II-2 r ∈ 4Z, d 6= 1 (nd− 3d)/2 d− 1 Z/4Z 6q 2d
II-3 r ∈ 2 + 4Z nd− 2d+ 1 6q (3q) 2d (4d)
II-4 r /∈ 4Z (nd− d)/4 12q d
(Dn, k, 1) IV-1 k ∈ 2Z, r = 2 d− 1 nd− 3d+ 1 6q d
IV-2 k ∈ 2Z, r = 4, 6, . . . d− 1 nd− 3d Z/rZ 6q d
IV-3 k ∈ 2Z, r = 1 (nd− d− 2)/2 6q d
IV-4 k ∈ 2Z, r = 3, 5, . . . (nd− d− 2)/2 Z/rZ 6q d
IV-5 k /∈ 2Z, r ∈ 4Z d nd− 3d 6q d
IV-6 k /∈ 2Z, r /∈ 4Z nd− d− 1 6q (3q) d (2d)
(Dn, 2k, 2) V-1 k ∈ 2Z, r ∈ 4Z d nd− 3d 6q 2d
V-2 k ∈ 2Z, r ∈ 2 + 4Z nd− d− 1 6q (3q) 2d (4d)
V-3 k ∈ 2Z, r /∈ 2Z (nd− 2d)/2 12q d
V-4 k /∈ 2Z, r = 2 d− 1 nd− 3d+ 1 6q 2d
V-5 k /∈ 2Z, r 6= 2, d 6= 1 d− 1 nd− 3d Z/rZ 6q 2d
V-6 k /∈ 2Z, d = 1 nd− 3d Z/rZ 6q 2d
Table 3. The subtypes and the invariants
Let (∆, l, t) be type I, II, IV, or V. Moreover, let c be the Coxeter number of ∆, k = l/t, d = gcd(c, k),
r = c/d, and q = k/d. We divide types I, II, IV, V into subtypes shown in Table 3. We consider the following
invariants in Table 3.
(d) The Grothendieck group K0(modΛ∆,l,t). The columns “Z”, “Z/2Z”, and “other” indicate the multi-
plicity of Z, Z/2Z, and the other direct summands of K0(modΛ∆,l,t). Here, the values of the nonempty
cells are positive (Theorem 1.1).
(e) The order of the shift [1] on modΛ∆,l,t up to functorial isomorphisms as additive functors (Proposition
5.5).
(f) The quotient (a)/(e).
The invariants (e) and (f) sometimes depend on the characteristic of K. In fact if K has characteristic 2,
then these invariants are written inside of parentheses.
The remaining cases in our proof of Proposition 5.2 are shown by the following lemma.
Lemma 5.6. Assume that modΛ∆,l,t ∼= modΛ∆′,l′,t′ with ∆,∆
′ /∈ {A1, A2, A3}. If (∆
′, l′, t′) is type I, II, IV,
or V, then (∆, l, t) is the same type as (∆′, l′, t′).
Proof. Let c be the Coxeter number of ∆, k = l/t, d = gcd(c, k), r = c/d, and c′ be the Coxeter number of ∆′,
k′ = l′/t′, d′ = gcd(c′, k′), r′ = c′/d′.
(1) If (∆, l, t) is type I and (∆′, l′, t′) is type II, comparing (d), there are only two possibilities.
(1-1: I-1 and II-4) We have 1 = d = d′ from (f), and substituting it for (d), we have (n− 1)/2 = (n′ − 1)/4
and thus n′ = 2n− 1. Substituting it for (c), we can deduce n(n− 1)/2 = (2n− 1)(2n− 2)/4, but there exists
no such n ≥ 4.
(1-2: I-3 and II-4) We have d = d′ from (f), and substituting it for (d), we have (nd− 2d+2)/2 = (n′d−d)/4
and thus d(n′ − 2n+ 3) = 4. Because n′ /∈ 2Z, we have (d, n′) = (2, 2n− 1), (1, 2n+ 1). If (d, n′) = (2, 2n− 1),
we can deduce n(n− 1)/2 = (2n− 1)(2n− 2)/4 from (c), but there exists no such n ≥ 4. If (d, n′) = (1, 2n+1),
we can deduce n(n− 1)/2 = (2n+ 1)(2n)/4 from (c), but there exists no such n ≥ 4.
(2) If (∆, l, t) is type I and (∆′, l′, t′) is type IV, comparing (d), there are only four possibilities.
(2-1: I-1 and IV-3) We have 1 = d = d′ = 2n′ − 2 from (f), a contradiction.
(2-2: I-2 and IV-1) We have d = d′ from (f), and substituting it for (d), we have d − 1 = n′d − 3d + 1 and
thus d(n′ − 4) = −2. It is a contradiction because n′ ≥ 4.
(2-3: I-2 and IV-5) We have d = d′ from (f), and substituting it for (d), we have d− 1 = n′d− 3d and thus
d(n′ − 4) = −1. It is a contradiction because n′ ≥ 4.
(2-4: I-3 and IV-3) We have d = d′ = 2n′−2 from (f), and substituting d = d′ for (d), we have (nd−2d+2)/2 =
(n′d− d− 2)/2 and thus d(n′ − n+ 1) = 4. It is a contradiction because d = d′ = 2n′ − 2 ≥ 6.
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(3) If (∆, l, t) is type I and (∆′, l′, t′) is type V, comparing (c), we have n(n− 1)/2 = n′(n′ − 2)/2. It is easy
to see that (n − 1)2 < n(n − 1) < n2 and that (n′ − 2)2 < n′(n′ − 2) < (n′ − 1)2, thus it is necessary that
n = n′ − 1. Substituting it for (c), we have (n′ − 1)(n′ − 2) = n′(n′ − 2). It is a contradiction because n′ ≥ 4.
(4) If (∆, l, t) is type II and (∆′, l′, t′) is type IV, comparing (c), we have n(n− 1)/4 = n′(n′ − 2). It is easy
to see that (n− 1)2 < n(n− 1) < n2 and that (2n′ − 3)2 < 4n′(n′ − 2) < (2n′ − 2)2 because n′ ≥ 4, thus it is
necessary that n = 2n′−2. Substituting it for (c), we have (2n′−2)(2n′−3)/4 = n′(n′−2). It is a contradiction
because n′ ≥ 4.
(5) If (∆, l, t) is type II and (∆′, l′, t′) is type V, comparing (d), there are only three possibilities.
(5-1: II-2 and V-5 with r′ = 4) We have d = d′ from (f), and substituting it for (d), we have d− 1 = n′d− 3d
and thus d(n′ − 4) = −1. It is a contradiction because n′ ≥ 4.
(5-2: II-3 and V-2) We have d = d′ ∈ 2Z from (f), and substituting it for (d), we have nd−2d+1 = n′d−d−1
and thus d(n′ − n+ 1) = 2. Because d ∈ 2Z, we have d = 2 and n′ = n. Substituting it for (c), we can deduce
n(n− 1)/4 = n(n− 2)/2. It is a contradiction because n = n′ ≥ 4.
(5-3: II-4 and V-3) We have d = d′ from (f), and substituting it for (d), we have (nd − d)/4 = (n′d − 2d)/2
and thus n = 2n′ − 3. Substituting it for (c), we can deduce (2n′ − 3)(2n′ − 4)/4 = n′(n′ − 2)/2. It is a
contradiction because n′ ≥ 4.
(6) If (∆, l, t) is type IV and (∆′, l′, t′) is type V, comparing (d), there are only seven possibilities.
(6-1: IV-1 and V-1) We have d = 2d′ from (f), and substituting it for (d), we have 2d′−1 = d′, a contradiction
because d′ ∈ 2Z.
(6-2: IV-1 and V-4) We have d = 2d′ from (f), and substituting it for (d), we have 2d′ − 1 = d′ − 1, a
contradiction.
(6-3: IV-2 and V-5) We have d = 2d′ from (f), and substituting it for (d), we have 2d′ − 1 = d′ − 1, a
contradiction.
(6-4: IV-3 and V-3) We have 2n−2 = d = d′ from (f), and substituting d = d′ for (d), we have (nd−d−2)/2 =
(n′d− 2d)/2 and thus d(n′ − n− 1) = −2. It is a contradiction because d = 2n− 2 ≥ 6.
(6-5: IV-5 and V-1) We have d = 2d′ from (f), and substituting it for (d), we have 2d′ = d′, a contradiction.
(6-6: IV-5 and V-4) We have d = 2d′ from (f), and substituting it for (d), we have 2d′ = d′−1, a contradiction.
(6-7: IV-6 and V-2) We have d = 2d′ from (f), and substituting it for (d), we have 2nd′−2d′−1 = n′d′−d′−1
and thus n′ = 2n− 1. Substituting it for (c), we can deduce n(n− 2) = (2n− 1)(2n− 3)/4, a contradiction.
From (1)–(6), we have the assertion. 
Now, Proposition 5.2 follows from Lemmas 5.3, 5.4, and 5.6. Consequently, Theorem 1.2 follows from
Propositions 5.1 and 5.2. 
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