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a b s t r a c t
In the spiked covariance model for High Dimension Low Sample Size (HDLSS) asymptotics
where the dimension tends to infinity while the sample size is fixed, a few largest
eigenvalues are assumed to grow as the dimension increases. The rate of growth is
crucial as the asymptotic behavior of the sample Principal Component (PC) directions
changes dramatically, from consistency to strong inconsistency at the boundary of the
extreme and mild spiked covariance models. Yet, the behavior at the boundary spiked
model is unexplored. We study the HDLSS asymptotic behavior of the eigenvalues and the
eigenvectors of the sample covariance matrix at the boundary spiked model and observe
that they show intermediate behavior between the extreme and mild spiked models.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Data with more variables than the sample size are emerging in a number of fields, such as microarray experiments, text
recognition, and signal processing. Principal Component Analysis (PCA) is widely used for dimension reduction and also for
visualization purposes when exploring high-dimensional data. When the dimension is fixed, classical asymptotic results
show that the sample covariance matrix provides a good approximation of the population covariance matrix as the sample
size n goes to infinity [3,12]. This is no longer the case when the dimension grows comparable to, or even much faster than,
the sample size.
Alongwith the development of newmethodologies for high dimensional data, a new family of asymptotics has comewith
growing dimensionality. In an increasing d scenario, there are different types of asymptotics that have been considered in the
literature. A common feature of large dimensional asymptotics is to let the dimensionality and the sample size grow at the
same rate. There is a rich body of work on the asymptotics of the sample eigenvalues when the ratio of the sample size to the
dimension converges to a positive constant; Bai and Yin [5], Johnstone [11], Bai and Silverstein [4] and Paul [15], to name a
few. A study on the sample eigenvalues from a non-identity covariancematrix, particularly, from a spiked populationmodel
where a few largest eigenvalues are bigger than the rest is rather recent [11,6,15]. Fan et al. [8] considered estimation of
the covariance matrix under some spike structure assumptions on a factor model. It has been known that the spiked model
undergoes the phase transition phenomenon where the asymptotic behavior of the eigenvalues and the eigenvectors of the
sample covariance matrix changes critically at some boundary of the population covariance model [11,15].
Some researchers have addressed the case where the dimensionality and the sample size grow at a different rate. For
example, Portnoy [16] let n →∞, with d also growing as n1/2 in the regression context, Bickel and Levina [7] showed that
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Fisher’s linear discriminant performs poorly when d/n → ∞, and Fan and Lv [9] reviewed some recent advances in the
ultra high dimensional problems where d grows at a non-polynomial rate of the sample size.
The other extreme type of asymptotics, called HDLSS asymptotics, has emerged rather recently [10,14,17]. In [10], they
let d →∞while keeping the sample size n fixed and the geometric structure of HDLSS data was explored in the time series
context where the variables are ρ-mixing. They observed that the data vectors approximately form a regular n-simplex in a
large dimensional space. Later Ahn et al. [2] and Jung and Marron [13] extended the results in a multivariate setting where
the variables are ρ-mixing under some permutation. In their work, the assumptions on the geometric representation are
formulated based on the measure of sphericity,
ϵ =

d
i=1
λi
2
d
d
i=1
λ2i
.
The inequality 1/d ≤ ϵ ≤ 1 always holds and the perfect sphericity of the distribution occurs if and only if ϵ = 1. The
geometric representation is achieved if ϵ is not far from the sphericity in the sense that
(dϵ)−1 → 0 as d →∞. (1)
This condition holds for a quite broad range of covariance settings. See [13] for details. It is noteworthy that the
assumption (1) is also closely connected to the conditions on the consistency of the PC direction vectors in HDLSS
asymptotics. For an intuitive example, consider a family of Gaussian spiked models with varying sphericity where the
covariance is a d × d diagonal matrix with entries (dα, 1, . . . , 1), α ≥ 0. If α = 0, the covariance is identity and the
larger the parameter α, the larger the perturbation from the spherical Gaussian distribution. In this model, as the dimension
increases, the first eigenvalue grows at the rate of dα whereas the rest of the eigenvalues stay the same. Thus, the parameter
α represents the strength of largest eigenvalue signal.
Under the extreme spiked model where α > 1, the assumption (1) does not hold. The largest eigenvalue grows so much
faster than the rest as d goes to infinity that the covariance tends too be far from the spherical covariance. In otherwords, the
signal for the largest eigenvalue is large enough so that the first sample eigenvector converges to its population counterpart
as d → ∞. On the other hand, under the mild spiked model where α < 1, the assumption (1) holds and the geometrical
representation of the data holds. Simply put, the population covariance is not too far from the identity matrix in the large
d limit and the structure of the data points is similar to that of data points generated from the identity covariance. This in
turn means that the largest eigenvalue is indistinguishable from the rest in the limit, thus, the inconsistency of the first PC
direction is expected. In fact, the first sample PC direction is strongly inconsistent to its population version in the sense that
the angle between the two direction vectors converges to π2 .
As noted by Ahn et al. [2] and Jung and Marron [13], the phase transition phenomenon is also observed in the spiked
population model in the context of the HDLSS asymptotics, and the gap between the two regions of the consistency and the
strong inconsistency of the PC direction is very thin; α = 1. However, the asymptotic behavior of the PC direction at the
boundary has not been explored. This work is to fill the gap in the knowledge of HDLSS asymptotic behavior of PC directions
in the spiked population model.
In this paper, we consider a broader boundary spiked populationmodel than the Gaussian boundary spikedmodel above.
We address the questions (1) whether some relaxation of geometric representation is possible and (2) whether the signal
for the largest eigenvalue is strong enough so that consistency of the first PC direction vector is ensured at the boundary
spiked model. We first investigate the HDLSS limit of the sample covariance matrix in Section 2 and study the geometric
structure of the HDLSS data vectors in Section 3. The limit behavior of the sample eigenvalues and the sample PC directions
are presented in Section 4.
2. The sample covariance matrix
In this section, we investigate the asymptotic behavior of the sample covariance matrices as d → ∞ with the fixed
sample size, n. Let Σd, d = n + 1, n + 2, . . . , be a sequence of d × d covariance matrices. For the sake of simplicity, we
drop the notation d from the subscript if the dependence on d is self-evident. Suppose we have a d × n random matrix
X = [X1, . . . , Xn]with d > n, where Xj = (X1j, . . . , Xdj)T are independent and identically distributed from a d-dimensional
multivariate distribution with mean zero and the covariance matrixΣ . Let the eigenvalue decomposition of the covariance
matrix beΣ = VΛV T, whereΛ = diag (λ1,d, . . . , λd,d) is a diagonal matrix of eigenvalues λ1,d > · · · > λd,d > 0. Consider
the sphered data matrix by pre-multiplying the inverse of the square root of Σ , i.e., Z = Λ−1/2VX . Then Z is a d × n data
matrix and the columns of Z are independent samples from a d-dimensional multivariate distribution with mean 0 and the
covariancematrix I . Two different sample covariancematrices are definedwithout subtraction of the samplemeans because
the population mean is assumed to be zero; the d× d sample covariance as S = 1nXXT and the n× n dual sample covariance
matrix as SD = 1nXTX . Note that these two covariance matrices share the same non-zero eigenvalues.
In what follows, we assume the following:
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(A1) The sphered data Z have uniformly bounded fourth moments and are ρ-mixing under some permutation of the
variables.
(A2) λi,d/d → ci as d →∞ for some ci > 0, i = 1, . . . , k for a fixed k < n.
(A3)
d
j=k+1 λj,d/d → ck+1 as d →∞.
(A4) The ϵk+1-condition holds, i.e., (dϵk+1)−1 → 0 as d →∞, where ϵk+1 is the sphericity measure except for the k largest
eigenvalues defined as
ϵk+1 =

d
i=k+1
λi,d
2
d
d
i=k+1
λ2i,d
.
The assumption (A1) ensures the applicability of the law of large numbers with an increasing d. The assumption (A4)
essentially means that, except for the largest k, there are no dominant eigenvalues in the limit. The assumptions (A2)–(A3)
capture the essence of the boundary spiked model in HDLSS context where the individual sizes for the largest few
eigenvalues grow comparably to the size of the aggregation of the rest of the eigenvalues. This boundary spiked model
includes the population covariance matrix, Σ = diag (d, 1, . . . , 1), illustrated in Section 1, but has more flexibility. The
signal for the largest few eigenvalues stands out as the dimension grows; however, it does not dominate the sum of the
small eigenvalues. They are balanced out in the end, and thus show some intermediate behavior in the HDLSS asymptotics
between the extreme and the mild spiked models.
Express the dual sample covariance in terms of the sphered data matrix,
nSD = (V TΛ1/2Z)T(V TΛ1/2Z) =
d
i=1
λi,dzTi zi,
where zi, i = 1, . . . , d, are the row vectors of Z . Write Z andΛ as block matrices such that
Z =

Z1
Z2

, Λ =

Λ1 O
O Λ2

, (2)
where Z1 and Z2 are k × n and (d − k) × n partitioned sphered data matrices, and Λ1 = diag (λ1,d, . . . , λk,d) and
Λ2 = diag (λk+1,d, . . . , λd,d) are k × k and (d − k) × (d − k) block diagonal matrices, respectively. The matrices O are
the zero matrices with respective sizes. In the following theorem, the limit distribution of the dual sample covariance is
achieved.
Theorem 1. For a fixed n, let Σd, d = n+ 1, n+ 2, . . . , be a sequence of covariance matrices. Let X be a d× n data matrix from
a d-variate distribution with mean 0d and the covarianceΣd. Suppose that the assumptions (A1)–(A4) hold. Then, the scaled dual
sample covariance matrix converges in distribution in the following sense:
nSD
d
⇒ ZT1C1Z1 + ck+1In as d →∞,
where C1 = diag (c1, . . . , ck).
Note that the scaled dual sample covariance matrix from the mild spiked model converges to In in probability [2,13].
Under the boundary spiked model, we no longer have such a deterministic limit. But the deviation from the identity
covariance model is not too large so that the departure from the In has a limit distribution. Note that under the additional
Gaussian assumption on the datamatrix, the dual sample covariancematrix is approximately a shiftedWishart distribution.
3. Geometric representation
In this section,weuse the limit behavior of the sample covariancematrix presented in Theorem1 and study the geometric
representation of the data vectors in the large d limit. Under the mild spiked model, the pairwise distances between the
data vectors and the norm of the data vectors become approximately deterministic. Moreover, in the large d limit the angle
between any two data vectors is approximately π2 . As a result, the n data vectors approximately form a regular n-simplex in
a large d-dimensional space.
At the boundary spiked model, such deterministic geometrical structure is no longer expected since the signals for
the largest eigenvalues are distinguishable from the rest. Instead, the mode of convergence for the pairwise distances is
weakened to convergence in law. Under the same condition as in Theorem 1, we can derive that as d →∞,
∥X1 − X2∥2
d
= 1
d
(XT1X1 + XT2X2 − 2XT1X2)⇒
1
n
(Q + 2ck+1)
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Fig. 1. Geometric representation of 3-sample data from 10 different runs. Data are projected on the hyperplane generated by the data vectors. When
ρ = 0, the data vectors approximately form an equilateral triangle. As ρ increases, the deterministic structure turns deformalised.
where Q = w11+w22− 2w12 withwij denoting the (i, j)-th entry of ZT1C1Z1. In contrast to the deterministic limit under the
mild spikedmodel, the pairwise distances between the data vectors under boundary spikedmodel have a limit distribution.
For an example of the boundary spiked model, consider a compound symmetry (CS) model where all the variables have
equal variances, say 1, and the covariance between any of the two variables is ρ > 0. The corresponding covariance is
Σ = (1 − ρ)I + ρJ , where I is a d× d identity matrix and J is a d× dmatrix with all the entries equal to 1. Since the first
eigenvalue is (d − 1)ρ + 1 and the rest are (1 − ρ), this is a boundary spiked model with k = 1, c1 = ρ, and c2 = 1 − ρ.
Under the additional Gaussian assumption, we obtain the limiting distribution of the squared distance between the pair of
the data vectors as d →∞,
∥X1 − X2∥2
d
⇒ 1
n
{2ρχ21 + 2(1− ρ)},
where χ2n represents a chi-square distribution with the degrees of freedom n. We generate Gaussian random samples of
sample size n = 3 and d = 1000 with varying covariances ρ = 0, 0.1, . . . , 0.3. In each panel of Fig. 1, the triangle formed
by the 3-data vectors is projected so that the line formed by the two points on the bottom is parallel to the x-axis and the
middle of the two is located on the origin. To show the sampling variation, triangles from 10 replications are presented. The
ρ = 0 case corresponds to a spherical Gaussian and the 3-data vectors in the large dimensional space form an approximately
equilateral triangle. As the correlation grows, the 3-data points are more deviated from the equilateral triangle.
4. The HDLSS asymptotic behavior of PCA
In this section, we study the large d asymptotic behavior of the sample eigenvalues and the eigenvectors at the boundary
spiked model. In the extreme spiked population model when the first k eigenvalues grow at the rate of O(dα) with α > 1,
i.e., the assumption (A2) is replaced by
(A2′) λi,d/dα → ci as d →∞ for some α > 1 and ci > 0, i = 1, . . . , k.
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The limiting distributions of the sample eigenvalues are established by Jung and Marron [13]. As d →∞,
λˆi
dα
⇒ 1
n
ϕi(ZT1C1Z1) i = 1, . . . , k
λˆi
d
p→ ck+1
n
, i = k+ 1, . . . , n.
The largest k sample eigenvalues converge in distribution at the rate of dα . They also showed that the corresponding sample
eigenvectors are subspace consistent in the sense that the i-th sample PC direction vˆi lives in the subspace generated by the
first k population PC direction vectors {v1, . . . , vk},
Angle (vˆi, span {v1, . . . , vk})→ 0 as d →∞, i = 1, . . . , k.
The rest of the PC directions are strongly inconsistent in the sense that the limiting angle between the j-th sample and
population PC directions is π/2 for j = k+ 1, . . . , n.
In the boundary spiked model, the limiting distribution of the k largest sample eigenvalues is still at the rate of d, but
shifted due to the aggregation effect of the small eigenvalues.
Theorem 2. Suppose all the assumptions in Theorem 1 hold. Let λˆi be the sample eigenvalues of the sample covariance matrix Sd
and ϕi(A) denote the i-th largest eigenvalue of the matrix A. Then, as d →∞,
λˆi
d
⇒ 1
n
ϕi(ZT1C1Z1)+
ck+1
n
, i = 1, . . . , k
λˆi
d
p→ ck+1
n
, i = k+ 1, . . . , n.
Since the largest eigenvalues aremixedwith the aggregation of the smallest eigenvalues, it will impact on the consistency
of the sample PC directions. In the following proposition, we show that not all of the largest k sample PC directions are
subspace consistent on the boundary spiked model.
Proposition 1. Suppose all the assumptions in Theorem 1 hold. Then, at least one angle between the i-th sample PC direction
vector and the subspace spanned by the first k population PC directions is bounded away from 0 in the limit with probability 1, i.e.,
lim
d→∞ maxi=1,...,k
Angle (vˆi, span {v1, . . . , vk}) > 0.
5. Discussion
The actual motivation for this work came from the observation that the structure of the high dimensional data can be
important in the binary classification problems. The CS covariance model introduced in Section 3 does not fall in the model
categorywhere theHDLSS data representation holds because the data vectors essentially lie in a very lowdimensional space,
i.e., the subspace generated by the first PC direction vector. This observation becomes crucial when it comes to choose useful
classification methods. As noted by Bickel and Levina [7], when the population covariance is CS, a simple independence rule
such asNaïve Bayes (NB) does notworkwell as itworks reasonablywell for the other types of high dimensional data. Instead,
as reported in [1], the maximal data piling (MDP) method outperforms some other sophisticated discrimination methods in
this scenario. Data projections onto theMDPdirection have nowithin-class variation. The reasonwhy the seemingly artificial
direction of no variation performs well is because it provides a good approximation to the inverse of the direction of the
largest variation, i.e., the first PC direction. This in turn means that the MDP method becomes a good generalization of the
Fisher’s Linear Discriminationmethod for theHDLSS data. Yet, existing results in theHDLSS asymptotics do not provide good
answers as to (1) how far the data representation under CS model is deviated from the regular HDLSS data representation
and (2) how strong the lowdimensional representation of CS covariancemodel is observedwith the growing dimensionality.
Our work on the HDLSS PCA as well as the geometric representation under the boundary model provides good insights to
the questions addressed above.
Appendix
Proof of Theorem 1. Using the block matrix notation in (2), the dual sample covariance can be written as
nSD = ZT1Λ1Z1 + ZT2Λ2Z2.
Then, the weak convergence of the first term on the right-hand is immediate from the assumption (A2),
d−1ZT1Λ1Z1 H⇒
k
i=1
cizTi zi := ZT1C1Z1,
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where C1 = diag (c1, . . . , ck). The probability convergence of the second term follows by applying Theorem 1 in [13] since
the assumptions (A1) and (A4) hold,
d
i=k+1
λi,d
−1
ZT2Λ2Z2 → In as d →∞.
Combining this with (A3), by Slutsky’s lemma, we obtain the weak convergence of the dual sample covariance matrix,
d−1nSD H⇒ ZT1C1Z1 + ck+1In as d →∞. 
Proof of Theorem 2. Since the eigenvalues are continuous functions of the entries of the matrix, the limit distribution of
the eigenvalues follows from Theorem 1,
ϕi(d−1nSD)⇒ ϕi(ZT1C1Z1 + ck+1In), for i = 1, . . . , n.
Let (si, ui), i = 1, . . . , k, be the pairs of the eigenvalues and the eigenvectors of ZT1C1Z1, whose rank is at most k. Since
(ZT1C1Z1 + ck+1In)ui = (si + ck+1)ui, we conclude that {si + ck+1, i = 1, . . . , k} are the eigenvalues of the limit matrix,
ZT1C1Z1 + ck+1In. Also, for any vector u that is orthogonal to {u1, . . . , uk}, note that
(ZT1C1Z1 + ck+1In)u = ck+1u. (A.1)
The set of vectors u satisfying (A.1) forms an (n− k)-dimensional orthogonal complement of the subspace generated by the
row vectors of Z1, thus, ck+1 is the eigenvalue of ZT1C1Z1 + ck+1In with the multiplicity n− k. Therefore, as d →∞,
ϕi(d−1nSD) H⇒ ϕi(ZT1C1Z1 + ck+1In) =

ϕi(ZT1C1Z1)+ ck+1, i = 1, . . . , k
ck+1, i = k+ 1, . . . , n.
Combining the results above with the fact that Sd and SD share the same non-zero eigenvalues completes the proof. 
Proof of Proposition 1. Introduce the standardized sample covariance matrix S˜,
S˜d×d = Λ− 12 V TSVΛ− 12
= Λ− 12 V TVˆ ΛˆVˆ TVΛ− 12
= Λ− 12 PΛˆPTΛ− 12 ,
where P = {pij} = V TVˆ . The (i, j)-th entry of P is the inner product between the i-th population PC direction vector and
the j-th sample PC direction vector. The inner product between the two direction vectors provides all the information
for the angle between them. Thus, we will investigate the limit behavior of the inner product matrix P . For the subspace
consistency of the i-th sample PC direction to the subspace spanned by the first k population PC direction vectors, it makes
sense to the study the total proportion of the first k population PC direction vectors captured by the i-th sample PC direction
vector,
k
j=1 p
2
ji, i = 1, . . . , k. Using the sphered data, the standardized sample covariance matrix can be also expressed as
S˜ = 1nZZT. From the two representations of S˜, we have the following equality for the (j, j)-th diagonal entry of S˜,
S˜jj = 1
λj
n
i=1
λˆip2ji =
1
n
zjzTj , j =, 1 . . . , d. (A.2)
By adding the diagonal entries of S˜jj for j = 1, . . . , k, we obtain
k
j=1
1
n
λjzjzTj =
k
j=1
n
i=1
λˆip2ji
≥
k
i=1
λˆi · min
i=1,...,k

k
j=1
p2ji

.
Applying Theorem 2, we obtain the limit of the upper bound for mini=1,...,k
k
j=1 p
2
ji,
lim
d→∞ mini=1,...,k(p
2
1i + p22i + · · · + p2ki) ≤ limd→∞
trace (ZT1Λ1Z1)/d
n
k
i=1
λˆi/d
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= trace (Z
T
1C1Z1)
k
i=1
{ϕi(ZT1C1Z1)+ ck+1}
= trace (Z
T
1C1Z1)
trace (ZT1C1Z1)+ kck+1
.
The last term is less than 1 with probability 1, therefore,
lim
d→∞ maxi=1,...,k
Angle (uˆi, span {u1, . . . , uk}) = lim
d→∞ mini=1,...,k arccos
 k
j=1
p2ji
1/2 > 0
with probability 1. 
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