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REDUCIBILITY OF 1-D QUANTUM HARMONIC OSCILLATOR EQUATION
WITH UNBOUNDED OSCILLATION PERTURBATIONS
Z. LIANG AND J. LUO
Abstract. We build a new estimate relative with Hermite functions based upon oscillatory
integrals and Langer’s turning point theory. From it we show that the equation
i∂tu = −∂
2
xu+ x
2u+ ǫ〈x〉µW (νx, ωt)u, u = u(t, x), x ∈ R, 0 ≤ µ <
1
3
,
can be reduced in H1(R) to an autonomous system for most values of the frequency vector ω
and ν, where W (ϕ, θ) is a smooth map from Td × Tn to R and odd in ϕ.
1. Introduction of the main results
1.1. Statement of the Results. In this paper we consider 1-d quantum harmonic oscillator
equation
i∂tu = Hε(ωt)u, x ∈ R, (1.1)
Hε(ωt) : = −∂xx + x2 + ε〈x〉µW (νx, ωt),
where 0 ≤ µ < 13 , W (ϕ, θ) is defined on Td × Tn and satisfies
W (−ϕ, θ) = −W (ϕ, θ), for ∀ (ϕ, θ) ∈ Td × Tn. (1.2)
In order to state the results we need to introduce some notations and spaces.
Cβ(Rn, X). Assume that X is a complex Banach space with the norm ‖ · ‖X . Let Cb(Rn, X),
0 < b < 1, be the space of Ho¨lder continuous functions f : Rn → X with the norm
‖f‖Cb(Rn,X) := sup
0<‖z1−z2‖<2π
‖f(z1)− f(z2)‖X
‖z1 − z2‖b + supz∈Rn ‖f(z)‖X .
If b = 0, then ‖f‖Cb(Rn,X) denotes the sup-norm. For β = [β] + b with 0 ≤ b < 1, we denote
by Cβ(Rn, X) the space of functions f : Rn → X with Ho¨lder continuous partial derivatives and
∂νf ∈ Cb(Rn, Xν) for all multi - indices ν = (ν1, · · · , νn) ∈ Nn, where |ν| := |ν1| + · · · + |νn| ≤ β
and Xν = L(
|ν|∏
i=1
Yi, X) with the standard norm and Yi := R
n, i = 1, · · · , |ν|. We define the norm
‖f‖Cβ(Rn,X) :=
∑
|ν|≤β
‖∂νf‖Cb(Rn,Xν).
Cβ(Tn, X). Denote by Cβ(Tn, X) the space of all functions f ∈ Cβ(Rn, X) that are of period 2π
in all variables. We define ‖f‖Cβ(Tn,X) := ‖f‖Cβ(Rn,X).
Linear Space. Let s ∈ R, we define the complex weighted-ℓ2-space
ℓ2s =
{
ξ = (ξj ∈ C, j ∈ Z+)
∣∣ ‖ξ‖s <∞}, where ‖ξ‖2s = ∑
j∈Z+
js|ξj |2.
Hermite functions The harmonic oscillator operator T = − d2dx2 + x2 has eigenfunctions (hj)j≥1,
so called the Hermite functions, namely,
Thj = (2j − 1)hj , ‖hj‖L2(R) = 1, j ≥ 1. (1.3)
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Hp. Let p ≥ 0 be an integer we define
Hp := {u ∈ Hp(R,C) | x 7→ xα1∂α2x u ∈ L2(R) for any α1, α2 ∈ N, 0 ≤ α1 + α2 ≤ p}.
To a function u ∈ Hp we associate the sequence (uj)j≥1 of its Hermite coefficients by the formula
u(x) =
∑
j≥1 ujhj(x). For p ≥ 0, u ∈ Hp ⇔ (uj)j≥1 ∈ ℓ2p and we define its norm by
‖u‖p = ‖(uj)j≥1‖p = (
∑
j≥1
jp|uj |2) 12 .
For simplicity we define α = 112 − µ4 and β∗(n, µ) = 18(n+ 3)(2 + α−1)(2 + 5α−1). Our intent is
to prove the following
Theorem 1.1. Assume that W (ϕ, θ) satisfies (1.2) and W (ϕ, θ) is Cs(Td ×Tn) with s ≥ d+ [1∨
τ ] + n + 3 + β and β > β∗(n, µ) with β ∈ Z and τ > d − 1. There exists ǫ∗ > 0 such that for all
0 ≤ ǫ < ǫ∗ there exists a closed set Ωγ × Dε ⊂ [A,B]d × [1, 2]n and for all (ν, ω) ∈ Ωγ ×Dε the
linear Schro¨dinger equation (1.1) reduces to a linear autonomous equation in the space H1.
More precisely, there exists ǫ∗ > 0 such that for all 0 ≤ ǫ < ǫ∗ there exists a closed set Ωγ ×Dε,
and for (ν, ω) ∈ Ωγ × Dε, there exist a linear isomorphism Ψ∞,1ω (θ) ∈ L(Hs
′
) with 0 ≤ s′ ≤ 1,
unitary on L2(R), where Ψ∞,1ω (θ) − id ∈ Cι(Tn,L(H0,H2α)) ∩ Cι(Tn,L(Hs
′
,Hs′)) with ι /∈ Z and
ι ≤ 29β and a bounded Hermitian operator Q1 ∈ L(H1) such that t 7→ u(t, ·) ∈ H1 satisfies (1.1) if
and only if t 7→ v(t, ·) = Ψ∞,1ω (ωt)u(t, ·) satisfies the autonomous equation
i∂tv = −vxx + x2v + εQ1(v),
furthermore,
‖Ψ∞,1ω (θ) − id‖Cι(Tn,L(H0,H2α)) ≤ Cε
3
2β (
2
9β−ι), (θ, ν, ω) ∈ Tn × Ωγ ×Dε,
and
‖Ψ∞,1ω (θ) − id‖Cι(Tn,L(Hs′ ,Hs′)) ≤ Cε
3
2β (
2
9β−ι), (θ, ν, ω) ∈ Tn × Ωγ ×Dε,
for 0 ≤ s′ ≤ 1, and for any p ∈ N and ω ∈ Dε, there exists a constant K1 depending on n, β
‖Q1‖L(Hp,Hp+4α) + ‖∂ωQ1‖L(Hp,Hp+4α) ≤ K1. (1.4)
Remark 1.2. The sets Ωγ satisfies Meas([A,B]
d \ Ωγ) = O(γ) when γ → 0, while Dε satisfies
Meas([1, 2]n \Dε) ≤ c(β, n, µ)ε
3/2
(2+α−1)(2+5α−1) .
Remark 1.3. For any ν ∈ Ωγ ⊂ [A,B]d, we have |〈k, ν〉| ≥ γ|k|τ where k 6= 0 and τ > d− 1.
Remark 1.4. The derivative in (1.4) is in the sense of Whitney.
A consequence of the above theorems and corollary is that in the considered range of parameters
all the Sobolev norms, i.e. the Hs norms of the solutions are bounded forever and the spectrum
of the Floquet operator is pure point.
Consider 1-d quantum harmonic oscillator equation
i∂tu = Hε(ωt)u, x ∈ R, (1.5)
Hε(ωt) : = −∂xx + x2 + εX(x, ωt),
where
X(x, θ) = 〈x〉µ
∑
k∈Λ
(ak(θ) sin kx+ bk(θ) cos kx) (1.6)
with k ∈ Λ ⊂ R \ {0} with |Λ| <∞ and 0 ≤ µ < 13 .
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Corollary 1.5. Assume that ak(θ) and bk(θ) ∈ Cr(Tn) where r ≥ n+2+β with β as in Theorem
1.1. There exists ǫ∗ > 0 such that for all 0 ≤ ǫ < ǫ∗ there exists a closed set Dε ⊂ [1, 2]n such that
for all ω ∈ Dε the linear Schro¨dinger equation (1.5) reduces to a linear autonomous equation in
the space H1.
More precisely, there exists ǫ∗ > 0 such that for all 0 ≤ ǫ < ǫ∗ there exists a closed set Dε
and for ω ∈ Dε, there exist a linear isomorphism Ψ∞,2ω (θ) ∈ L(Hs
′
) with 0 ≤ s′ ≤ 1, unitary on
L2(R), where Ψ∞,2ω (θ)− id ∈ Cι(Tn,L(H0,H2α)) ∩ Cι(Tn,L(Hs
′
,Hs′)) with ι /∈ Z and ι ≤ 29β and
a bounded Hermitian operator Q2 ∈ L(H1) such that t 7→ u(t, ·) ∈ H1 satisfies (1.1) if and only if
t 7→ v(t, ·) = Ψ∞,2ω (ωt)u(t, ·) satisfies the autonomous equation
i∂tv = −vxx + x2v + εQ2(v).
Furthermore,
‖Ψ∞,2ω (θ)− id‖Cι(Tn,L(H0,H2α)) ≤ Cε
3
2β (
2
9β−ι), (θ, ω) ∈ Tn ×Dε,
and
‖Ψ∞,2ω (θ)− id‖Cι(Tn,L(Hs′ ,Hs′)) ≤ Cε
3
2β (
2
9β−ι), (θ, ω) ∈ Tn ×Dε,
for 0 ≤ s′ ≤ 1, and for any p ∈ N and ω ∈ Dε, there exists a constant K2 depending on n, β,
‖Q2‖L(Hp,Hp+4α) + ‖∂ωQ2‖L(Hp,Hp+4α) ≤ K2. (1.7)
Remark 1.6. The set Dε satisfies Meas([1, 2]
n \Dε) ≤ c(β, n, µ)ε
3/2
(2+α−1)(2+5α−1) .
1.2. Related results and a critical lemma. In the following we recall some relevant results.
For 1d harmonic oscillator see [12] and [16] for periodic in time bounded perturbations. Refer to
[24], [47] and [48] for 1d harmonic oscillators with quasi-periodic in time bounded perturbations.
In [1] Bambusi and Graffi first proved the reducibility of 1d Schro¨dinger equation with an
unbounded time quasiperiodic perturbation. In [1] they assumed that the potential grows at infinity
like |x|2l with a real l > 1 and the perturbation is bounded by 1+ |x|β with β < l− 1; reducibility
in the limiting case β = l−1 was obtained by Liu and Yuan in [34]. Recently, the results in [1] and
[34] have been improved in [2, 3], in which Bambusi firstly obtained the reducibility results for 1d
harmonic oscillators with unbounded perturbations. In [3] Bambusi proved the reducibility when
the symbol of the perturbation grows at most like (ξ2 + x2)β/2 with β < 2. In [2] he generalized
the class of the symbol to which the perturbation belongs(see [4]). In remark 2.7 [2], Bambusi
wrote “we also remark that the assumption that the functions ai are symbols rules out cases like
ai(x, ωt) = cos(x− ωt).” The terms “ai” are exactly the oscillatory ones considered in this paper.
More applications of pseudodifferential calculus can be found in several papers (see e.g. [7, 8, 11,
17, 22, 36, 37, 40]). We mention that the above results are limited in the one dimensional case, while
some higher dimensional results on this problems have been recently obtained [6, 18, 23, 32, 38].
The related techniques have been used for a control on the growth of Sobolev norms in [5, 39].
The proof of Theorem 1.1 is based upon the KAM in [32] and the following estimate of Hermite
functions.
Lemma 1.7. Suppose hm(x) satisfies (1.3). For any k 6= 0 and for any m,n ≥ 1,∣∣ ∫
R
〈x〉µeikxhm(x)hn(x)dx
∣∣ ≤ C(|k| ∨ |k|−1)m− 112+µ4 n− 112+µ4 ,
where C is an absolute constant and µ ≥ 0.
By Theorem 2.1 in sect. 2 and Lemma 1.7 we prove Thm. 1.1 in section 3. For the readers’
convenience we give a fast introduction of Langer’s turning point theory from [45] at the beginning
of section 4. The lengthy proof for Lemma 1.7 is then given after it. Section 5 is divided into two
parts. In the first part we present Theorem 5.1 without proof. In the second we give some lemmas.
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Notations. For k ∈ Zn, |k| =
n∑
j=1
|kj |. We use 〈x〉 =
√
1 + x2. 〈·, ·〉 is the standard scalar product
in Rn or ℓ2. ‖ · ‖ is an operator-norm or ℓ2-norm. We use the notations 1 ∨ τ := max{1, τ},
Z+ = {1, 2, · · · } and N = {0, 1, 2, · · · } and T = R/2πZ. For a positive number a, [a] means the
largest integer not larger than a. We use the notation f(x) = O(g(x)) for x→∞ if |f(x)| ≤ C|g(x)|
when x is large enough. We denote Tnρ =
{
(a+ ib) ∈ Cn/2πZn∣∣max
j
|bj | < ρ
}
. The notation Meas
stands for the Lebesgue measure in Rn.
Acknowledgements. The first author is very grateful to Bambusi, D. for many invaluable discus-
sions on this paper. Both authors were partially supported by National Natural Science Foundation
of China(Grants No. 11371097; 11571249) and Natural Science Foundation of Shanghai(Grants
No. 19ZR1402400).
2. A KAM Theorem
We introduce the KAM Theorem from [32] especially for 1d case. We remark that KAM theory
is almost well-developed for nonlinear Hamiltonian PDEs in 1-d context. See [10, 20, 25, 26, 27,
28, 29, 30, 31, 33, 35, 42, 46, 50] for 1-d KAM results. Comparing with 1-d case, the KAM results
for multidimensional PDEs are relatively few. Refer to [13, 15, 19, 21, 23, 41] for n-d results. See
[9] for an almost complete picture of recent KAM theory.
2.1. Setting. Linear space. For p ≥ 0 we define Yp := ℓ2p × ℓ2p = {ζ = (ζa = (ξa, ηa) ∈
C2)a∈Z+
∣∣ ‖ζ‖p <∞} with ‖ζ‖2p := ∑
a∈Z+
(|ξa|2+ |ηa|2)ap. We provide the space Yp, p ≥ 0, with the
symplectic structure i
∑
a∈Z+ dξa ∧ dηa.
Infinite matrices. We denote by Mα the set of infinite matrices A : E × E → C with the norm
|A|α := supa,b∈Z+ (ab)α
∣∣Aba∣∣ < +∞. We also denote M+α be the subspace of Mα satisfying that
an infinite matrix A ∈M+α if |A|α+ := supa,b∈Z+(ab)α (1 + |a− b|) |Aba| < +∞.
Parameter. In the paper ω will play the role of a parameter belonging to D0 = [1, 2]
n. All the
constructed functions will depend on ω with C1 regularity. When a function is only defined on a
Cantor subset of D0 the regularity is understood in Whitney sense.
A class of quadratic Hamiltonians. Let D ⊂ D0, α > 0 and σ > 0. We denote by Mα(D, σ) the
set of mappings as Tnσ × D ∋ (θ, ω) 7→ Q(θ, ω) ∈ Mα which is real analytic on θ ∈ Tnσ and C1
continuous on ω ∈ D. This space is equipped with the norm
[Q]D,σα := sup
ω∈D,|ℑθ|<σ,
|k|=0,1
∣∣∂kωQ(θ, ω)∣∣α .
The subspace ofMα(D, σ) formed by F (θ, ω) such that ∂kωF (θ, ω) ∈ M+α , |k| = 0, 1, is denoted
by M+α (D, σ) and equipped with the norm [F ]D,σα+ := sup
ω∈D,|ℑθ|<σ,
|k|=0,1
∣∣∂kωF (θ, ω)∣∣α+ . The subspace of
Mα(D, σ) that are independent of θ will be denoted by Mα(D) and for N ∈ Mα(D),
[N ]Dα := sup
ω∈D,|k|=0,1
|∂kωN(ω)|α.
C1 norm of operator in ω. Given (θ, ω) ∈ Tnσ × D, Φ(θ, ω) ∈ L(Yr , Yr′) being C1 operator with
respect to ω in Whitney sense, we define the C1 norm of Φ(θ, ω) with respect to ω by
‖Φ‖∗
L(Yr,Yr′)
= sup
(θ,ω)∈Tnσ×D,
|k|=0,1, ‖ζ‖s 6=0
‖∂kωΦ(θ, ω)ζ‖r′
‖ζ‖r ,
where r, r′ ∈ R.
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2.2. The reducibility theorem. In this subsection we state an abstract reducibility theorem for
quadratic t-quasiperiodic Hamiltonian of the form
H(t, ξ, η) = 〈ξ,Nη〉 + ε〈ξ, P (ωt)η〉, (ξ, η) ∈ Y1 ⊂ Y0, (2.1)
and the associated Hamiltonian system is{
ξ˙ = −iNξ − iεPT (ωt)ξ,
η˙ = iNη + iεP (ωt)η,
where N = diag{λa, a ∈ Z+} satisfying the following assumptions:
Hypothesis A1 - Asymptotics. There exist positive constants c0, c1, c2 such that
c1a ≥ λa ≥ c2a and |λa − λb| ≥ c0|a− b|, a, b ∈ Z+.
Hypothesis A2 - Second Melnikov condition in measure estimates. There exist positive
constants α1, α2 and c3 such that the following holds: for each 0 < κ < 1/4 and K > 0 there exists
a closed subset D′ := D′(κ,K) ⊂ D0 with Meas(D0 \ D′) ≤ c3Kα1κα2 such that for all ω ∈ D′,
k ∈ Zn with 0 < |k| ≤ K and a, b ∈ Z+ we have |〈k, ω〉+ λa − λb| ≥ κ(1 + |a− b|). Then we have
the following reducibility results.
Theorem 2.1. Given a non autonomous Hamiltonian (2.1), we assume that (λa)a∈Z+ satisfies
Hypothesis A1-A2 and P (θ) ∈ Cβ(Tn,Mα) with α > 0 and β > max{9(2 + 1α ) γ1γ2−24δ , 9n, 24}
where γ1 = max{α1, n+ 3}, γ2 = αα25+2αα2 , δ ∈ (0,
γ2
24 ).
Then there exists ε∗(n, β, δ) > 0 such that if 0 ≤ ε < ε∗(n, β, δ), there exist
(i) a Cantor set Dε ⊂ D0 with Meas(D0 \Dε) ≤ c(n, β, δ)ε
3δ
2+α−1 ;
(ii) a C1 family in ω ∈ Dε(in Whitney sense), linear, unitary and symplectic coordinate transfor-
mation Φ∞ω (θ) : Y0 → Y0, θ ∈ Tn, ω ∈ Dε, of the form
(ξ+, η+) 7→ (ξ, η) = Φ∞ω (θ)(ξ+, η+) = (Mω(θ)ξ+,Mω(θ)η+),
where Φ∞ω (θ) − id ∈ Cι(Tn,L(Y0, Y2α)) ∩ Cι(Tn,L(Ys′ , Ys′)) with 0 ≤ s′ ≤ 1, ι ≤ 29β, ι /∈ Z and
satisfies
‖Φ∞ω − id‖Cι(Tn,L(Y0,Y2α)) ≤ C(n, β, ι)ε
3
2β (
2
9β−ι),
and
‖Φ∞ω − id‖Cι(Tn,L(Ys′ ,Ys′)) ≤ C(n, β, ι)ε
3
2β (
2
9β−ι).
(iii) a C1 family of autonomous quadratic Hamiltonians in normal forms
H∞(ξ+, η+) = 〈ξ+, N∞(ω)η+〉 =
∑
j≥1
λ∞j ξj,+ηj,+, ω ∈ Dε,
where N∞(ω) = diag{λ∞j } is diagonal and is close to N , i.e.
[N∞(ω)−N ]Dεα ≤ c(n, β)ε, (2.2)
such that
H(t,Φ∞ω (ωt)(ξ+, η+)) = H∞(ξ+, η+), t ∈ R, (ξ+, η+) ∈ Y1, ω ∈ Dε.
Furthermore Φ∞ω (θ) and Φ
∞
ω (θ)
−1 are bounded operators from Ys′ into itself for 0 ≤ s′ ≤ 1 and
they satisfy:
‖Mω(θ)− Id‖L(ℓ2
s′ ,ℓ
2
s′)
, ‖M−1ω (θ)− Id‖L(ℓ2
s′ ,ℓ
2
s′)
≤ cε1/2.
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3. Application to the Quantum Harmonic Oscillator–Proof of Main Theorems
In this section we will apply Theorem 2.1 to the equation (1.1) to prove Theorem 1.1. For readers’
convenience, we rewrite the equation
i∂tu = −∂2xu+ x2u+ ε〈x〉µW (νx, ωt)u, u = u(t, x), x ∈ R, (3.1)
where 0 ≤ µ < 13 and the potential W (ϕ, θ) : Td × Tn 7→ R satisfies all the conditions in Theorem
1.1. Following [14], we expand u and u on the Hermite basis {hj}j≥1, namely, u =
∑
j≥1 ξjhj and
u =
∑
j≥1 ηjhj . And thus (3.1) can be written as a nonautonomous Hamiltonian system
ξ˙j = −i∂H
∂ηj
= −i(2j − 1)ξj − iε ∂
∂ηj
p(t, ξ, η), j ≥ 1,
η˙j = i
∂H
∂ξj
= i(2j − 1)ηj + iε ∂
∂ξj
p(t, ξ, η), j ≥ 1,
(3.2)
where
H(t, ξ, η) = n(ω) + p(t, ξ, η) = 〈ξ,Nη〉+ ε〈ξ, P (ωt)η〉, (ξ, η) ∈ Y1 ⊂ Y0, (3.3)
and n(ω) :=
∑
j≥1(2j − 1)ξjηj and P ji (ωt) =
∫
R
〈x〉µW (νx, θ)hi(x)hj(x)dx. Here the external
parameters are the frequencies ω = (ωj)1≤j≤n ∈ D0 := [1, 2]n. The proofs for the following two
lemmas are standard.
Lemma 3.1. When λa = 2a− 1, a ∈ Z+, Hypothesis A1 holds true with c0 = c2 = 1 and c1 = 2.
Lemma 3.2. When λa = 2a − 1, a ∈ Z+, Hypothesis A2 holds true with D0 = [0, 2π]n, α1 =
n+ 1, α2 = 1, c3 = c(n) and
D′ := {ω ∈ [0, 2π]n∣∣ |〈k, ω〉+ j| ≥ κ(1 + |j|), for all j ∈ Z and k∈ Zn \ {0}}.
For the following we define the set Rτγ,k = {ν ∈ Rd : |〈k, ν〉| < γ|k|τ } for k 6= 0 and Rτγ =⋃
06=k∈Zd
Rτγ,k. It is well known that Meas(R
τ
γ,k ∩ [A,B]d) = O(γ/|k|τ+1), and thus Meas(Rτγ ∩
[A,B]d) ≤ O(γ). We define the set Ωγ := [A,B]d \ Rτγ and then Meas([A,B]d \ Ωγ) = O(γ) as
γ → 0 and τ > d− 1.
Lemma 3.3. If W (ϕ, θ) ∈ Cs(Td ×Tn) with s ≥ d+ [1∨ τ ] + n+ β1 +3 and ν ∈ Ωγ and β1 ∈ N,
then there exists α > 0 such that the matrix function P (θ) defined by
(P (θ))ji =
∫
R
〈x〉µW (νx, θ)hi(x)hj(x)dx, i, j ≥ 1,
belongs to Cβ1(Tn,Mα) with α = 112 − µ4 .
Proof. We divide the proof into several steps.
(a) We show that P (θ) ∈Mα. Since W (νx, θ) =
∑
k∈Zd,
l∈Zn
Ŵ (k, l)eik·νxeilθ, then
(
P (θ)
)j
i
=
∫
R
∑
k∈Zd,
l∈Zn
Ŵ (k, l)eik·νxeilθ〈x〉µhi(x)hj(x)dx
=
∑
l∈Zn
eilθ
∑
k 6=0
Ŵ (k, l)
∫
R
eik·νx〈x〉µhi(x)hj(x)dx,
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where we use (1.2). Note ν ∈ Ωγ , we have |k · ν| ≥ γ|k|τ for τ > d− 1. Thus by Lemma 1.7
|(P (θ))j
i
| ≤ C(γ)
iαjα
∑
l∈Zn
∑
k 6=0
|Ŵ (k, l)| · |k|1∨τ . (3.4)
Denote s1 = [1 ∨ τ ] + d+ 1 and s2 = n+ 1. When W (ϕ, θ) ∈ Cs1+s2(Td × Tn), we have
|Ŵ (k, l)| ≤ d
s1ns2
|k|s1 |l|s2 sup|α|=s1
|ν|=s2
|∂αϕ∂νθW (ϕ, θ)|, ∀k 6= 0, l 6= 0,
and
|Ŵ (k, 0)| ≤ d
s1
|k|s1 sup|α|≤s1
|ν|≤s2
|∂αϕ∂νθW (ϕ, θ)|.
From the choice of s1 and s2 and a straightforward computation we have∑
l∈Zn
∑
k 6=0
|Ŵ (k, l)| · |k|1∨τ ≤ C(d, τ, n) · sup
|α|≤s1
|ν|≤s2
|∂αϕ∂νθW (ϕ, θ)|. (3.5)
From (3.4) and (3.5), |P (θ)|α ≤ C(γ, d, τ, n)· sup
|α|≤[1∨τ ]+d+1
|ν|≤n+1
|∂αϕ∂νθW (ϕ, θ)| which follows P (θ) ∈Mα.
(b) We show that P (θ) ∈ C0(Tn,Mα). For ∀θ1, θ2 ∈ Rn, i, j ≥ 1,∣∣∣(P (θ1)− P (θ2))ji | = | ∫
R
〈x〉µ(W (νx, θ1)−W (νx, θ2))hi(x)hj(x)dx
∣∣∣
=
∣∣∣ ∑
l∈Zn
(eilθ1 − eilθ2)(∑
k 6=0
Ŵ (k, l)
∫
R
eik·νx〈x〉µhi(x)hj(x)dx
)∣∣∣
≤ C(γ, d, τ, n)
iαjα
‖θ1 − θ2‖ sup
|α|≤s1
|ν|≤s2+1
|∂αϕ∂νθW (ϕ, θ)|.
Therefore |P (θ1)− P (θ2)|α → 0 when ‖θ1 − θ2‖ → 0. Thus, P (θ) ∈ C0(Tn,Mα).
(c) We show that P (θ) is Fre´chet differentiable at each θ ∈ Tn. In fact, for any given θ0 ∈ Rn we
will prove that P ′(θ0) ∈ L(Rn,Mα), and for ∀ξ ∈ Rn, i, j ≥ 1,
(P ′(θ0)ξ)
j
i =
∫
R
〈x〉µ〈Wθ(νx, θ0), ξ〉hi(x)hj(x)dx.
We first define the right term by
(Aξ)ji :=
∫
R
〈x〉µ〈Wθ(νx, θ0), ξ〉hi(x)hj(x)dx
=
n∑
t=1
ξt
∫
R
〈x〉µWθt(νx, θ0)hi(x)hj(x)dx.
Clearly, A is a linear map on Rn. From a similar computation we have
‖A‖L(Rn,Mα) ≤ C(γ, d, τ, n) sup
|α|≤s1,
|ν|≤s2+1
|∂αϕ∂νθW (ϕ, θ)|.
Similarly, one obtains
|P (θ)− P (θ0)−A(θ − θ0)|α ≤ C(γ, n)‖θ − θ0‖2
∑
k 6=0,k∈Zd
l∈Zn
|Ŵ (k, l)||k|1∨τ |l|2
≤ C(γ, d, τ, n)‖θ − θ0‖2 sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+3
|∂αϕ∂νθW (ϕ, θ)|,
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which means that P (θ) is Fre´chet differentiable on θ0 ∈ Tn and P ′(θ0) = A.
(d) By a straightforward computation we can show that P (θ) ∈ C1(Tn,Mα) since
‖P ′ (θ1)− P ′ (θ2) ‖L(Rn,Mα) ≤ C(γ, d, τ, n) · ‖θ1 − θ2‖ sup
|α|≤[1∨τ ]+d+1
|ν|≤n+3
|∂αϕ∂νθW |.
(e) Inductively, we assume that P (θ) ∈ Cm(Tn,Mα), m ≤ β1 − 1, with(
P (m)(θ)(ξ1, · · · , ξm)
)j
i
=
∫
R
〈x〉µW (m)θ (νx, θ)(ξ1, · · · , ξm)hi(x)hj(x)dx
satisfying
‖P (m)(θ)‖Lm(Rn,Mα) ≤ C(γ, d, τ, n) sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+1
|∂αϕ∂νθW |,
where Lm(R
n,Mα) denotes the multi-linear operator space L(Rn × · · · × Rn︸ ︷︷ ︸
m
,Mα). Then we show
that P (θ) ∈ Cm+1(Tn,Mα) with(
P (m+1)(θ)(ξ1, · · · , ξm+1)
)j
i
=
∫
R
〈x〉µW (m+1)θ (νx, θ)(ξ1, · · · , ξm+1)hi(x)hj(x)dx,
and
‖P (m+1)(θ)‖Lm+1(Rn,Mα) ≤ C(γ, d, τ, n) sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+2
|∂αϕ∂νθW |,
We follow the method in steps (c) and (d), and divide the proof into two parts (e1) and (e2)
respectively.
(e1) We show that P
(m) (θ) is Fre´chet differentiable and for ∀θ0 ∈ Rn, i, j ∈ Z,(
P (m+1) (θ0) (ξ1, · · · , ξm+1)
)j
i
=
∫
R
〈x〉µW (m+1)θ (νx, θ0)(ξ1, · · · , ξm+1)hi(x)hj(x)dx,
with
‖P (m+1)(θ)‖Lm+1(Rn,Mα) ≤ C(γ, d, τ, n) sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+2
|∂αϕ∂νθW |,
In fact, given θ0 ∈ Rn, we define for ξ1, · · · , ξm+1 ∈ Rn, i, j ∈ Z,
(B (ξ1, · · · , ξm+1))ji :=
∫
R
〈x〉µW (m+1)θ (νx, θ0)(ξ1, · · · , ξm+1)hi(x)hj(x)dx.
Since
| (B (ξ1, · · · , ξm+1))ji | ≤ C(n)‖ξ1‖ · · · ‖ξm+1‖
∑
k 6=0,k∈Zd
l∈Zd
|Ŵ (k, l)||l|m+1
∫
R
〈x〉µeik·νxhi(x)hj(x)dx
≤ C(γ, d, τ, n)‖ξ1‖ · · · ‖ξm+1‖
iαjα
sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+2
|∂αϕ∂νθW (ϕ, θ)|,
it follows that ‖B‖Lm+1(Rn,Mα) ≤ C(γ, d, τ, n) sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+2
|∂αϕ∂νθW (ϕ, θ)|. By a similar computa-
tion,
‖P (m) (θ)− P (m) (θ0)− B (θ − θ0) ‖Lm(Rn,Mα)
≤ C(γ, n) ·
∑
k∈Zd,k 6=0
l∈Zn
|k|1∨τ |Ŵ (k, l)||l|m+2 · ‖θ − θ0‖2
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≤ C(γ, d, τ, n) sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+3
|∂αϕ∂νθW | · ‖θ − θ0‖2.
Thus, P (m) (θ) is Fre´chet differentiable and P (m+1)(θ0) = B.
(e2) For simplicity, we denote (il)
(m+1) := (il)⊗ · · · ⊗ (il)︸ ︷︷ ︸
m+1
∈ Lm+1(Rn). Note
∫
R
〈x〉µW (m+1)θ (νx, θ)(ξ1, · · · , ξm+1)hi(x)hj(x)dx
=
∑
k 6=0,k∈Zd
l∈Zn
Ŵ (k, l)eilθ(il)m+1(ξ1, · · · , ξm+1)
∫
R
〈x〉µeik·νxhi(x)hj(x)dx.
therefore, ∣∣∣( (P (m+1) (θ1)− P (m+1) (θ2)) (ξ1 · · · ξm+1))ji ∣∣∣
≤C(γ, n)‖ξ1‖ · · · ‖ξm+1‖ · ‖θ1 − θ2‖
iαjα
∑
k 6=0,k∈Zd
l∈Zn
|Ŵ (k, l)| · |l|m+2 · |k|1∨τ
≤C(γ, d, τ, n)‖ξ1‖ · · · ‖ξm+1‖ · ‖θ1 − θ2‖
iαjα
· sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+3
|∂αϕ∂νθW |.
It follows that
‖P (m+1) (θ1)− P (m+1) (θ2) ‖Lm+1(Rn,Mα) ≤ C(γ, d, τ, n) · ‖θ1 − θ2‖ · sup
|α|≤[1∨τ ]+d+1,
|ν|≤n+m+3
|∂αϕ∂νθW |.
which means that ‖P (m+1) (θ1)− P (m+1) (θ2) ‖Lm+1(Rn,Mα) → 0 as ‖θ1 − θ2‖ → 0. Thus we finish
the induction. 
Proof of Theorem 1.1: It is clear that the Schro¨dinger equation (3.1) is equivalent to Hamiltonian
system (3.2) with λa = 2a− 1. By lemmas given above, we can apply Theorem 2.1 to (3.2) with
γ1 = n+ 3, γ2 =
α
5+2α and δ =
γ2
48 . This leads to Theorem 1.1.
More precisely, in the new coordinates given in Theorem 2.1, (ξ, η) = (Mωξ+,Mωη+), system
(3.2) becomes autonomous and the systems are changed into the following:{
ξ˙+,a = −iλ∞a (ω)ξ+,a,
η˙+,a = iλ
∞
a (ω)η+,a,
a ∈ Z+.
Hence the solution starts from (ξ+(0), η+(0)) is given by
(ξ+(t), η+(t)) = (e
−itN∞ξ+(0), eitN∞η+(0)), t ∈ R,
where N∞ = diag{λ∞a }a∈Z+ . Then the solution u(t, x) of (1.1) corresponding to the ini-
tial data u0(x) =
∑
a≥1
ξa(0)ha(x) ∈ H1 is formulated by u(t, x) =
∑
a≥1
ξa(t)ha(x) with ξ(t) =
Mω(ωt)e
−itN∞MTω (0)ξ(0), where we use the fact (Mω)
−1 =MTω .
Let us define the transformation Ψ∞,1ω (θ) by
Ψ∞,1ω (θ)(
∑
a≥1
ξaha(x)) :=
∑
a≥1
(MTω (θ)ξ)aha(x) =
∑
a≥1
ξ+,aha(x).
u(t, x) satisfies (1.1) if and only if v(t, x) = Ψ∞,1ω (ωt)u(t, x) satisfies the autonomous equation
i∂tv = (−∂xx + |x|2)v + εQ1v, where
εQ1(
∑
a∈Z+
ξaha(x)) =
∑
a∈Z+
((N∞ −N0)ξ)aha(x) =
∑
a∈Z+
(λ∞a − λa)ξaha(x).
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For the rest estimates see lemma 3.4 below and (2.2). 
Lemma 3.4.
‖Ψ∞,1ω (·)− id‖Cι(Tn,L(H0,H2α)) ≤ Cε
3
2β (
2
9β−ι),
and
‖Ψ∞,1ω (·)− id‖Cι(Tn,L(Hs′ ,Hs′)) ≤ Cε
3
2β (
2
9β−ι),
where ι is defined in Theorem 2.1 and 0 ≤ s′ ≤ 1.
We delay the above proof in section 5.
4. Estimates on eigenfunctions
4.1. Langer’s turning point. We now introduce Langer’s turning point method based on the
contents in Chapter 22.27 of [45]. For other application of Langer’s turning point theory, see
[48, 49].
Consider the function
ψ′′(x) + (λ− q(x))ψ(x) = 0, x > 0, (4.1)
where q(x) increases steadily to +∞, q(x) is three times differentiable, and for x > x0 for some
positive constant x0, q
′(x) is nondecreasing, and as x→∞
q′(x)
q(x)
= O(
1
x
),
q′′(x)
q′(x)
= O(
1
x
),
q′′′(x)
q′′(x)
= O(
1
x
).
We also suppose that there exists a unique X > 0 such that λ = q(X).
Then for constant a ≥ 1, ln q(ax)q(x) =
∫ ax
x
q′(t)
q(t) dt = O(
∫ ax
x
1
t dt) = O(ln a), which means q(ax) =
O(q(x)), and similarly for q′(x) and q′′(x). Since q(x) =
∫ x
0
q′(t)dt + q(0) ≤ xq′(x) + q(0), it
follows q′(x) ≥ C q(x)x , when x ≥ x1 for some x1 > 0. Now set η(x) = (λ − q(x))
1
4ψ(x) and
ζ(x) =
∫ x
X
(λ − q(t)) 12 dt, where
arg ζ(x) =
{
1
2π (x > X),
−π (x < X).
Then the equation (4.1) is transformed into d
2η
dζ2 + η + [
q′′(x)
4(λ−q(x))2 +
5q′(x)2
16(λ−q(x))3 ]η = 0 and this may
be expressed as
d2η
dζ2
+ (1 +
5
36ζ2
)η = f(x)η, (4.2)
where f(x) = 536ζ2− q
′′(x)
4(λ−q(x))2 − 5q
′(x)2
16(λ−q(x))3 . As we know, Bessel equation
d2G
dζ2 +(1+
5
36ζ2 )G = 0 has
two linearly independent solutions (πζ2 )
1
2 J 1
3
(ζ) and (πζ2 )
1
2H
(1)
1
3
(ζ), where Jν(x) and H
(1)
ν (x) are the
first kind Bessel function and one of the third kind Bessel function, respectively. By the property
of Bessel function that x(Jν(x)H
(1)′
ν (x) − J ′ν(x)H(1)ν (x)) = 2iπ , then (4.2) is formally equivalent to
the integral equation
η = (
πζ
2
)
1
2H
(1)
1
3
(ζ) +
πi
2
∫ ∞
x
(
H
(1)
1
3
(ζ)J 1
3
(θ)− J 1
3
(ζ)H
(1)
1
3
(θ)
)
ζ
1
2 θ
1
2 f(t)(λ− q(t)) 12 η(t)dt,
where we write ζ = ζ(x) and θ = ζ(t) for convenience. Set
α(x) = e−iζ(
πζ
2
)
1
2H
(1)
1
3
(ζ), β(x) = eiζ(
πζ
2
)
1
2J 1
3
(ζ), χ(x) = e−iζη(x),
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then
χ(x) = α(x) + i
∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ − q(t)) 12χ(t)dt.
Clearly, α(x), β(x) are bounded, and ℑ(θ − ζ) = ℑ(∫ t
x
(λ − q(u)) 12 du) ≥ 0. To give the estimate
of solution of (4.2) or (4.1), we first present two preparation lemmas and delay the proofs in the
Appendix.
Lemma 4.1. ([45]) For fixed λ, if x > 2X, then
∫∞
x
|f(t)(λ − q(t)) 12 |dt ≤ C
x(q(x))
1
2
, here C is a
constant independent of x and λ.
Lemma 4.2. ([45])
∫∞
0 |f(x)||λ− q(x)|
1
2 dx = O
(
1
Xλ
1
2
)
, λ→∞.
From these two lemmas, we can prove that the iteration converges. In fact, if we denote∫∞
0
|f(t)||λ − q(t)| 12 dt = M0 = O
(
1
Xλ
1
2
)
, and
∣∣α(x)β(t) − e2i(θ−ζ)β(x)α(t)∣∣ ≤ M uniformly, then
|χ0(x)| = |α(x)| ≤ C, |χ1(x)−χ0(x)| ≤ CMM0, and generally, if |χn(x)−χn−1(x)| ≤ CMnMn0 ,
then
|χn+1(x) − χn(x)|
=
∣∣∣∣∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ− q(t)) 12 (χn(t)− χn−1(t))dt
∣∣∣∣
≤CMn+1Mn0
∫ ∞
x
∣∣∣f(t)(λ− q(t)) 12 ∣∣∣ dt ≤ CMn+1Mn+10 .
Thus,
|χn(x)| ≤ |χ0(x)| + |χ1(x)− χ0(x)|+ · · ·+ |χn(x)− χn−1(x)|
≤ C(1 +MM0 + · · ·+MnMn0 ) ≤
C
1−MM0 .
If λ is sufficiently large, then MM0 < 1, and by the theorem of dominated convergence, when
n→∞, χn(x)→ χ(x) = α(x) +O( 1
Xλ
1
2
) uniformly w.r.t x, which means that χ(x) is bounded.
Next we show that
χ(x) = α(x)
(
1 +O
(
1
Xλ
1
2
))
. (4.3)
In fact, similar as Lemma 5.4, if ζ(x) < −c0 or iζ(x) < −c0, where c0 are arbitrary two positive
constants, we can prove that |α(x)| > C and (4.3) holds. While for 0 < |ζ(x)| ≤ c0 we have
|β(x)| ≤ C|α(x)|. Thus,
|χ(x)− α(x)| =
∣∣∣∣∫ ∞
x
(
α(x)β(t) − e2i(θ−ζ)β(x)α(t)
)
f(t)(λ − q(t)) 12χ(t)dt
∣∣∣∣ ≤ C|α(x)|Xλ 12 .
Hence we have
Lemma 4.3. [45] When λ > c1 > 0 large enough such that
M
∫ ∞
0
|f(t)||λ − q(x)| 12 dt < 1,
the solution of (4.1) can be written as ψ(x) = (λ− q(x))− 14 (πζ2 )
1
2H
(1)
1
3
(ζ)(1 +O( 1
Xλ
1
2
)).
Since M
∫∞
x
|f(t)||λ − q(t)| 12 dt ≤ MC
x(q(x))
1
2
, where M,C are independent of x and λ, it follows
M
∫∞
c2
|f(t)||λ− q(t)| 12 dt < 12 for some positive constant c2. Hence we have
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Lemma 4.4. [45] For any fixed λ, when x > max{2X, c2}, the solution of (4.1) can be written as
ψ(x) = ψ1(x) + ψ2(x), where ψ1(x) = (λ− q(x))− 14 (πζ2 )
1
2H
(1)
1
3
(ζ), and |ψ2(x)| ≤ C
x(q(x))
1
2
|ψ1(x)|.
Remark 4.5. In the application q(x) = x2, λn = 2n − 1 with n ∈ Z+. Then for λn > c1, i.e.
n > c1+12 , hn(x) = ψ
(n)
1 (x) + ψ
(n)
2 (x), where x > 0 and ψ
(n)
1 (x) = (λn − x2)−
1
4 (πζn2 )
1
2H
(1)
1
3
(ζn) and
ψ
(n)
2 (x) = ψ
(n)
1 (x)O(
1
λn
). While for λn ≤ c
2
2
4 := c3 and x > c2, we have hn(x) = ψ
(n)
1 (x)+ψ
(n)
2 (x),
where |ψ(n)2 (x)| ≤ Cx2 |ψ
(n)
1 (x)|.
Remark 4.6. For the following we denote m0 = max{ c1+12 , c3+12 }.
4.2. Proof of Lemma 1.7. A well-known fact is that hn(x) = (n!2
nπ
1
2 )−
1
2 e−
1
2x
2
Hn(x) where
Hn(x) is the Hermite polynomial of degree n and hn(x) is an even or odd function of x accord-
ing to whether n is odd or even([44]). From the symmetry of hn(x), we only need to consider∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx for 1 ≤ m ≤ n. Rewrite∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx =
∫ Xn
0
+
∫ +∞
Xn
. (4.4)
From Remark 4.5 and Remark 4.6 and m > m0,
hm(x) = (λm − x2)− 14 (πζm
2
)
1
2H
(1)
1
3
(ζm) + (λm − x2)− 14 (πζm
2
)
1
2H
(1)
1
3
(ζm)O(
1
λm
)
:= ψ
(m)
1 (x) + ψ
(m)
2 (x), (4.5)
where ζm(x) =
∫ x
Xm
√
λm − t2dt with X2m = λm(Xm > 0). While for m ≤ m0, by Lemma 4.4
and x > 2Xm0 , hm(x) = ψ
(m)
1 (x) + ψ
(m)
2 (x), where ψ
(m)
1 (x) = (λm − x2)−
1
4 (πζm2 )
1
2H
(1)
1
3
(ζm), and
|ψ(m)2 (x)| ≤ Cx2 |ψ
(m)
1 (x)|. Now we estimate (4.4) in the following three cases:
1)m,n < C∗ := 28m30; 2)m ≤ m0 and n ≥ C∗; 3)m,n > m0.
Lemma 4.7. When n,m < C∗,∣∣∣∣∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ Cn 112−µ4m 112−µ4 .
Proof. Since m < C∗, then for x > X0, hm(x) = ψ
(m)
1 (x) + ψ
(m)
2 (x), where ψ
(m)
1 (x) = (λm −
x2)−
1
4 (πζm2 )
1
2H
(1)
1
3
(ζm), and |ψ(m)2 (x)| ≤ Cx2 |ψ
(m)
1 (x)| and X0 is a positive constant depending on
C∗ only. hn(x) has a similar decomposition.
When x ≤ X0, by Ho¨lder inequality and n,m < C∗,∣∣∣∣∣
∫ X0
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Xµ0 ≤ Cn 112−µ4m 112−µ4 .
When x > X0, |X2m − x2|−
1
4 < 1, and by Lemma 5.4,
∣∣∣∣√πζm2 H(1)1
3
(ζm)
∣∣∣∣ ≤ e−|ζm|. By Lemma 5.5
and x > X0, |ζm| ≥ 2
√
2
3 X
1
2
m(x−Xm) 32 ≥ x−X0. Thus,∣∣∣∣∫ +∞
X0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ ∫ +∞
X0
〈x〉µe−2(x−X0)dx ≤ Ce2X0 ≤ C
n
1
12−µ4 m
1
12−µ4
.

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Lemma 4.8. For m ≤ m0 and n ≥ C∗,∣∣∣∣∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ Cn 112−µ4m 112−µ4 .
Proof. We split the integral into two parts∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx =
∫ X 13n
0
+
∫ +∞
X
1
3
n
.
When x > 2Xm0 , by Lemma 4.4 we have |hm(x)| ≤ 2(x2−X2m)−
1
4 |
√
πζm
2 H
(1)
1
3
(ζm)| ≤ 2e−|ζm|. On
the other hand by Lemma 5.4, |hn(x)| ≤ C(X2n − x2)−
1
4 on [0, X
1
3
n ]. Thus,∣∣∣∣∣∣
∫ X 13n
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C
∫ X 13n
0
〈x〉µ(X2n − x2)−
1
4 dx ≤ CX−
1
6+
µ
3
n ≤ C
n
1
12−µ4m
1
12−µ4
.
When x ≥ X 13n ≥ 2Xm0, by Lemma 5.5, e−|ζm| ≤ e−C(x−Xm). Thus, by Ho¨lder inequality,∣∣∣∣∫ +∞
X
1
3
n
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ C (∫ +∞
X
1
3
n
〈x〉2µe−Cxdx
) 1
2
≤ e−CX
1
3
n .

Now we turn to the third case that is m,n > m0. Rewrite
∫ +∞
0 〈x〉µeikxhm(x)hn(x)dx =∫Xn
0 +
∫ +∞
Xn
. We first turn to the integral
∫ +∞
Xn
. In the following part of this section we will denote
F(x) = 〈x〉µeikxψ(m)1 (x)ψ(n)1 (x) for simplicity.
4.3. the integral on [Xn,+∞). In fact in this part we have
Lemma 4.9. When m0 < m ≤ n,
∣∣∣∣∫ +∞
Xn
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 .
Lemma 4.9 results from the following two lemmas.
Lemma 4.10. For m0 < m ≤ n,∣∣∣∣∫ +∞
2Xn
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ e−Cn.
Proof. Since hn(x) := ψ
(n)
1 (x) + ψ
(n)
2 (x), we only need to prove
∣∣∣∣∫ +∞
2Xn
F(x)dx
∣∣∣∣ ≤ e−Cn, since the
other three integrals have better estimates, where ψ
(n)
2 (x) = O(
1
λn
)ψ
(n)
1 (x). Recall that ψ
(n)
1 (x) =(
λn − x2
)− 14 √πζn
2 H
(1)
1
3
(ζn), then by Lemma 5.4,
∣∣∣∣√πζn2 H(1)1
3
(ζn)
∣∣∣∣ ≤ e−|ζn| when x ≥ 2Xn. By
Lemma 5.5, when x ≥ 2Xn, |ζn| ≥ 2
√
2
3 Xn(x−Xn) ≥
√
2
3 (x−Xn) +
√
2
3 X
2
n. Therefore,∣∣∣∣∫ +∞
2Xn
F(x)dx
∣∣∣∣ ≤ ∫ +∞
2Xn
〈x〉µ(x2 − λm)− 14 (x2 − λn)− 14 e−|ζm|e−|ζn|dx
≤
∫ +∞
2Xn
〈x〉µ(x2 − λn)− 14 (x2 − λn)− 14 e−|ζn|dx
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≤Ce−
√
2
3 X
2
nn−
1
2
∫ +∞
2Xn
〈x〉µe−
√
2
3 (x−Xn)dx ≤ e−Cn.

Lemma 4.11. For m0 < m ≤ n,∣∣∣∣∣
∫ 2Xn
Xn
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 .
Proof. As above we only need to estimate |I| =
∣∣∣∣∣
∫ 2Xn
Xn
F(x)dx
∣∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 . We divide I
into two parts as
|I| =
∣∣∣∣∣∣(
∫ 2Xn
Xn+X
1
3
n
+
∫ Xn+X 13n
Xn
)F(x)dx
∣∣∣∣∣∣
≤C
( ∫ 2Xn
Xn+X
1
3
n
+
∫ Xn+X 13n
Xn
)
〈x〉µ
∣∣∣ψ(m)1 (x)ψ(n)1 (x)∣∣∣ dx.
By Lemma 5.5, when x ≥ Xn +X
1
3
n , |ζn| ≥ 2
√
2
3 X
1
2
n (x−Xn) 32 ≥ 2
√
2
3 Xn. Thus,∫ 2Xn
Xn+X
1
3
n
〈x〉µ
∣∣∣ψ(m)1 (x)ψ(n)1 (x)∣∣∣ dx ≤CXµn ∫ 2Xn
Xn+X
1
3
n
(x2 − λm)− 14 (x2 − λn)− 14 e−|ζn|dx
≤Ce− 2
√
2
3 XnXµn
∫ 2Xn
Xn+X
1
3
n
(x2 − λn)− 12 dx ≤ Ce−
√
2
3 Xn .
On the other hand, if Xm ≤ Xn ≤ 2Xm,then∫ Xn+X 13n
Xn
〈x〉µ
∣∣∣ψ(m)1 (x)ψ(n)1 (x)∣∣∣ dx ≤ CXµn ∫ Xn+X
1
3
n
Xn
(x2 − λm)− 14 (x2 − λn)− 14 dx
≤ CXµn
∫ Xn+X 13n
Xn
(x2 − λn)− 12 dx ≤ CX−
1
2+µ
n
∫ Xn+X 13n
Xn
(x−Xn)− 12 dx ≤ CX−
1
6+
µ
2
n X
− 16+µ2
m .
Otherwise, Xn > 2Xm, from Lemma 5.5, when x ≥ Xn > 2Xm, |ζm| ≥ x−Xm, then∫ Xn+X 13n
Xn
〈x〉µ
∣∣∣ψ(m)1 (x)ψ(n)1 (x)∣∣∣ dx ≤ CXµn ∫ Xn+X
1
3
n
Xn
(x2 − λm)− 14 (x2 − λn)− 14 e−|ζm|dx
≤ Ce− 12XnXµn
∫ Xn+X 13n
Xn
(x2 − λn)− 12 dx ≤ Ce− 12XnX−
1
2+µ
n
∫ Xn+X 13n
Xn
(x−Xn)− 12 dx ≤ Ce− 12XnX−
1
3+µ
n .
Therefore, |I| ≤ C
m
1
12
−µ
4 n
1
12
−µ
4
. 
In the following we will estimate the integral on [0, Xn], for which we have to discuss two different
cases, namely, Xn ≥ 2Xm or Xm ≤ Xn ≤ 2Xm with n ≥ m > m0.
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4.4. the integral on [0, Xn] for the case Xn ≥ 2Xm. To simplify the following proof we will
use the following notation in the remained parts. We define fm(x) =
∫∞
0 e
−tt−
1
6
(
1 + it2ζm
)− 16
dt
and fn(x) =
∫∞
0
e−tt−
1
6
(
1 + it2ζn
)− 16
dt. When x ∈ [0, Xm], from a straightforward computation
ψ
(m)
1 (x) = (X
2
m − x2)−
1
4
√
πζm
2
H
(1)
1
3
(ζm)
= (X2m − x2)−
1
4
ei(ζm−
pi
6−pi4 )
Γ
(
5
6
) ∫ ∞
0
e−tt−
1
6
(
1 +
it
2ζm
)− 16
dt
= C(X2m − x2)−
1
4 eiζm(x)fm(x).
Similarly, when x ∈ [0, Xm], ψ(n)1 (x) = C(X2n − x2)−
1
4 e−iζn(x)fn(x). We also define Ψ(x) = (X2m −
x2)−
1
4 (X2n − x2)−
1
4 · fm(x)fn(x) and g(x) = (ζn(x)− ζm(x)− kx)′ =
√
X2n − x2 −
√
X2m − x2 − k
with x ∈ [0, Xm]. We will use the derivative of Ψ for many times, i.e.
Ψ′(x) =
1
2
x(X2m − x2)−
5
4 (X2n − x2)−
1
4 · fm(x)fn(x)
+
1
2
x(X2m − x2)−
1
4 (X2n − x2)−
5
4 · fm(x)fn(x)
+(X2m − x2)−
1
4 (X2n − x2)−
1
4 ·
(
f ′m(x)fn(x) + fm(x)f ′n(x)
)
.
From x ∈ [0, Xm] we obtain |fm(x)| ≤ Γ(56 ) and |fn(x)| ≤ Γ(56 ). By a straightforward computation
we have
Corollary 4.12. For x ∈ [0, Xm) and m ≤ n,
|Ψ′(x)| ≤C
(
x(X2m − x2)−
5
4 (X2n − x2)−
1
4 + x(X2m − x2)−
1
4 (X2n − x2)−
5
4+
(X2m − x2)
1
4 (X2n − x2)−
1
4
Xm(Xm − x)3 +
(X2m − x2)−
1
4 (X2n − x2)
1
4
Xn(Xn − x)3
)
=C
(
J1 + J2 + J3 + J4
) ≤ C(J1 + J3).
Our main intent in this subsection is to set up
Lemma 4.13. For k 6= 0, if Xn ≥ 2Xm, then∣∣∣∣∣
∫ Xn
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ C(|k| ∨ 1)
1
2
m
1
8−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
We first have
Lemma 4.14. For k 6= 0, if Xn ≥ 2Xm, then∣∣∣∣∣∣
∫ Xm−X− 13m
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(|k| ∨ 1)
1
2
m
1
8−µ4 n
1
8−µ4
,
where m0 < m ≤ n.
Proof. First we estimate the main part∫ Xm−X− 13m
0
F(x)dx = C
∫ Xm−X− 13m
0
〈x〉µei(ζm−ζn+kx)Ψ(x)dx,
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by oscillatory integrals, where Ψ(x) = (X2m − x2)−
1
4 (X2n − x2)−
1
4 · fm(x)fn(x). We discuss two
different cases.
Case 1: k ≤ Xn4 . In this case, we have
g(x) ≥
√
X2n − x2 −
√
X2n
4
− x2 − k ≥ Xn
2
− k ≥ Xn
4
.
Thus, by Lemma 5.6,∣∣∣∣∣∣
∫ Xm−X− 13m
0
ei
ζm−ζn+kx
Xn
Xn〈x〉µΨ(x)dx
∣∣∣∣∣∣
≤CX−1n
∣∣∣(〈x〉µΨ) (Xm −X− 13m )∣∣∣+ ∫ Xm−X−
1
3
m
0
∣∣(〈x〉µΨ)′ (x)∣∣ dx

≤CX−1n
Xµm ∣∣∣Ψ(Xm −X− 13m )∣∣∣+ ∫ Xm−X
− 1
3
m
0
(
2〈x〉µ (J1 + J3) + µ〈x〉µ−1 x〈x〉 |Ψ(x)|
)
dx

≤CX−1n Xµm
∣∣∣Ψ(Xm −X− 13m )∣∣∣+ ∫ Xm−X−
1
3
m
0
(J1 + J3) dx
+ CµX−1n ∫ Xm−X
− 1
3
m
0
〈x〉µ−1 |Ψ(x)| dx.
Clearly,
Xµm
∣∣∣Ψ(Xm −X− 13m )∣∣∣ ≤ CXµm (X2m − (Xm −X− 13m )2)− 14 (X2n − (Xm −X− 13m )2)− 14
≤ CX−
1
3+µ
m ,
and∫ Xm−X− 13m
0
µ〈x〉µ−1 |Ψ(x)| dx ≤ C
(
X2m − (Xm −X−
1
3
m )
2
)− 14 (
X2n − (Xm −X−
1
3
m )
2
)− 14 ∫ Xm
0
µxµ−1dx
≤C
(
X2m − (Xm −X−
1
3
m )
2
)− 14 (
X2n − (Xm −X−
1
3
m )
2
)− 14
Xµm ≤ CX−
1
3+µ
m ,
together with∫ Xm−X− 13m
0
J1dx ≤ C
∫ Xm−X− 13m
0
x(X2m − x2)−
5
4 (X2m − x2)−
1
4 dx ≤ CX−
1
3
m ,
and ∫ Xm−X− 13m
0
J3dx ≤ CX−1m
∫ Xm−X− 13m
0
(Xm − x)−3dx ≤ CX−
1
3
m ,
we obtain
∣∣∣∣∫ Xm−X− 13m0 F(x)dx∣∣∣∣ ≤ CX− 13+µm X−1n . Now we turn to the remained three terms. Since
m0 < m ≤ n,∣∣∣∣∣∣
∫ Xm−X− 13m
0
〈x〉µeikxψ(m)2 (x)ψ(n)1 (x)dx
∣∣∣∣∣∣ ≤ C
∫ Xm−X− 13m
0
X−2+µm (X
2
m − x2)−
1
4 (X2n − x2)−
1
4 dx
≤ CX− 32+µm X−
1
2
n ≤ Cn− 14+
µ
2 .
A REDUCIBILITY THEOREM 17
Similarly, when m0 < m ≤ n, we have
∣∣∣∣∫Xm−X− 13m0 〈x〉µeikxψ(m)1 (x)ψ(n)2 (x)dx∣∣∣∣ ≤ Cn−1+µ2 and∣∣∣∣∫Xm−X− 13m0 〈x〉µeikxψ(m)2 (x)ψ(n)2 (x)dx∣∣∣∣ ≤ Cn−1+µ2 . Thus,∣∣∣∣∣∣
∫ Xm−X− 13m
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ Cn 14−µ2 ≤ Cm 18−µ4 n 18−µ4 , m0 < m ≤ n.
Case 2: k > Xn4 > 0.
Since m ≤ n, we have m ≤ 2k2 + 1 and n ≤ 8k2 + 1, it follows∣∣∣∣∣∣
∫ Xm−X− 13m
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ CXµm ≤ CXµmm
1
8n
1
8
m
1
8n
1
8
≤ Ck
1
2
m
1
8−µ4 n
1
8−µ4
.
Combining with these two cases we finish the proof. 
Lemma 4.15. If Xn ≥ 2Xm,∣∣∣∣∣
∫ Xm
Xm−X
− 1
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 14−µ4 n 14−µ4 ,
where m0 < m ≤ n.
Proof. Firstly,∣∣∣∣∣
∫ Xm
Xm−X
− 1
3
m
F(x)dx
∣∣∣∣∣ ≤C
∫ Xm
Xm−X
− 1
3
m
〈x〉µ(X2m − x2)−
1
4 (X2n − x2)−
1
4 dx
≤CX−
1
4+µ
m (X
2
n −X2m)−
1
4
∫ Xm
Xm−X
− 1
3
m
(Xm − x)− 14 dx
≤CX−
1
4+µ
m (X
2
n −
X2n
4
)−
1
4X
− 14
m ≤ CX−
1
2+
µ
2
m X
− 12+µ2
n .
Similarly, ∣∣∣∣∣
∫ Xm
Xm−X
− 1
3
m
〈x〉µeikxψ(m)j1 (x)ψ
(n)
j2
(x)dx
∣∣∣∣∣ ≤ CX− 12+µ2m X− 12+µ2n , j1, j2 ∈ {1, 2}.
Thus, we finish the proof. 
Lemma 4.16. If Xn ≥ 2Xm,∣∣∣∣∣
∫ Xn
Xm
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 18−µ4 n 112−µ4 ,
where m0 < m ≤ n.
Proof. When Xn > 2Xm0 large enough, Xm +X
− 13
m ≤ Xn2 + 1 ≤ 34Xn. Thus,∣∣∣∣∣∣
∫ Xm+X− 13m
Xm
F(x)dx
∣∣∣∣∣∣ ≤CXµm
∫ Xm+X− 13m
Xm
(x2 −X2m)−
1
4 (X2n − x2)−
1
4 dx
≤CX− 14+µm
(
X2n − (Xm +X−
1
3
m )
2
)− 14 ∫ Xm+X− 13m
Xm
(x−Xm)− 14 dx
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≤CX−
1
2+
µ
2
m X
− 12+µ2
n .
By Xn ≥ 2Xm, it follows Xn −X−
1
3
n ≥ 32Xm. By Lemma 5.5,∣∣∣∣∣
∫ 3
2Xm
Xm+X
− 1
3
m
F(x)dx
∣∣∣∣∣ ≤CXµm
∫ 3
2Xm
Xm+X
− 1
3
m
(x2 −X2m)−
1
4 (X2n − x2)−
1
4 eiζmdx
≤CX−
1
4+µ
m
(
X2n − (Xn −X−
1
3
n )
2
)− 14 ∫ 32Xm
Xm+X
− 1
3
m
(x−Xm)− 14 e−(x−Xm)dx
≤CX−
1
4+µ
m X
− 16
n
∫ ∞
0
t−
1
4 e−tdt ≤ CX−
1
4+
µ
2
m X
− 16+µ2
n .
If x ≥ 32Xm, then x−Xm ≥ 13x, and thus∣∣∣∣∣∣
∫ Xn−X− 13n
3
2Xm
F(x)dx
∣∣∣∣∣∣ ≤C
∫ Xn−X− 13n
3
2Xm
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 eiζmdx
≤CX−
1
4
m
(
X2n − (Xn −X−
1
3
n )
2
)− 14 ∫ Xn−X− 13n
3
2Xm
(x−Xm)− 14+µe−(x−Xm)dx
≤CX−
1
4
m X
− 16
n
∫ ∞
0
t−
1
4+µe−tdt ≤ CX−
1
4
m X
− 16
n .
Finally, when x > Xn −X−
1
3
n , it follows that x−Xm > 13Xn, then∣∣∣∣∣
∫ Xn
Xn−X
− 1
3
n
F(x)dx
∣∣∣∣∣ ≤C
∫ Xn
Xn−X
− 1
3
n
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 eiζmdx
≤CXµn
(
(Xn −X−
1
3
n )
2 −X2m
)− 14
X
− 14
n e
− 13Xn
∫ Xn
Xn−X
− 1
3
n
(Xn − x)− 14 dx
≤CX−
1
2
m X
− 12+µ
n e
− 13Xn .
Combining with all the above estimates we have
∣∣∣∫XnXm F(x)dx∣∣∣ ≤ Cm 18−µ4 n 112−µ4 , which leads to∣∣∣∫XnXm 〈x〉µeikxhm(x)hn(x)dx∣∣∣ ≤ Cm 18−µ4 n 112−µ4 . 
Lemma 4.13 follows from Lemma 4.14, 4.15 and Lemma 4.16.
4.5. the integral on [0, Xn] for the case Xm ≤ Xn ≤ 2Xm. For the case Xm ≤ Xn ≤ 2Xm, we
split the integral into∫ Xn
0
〈x〉µeikxhm(x)hn(x)dx =
∫ X 23m
0
+
∫ Xm−X 13m
X
2
3
m
+
∫ Xn
Xm−X
1
3
m
 〈x〉µeikxhm(x)hn(x)dx.
Lemma 4.17. For Xm ≤ Xn ≤ 2Xm,
∣∣∣∣∣∣
∫ X 23m
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 with C > 0,
where m0 < m ≤ n.
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The proof is simple.
Next we estimate the integral on [X
2
3
m, Xm − X
1
3
m]. We first discuss two cases for k > 0: 1.
k > X
1
3
m. 2. 0 < k ≤ X
1
3
m. The first case is simple, but the second one is much complex. We will
discuss five subcases for the second one. For k < 0, the proof is easy to handle.
Lemma 4.18. If k > X
1
3
m and Xm ≤ Xn ≤ 2Xm,∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ Ckm 112−µ4 n 112−µ4 .
Proof. If k > X
1
3
m, it follows m < k6 and n < 4k6. By Ho¨lder inequality,∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ CXµmm
1
12n
1
12
m
1
12n
1
12
≤ Ck
m
1
12−µ4 n
1
12−µ4
.

Lemma 4.19. For 0 < k ≤ X
1
3
m, Xm ≤ Xn ≤ 2Xm, if 0 ≤ X2n −X2m ≤ kX
2
3
m, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
6−µ4 n
1
6−µ4
,
where m0 < m ≤ n.
Proof. We first estimate∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣C
∫ Xm−X 13m
X
2
3
m
〈x〉µei(ζm−ζn+kx)Ψ(x)dx
∣∣∣∣∣∣ .
Since
g(Xm −X
1
3
m) =
X2n −X2m√
X2n − (Xm −X
1
3
m)2 +
√
X2m − (Xm −X
1
3
m)2
− k
≤ kX
2
3
m√
X2n −X2m +X
4
3
m +X
2
3
m
− k ≤ kX
2
3
m
2X
2
3
m
− k = −k
2
,
together with g′(x) ≥ 0, one obtains |g(x)| ≥ k2 for x ∈ [X
2
3
m, Xm −X
1
3
m]. Then by Lemma 5.6,∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µei 2k (ζm−ζn+kx)· k2 (X2m − x2)−
1
4 (X2n − x2)−
1
4 · fm(x)fn(x)dx
∣∣∣∣∣∣
≤Ck−1
∣∣∣(〈x〉µΨ)(Xm −X 13m)∣∣∣+ ∫ Xm−X
1
3
m
X
2
3
m
|(〈x〉µΨ)′(x)| dx

≤Ck−1
Xµm ∣∣∣Ψ(Xm −X 13m)∣∣∣+ 〈Xm〉µ ∫ Xm−X
1
3
m
X
2
3
m
|Ψ′(x)| dx+ µ
∫ Xm−X 13m
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx
 .
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From ∣∣∣Ψ(Xm −X 13m)∣∣∣ ≤ C (X2m − (Xm −X 13m)2)− 14 (X2n − (Xm −X 13m)2)− 14 ≤ CX− 23m ,
and
∫ Xm−X 13m
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx ≤ CX− 23+µm . By Corollary 4.12, |Ψ′(x)| ≤ C(J1 + J3). From
∫ Xm−X 13m
X
2
3
m
J1dx ≤ C
∫ Xm−X 13m
X
2
3
m
x(X2m − x2)−
5
4 (X2n − x2)−
1
4 dx ≤ CX−
2
3
m ,
together with
∫Xm−X 13m
X
2
3
m
J3dx ≤ C
∫Xm−X 13m
X
2
3
m
≤ CX− 53m , it follows by Corollary 4.12∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣∣∣∣ ≤ Ck−1X− 23+µm .
The estimates for the rest three terms are much simpler. In fact, when m > m0,∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxψ(m)2 (x)ψ(n)1 (x)dx
∣∣∣∣∣∣ ≤ CX−2+µm
∫ Xm−X 13m
X
2
3
m
(X2m − x2)−
1
2 dx
≤ CX−
5
2+µ
m
∫ Xm−X 13m
0
(Xm − x)− 12 dx ≤ CX−
2
3+µ
m .
The other two terms have same estimates. Therefore,∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
6−µ4 n
1
6−µ4
.

Lemma 4.20. For 0 < k ≤ X
1
3
m, Xm ≤ Xn ≤ 2Xm, if kX
2
3
m ≤ X2n −X2m ≤ kX
5
6
m, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
Proof. When kX
2
3
m ≤ X2n −X2m ≤ kX
5
6
m,∣∣∣ ∫ Xm− 132X
1
3
m
Xm−X
1
3
m
F(x)dx
∣∣∣ ≤ C ∫ Xm− 132X
1
3
m
Xm−X
1
3
m
〈x〉µ(X2m − x2)−
1
2 dx ≤ Cn− 112+µ4 m− 112+µ4 .
In the following we estimate the integral on [X
2
3
m, Xm − 132X
1
3
m]. Since m > m0 large enough,
g(Xm − 1
32
X
1
3
m) ≥ kX
2
3
m√
kX
5
6
m +
1
16X
4
3
m +
√
1
16X
4
3
m
− k ≥ kX
2
3
m
X
2
3
m
2 +
X
2
3
m
4
− k = k
3
.
On the other hand,
g(Xm −X
2
3
m) ≤ kX
5
6
m
2
√
X2m − (Xm −X
2
3
m)2
− k ≤ kX
5
6
m
2X
5
6
m
− k = −k
2
.
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We denote g(a) = −kX−
1
3
m , then by the monotonicity of g(x), Xm −X
2
3
m < a < Xm − 132X
1
3
m. In
the following we estimate the integral on [a,Xm − 132X
1
3
m] firstly. A straightforward computation
shows us g′′(x) > 0, therefore,
|g′(x)| ≥
∣∣∣∣∣ a√X2n − a2 − a√X2m − a2
∣∣∣∣∣ = a(g(a) + k)√X2n − a2√X2m − a2 ≥ CkX−
2
3
m ,
By Lemma 5.6,∣∣∣ ∫ Xm− 132X
1
3
m
a
〈x〉µe
i ζm−ζn+kx
kX
− 2
3
m
kX
− 2
3
m
(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤ Ck− 12X 13m
∣∣∣∣(〈x〉µΨ)(Xm − 132X 13m)
∣∣∣∣+ ∫ Xm− 132X
1
3
m
a
|(〈x〉µΨ)′(x)| dx

≤ Ck− 12X
1
3
m
[
Xµm
∣∣∣∣Ψ(Xm − 132X 13m)
∣∣∣∣+Xµm ∫ Xm− 132X
1
3
m
a
|Ψ′(x)| dx
+µ
∫ Xm− 132X 13m
a
〈x〉µ−1 |Ψ(x)| dx
]
. (4.6)
We compute the right terms in (4.6) one by one. Clearly,∣∣∣∣Ψ(Xm − 132X 13m)
∣∣∣∣ ≤ C (X2m − (Xm − 132X 13m)2
)− 14 (
X2n − (Xm −
1
32
X
1
3
m)
2
)− 14
≤ CX−
2
3
m .
From |Ψ′(x)| ≤ C(J1 + J3) and∫ Xm− 132X 13m
a
J1dx ≤ C
∫ Xm− 132X 13m
a
x(X2m − x2)−
5
4 (X2m − x2)−
1
4 dx
≤ CXmX−
3
2
m
∫ Xm− 132X 13m
a
(Xm − x)− 32 dx ≤ CX−
2
3
m ,
and
∫ Xm− 132X 13m
a J3dx ≤ CX
− 53
m , and
∫Xm− 132X 13m
a 〈x〉µ−1 |Ψ(x)| dx ≤ CX
− 23+µ
m , we obtain∣∣∣ ∫ Xm− 132X
1
3
m
a
〈x〉µeikxψ(m)1 (x)ψ(n)1 (x)dx
∣∣∣ ≤ Ck− 12X− 13+µm ≤ Ck− 12
m
1
12−µ4 n
1
12−µ4
.
Next we estimate the integral on [X
2
3
m, a]. From |g(x)| ≥ kX−
1
3
m and Lemma 5.6, one obtains∣∣∣ ∫ a
X
2
3
m
〈x〉µe
i ζm−ζn+kx
kX
− 1
3
m
kX
− 1
3
m
(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤Ck−1X
1
3
m
[
|(〈x〉µΨ)(a)|+
∫ a
X
2
3
m
|(〈x〉µΨ)′(x)| dx
]
≤Ck−1X
1
3
m
[
〈a〉µ |Ψ(a)|+ 〈a〉µ
∫ a
X
2
3
m
|Ψ′(x)| dx+ µ
∫ a
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx
]
.
Clearly,
|Ψ(a)| ≤ C
(
X2m − (Xm −
1
32
X
1
3
m)
2
)− 14 (
X2n − (Xm −
1
32
X
1
3
m)
2
)− 14
≤ CX−
2
3
m .
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and
∫ a
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx ≤ CX−
2
3+µ
m . Thus,∣∣∣ ∫ a
X
2
3
m
F(x)dx
∣∣∣ ≤ Ck−1X− 13+µm ≤ Ck−1
m
1
12−µ4 n
1
12−µ4
.
Combining with all the estimates in this part, one obtains∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
.
The estimates for the remained three terms are much better. Therefore,∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
.

We delay the proofs of Lemma 4.21, 4.22, 4.23 into section 5.
Lemma 4.21. For 0 < k ≤ X
1
3
m, Xm ≤ Xn ≤ 2Xm, if kX
5
6
m ≤ X2n −X2m ≤ kXm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
Lemma 4.22. For 0 < k ≤ X
1
3
m, Xm ≤ Xn ≤ 2Xm, if kXm ≤ X2n −X2m ≤ 4kXm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
Lemma 4.23. For 0 < k ≤ X
1
3
m, Xm ≤ Xn ≤ 2Xm, if X2n −X2m ≥ 4kXm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k
−1 ∨ 1)
m
1
6−µ4 n
1
6−µ4
,
where m0 < m ≤ n.
From Lemma 4.18 to Lemma 4.23, we have
Lemma 4.24. For ∀k > 0, Xm ≤ Xn ≤ 2Xm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(k ∨ k
−1)
m
1
12−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
Lemma 4.25. For ∀k < 0, Xm ≤ Xn ≤ 2Xm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(|k|
−1 ∨ 1)
m
1
6−µ4 n
1
6−µ4
,
where m0 < m ≤ n.
A REDUCIBILITY THEOREM 23
For the proof see in section 5.
Combining with Lemma 4.24 and Lemma 4.25, we have
Lemma 4.26. For ∀k 6= 0, Xm ≤ Xn ≤ 2Xm, then∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(|k| ∨ |k|
−1)
m
1
12−µ4 n
1
12−µ4
,
where m0 < m ≤ n.
Now we turn to the last part of integral. In fact for this part we have
Lemma 4.27. ∀k 6= 0, Xm ≤ Xn ≤ 2Xm,
∣∣∣∣∣
∫ Xn
Xm−X
1
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 ,
where m0 < m ≤ n.
Proof. Firstly, ∣∣∣∣∣
∫ Xm
Xm−X
1
3
m
F(x)dx
∣∣∣∣∣ ≤ C
∫ Xm
Xm−X
1
3
m
〈x〉µ(X2m − x2)−
1
4 (X2n − x2)−
1
4 dx
≤ CXµm
∫ Xm
Xm−X
1
3
m
(X2m − x2)−
1
2 dx
≤ CX−
1
2+µ
m
∫ Xm
Xm−X
1
3
m
(Xm − x)− 12 dx
≤ CX−
1
2+µ
m X
1
6
m ≤ C
m
1
12−µ4 n
1
12−µ4
.
It follows
∣∣∣∣∣
∫ Xm
Xm−X
1
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 112−µ4 n 112−µ4 . For the remained integral on
[Xm, Xn] we estimate the integral in two different cases.
Case 1.Xn −X−
1
3
n ≥ Xm +X−
1
3
m . We split the integral into three parts. The first part satisfies∣∣∣∣∣∣
∫ Xm+X− 13m
Xm
F(x)dx
∣∣∣∣∣∣ ≤
∫ Xm+X− 13m
Xm
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 dx
≤CXµmX−
1
4
m X
− 14
n (Xn −Xm −X−
1
3
m )
− 14
∫ Xm+X− 13m
Xm
(x−Xm)− 14 dx
≤CXµmX−
1
4
m X
− 14
n X
1
12
n X
− 14
m ≤ Cn− 16+
µ
4m−
1
6+
µ
4 .
By Lemma 5.5, when x ≥ Xm +X−
1
3
m , iζm ≤ −(x−Xm), then the second part satisfies∣∣∣∣∣∣
∫ Xn−X− 13n
Xm+X
− 1
3
m
F(x)dx
∣∣∣∣∣∣ ≤C
∫ Xn−X− 13n
Xm+X
− 1
3
m
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 eiζmdx
≤C(2Xm)µX−
1
4
m
(
X2n − (Xn −X−
1
3
n )
2
)− 14 ∫ Xn−X− 13n
Xm+X
− 1
3
m
(x−Xm)− 14 eiζmdx
≤C(2Xm)µX−
1
4
m X
− 16
n
∫ ∞
0
t−
1
4 e−tdt ≤ Cn− 112+µ4m− 112+µ4 .
24 Z. LIANG AND J. LUO
The last part satisfies∣∣∣∣∣
∫ Xn
Xn−X
− 1
3
n
F(x)dx
∣∣∣∣∣ ≤
∫ Xn
Xn−X
− 1
3
n
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 dx
≤C(2Xm)µ
(
(Xn −X−
1
3
n )
2 −X2m
)− 14
X
− 14
n
∫ Xn
Xn−X
− 1
3
n
(Xn − x)− 14 dx
≤Cn− 16+µ4 m− 16+µ4 .
Thus, in Case 1,
∣∣∣ ∫XnXm 〈x〉µeikxhm(x)hn(x)dx∣∣∣ ≤ Cm 112−µ4 n 112−µ4 .
Case 2.Xn −X−
1
3
n < Xm +X
− 13
m . In fact,∣∣∣∣∣
∫ Xn
Xm
F(x)dx
∣∣∣∣∣ ≤
∫ Xn
Xm
〈x〉µ(x2 −X2m)−
1
4 (X2n − x2)−
1
4 dx
≤C(2Xµm)X−
1
4
m X
− 14
n
∫ Xn
Xm
(x−Xm)− 14 (Xn − x)− 14 dx
≤C(2Xµm)X−
1
4
m X
− 14
n
∫ Xn
Xm
(x−Xm)− 12 dx
≤CXµmX−
1
4
m X
− 14
n (Xn −Xm) 12 ≤ Cn− 16+
µ
4m−
1
6+
µ
4 ,
where we use the symmetric property of (x−Xm)− 14 (Xn − x)− 14 on the interval [Xm, Xn]. Thus,∣∣∣∣∣
∫ Xn
Xm
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣ ≤ Cm 16−µ4 n 16−µ4 . Combining with all the above estimates we complete
the proof. 
From all lemmas in this subsection we have
Lemma 4.28. For ∀k 6= 0,
∣∣∣∣∫ +∞
0
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣ ≤ C(|k|−1 ∨ |k|)m 112−µ4 n 112−µ4 .
From Lemma 4.28 and the symmetry of hm(x), we complete the proof of Lemma 1.7.
5. Appendix
5.1. a new reducibility theorem in L2(R). If µ = 0 and the perturbation terms εW (νx, θ) are
analytic on θ in the equation (1.1), we can prove the reducibility in L2(R) instead of H1(R). More
clearly, consider 1-d quantum harmonic oscillator equation
i∂tψ = Hε(ωt)ψ, x ∈ R, (5.1)
Hε(ωt) : = −∂xx + x2 + εW (νx, ωt),
whereW (ϕ, θ) is defined on Td×Tn and satisfies (1.2) and for any ϕ ∈ Td and all α = (α1, · · · , αd),
∂αϕW (ϕ, θ) is analytic on T
n
ρ and continuous on T
d × Tnρ , where 0 ≤ |α| = α1 + · · · + αd ≤
d([1 ∨ τ ] + d+ 2) and τ > d− 1.
Theorem 5.1. Assume that W (ϕ, θ) satisfies all the above assumptions. There exists ε∗ > 0,
such that for all 0 ≤ ε < ε∗ there exists a closed set Ωγ × Ω1(ε) ⊂ [A,B]d × [1, 2]n and for any
(ν, ω) ∈ Ωγ ×Ω1(ε) the linear Schro¨dinger equation (5.1) reduces to a linear autonomous equation
in L2(R).
A REDUCIBILITY THEOREM 25
Remark 5.2. The set Ωγ is defined as Theorem 1.1, while Ω1(ε) satisfies Meas
(
Ω1(ε)
)→ 1 when
ε→ 0.
Similarly, we consider 1-d quantum harmonic oscillator equation
i∂tψ = Hε(ωt)ψ, x ∈ R, (5.2)
Hε(ωt) : = −∂xx + x2 + εX(x, ωt),
where
X(x, θ) =
∑
k∈Λ
(ak(θ) sin kx+ bk(θ) cos kx) (5.3)
with k ∈ Λ ⊂ R \ {0} with |Λ| <∞, ak(θ) and bk(θ) are real analytic on Tnρ and continuous on Tnρ .
Corollary 5.3. Assume that X(x, θ) satisfies all the above assumptions. There exists ε∗ > 0, such
that for all 0 ≤ ε < ε∗ there exists a closed set Ω2(ε) ⊂ [1, 2]n and for any ω ∈ Ω2(ε) the linear
Schro¨dinger equation (5.2) reduces to a linear autonomous equation in L2(R).
The above proofs are based on the KAM theorem in [24] and Lemma 1.7. We omit the details.
5.2. some lemmas. Proof of Lemma 3.4: Recall that Ψ∞,1ω (θ)(
∑
a≥1 ξaha(x)) =∑
a≥1(M
T
ω (θ)ξ)aha(x).
(a) By the estimate in Theorem 2.1, for θ ∈ Rn,
‖Ψ∞,1ω (θ)− id‖L(Hs′ ,Hs′) = sup
‖u‖Hs′=1
‖(Ψ∞,1ω (θ)− id)u‖Hs′
= sup
‖ξ‖
l2
s′
=1
‖(MTω − Id)ξ‖l2
s′
≤ C(n, β, ι)ε 32β ( 29β−ι).
(b) For b = ι− [ι] ∈ (0, 1), θ1, θ2 ∈ Rn,
‖Ψ∞,1ω (θ1)−Ψ∞,1ω (θ2)‖L(Hs′ ,Hs′)
‖θ1 − θ2‖b =
1
‖θ1 − θ2‖b ‖M
T
ω (θ1)−MTω (θ2)‖L(l2
s′ ,l
2
s′)
.
Thus,
‖Ψ∞,1ω − id‖Cb(Tn,L(Hs′ ,Hs′)) = ‖MTω − Id‖Cb(Tn,L(l2
s′ ,l
2
s′))
≤ C(n, β, ι)ε 32β ( 29β−ι).
(c) Denote 〈A(θ), η〉u := ∑a≥1(〈A(θ), η〉ξ)aha(x) for η ∈ Rn where A := (MTω − Id)′θ. Note that
MTω − Id ∈ Cι(Tn,L(l2s′ , l2s′)), then for θ ∈ Rn,
‖A(θ)‖
L(Rn,L(Hs′ ,Hs′)) = sup
‖u‖Hs′=1,‖η‖=1
‖〈A(θ), η〉u‖Hs′
= sup
‖ξ‖
l2
s′
=1,‖η‖=1
‖〈A(θ), η〉ξ‖l2
s′
=‖A(θ)‖L(Rn,L(l2
s′ ,l
2
s′))
≤ ‖MTω − Id‖Cι(Tn,L(l2
s′ ,l
2
s′))
.
Thus A(θ) ∈ L
(
Rn,L(Hs′ ,Hs′)
)
and for given θ0 ∈ Rn,
‖Ψ∞,1ω (θ)−Ψ∞,1ω (θ0)− 〈A(θ0), θ − θ0〉‖L(Hs′ ,Hs′))
= sup
‖u‖Hs′=1
‖(Ψ∞,1ω (θ) −Ψ∞,1ω (θ0)− 〈A(θ0), θ − θ0〉)u‖Hs′
=‖MTω (θ)−MTω (θ0)− 〈A(θ0), θ − θ0〉‖L(l2
s′ ,l
2
s′)
.
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Since MTω − Id ∈ C1(Tn,L(l2s′ , l2s′)), it follows Ψ∞,1ω − id ∈ C1(Tn,L(Hs
′
,Hs′)) and A = (Ψ∞,1ω −
id)′θ. Inductively, we can show that
‖Ψ∞,1ω − id‖Cι(Tn,L(Hs′ ,Hs′)) = ‖MTω − Id‖Cι(Tn,L(l2
s′ ,l
2
s′))
≤ C(n, β, ι)ε 32β ( 29β−ι).
The rest is similar. 
Proof of Lemma 4.21. Since m > m0 large enough, we have
g(Xm − 1
32
X
2
3
m) ≥ kX
5
6
m√
kXm +
X
5
3
m
16 +
√
X
5
3
m
16
− k ≥ kX
5
6
m
X
5
6
m
2 +
X
5
6
m
4
− k = k
3
,
and g(Xm2 ) ≤ kXm2√ 34X2m − k =
kXm√
3Xm
− k < −k3 . Thus, if we denote g(a) = −k3 , then 12Xm < a <
Xm − 132X
2
3
m. We estimate the integral on [a,Xm − 132X
2
3
m] firstly.
Since g′(a) = a(g(a)+k)√
X2n−a2
√
X2m−a2
≥ CkX−1m , and by Lemma 5.6, we have
∣∣∣ ∫ Xm− 132X
2
3
m
a
〈x〉µei
ζm−ζn+kx
kX
−1
m
kX−1m
(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤Ck− 12X
1
2
m
[ ∣∣∣∣(〈x〉µΨ)(Xm − 132X 23m)
∣∣∣∣+ ∫ Xm− 132X
2
3
m
a
|(〈x〉µΨ)′(x)| dx
]
≤Ck− 12X
1
2
m
[
Xµm
∣∣∣∣Ψ(Xm − 132X 23m)
∣∣∣∣+Xµm ∫ Xm− 132X
2
3
m
a
|Ψ′(x)| dx
+ µ
∫ Xm− 132X 23m
a
〈x〉µ−1 |Ψ(x)| dx
]
.
Clearly,∣∣∣∣Ψ(Xm − 132X 23m)
∣∣∣∣ ≤ C (X2m − (Xm − 132X 23m)2
)− 14 (
X2n − (Xm −
1
32
X
2
3
m)
2
)− 14
≤ CX−
5
6
m ,
and
∫ Xm− 132X 23m
a
〈x〉µ−1 |Ψ(x)| dx ≤ CX−
5
6+µ
m . From |Ψ′(x)| ≤ C(J1 + J3) and∫ Xm− 132X 23m
a
J1dx ≤ C
∫ Xm− 132X 23m
a
x(X2m − x2)−
5
4 (X2m − x2)−
1
4 dx
≤ CXmX−
3
2
m
∫ Xm− 132X 23m
a
(Xm − x)− 32 dx ≤ CX−
5
6
m ,
and
∫ Xm− 132X 23m
a J3dx ≤ C
∫Xm− 132X 23m
a
(X2m−x2)
1
4 (X2n−x2)−
1
4
Xm(Xm−x)3 dx ≤ CX
− 56
m , we obtain
∣∣∣ ∫ Xm− 132X
2
3
m
a
F(x)dx
∣∣∣ ≤ Ck− 12X− 13+µm ≤ Ck− 12
m
1
12−µ4 n
1
12−µ4
.
Next we estimate the integral on [Xm − 132X
2
3
m, Xm −X
1
3
m]. From |g(x)| ≥ k3 and Lemma 5.6, one
obtains ∣∣∣ ∫ Xm−X 13m
Xm− 132X
2
3
m
〈x〉µei ζm−ζn+kxk/3 k/3(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤Ck−1
∣∣∣(〈x〉µΨ)(Xm −X 13m)∣∣∣+ ∫ Xm−X
1
3
m
Xm− 132X
2
3
m
|(〈x〉µΨ)′(x)| dx

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≤Ck−1
[
Xµm
∣∣∣∣Ψ(Xm − 132X 23m)
∣∣∣∣ +Xµm ∫ Xm− 132X
2
3
m
a
|Ψ′(x)| dx
+ µ
∫ Xm− 132X 23m
a
〈x〉µ−1 |Ψ(x)| dx
]
.
Clearly,
∣∣∣Ψ(Xm −X 13m)∣∣∣ ≤ C (X2m − (Xm −X 13m)2)− 14 (X2n − (Xm −X 13m)2)− 14 ≤ CX− 23m , and∫Xm− 132X 23m
a
〈x〉µ−1 |Ψ(x)| dx ≤ CX−
2
3+µ
m . Therefore,∣∣∣ ∫ Xm−X
1
3
m
Xm− 132X
2
3
m
〈x〉µeikxψ(m)1 (x)ψ(n)1 (x)dx
∣∣∣ ≤ Ck−1X− 23+µm ≤ Ck−1
m
1
6−µ4 n
1
6−µ4
.
A straightforward computation shows that the integral on [X
2
3
m, a] has a better estimate. Combining
with all the estimates in this part, one obtains
∣∣∣ ∫Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1∨1)
m
1
12
−µ
4 n
1
12
−µ
4
. It is easy to
check that the estimates for the remained three terms are better. Thus,∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
.

Proof of Lemma 4.22. Since m > m0 large enough,
g(
2
√
2
3
Xm) ≥ kXm√
4kXm +
X2m
9 +
√
X2m
9
− k ≥ kXm
Xm
2 +
Xm
3
− k = k
5
.
Thus, by Lemma 5.6,∣∣∣ ∫ Xm−X
1
3
m
2
√
2
3 Xm
〈x〉µei ζm−ζn+kxk/5 k/5(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤Ck−1
∣∣∣(〈x〉µΨ)(Xm −X 13m)∣∣∣+ ∫ Xm−X
1
3
m
2
√
2
3 Xm
|(〈x〉µΨ)′(x)| dx

≤Ck−1
[
Xµm
∣∣∣Ψ(Xm −X 13m)∣∣∣+Xµm ∫ Xm−X
1
3
m
2
√
2
3 Xm
|Ψ′(x)| dx+ µ
∫ Xm−X 13m
2
√
2
3 Xm
〈x〉µ−1 |Ψ(x)| dx
]
.
Similarly,
∣∣∣ ∫Xm−X 13m2√2
3 Xm
F(x)dx
∣∣∣ ≤ Ck−1
m
1
6
−µ
4 n
1
6
−µ
4
. Next we estimate the integral on [X
2
3
m,
2
√
2
3 Xm]. Note
that
g′(x) =
x(X2n −X2m)√
X2n − x2
√
X2m − x2(
√
X2n − x2 +
√
X2m − x2)
≥ CkX−
4
3
m ,
by Lemma 5.6 we have∣∣∣ ∫ 2√23 Xm
X
2
3
m
〈x〉µe
i ζm−ζn+kx
kX
− 4
3
m
kX
− 4
3
m
(X2n − x2)−
1
4 (X2m − x2)−
1
4 fm(x)fn(x)dx
∣∣∣
≤Ck− 12X
2
3
m
[
|(〈x〉µΨ)(2
√
2
3
Xm)|+
∫ 2√2
3 Xm
X
2
3
m
|(〈x〉µΨ)′(x)| dx
]
≤Ck− 12X 23m
[
Xµm
∣∣∣∣∣Ψ(2
√
2
3
Xm)
∣∣∣∣∣+Xµm
∫ 2√2
3 Xm
X
2
3
m
|Ψ′(x)| dx+ µ
∫ 2√2
3 Xm
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx
]
.
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Clearly, ∣∣∣∣∣Ψ(2
√
2
3
Xm)
∣∣∣∣∣ ≤ C
(
X2m − (
2
√
2
3
Xm)
2
)− 14 (
X2n − (
2
√
2
3
Xm)
2
)− 14
≤ CX−1m ,
and
∫ 2√2
3 Xm
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx ≤ CX−1+µm . A straightforward computation shows that the remained
term has the same estimate. Thus,
∣∣∣ ∫ 2√23 Xm
X
2
3
m
F(x)dx
∣∣∣ ≤ Ck− 12X− 13+µm ≤ Ck− 12
m
1
12
−µ
4 n
1
12
−µ
4
. Combining
with all the estimates in this part, one obtains
∣∣∣ ∫Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣ ≤ C(k−1∨1)
m
1
12
−µ
4 n
1
12
−µ
4
. Since the
estimates for the remained three terms are much better, it follows∣∣∣ ∫ Xm−X
1
3
m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣ ≤ C(k−1 ∨ 1)
m
1
12−µ4 n
1
12−µ4
.

Proof of Lemma 4.23. We first estimate∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣C
∫ Xm−X 13m
X
2
3
m
〈x〉µei(ζm−ζn+kx)Ψ(x)dx
∣∣∣∣∣∣ .
From g(x) =
X2n−X2m√
X2n−x2+
√
X2m−x2
− k ≥ 4kXmXn+Xm − k ≥ k3 and Lemma 5.6, we have∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µei (ζm−ζn+kx)k/3 k/3(X2m − x2)−
1
4 (X2n − x2)−
1
4 · fm(x)fn(x)dx
∣∣∣∣∣∣
≤Ck−1
∣∣∣(〈x〉µΨ)(Xm −X 13m)∣∣∣ + ∫ Xm−X
1
3
m
X
2
3
m
|(〈x〉µΨ)′(x)| dx

≤Ck−1
[
Xµm
∣∣∣Ψ(Xm −X 13m)∣∣∣+Xµm ∫ Xm−X
1
3
m
X
2
3
m
|Ψ′(x)| dx
+ µ
∫ Xm−X 13m
X
2
3
m
〈x〉µ−1 |Ψ(x)| dx
]
.
The remained proof is similar as Lemma 4.19. 
Proof of Lemma 4.25. We estimate∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣C
∫ Xm−X 13m
X
2
3
m
〈x〉µei(ζm−ζn+kx)Ψ(x)dx
∣∣∣∣∣∣
firstly. Since g(x) =
√
X2n − x2−
√
X2m − x2−k ≥ −k = |k| and g′(x) > 0, by Lemma 5.6 we have∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µei ζm−ζn+kx|k| |k|(X2m − x2)−
1
4 (X2n − x2)−
1
4 fm(x)fn(x)dx
∣∣∣∣∣∣
≤ C|k|
∣∣∣(〈x〉µΨ)(Xm −X 13m)∣∣∣+ ∫ Xm−X
1
3
m
X
2
3
m
|(〈x〉µΨ)′(x)|dx

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≤C|k|−1
[
Xµm
∣∣∣Ψ(Xm −X 13m)∣∣∣ +Xµm ∫ Xm−X
1
3
m
X
2
3
m
|Ψ′(x)|dx + µ
∫ Xm−X 13m
X
2
3
m
〈x〉µ−1|Ψ(x)|dx
]
.
From ∣∣∣Ψ(Xm −X 13m)∣∣∣ ≤ C (X2m − (Xm −X 13m)2)− 14 (X2n − (Xm −X 13m)2)− 14 ≤ CX− 23m
and
∫ Xm−X 13m
X
2
3
m
〈x〉µ−1|Ψ(x)|dx ≤ CX−
2
3+µ
m , together with
∫ Xm−X 13m
X
2
3
m
J1dx ≤ C
∫ Xm−X 13m
X
2
3
m
x(X2m − x2)−
5
4 (X2n − x2)−
1
4 dx ≤ CX−
2
3
m ,
and
∫Xm−X 13m
X
2
3
m
J3dx ≤ CX−
5
3
m , we have
∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
F(x)dx
∣∣∣∣∣∣ ≤ C|k|−1m 16−µ4 n 16−µ4 . Since the other three
terms we have better estimates, it follows
∣∣∣∣∣∣
∫ Xm−X 13m
X
2
3
m
〈x〉µeikxhm(x)hn(x)dx
∣∣∣∣∣∣ ≤ C(|k|
−1 ∨ 1)
m
1
6−µ4 n
1
6−µ4
.
For the following lemma we denote d1 = min{Γ
(
5
6
)
,Γ
(
1
6
)}.
Lemma 5.4. Bessel function of third kind H
(1)
1
3
(z) satisfies the following:∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ 1, z ∈ (−∞,−c0), (5.4)∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ 20
d1
|z| 16 , z ∈ [−c1, 0), (5.5)∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ Cec2
d1
max{|z| 16 , |z| 56 }, z ∈ (0, c2]i, (5.6)∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ ≤ e−|z|, z ∈ (c3,∞)i, (5.7)
where c0 > 0, c1 ∈ (0, 1], c2, c3 can be arbitrary positive numbers and C is a positive constant.
Proof. As in [51], we have the following equalities
∀ z ∈ C\{0},ℜ
(
ν +
1
2
)
> 0,
Jν(z) =
1√
πΓ
(
ν + 12
) (z
2
)ν ∫ 1
−1
(1− t2)ν− 12 eizt dt. (5.8)
H(1)ν (z) =
i
sin(νπ)
(
Jν(z)e
−iνπ − J−ν(z)
)
. (5.9)
H(1)ν (z) =
√
2
πz
ei(z−
νpi
2 −pi4 )
Γ
(
ν + 12
) ∫ ∞
0
e−ttν−
1
2
(
1 +
it
2z
)ν− 12
dt. (5.10)
(1) When z ∈ (−∞,−c0), z = −|z|. From (5.10) we have∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ = 1
Γ
(
5
6
) ∣∣∣ ∫ ∞
0
e−tt−
1
6
(
1− it
2|z|
)− 16
dt
∣∣∣ ≤ 1
Γ
(
5
6
) ∫ ∞
0
e−tt−
1
6 dt = 1.
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Then we obtain (5.4).
(2) When z ∈ [−c1, 0), z = −|z|. From (5.8) we have∣∣∣√πz
2
J 1
3
(z)
∣∣∣ = |z| 56
2
5
6Γ
(
5
6
) ∣∣∣ ∫ 1
−1
(1 − t2)− 16 e−i|z|t dt
∣∣∣.
Since
∣∣∣ ∫ 1−1(1− t2)− 16 e−i|ζ|t dt∣∣∣ ≤ 2 ∫ 10 (1− t)− 16 dt = 125 , it follows∣∣∣√πz
2
J 1
3
(z)
∣∣∣ ≤ 3|z| 56
Γ
(
5
6
) , z ∈ [−c1, 0). (5.11)
Similarly, we have ∣∣∣√πz
2
J− 13 (z)
∣∣∣ ≤ 12|z| 16
Γ
(
1
6
) , z ∈ [−c1, 0). (5.12)
From (5.9), (5.11) and (5.12) we obtain (5.5). Similarly, we obtain (5.6).
(3)When z ∈ (c3,+∞)i, z = i|z|. From (5.10) we have∣∣∣√πz
2
H
(1)
1
3
(z)
∣∣∣ = e−|z|
Γ
(
5
6
) ∣∣∣ ∫ ∞
0
e−tt−
1
6
(
1 +
t
2|z|
)− 16
dt
∣∣∣ ≤ e−|z|
Γ
(
5
6
) ∫ ∞
0
e−tt−
1
6 dt = e−|z|.

By a straightforward computation we have
Lemma 5.5. For x ≥ Xn, |ζn(x)| ≥ 2
√
2
3 X
1
2
n (x−Xn) 32 . Furthermore, if we suppose x ≥ Xn+X−
1
3
n
and Xn > 2, |ζn(x)| ≥ 2
√
2
3 X
1
3
n (x−Xn) > x−Xn. If 0 ≤ x ≤ Xn, |ζn(x)| ≥ 23X
1
2
n (Xn−x) 32 , while
|ζn(x)| ≥ 23 if 0 ≤ x ≤ Xn −X
− 13
n .
The next lemma is from [43].
Lemma 5.6. Suppose φ is real-valued and smooth in (a, b), ψ is complex-valued, and that
|φ(k)(x)| ≥ 1 for all x ∈ (a, b). Then∣∣∣∣∣
∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣∣ ≤ ckλ−1/k
[
|ψ(b)|+
∫ b
a
|ψ′(x)|dx
]
holds when k ≥ 2 or k = 1 and φ′(x) is monotonic. The bound ck is independent of φ, ψ and λ.
The following lemma is standard in Fourier analysis.
Lemma 5.7. For any ϕ ∈ Td and all α = (α1, · · · , αd), if ∂αϕW (ϕ, θ) is analytic on Tnρ and
continuous on Td × Tnρ , where 0 ≤ |α| = α1 + · · ·+ αd ≤ d([1 ∨ τ ] + d+ 2), then
|Ŵ (k, l)| ≤ sup
ϕ∈Td
sup
|ℑθ|<ρ
∣∣∂αˆϕW (ϕ, θ)∣∣ e−|l|ρ〈k1〉α1 · · · 〈kd〉αd ≤ Ce
−|l|ρ
〈k1〉α1 · · · 〈kd〉αd ,
where
αˆj =
{
αj , if kj 6= 0,
0, if kj = 0,
and C is a constant which is independent of k and Ŵ (k, l) = 1
(2π)d+n
∫
Td+n
W (ϕ, θ)e−ikϕ−ilθdϕdθ.
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Proof of Lemma 4.1.∫ ∞
x
|f(t)(λ− q(t)) 12 |dt ≤ C
(∫ ∞
x
(q(t) − λ) 12
|ζ(t)|2 dt+
∫ ∞
x
q′′(t)
(q(t) − λ) 32 dt+
∫ ∞
x
q′2(t)
(q(t)− λ) 52 dt
)
.
We estimate the right terms as the following. Since
∫∞
x
(q(t)−λ) 12
|ζ(t)|2 dt =
1
|ζ(x)| and x > 2X , we have
|ζ(x)| =
∫ x
X
(q(t) − λ) 12 dt > C
∫ x
2
3x
(q(t))
1
2 dt > Cx(q(
2x
3
))
1
2 > Cx(q(x))
1
2 .
Thus,
∫∞
x
(q(t)−λ) 12
|ζ(t)|2 dt ≤ Cx(q(x)) 12 . From
q′(x)
q(x) = O
(
1
x
)
and q
′′(x)
q′(x) = O
(
1
x
)
,∫ ∞
x
q′′(t)
(q(t) − λ) 32 dt+
∫ ∞
x
q′2(t)
(q(t) − λ) 52 dt ≤ C
(∫ ∞
x
q′′(t)
(q(t))
3
2
dt+
∫ ∞
x
q(t)q′(t)
t(q(t))
5
2
dt
)
≤ C
∫ ∞
x
q′(t)
t(q(t))
3
2
dt ≤ C
x(q(x))
1
2
.
This proves the lemma.
Proof of Lemma 4.2. We only give a sketch of the proof. Since the integral has a singularity X ,
we split the integral into ∫ X′
0
+
∫ X
X′
+
∫ X′′
X
+
∫ ∞
X′′
= I1 + I2 + I3 + I4,
where X ′ ≥ 12X and X ′′ ≤ 2X .
For I3, by directly integrating by parts twice, we obtain
|ζ(x)| =
∫ x
X
q′(t)(q(t) − λ) 12
q′(t)
dt
=
2(q(x)− λ) 23
3q′(x)
(1 +
2(q(x)− λ)q′′(x)
5q′2(x)
− S),
where (q(x)−λ)q
′′(x)
q′2(x) = O
(
x−X
X
)
, and S = 2q
′(x)
5(q(x)−λ) 32
∫ x
X
(q(t) − λ) 52 d( q′′(t)q′3(t)) = O( (x−X)2X2 ), for X ≤
x ≤ X ′′. So we can choose a suitable X ′′ so that 2(q(x)−λ)q′′(x)5q′2(x) ≤ 14 , and |S| is much smaller. Thus
− 1
ζ2(x)
=
9q′2(x)
4(q(x) − λ)3
[
1− 4(q(x) − λ)q
′′(x)
5q′2(x)
+O
(
(x−X)2
X2
)]
=
9q′2(x)
4(q(x) − λ)3 −
9q′′(x)
5(q(x)− λ)2 +O
(
1
X2|q(x) − λ|
)
.
Hence f(x) = O
(
1
X2|q(x)−λ|
)
, and I3 = O
(
1
X2
∫X′′
X
1
(q(x)−λ) 12
dx
)
= O
(
1
Xλ
1
2
)
. Similar argument can
be applied to I2. The estimates for I1, I4 are easy. We omit it. This proves the lemma. 
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