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Abstract
Suppose that Y = (Yi) is a normal random vector with mean Xb and covariance σ 2In, where b is a
p-dimensional vector (bj ),X = (Xij ) is an n×p matrix with Xij ∈ {−1, 1}; this corresponds to a factorial
design with −1, 1 representing low or high level respectively, or corresponds to a weighing design with
−1, 1 representing an object j with weight bj placed on the left and right of a chemical balance, respectively.
E-optimal designs Z are chosen that are robust in the sense that they remain E-optimal when the covariance
of Yi, Yi′ is ρ > 0 for i /= i′. Within a smaller class of designs similar results are obtained with respect to a
general class of optimality criteria which include the A- and D-criteria.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Y = (Yi) be a normal n-dimensional random vector with mean μ = Xb, where X = (Xij )
is an n × p matrix with Xij ∈ {−1, 1}, b = (bj ) is a parameter in the p-dimensional Euclidean
space p, and the covariance of Y is σ 2In. To simplify our presentation, we assume that σ = 1.
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The precision of the least square estimator b˜(Y ) and confidence ellipsoid of b depends only on
covariance, cov(b˜(Y )), of b˜(Y ), where
b˜(Y ) = (X′X)−1X′Y (1.1)
and
cov(b˜(Y )) = (X′X)−1. (1.2)
LetD(n, p) be the set of n × p design matrices X with n  p, Xij in {−1, 1} and rank(X) = p.
We wish to choose an X fromD(n, p) such that (X′X)−1 is smallest in some way, e.g., to choose
X such that X is E-optimal, i.e., the largest eigenvalue of (X′X)−1 is smallest.
Due to random effects or practical circumstance, it may happen that cov(Yi, Yi′) = ρ with
ρ /= 0; see, e.g. [15,16]. On the other hand, when ρ = 0, we may wish to choose a design that is
E-optimal in D(n, p) for all ρ  0. Now,
b˜(Y ) = (X′G−1X)−1X′G−1Y, (1.3)
where G = Y ,
G = (1 − ρ)In + ρJn, −1
n − 1 < ρ < 1, (1.4)
Jn = ene′n, en = (1, 1, . . . , 1)′ ∈ n. (1.5)
Since the covariance of b˜ is given by cov(b˜) = (X′G−1X)−1, X is E-optimal in D(n, p) with
respect to ρ if it minimizes the largest eigenvalue of (X′G−1X)−1 (equivalently, maximizes the
minimum eigenvalue of X′G−1X) for all X in D(n, p). In Theorem 1 of Section 2 we obtain
designs which are E-optimal over D(n, p) with respect to ρ for all ρ  0.
Similar considerations apply to a family C of optimality criteria. We say that a design is C-
optimal if it is optimal for every criterion φ in C. Obtaining a design which is C-optimal over
D(n, p) for all ρ  0 is difficult so we use a criterion suggested by Galil and Kiefer [8]. In this
case we consider a traditional set D of designs which are C-optimal over D(n, p) when ρ = 0.
Such designs are far from being unique. We then look for a design inDwhich isC-optimal overD
with respect to ρ for all ρ > 0. For the case n ≡ 3(mod4) and n large, such designs are obtained
in Theorem 2 of Section 4. For similar results on the robustness of designs with respect to the A-
and D-criteria see Masaro and Wong [12,13].
We briefly review some common optimality criteria.
A general optimality criteria φ is an optimality functional defined on the information matrix
Cd associated with a design d . The aim is to find a design d∗ that minimizes φ(Cd) where d ranges
over a family of competing designs (see [11]). Typical examples of such criteria are φf , where f is
a convex function and φf (Cd) = pi=1f (μi), where (μi)pi=1 is the spectrum of Cd . In particular,
taking f (x) = x−1 and f (x) = − log(x) yield the well known A- and D-optimality criteria. More
generally the φs-criteria are obtained by setting f (x) = x−s , s > 0. Notice that the φs-criteria
include the A-criterion (s = −1). Further we may extend the definition of the φs-criteria to include
the D- and E-criteria by defining φ0 = lims→0+(φsp )
1
s and φ∞ = lims→∞(φsp )
1
s , respectively. For
a more comprehensive discussion of general optimality criteria, see [15].
The models Y considered here correspond to factorial designs with −1, 1 representing low or
high level, respectively, or correspond to weighing designs with −1, 1 representing the object j
with weight bj placed on the left and right of a chemical balance respectively; see, e.g., Cheng
[1–3], Cheng et al. [4], Ehlich [5,6], Galil and Kiefer [7,8], Jacroux et al. [10], Sathe and Shenoy
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[17,18], Wong and Masaro [20,21]. The results in these papers depend on the existence of a
Hadamard matrix, H , of appropriate order n:
H ′H = nIn. (1.6)
The existence of such a matrix is still a conjecture for n = 268 and many other n greater than
268; see [9].
2. E-Optimal designs
Let G be as in (1.4) then
G−1 = cIn − crJn, (2.1)
where
c = 1
1 − ρ , r =
ρ
1 + (n − 1)ρ . (2.2)
Since r is an increasing function of ρ  0,
0  r < 1
n
. (2.3)
Let Mn×p denote the set of n × p matrices over . For X in Mn×p we let X•j denote the
sum of the entries of the jth column of X. Note that for a single X in Mn×p, λmin(X′X) =
min{u′X′Xu : u ∈ p, u′u = 1} (and can be obtained through the Householder transform); see,
e.g. [14].
Lemma 1. Let X be in Mn×p, u a vector in p and G,G−1, c and r be as in (1.4), (2.1) and
(2.2). Then
(a) X′G−1X = c(X′X − r(X•j )(X•j )′) and
u′X′G−1Xu = c(u′X′Xu − r (∑ ujX•j )2)  cu′X′Xu.
(b) λmin(X′G−1X)  cλmin(X′X).
(c) If all X•j are equal, say X•j = t, j = 1, 2, . . . , p, then
X′G−1X = c(X′X − rt2Jp) and
u′X′G−1Xu = c(u′X′Xu − rt2 (∑ uj )2)  cu′X′Xu.
(d) Suppose that X′X = (a − b)Ip + bJp, b  0, a − b > 0, with all X•j = t.
Then:
(i) X′G−1X = c(a − b)Ip + c(b − rt2)Jp.
(ii) u′X′G−1Xu = c(a − b)u′u + c(b − r)t2 (∑ uj )2.
(iii) λmin(X′G−1X) = c(a − b) if and only if [(n − 1)b − t2]ρ  −b.
Proof. (a)X′G−1X = X′(cIn − crJn)X = cX′X − crX′ene′nX = cX′X − cr(X•j )(X•j )′. The
rest of (a) easily follows noting that r  0.
(b) From (a),
λmin(X
′G−1X) = min{u′X′G−1Xu : ‖u‖ = 1}
 min{cu′X′Xu : ‖u‖ = 1} = cλmin(X′X).
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(c) This follows easily from (a).
(d) (i) and (ii) follow from (c). To show (d)(iii), first note that cb − crt2  0 if and only if
[(n − 1)b − t2]ρ  −b. Now if cb − crt2  0 then by (d)(ii), u′X′G−1Xu  c(a − b)u′u and
u′X′G−1Xu = c(a − b) is obtained when u is chosen with∑ uj = 0 (whether ‖u‖ = 1 or not).
Conversely, if λmin(X′G−1X) = c(a − b), then by (d)(ii), c(a − b) + (cb − crt2)(∑ uj )2 
c(a − b) for all u with ‖u‖ = 1 and so cb − crt2  0. 
Theorem 1. In each case below, the given design Z in D(n, p) is E-optimal over D(n, p) with
respect to ρ for all ρ  0, i.e.Z maximizes the minimum eigenvalue of X′G−1X over X inD(n, p)
for all ρ  0.
(a) n ≡ 0(mod4), Z with Z′Z = nIp and all Z•j = 0.
(b) n ≡ 1(mod4), Z with Z′Z = (n − 1)Ip + Jp and all Z•j = 1.
(c) n ≡ 2(mod4), Z with Z′Z = diag[(n − 2)Is + 2Js, (n − 2)Ip−s + 2Jp−s]s = p/2 if p is
even, s = (p + 1)/2 if p is odd and all Z•j = 0, j = 1, 2, . . . , s;Z•j = 2, j = s + 1, s +
2, . . . , p.
(d) n ≡ 3(mod4), n > 3, Z with Z′Z = (n − 3)Ip + 3Jp and all Z•j = −1.
Proof. (a) Since Z′Z = nIp, λmin(Z′G−1Z) = cn. Let W be in D(n, p). Then by Lemma 1(b)
and the well-known fact that the vector of diagonal elements of W ′W is majorized by the vector
of eigenvalues of W ′W ,
λmin(W
′G−1W)  cλmin(W ′W)  cn;
see, e.g. [14] or [19].
(b) Apply Lemma 1(d) to X = Z with b = 1, t2 = 1. The case where n = 1 is obvious. So we
may assume thatn  5. Sinceρ  0, (n − 1)b − t2]ρ = (n − 2)ρ  −b. Thusλmin(Z′G−1Z) =
c(n − 1). Now for any W in D(n, p) we have, by Lemma 1(b) and Theorem 2.2 of Cheng [2],
λmin(W ′G−1W)  cλmin(W ′W)  c(n − 1).
(c) The case where n = 2 is obvious because of the existence of a 2 × 2 Hadamard matrix.
So we may assume that n  6. Write Z = [U,V ] where U ′U = (n − 2)Is + 2Js, V ′V = (n −
2)Ip−s + 2Jp−s , and U ′V = 0. Then Z′G−1Z = diag[U ′G−1U,V ′G−1V ] and so
Z′G−1Z = diag[c(n − 2)Is + 2cJs, c(n − 2)Ip−s + 2c(1 − 2r)Jp−s].
Since c  0, the minimum eigenvalue of c(n − 2)Is + 2cJs is c(n − 2). We apply Lemma 1(d)
to X = V with b = 2, t2 = 4. Then since ρ  0, [(n − 1)b − t2]ρ = 2(n − 3)ρ  −b. Hence
λmin(V ′G−1V ) = c(n − 2) and thus λmin(Z′G−1Z) = c(n − 2). Now for any W in D(n, p),
we have by Lemma 1(b) and Theorem 2.4 of [2], λmin(W ′G−1W)  cλmin(W ′W) =
c(n − 2).
(d) Apply Lemma 1(d) to X = Z with b = 3, t2 = 1. Then since n ≡ 3(mod4) and ρ 
0, [(n − 1)b − t2]ρ = (3n − 4)ρ  −b. Thus λmin(Z′G−1Z) = c(n − 3). Now for any W in
D(n, p), we have, by Lemma 1(b) and Theorem 2.7 of [2], λmin(W ′G−1W)  cλmin(W ′W) 
c(n − 3). 
Remark. Parts (a) and (b) of Theorem 1 remain valid, with no change in the proof, if we allow
entries of X ∈ D(n, p) to range over {−1, 0, 1}.
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3. Case study
As noted above, some of the known results, e.g. (a) and (b) of Theorem 1, remain valid if
we allow entries of X ∈ D(n, p) to range over {−1, 0, 1}. More generally, for mathematical
convenience, we often include more designs and hope that the optimal solution is still in the
original domain. In this section, we shall allow X to have entries in {−1, 0, 1}. We shall deal
with the case where n = 3 = p which is important for several reasons: (a) It has been used
for raising appropriate questions for the general case, e.g., is it possible that E-, D- or A-optimal
designs contain 0 as an entry? The answer is yes; in fact, when n = 7, p = 6, the A-optimal
design contains more than one 0; see Wong and Masaro [21]. (b) The problems of finding
optimal designs are open with respect to E- and other optimal criteria especially when n ≡
3(mod4). (c) Although 3 is the smallest sample size n for which n ≡ 3(mod4), the finding of
3 × 3 optimal designs is not trivial; it was first noticed in Wong and Masaro [21] that such a
design X could contain 0 as its entry and essentially satisfies
X′X =
⎛
⎝2 0 00 3 1
0 1 3
⎞
⎠ . (3.1)
One such design is
Z =
⎛
⎝ 0 −1 +1+1 −1 −1
+1 +1 +1
⎞
⎠ . (3.2)
This matrix Z is A-, D- and E-optimal and its eigenvalues are 2, 4, 2. Now let D∗ be the set of
all X that satisfy (3.1). Multiplying the second row of the above Z by −1, Z is changed to
W =
⎛
⎝ 0 −1 +1−1 +1 +1
+1 +1 +1
⎞
⎠ (3.3)
with the same W ′W = Z′Z. By (2.1) and (2.2), W ′G−1W has eigenvalues 2c, c(3 − 5r + q1/2)
and c(3 − 5r − q1/2), where
q = (1 − 5r)2 + 4r. (3.4)
So c(3 − 5r − q1/2) is the smallest eigenvalue of W ′G−1W . Now the characteristic polynomial
of 1
c
Z′G−1Z in λ is
(λ − 4)(λ − 2)(λ − 2 + 6r). (3.5)
So the eigenvalues of Z′G−1Z are 4c, 2c and c(2 − 6r) and c(2 − 6r) is the smallest eigenvalue
of Z′G−1Z. Since c(3 − 5r − q1/2)  c(2 − 6r) for all r  13 , W is E-better than Z for all
ρ > 0. Since for ρ = 0, the setD∗ of E-optimal designs contains, for our purpose, essentially Z
and W , W is E-optimal in D∗ for all ρ > 0.
Note that both Z and W are D-optimal inD∗ for all ρ > 0 because |X′G−1X| = |G−1‖X′X|.
Now for the A-criterion, note that the eigenvalues of (X′G−1X)−1 are reciprocals of the eigen-
values for X′G−1X. So
tr(Z′G1−Z)−1 = 1
4c
+ 1
2c
+ 1
c(2 − 6r) =
1
c
[
3
4
+ 1
2(1 − 3r)
]
; (3.6)
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tr(W ′G−1W)−1 = 1
2c
+ 1
c(3 − 5r + q1/2) +
1
c(3 − 5r − q1/2) =
1
c
[
1
2
+ 3 − 5r
4(1 − 3r)
]
.
(3.7)
Since,
tr(W ′G−1W)−1  tr(Z′G−1Z)−1. (3.8)
for all r  13 , W is A-optimal in D
∗ for all ρ > 0.
4. General optimal designs
In Section 3, we notice that Z in (3.2) is D-optimal in D∗ for all ρ > 0 and W in (3.3) is E-,
A- and D-optimal inD∗ for all ρ > 0. Such a phenomenon is true with respect to a large class of
optimal criteria. Also, when n is sufficiently larger than p, an optimal design no longer contains 0
as one of its entries. For the general case ofn ≡ 3(mod4), letD3 be the set ofX inD(n, p) such that
X′X = (n + 1)Ip − Jp. It is known that for p  4, n  [7p − 16 + ((p − 4)(17p − 36))1/2]/4,
X in D3 is A-optimal over D(n, p) (see [17]). Now let
Z = (Zij ) ∈ D3 such that all Z•j = 1 or all Z•j = −1. (4.1)
Masaro and Wong [13] have shown that Z in (4.1) is A-optimal over D3 for all ρ  0. We now
extend this result to include a large class of other optimality criteria.
Lemma 2. Let Z be as in (4.1) and ρ > 0, then tr(Z′G−1Z)  tr(X′G−1X) for all X in D3
and Z′G−1Z has eigenvalues
μ1 = n + 11 − ρ = μ2 = · · · = μp−1 > μp = μp−1 −
(1 + nρ)p
(1 + (n − 1)ρ)(1 − ρ) . (4.2)
Proof. By Lemma 1(a),
X′G−1X = c[X′X − r(X•j )(X•j )′]. (4.3)
So
tr(X′G−1X) = 1
1 − ρ
⎡
⎣np − ρ
1 + (n − 1)ρ
p∑
j=1
X2•j
⎤
⎦ . (4.4)
Since n is odd, X2•j  1 = Z2•j for all X in D3. Thus by (4.4), tr(X′G−1X)  tr(Z′G−1Z),
proving the first part of Lemma 2. Now since all Z•j are equal to 1 (or −1), Z′JnZ = Jp. Since
Z is in D3, Z′Z = (n + 1)Ip − Jp. So by (4.3),
Z′G−1Z = 1
1 − ρ
[
(n + 1)Ip − 1 + nρ1 + (n − 1)ρ Jp
]
, (4.5)
proving the second part of Lemma 2. 
Theorem 2. Let n ≡ 3(mod4), p  4, n  [7p − 16 + ((p − 4)(17p − 36))1/2]/4, Z be as in
(4.1) and A∗ = tr(Z′G−1Z). Let C be the family of all optimality criteria φf where f is such
that
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(a) f is twice differentiable on (0, A∗) and limx→0+ f (x) = f (0) = ∞;
(b) f ′′ > 0 on (0, A∗);
(c) x3f ′′ is strictly increasing on (0, A∗);
(d) x2f ′ is strictly decreasing on (0, A∗).
Then Z is C-optimal overD3 with respect to ρ for all ρ  0, i.e., Z minimizes φf (X′G−1X)
over X in D3 for all ρ  0 and all f in C.
Proof. By Proposition 4 of Masaro and Wong [13] Z is A-optimal over D3 for all ρ  0. The
result then follows from a straightforward application of Lemma 2 and Theorem 3.1 of Cheng [3]
with the function g(x) in his Theorem 3.1 taken to be g(x) = x−1. 
Note that for the family of optimality criteriaC in Theorem 2 to be meaningful it should contain
criteria that enable us to set up good designs. In this case it is easily seen that C contains the well
known φs-criteria with 0  s  1 as described in Section 1. In particular C contains the A- and
D-criteria.
Theorem 2 shows that A-optimality alone is strong enough to generate a much wider class
of optimal criteria. In general, results on A- and D-optimality are often difficult to obtain (see
[12,13]).
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