This paper could have been given the title: "How to positively and implicitly solve Euler equations using only linear scalar advections." The new relaxation method we propose is able to solve Euler-like systems -as well as initial and boundary value problems-with real state laws at very low cost, using a hybrid explicit-implicit time integration associated with the Arbitrary Lagrangian-Eulerian formalism. Furthermore, it enjoys many desirable properties, such as: (i) the preservation of positivity for densities; (ii) the guarantee of min-max principle for mass fractions; (iii) the satisfaction of entropy inequality, under an expressible bound on the CFL ratio. The design of this optimal time-step, which takes into account data not only from the inner domain but also from the boundary conditions, is the main novel feature we emphasize on.
Introduction
The numerical simulation of compressible fluid flows governed by Euler-like equations has been the subject of extensive researches for several decades [18, 19, 24, 33] . This contribution is concerned with 1-D initial and boundary value problems (IBVPs) within a hybrid explicit-implicit time integration. Although the present work primarily comes within the scope of multiphase flows in pipelines [27, 30] , the numerical method we propose extends well beyond it.
In industrial applications, the possibility of using large time-steps via an implicit time integration is an essential requirement to bring down the computational cost to an acceptable level. The price to be paid for such a CPU saving is the difficulty to ensure positivity theoretically at large time-steps, although the supposedly greater amount of numerical dissipation plays in our favor. In the area of implicit methods for Euler equations, it seems that we have positive, entropic but still costly schemes [23] on one side, and on the This paper is outlined as follows. We start, in §2, by investigating the two-advection set with coupling boundary conditions as a preliminary technical device for the rest of the paper. Then, we tackle the heart of the matter in §3, where we elaborate on the relaxation strategy and the ALE formalism for a simple two-phase flow model. Of course, we make the link between the two-advection problem of §2 and the Lagrange step. The details of the scheme, at the fully discrete level, are supplied in §4, along with statements about its properties. In §5, we show how to adapt the scheme at issue to Euler's standard equations. Finally, a short numerical result is given in §6.
2 Symmetric advections with coupling boundary conditions
The continuous problem
Let a > 0 and Z > 0 be two real constants. Over the time-space domain R + × [0, Z], we consider the following problem, called (SA) for Symmetric Advections.
Problem (SA) Given -the initial data z ∈ [0, Z] → ⇀ w ♭ (z), ↼ w ♭ (z) ∈ R 2 -the boundary data t ∈ R + → σ 0 (t), σ Z (t) ∈ R 2 -the coupling factors t ∈ R + → θ 0 (t), θ Z (t) ∈ R 2 Find t, z ∈ R + × [0, Z] → ⇀ w(t, z), ↼ w(t, z) ∈ R 2 (2.1) so as to satisfy
• for (t, z) ∈ R * + × ]0, Z[, the interior advection equations ∂ t ⇀ w + a∂ z ⇀ w = 0 (2.2a)
∂ t ↼ w − a∂ z ↼ w = 0; (2.2b)
• for z ∈ ]0, Z[, the initial Cauchy conditions ⇀ w(t = 0, z) = ⇀ w ♭ (z) (2.3a) ↼ w(t = 0, z) = ↼ w ♭ (z); (2.3b)
• for t ∈ R + , the boundary relationships ⇀ w(t, z = 0) = σ 0 (t) + θ 0 (t) ↼ w(t, z = 0) (2.4a) ↼ w(t, z = Z) = σ Z (t) + θ Z (t) ⇀ w(t, z = Z).
(2.4b)
Despite its linearity, Problem (SA) will turn out to be a handy building block for the numerical approximation of a class of nonlinear models for fluid flows. It can also be investigated per se from the theoretical point of view, which is the purpose of appendix A. For the moment, we state the main results that will be useful for the sequel.
For any open subset O of R or R 2 and any function f ∈ L ∞ (O; R), we denote by f its norm, namely, f = inf{M s.t. |f (x)| ≤ M for a.e. x ∈ O}. Remark 2.1. The reason why we are using the L ∞ -norm, instead of the L 2 -norm traditionally associated to linear problems, is that this is the natural setting to express local stability, positivity and maximum principle results. where G 0 (t) = σ 0 (t) + θ 0 (t)½ {at<Z} ↼ w ♭ (at) + θ 0 (t)½ {at>Z} σ Z (t − Z/a) + θ 0 (t)½ {at>Z} θ Z (t − Z/a)½ {at<2Z} ⇀ w ♭ (2Z − at)
Proof See Appendix A. 2 The auxiliary functions ⇀ w 0 and ↼ w Z are none other than the incoming values ⇀ w(t, z = 0) and ↼ w(t, z = Z). As for ½ {at<Z} ↼ w ♭ (at) + ½ {at>Z} ↼ w Z (t − Z/a) and ½ {at<Z} ⇀ w ♭ (at) + ½ {at>Z} ⇀ w 0 (t − Z/a) in (2.8), they actually represent the outgoing values ↼ w(t, z = 0) and ⇀ w(t, z = Z). Another result is the min-max principle below, that can be considered as a refined version of the estimate (2.6). Its purpose is to compare solutions at two close time values t and t + ∆t. σ 0 (t 1 ) +θ 0 (t 1 ) ↼ w(t, a(t 1 − t)) ⇀ m 0 (t; ∆t) = min
σ 0 (t 1 ) +θ 0 (t 1 ) ↼ w(t, a(t 1 − t)) ↼ M Z (t; ∆t) = max
σ Z (t 1 ) +θ Z (t 1 ) ⇀ w(t, Z − a(t 1 − t)) ↼ m Z (t; ∆t) = min
σ Z (t 1 ) +θ Z (t 1 ) ⇀ w(t, Z − a(t 1 − t)). where ⇀ M ∆t (t, z) = max{ ⇀ M 0 (t; ∆t), ⇀ M (t, z)} ↼ M ∆t (t, z) = max{ ↼ M Z (t; ∆t), ↼ M (t, z)} ⇀ m ∆t (t, z) = min{ ⇀ m 0 (t; ∆t), ⇀ m (t, z)} ↼ m ∆t (t, z) = min{ ↼ m Z (t; ∆t), ↼ m (t, z)} with ⇀ M (t, z) = max
Proof The first part is a consequence of (2.8), in the right-hand sides of which we have replaced ( ⇀ w ♭ (.), ↼ w ♭ (.)) by ( ⇀ w(t, .), ↼ w(t, .)) and t by ∆t in the brackets. This is tantamount to considering the solution at time t as initial data and to looking ahead for a small time interval ∆t. Since a∆t < Z, the terms containing ½ {a∆t>Z} drop out and we easily get (2.12).
As for the second part, we go along the same lines to deduce (2.14) from (2.7), but this time the initial data and the boundary data have been taken into account. 2
The bounds for ⇀ w(t + ∆t, z) depend only on what lies on the left of z, while those for ↼ w(t + ∆t, z) depend only on what lies on the right of z. The coupling between ⇀ w and ↼ w is achieved, in reality, via the bounds on ⇀ w 0 and ↼ w Z , as evidenced by (2.12). In (2.14), it would have been more optimal to restrict the dependence domains to [z − a∆, z] and [z, z + a∆t], but what we have in mind is to prepare the ground for a parallelism between the continuous and the discrete problems.
The discrete problem
The space domain [0, Z] is divided into N cells of variable lengths ∆z i so that
[ we associate ψ i representing an approximation of ψ(z i ). We add to this grid two fictitious points, located at i = 0 and i = N + 1 in order to cope with boundary conditions. However, the discrete norm
is taken over inner points. Let ∆t > 0 be a time-step. The superscript n will denote the time level t n , while n♯ will denote the time level t n♯ = t n + ∆t. The problem below is meant to be a discrete version of the continuous Problem (SA).
• the implicit scheme for interior points 1 ≤ i ≤ N , i.e.,
⇀ w
• the boundary relationships for the two fictitious points, i.e.,
• the Neumann relationships for outgoing waves, i.e.,
The reason why we choose to work with an implicit scheme such as (2.18) has been mentioned: in applications, ( ⇀ w, ↼ w) will correspond to fast acoustic waves. In (2.19), which is a discrete version of (2.4), the data (σ 0 , σ Z , θ 0 , θ Z ) have been frozen to time n to make the presentation easier. Note that the conditions are imposed at the centers of the fictitious cells, not at the edges of the physical domain. The Neumann relationships (2.20) correspond to a wave-cancellation strategy adapted from Dubois and LeFloch [15] .
Definition 2.1. Let us introduce
• the local acoustic CFL ratios
• the local apparent propagation factor
22)
• the global cumulated propagation factors
Although µ i is allowed to be larger than 1, e i and E ℓ k can never exceed or equal 1. The name "apparent propagation factor" comes from the following observation. Rewriting the inner equations (2.18) under the form
we can deduce that
In the above convex combinations, the factor e i accounts for the influence of the upwind cell (i.e., i − 1 for ⇀ w i and i + 1 for ↼ w i ) in the updated values at i. 
Furthermore, the solution can be given by 
) is the unique solution to the uncoupled system
It is worthwhile to ponder over the formal analogy between this Theorem and Theorem 2.1, by contemplating (2.27)-(2.29) vs. (2.7)-(2.9). Note that the assumption θ n 0 θ n Z < 1 at the discrete level is weaker than the condition θ 0 θ Z < 1 at the continuous level. As in the continuous case, there is a refined min-max estimate. For θ ∈ R and (w k ) 1≤k≤N , we define the upper-bound 30) and the lower-bound 
(2.33)
The values of inner points
Formal connections could be made between this Proposition and Proposition 2.1, by scrutinizing (2.32)-(2.35) vs. (2.11)-(2.14). The bounds supplied by (2.32)-(2.35) also have a practical purpose: they will indeed be used for the numerical computation of some optimal CFL ratios in the upcoming Euler problems.
Continuous dependence of ( ⇀ w n♯ , ↼ w n♯ ) with respect to (σ n 0 , σ n Z , ⇀ w n , ↼ w n ), as stated in Theorem 2.2 and improved in Proposition 2.2, can be interpreted as a stability property. In the case of Problem (SA) n N , however, there is an additional stability property via energy inequalities. 36) in which w ∈ R → S(w) ∈ R is strictly convex function, the implicit scheme (2.18) of Problem (SA) n N satisfies the implicit local energy dissipation inequality
is the consistent energy-flux.
We recall that for smooth solutions of the continuous Problem (SA), combining (2.2a) and (2.2b) leads to the equality
provided that S is smooth itself. The fact that this additional conservation law has an inequality counterpart at the discrete level is a major asset for the stability of a scheme. 
Specifying i = N in (2.39), combining with (2.20b) and using (2.19b), we have
In a similar fashion, if ⇀ w n♯ N +1 were known, we can derive
The system (2.39), (2.41) coincides exactly with (2.27), while (2.42), (2.40) appears to be exactly (2.28) . A little more algebra shows the equivalence between (2.28) and (2.29) .
Continuous dependence. Equation (2.29a) gives rise to the abrupt upper-bound
Indeed, note that on one hand E ℓ−1 1
On the other hand, the sums are telescoping, i.e.,
As a result,
To get rid of ∆t (through E N 1 ) in C 0 , we can upper-bound it by C 0 = max ξ∈[0,1] C 0 (ξ), which is finite because C 0 (ξ) is a continuous function of ξ ∈ [0, 1]. In a similar way, we can show that
for some constant C N +1 , which depends on (θ n 0 , θ n Z ) but not on ∆t. This enables us to write max{| ⇀ w
As for points inside the domain, from the first equation of (2.27), we have 
insofar as S is a convex function. Using the definition (2.22) of e i , we cast (2.50) into
Using the definition (2.21) of µ i , we go back to the discretized form
To complete the proof, we add (2.52a) and (2.52b) together. 2
Practical procedures
On the grounds of computational efficiency, we recommend the following solution procedure, to be implemented in place of explicit formulae (2.27)-(2.29). The basic idea rests on the following observation.
is an affine function, whose derivative is equal to
Proof Each elementary step of the diagram is an affine operation, therefore, the overall process is an affine function. In the left-to-right propagation using (2.25a), the cumulated factor by which the variable ⇀ w n♯ 0 is multiplied is E N 1 . The outlet condition (2.19b) multiplies it by θ n Z . In the right-to-left propagation using (2.25b), the cumulated factor is also E N 1 . The inlet condition (2.19a) multiplies the variable by θ n 0 . 2 Of course, the expected value for ⇀ w n♯ 0 is a fixed point of F . The fact that
w 0 + β naturally suggests a two-step procedure:
1. We first set ⇀ w n♯ 0 = 0 and apply the sweep process described in the diagram in order to compute β = F (0).
We deduce the correct value for
Once this value is known, a second sweep loop is performed in order to assign the correct values to every other points in the computational domain.
Note that, because of linearity, the existence of a unique fixed point for F only requires θ n 0 θ n Z (E N 1 ) 2 = 1, which is implied by θ n 0 θ n Z < 1, instead of the contracting property |θ n 0 θ n Z (E N 1 ) 2 | < 1, for which one would have to impose |θ n 0 ||θ n Z | < 1. Finally, we wish to point out a handy recipe for the practical computation of the bounds (2.33). The following result is valid only when θ = θ n 0 θ n Z < 0, but this will be sufficient for our applications.
Lemma 2.2. For a given θ < 0, the extremal values of the function
are given by
where ξ ⋆ only needs to be defined for when B < 0 by
Proof The proof is based on a discussion about the roots of the derivative
We leave it to the readers. 2
3 Two-phase flow model: the continuous problem
The original problem
In this section, we deal with a hydrodynamic model built from a smooth enough internal energy function (τ,
∈ R + with the following properties motivated by the framework for compressible fluids proposed by Weyl [35] :
From the internal energy ε, we define
Conditions (3.1c), (3.1e) express the fact that ε is strictly convex with respect to (τ, Y ). From the standpoint of physics, τ is meant to be a specific volume, that is, the inverse of some density ρ, while Y is meant to be a mass-fraction. For a prescribed internal energy ε, we state the following IBVP for a fluid model within the phase space
where u denotes the velocity.
so as to satisfy in the usual sense of distributions
, where P is the pressure defined in (3.2a);
• for (t, x) ∈ R * + × ]0, X[, the energy inequality
• for x ∈ ]0, X[, the initial Cauchy conditions
• for t ∈ R + , the boundary relationships
where c is the sound speed defined in (3.2b).
This problem, called (TP) for Two-Phase, is one of the simplest models for flows in pipelines. It is a special yet prominent case of a more sophisticated model used in the industrial code TACITE [27, 30] . Here, ρ denotes the total density, ρY is the gas density, so that the liquid density can be computed as ρ(1 − Y ). Both gas and liquid phases move at the same velocity u. The PDE part of this model consists of two mass-balances (3.5b), (3.5a) and one total momentum-balance (3.5c). Then, it is a classical matter [18] that the formula-definition (3.2a) of the pressure law gives birth to the additional conservation law
for the smooth solutions of (3.5). In addition, assumptions (3.1c)-(3.1e) ensure that the mapping U ∈ Ω U → {ρE}(U) ∈ R + is strictly convex. Hence, (ρE, ρEu+pu) may serve as an entropy pair for selecting the physical weak solution of (3.5) via the energy inequality (3.6). The boundary conditions (3.9) represent the operating modes at the disposal of pipeline monitors. At the inlet x = 0, we would like to impose the flow rates (3.9a), (3.9b) whenever the physics of waves allows us to do so. At the outlet x = X, we would like to impose the pressure (3.9c) whenever the physics is in agreement with our desire; should the flow direction happen to be reverted at the outlet, we would also like to prescribe the incoming gas fraction (3.9d). In practice, since the flows considered are always subsonic, the first three conditions (3.9a)-(3.9c) are systematically active, while (3.9d) depends on the test case at hand. In order to express the above boundary conditions, we adopt the theory developed by Dubois-LeFloch [15] based on the notion of half-Riemann problems. This approach is well-suited to our numerical purposes.
For conciseness in the notations, the PDE model (3.5) is written in the condensed form
The following Proposition gathers the classical properties of (3.5) we use hereafter.
Proposition 3.1. The system (3.5) is hyperbolic over Ω U , i.e., for any state U ∈ Ω U , the Jacobian matrix ∇ U F(U) is has real eigenvalues
and is R-diagonalizable. The two extreme fields are genuinely nonlinear while the intermediate one is linearly degenerate. Furthermore, the mapping U ∈ Ω U → {ρE}(U) ∈ R + is strictly convex.
Proof The calculations are very classical and can be found in [18] for instance. Let us just recall that hyperbolicity is due to (3.1c), genuine nonlinearity of the extreme fields is due to (3.1d), the additional law (3.10) follows from (3.2a) and strict convexity of ρE is due to (3.1c), (3.1e). 2
The relaxation problem
As advocated in [5, 10, 22] (see also [2] [3] [4] ), it is judicious to approximate the entropic weak solutions of the original problem by those of a relaxation model, the purpose of which is to help us cope more easily with the nonlinearities in the closure laws. It is well-known [18] that the (strict) convexity property ∂ τ τ P (τ, Y ) > 0 stated in (3.1d) is responsible for the (genuine) nonlinearities in the two extreme fields. Following the strategy developed in [10] (see also [3, 6, 7] ), we propose to modify the reported nonlinearities by approximating the exact pressure law by
for some given positive constant a > 0. Here the new unknown ζ is intended to coincide with τ in the limit of an infinite relaxation parameter so as to restore the original nonlinearities. The estimates
-versus respectively (3.1c), (3.1d)-actually ensure that the relaxation PDE model is hyperbolic but with only linearly degenerate fields [6, 7] . The relaxation approximation (TP-R) a λ of the original problem (TP) is formulated below for a given relaxation parameter λ > 0 and comes within the phase space
so as to satisfy in the usual weak sense (for clarity the superscripts λ for the components of U λ are omitted)
• for (t, x) ∈ R * + × ]0, X[, the system of conservation laws
Clearly, the limit λ → +∞ in (3.16) formally yields ζ = τ and thus restores Π = P (τ, Y ) and E = E(τ, Y, u). In other words, the original equations (3.5) together with the entropy diminishing condition (3.6) are formally recovered in the limit of an infinite relaxation parameter. But to prevent the relaxation approximation from instabilities in the asymptotic regime λ → +∞, the relaxation mechanisms involved in (3.16) are required to be uniformly compatible with the privileged entropy E after the work by Liu [25] and Chen et al. [9] . The relaxation entropy inequality (3.17) precisely accounts for this stability requirement, its detailed form reads (see [7] for instance)
For this inequality to be valid for all λ > 0, the positive constant a entering the definition of the relaxation pressure law (3.13) must be chosen in order to obey the so-called Whitham condition [6, 7] 
for all (ζ, Y ) under consideration. For simplicity in the notations, the relaxation system (3.16) is rewritten in the condensed form
Let us summarize the main properties of (3.16) that will be of interest in the sequel.
Proposition 3.2. The first order system in (3.16) is hyperbolic over Ω U , i.e., for any state U ∈ Ω U , the Jacobian matrix ∇ U F(U) has real eigenvalues
and is R-diagonalizable. The eigenvalues all correspond to linearly degenerate fields and are associated with the strong Riemann invariants
Furthermore, the solutions of (3.16) satisfy the additional conservation law
Proof The calculations are easily adapted from [3, 4] . Because of the linear degeneracy of all fields, note that the additional law (3.26) holds with equality in the sense of distributions for the discontinuous solutions of (3.16). 2 Let ∆t be the time-step. As explained in [3, 4] and illustrated in (3.27) below, the relaxation strategy consists of two stages. First, starting from the data U ♭ = U n = U(t n , .) at equilibrium, that is with ζ n = τ n , and considering a relaxation pressure law (3.13) with a constant a 2 properly prescribed according to (3.22) , we solve Problem (TP-R) a λ=0 from t n until t n = t n + ∆t. Since the relaxation parameter is set to λ = 0, the outcome U n will be out of equilibrium, i.e., (ρζ) n = 1. In the second step, we project it onto the equilibrium manifold by setting ζ n+1 = τ n , while keeping the remaining components.
e.g., Lagrange-
The question remains as to how we can find a good scheme for the first step. In [3, 4] , Problem (TP-R) a 0 was solved by a direct Eulerian approach. In this paper, we propose an indirect but much more advantageous approach, based on the Lagrange-Euler decomposition of the relaxation system (3.16).
The relaxation problem in ALE coordinates
Let us introduce a new referential frame, in which the coordinates are denoted by χ. This frame is neither the material (Lagrangian) configuration X nor the laboratory (Eulerian) configuration x. Instead, it moves at the imposed speed u−v with respect to the laboratory. Then, the velocity of the particles relatively to moving frame, as seen from the laboratory, is equal to v.
Let x = x(χ, t) be the correspondence between the moving frame and the laboratory frame, and let J = ∂ χ x |t be the dilatation rate. Then, from the very classical calculations presented in [13, 14, 20] , it is a standard exercise to prove that system (3.16) is equivalent to
projection Lagrange
From the standpoint of physics, the formulation (3.28) most naturally separates fast acoustic waves from slow kinematic waves. Therefore, the basic idea of Arbitrary LagrangianEulerian (ALE) approaches is to perform a splitting of (3.28), as indicated above, within a time-step ∆t. The Lagrange-projection method that we are going to detail is a special case of ALE, in which v is well-chosen so as to fall back on Eulerian coordinates after the two steps, namely, to secure J n = 1:
(3.29)
Lagrange step
In the Lagrange step, which takes into account only acoustic effects due to the pressure, the PDE system to be solved reads
This system is equipped with the initial data (J ♭ , U ♭ ) = (J n = 1, U n ) and a suitably modified version of the boundary conditions (3.20), namely,
The good news is that when λ = 0, it is possible to solve (3.30)-(3.31) by means of Problem (SA). In other words, we can reduce the Lagrange step to the problem of two symmetric advections with coupling boundary conditions. Then, the Lagrange step (3.30)-(3.31) with λ = 0 is equivalent to
where Y and ( ⇀ w, ↼ w, I ) = (Π + au, Π − au, Π + a 2 τ ), already introduced in (3.25), are to be considered as functions of (t, z) ∈ [t n , t n+1 ] × [0, Z];
• and the boundary conditions
Proof Equation (3.30c) implies that m = ρJ is a function of χ alone, and it coincides with its initial value, i.e., m = ρ ♭ J ♭ = ρ n . Factoring m out of the time derivatives in the remaining equations of (3.30), dividing each equation by m > 0, and using dz = m(χ)dχ, we end up with
where we remind that Π = P (ζ, Y ) + a 2 (ζ − τ ). This system, in which z appears as the Lagrangian mass-coordinate [34] , can be shown to be hyperbolic with eigenvalues ±a and 0 (double), all of them being linearly degenerate fields. Hence, it is equivalent to
from which (3.33) follows. On the other hand, the boundary conditions (3.31) can be rewritten as
Substituting the inverse transformation
into (3.38) and invoking I (t, z = 0) = I ♭ (0) yield (3.34)-(3.35). 2
Projection step
The outcome of the fast Lagrange step, designated by (J n♯ , U n♯ ) in (3.29) , is now the input data for the slow projection step. The latter amounts to solving
where
For the moment, it is not obvious as to how we can achieve this, but things will become more convincing at the fully discrete level. Anyhow, taking v = u for granted and writing the system (3.40) under the condensed form
we can combine the equations to obtain component-wise advection equation
Thus, the projection step is merely a remap of the variables contained in U.
4 Two-phase flow model: the numerical scheme
The link made by Theorem 3.1 between the Lagrange step and Problem (SA) opens the possibility for us to apply the scheme considered in Problem (SA) n N .
Updating formulae
We divide the domain [0, X] into N cells [x j−1/2 , x j+1/2 ] of size ∆x = X/N . The inner cells are numbered from 1 to N . We also define two ghost cells labeled 0 and N + 1.
For the Lagrange step
At the beginning of each time step n → n♯, the variables χ and x coincide each, so that we can identify them. Since all data, including ρ n , are assumed to be piecewise constant, the local step-size of the mass-coordinate z is
To update ( ⇀ w, ↼ w) in (3.33)-(3.34), we use formulae (2.18)-(2.20). Updating (Y, I ) inside the domain is trivial, since ∂ t Y = ∂ t I = 0. As for (Y, I ) at the boundaries, we need to specify two more conditions at each ghost cell, as indicated in (4.3a) and (4.4a) below. Note that -the "wave-cancellation" conditions for I are justified by the fact that the I -wave, artificially created by the relaxation model, has no real physical meaning;
-the "mass-fraction" conditions for Y do not conflict with the evolution equation ∂ t Y = 0, since the latter is valid only for inner points.
In summary, the comprehensive set of equations for the Lagrange step is 
with σ n Z = 2p n X and θ n Z = −1.
To gain more insight into this scheme, it is helpful to rewrite it in terms of the original variables. A little algebra shows that (4.2) is equivalent to so as to be able to work with Π as a fully-fledged variable. Since J n i = 1, equation (4.5b) can still be interpreted as
which is the discrete version of (3.30a). Following the widely adopted terminology in continuum mechanics (see [12] for a mathematical presentation), we shall refer to (4.8) as Piola's identity. If, in (4.5), we replace (4.5b) with (ρJ) Remark 4.1. In the pure Eulerian setting of [4] and within the frame of an implicit time integration, Baudin et al. strongly recommended to handle the discrete version of the relaxation equation (3.16d) in the limit λ → +∞. Here and by contrast, the proposed solution procedure seems to rely on the choice λ = 0 as advocated by formulae (3.33). Let us however stress that no contradiction arises with [4] . Had we discretized the last equation (3.30e) by the consistent approximation
then for any λ ≥ 0 we would end up with the expected value (4.5d)
because at time n, the variable ζ is at equilibrium, i.e., ζ n i = τ n i . This algebraic miracle occurs solely in Lagrangian coordinates.
For the projection step
Piola's identity (4.8) clearly shows that, at the discrete level, we have to use the velocity field v i+1/2 = u n♯ i+1/2 , defined at the interfaces, to remap the variables. More concretely, we have to discretize (3.41) by
the product (U u) n♯ i+1/2 being upwinded as
where u + (respectively u − ) stands for the positive (resp. negative) part of u. Note that Π n♯ i+1/2 and u n♯ i+1/2 are byproducts of the Lagrange step and can be computed as
To better understand this projection step, let us multiply (4.8) by U n♯ i and add it to (4.12b). Arguing that J n = 1, according to (4.12a), we have after some cancellations
Undoubtedly, this is a first-order explicit discretization of (3.42), in which J has been nevertheless "implicited" to J n . Introduce the algebraic CFL ratios 
and we see that CFL-like conditions can be imposed on ∆t so that the right-hand side of (4.17) be a convex combination. This is the goal of the next subsection.
Positivity, stability and energy properties
The novelty we wish to put forward, as far as the proposed scheme is concerned, lies in the guarantee of positivity, stability and energy dissipation, as stated in the following Theorem.
Theorem 4.1. The overall scheme (3.27), (3.29) enjoys the following properties:
1. It can be put under a locally conservative form 3. Under the CFL restriction (4.19), there holds the min-max principle
4. Under the CFL restriction (4.19) and the Whitham-like condition
we have the discrete energy inequality
which is consistent with (3.6).
5. Stationary contact discontinuities are exactly preserved.
To our knowledge, the stability results that we state and that are valid for a time implicit approximation of the solutions of the Euler's IBVP, seem to be new. This is why Theorem 4.1 deserves our attention. Anticipating the proof, the derivation of the CFL restriction (4.19) directly results when enforcing for validity the estimate
which is nothing but a CFL condition based on the intermediate wave velocity u. Let us recall that the proposed scheme is time-explicit with respect to this wave so that the above condition is expected. Numerical benchmarks strongly support that the estimate (4.19) actually provides a sharp lower-bound of the time step ∆t dictated by the "exact" condition (4.24). Let us also briefly comment on the Whitham-like condition (4.22) by stressing out that it formally reads the same as the one derived in a fully time explicit setting [6] . In this respect, the sharp version (4.22) of the Whitham condition (3.22) is quite natural. Finally, the exact capture of steady contact discontinuities is known to be an accuracy property of central importance in a growing number of applications.
We now turn to the proof of the above statements. The derivation of the energy inequality (4.23) relies on the following preliminary result. 
where E is defined in (3.7), and ( Π
) by (4.14).
Observe that the proposed discrete inequality is nothing but a consistent approximation of the energy inequality (3.6) expressed in Lagrangian coordinates
Proof of Theorem 4.1 Locally conservative form. Adding (4.9) and (4.12b) together, we get
. Extract the first three components of (4.27) to have (4.18).
Positivity for density and gas mass-fraction. Since (ρJ) 
Obviously, (4.29) is stronger than (4.28), therefore we just have to focus on (4.29). Thanks to (4.14) and to Proposition 2.2, we have
hence the sufficient condition (4.19) to ensure
Min-max principle. In (4.17), we subtract the second equation, multiplied by any constant A, to the first one to obtain Energy inequality. Leaving out the last component of (4.17), we are allowed to write
which is a convex combination under constraint (4.19) . By Jensen's inequality, applied to the convex function U → {ρE}(U), we infer (ρE)
However, by construction
As a result, the inequality (4.35) becomes
again with the notation
for the upwinded product. Now, according to Lemma 4.1,
Inserting (4.39) into the right-hand sides of (4.37) leads to (4.23).
Preservation of steady contact discontinuities. The equivalent form (4.5)-(4.6) clearly yields from a stationary contact discontinuity (say, at time n) In other words, steady contact discontinuities are exactly preserved. 2
Proof of Lemma 4.1 Let us use Theorem 2.3 with S(w) = w 2 4a 2 in order to get
with (after some manipulations)
and ε
Since the relaxation system is brought back to equilibrium at each time step, we have Π n j = P (τ n j , Y n j ) = P n j . Therefore, we can rewrite the previous equation as
Because ζ n♯ i = τ n i , as pointed out in (4.11), we have
in order to transform (4.45) into
Recalling the Taylor expansion with integral remainder
we can easily derive
In view of the formula-definition (3.2a) for the exact pressure law, R n♯ i ≤ 0 if a 2 is chosen sufficiently large according to the Whitham-like condition (4.
Here, τ still denotes the specific volume while s stands for the specific entropy of a given compressible material. Comparing (5.1) to (3.1) via the formal identification s ≡ Y , we see that the requirements for Problem (EU) are slightly stronger than those for Problem (TP): here we have to introduce the notion of temperature and to require it to be positive via (5.1f). The reported strict monotonicity property enables us to define (τ, ε) → s(τ, ε) as the inverse function of (τ, s) → ε(τ, s).
Moreover, the fact of utmost importance of that this inverse function s is decreasing with respect to ε, since
To use notations from thermodynamics, we have dε = −P dτ − Θds. An internal energy ε being prescribed, we state the following IBVP over the natural phase space
so as to satisfy in the weak sense
with p = P (ρ −1 , s), where P is the pressure defined in (5.2a), and s is computed by (5.3), using ε = E − 1 2 u 2 . We have intentionally put the energy balance (5.7a) in the first row in order to compare (5.7) with (3.5) ;
• for (t, x) ∈ R * + × ]0, X[, the entropy inequality
where c is the sound speed defined in (5.2b).
This problem is the usual Euler model for single-phase flows. As is well-known [18] , smooth solutions of (5.7) obeys the additional conservation law
while discontinuous solutions of (5.7) are selected according to the entropy inequality (5.8).
As for the boundary conditions (5.10), they are inspired from real-life operating modes.
To shorten the notations, the PDE system (5.7) is given the clear condensed form
In order to recapitulate the main properties in use hereafter, we state Proposition 5.1. The system (5.7) is hyperbolic over Ω V , i.e., for any state V ∈ Ω V , the Jacobian matrix ∇ V G(V) has real eigenvalues 13) and is R-diagonalizable. The two extreme fields are genuinely nonlinear, while the intermediate one is linearly degenerate. Furthermore, the mapping V ∈ Ω V → {ρs}(V) ∈ R is strictly convex.
Proof See [18] for the details. 2 We design the evolution strategy in two steps, after an idea introduced in [10] . First, we replace the energy-balance equation (5.7a) in the PDE system by the entropy-balance equation (5.8) , with the equality sign, namely we consider weak solutions of the following auxiliary hyperbolic system
selected according to the natural energy inequality
Classical considerations [18] indeed prove the strict convexity of the mapping (ρ, ρu, ρs) → {ρE}(ρ, ρu, ρs) from assumptions (5.1a), (5.1c), (5.1e). In other words, this mapping natural yields an entropy for discriminating the physically relevant discontinuous solutions of (5.14).
By the formal identification Y ≡ s, we are brought back to Problem (TP). After solving the new Problem (TP) (5.7) thanks to the relaxation/Lagrange-projection method proposed earlier, we obtain U n ‡ = (ρs, ρ, ρu) n ‡ with a discrete analog of the energy inequality (5.15), that we rewrite in a semi-discrete form to shorten the notations
In order to enforce for validity the mandatory conservation of the total energy at time (n + 1), we set (ρE) n+1 = (ρE) n − ∆t∂ x (ρE u + Π u) n♯ , while keeping unchanged the updated values of the density and momentum. In other words, we choose ρ n+1 = ρ n ‡ and (ρu) n+1 = (ρu) n ‡ . The procedure is depicted in the following diagram. The reason why this process does guarantee the entropy decay
and hence the consistency with the expected entropy inequality (5.8) will be elaborated on in the next subsection.
Remark 5.1. In comparison with Problem (TP), there is a subtle difference regarding boundary conditions. In §3, we imposed the gas flow rate ρY (t, x = 0) at the inlet, from which we deduced the incoming fraction Y (t, x = 0). Here, we have the temperature Θ(t, x = 0) instead. By inverting the mapping s → Θ(τ, s) at fixed τ (which is possible thanks to the estimate Θ s = −ε ss < 0 due to the strict convexity assumptions (5.1c)-(5.1e) of the mapping (τ, s) → ε(τ, s)), we obtain s(t, x = 0) as a function of τ (t, x = 0) and Θ 0 (t). Since τ is decoupled from s in the scheme, this enables us to do as if s(t, x = 0) were known. At the outlet, we choose to let s(t, x = X) unspecified in agreement with the usual applications according to which the velocity is expected to keep the constant sign u(t, X) > 0.
The discrete scheme
The step U n → U n ‡ in (5.17) is of course performed via the scheme (3.27), (3.29) , which consists of the two steps
Arguing again about the formal identification Y ≡ s, the formulae for the Lagrange step result mutatis-mutandis from (4.2)-(4.4), namely, they read
• For i = 0
In (5.20) , the function Θ → S(τ, Θ) is the inverse of the temperature function s → Θ(τ, s) with respect to s, at fixed τ . The first argument in S is taken either at time n or at time n♯. This is not a difficulty in itself, since in view of the structure of the equations, the specific volume τ n♯ 0 can be obtained before and independently of s n♯ 0 . In this Lagrange step, the relaxation parameter a is assumed to satisfy a Whitham condition similar to (3.22) , that is
for all (ζ, s) under consideration. Once (s, I , ⇀ w, ↼ w) n♯ i has been converted to (U, ρζ) n♯ i = (ρs, ρ, ρu, ρζ) n♯ i , the projection step is applied according to (4.12)-(4.14). Because we are interested only in the first three components, we rewrite this step as
for all 1 ≤ i ≤ N . The first equation is, by construction, the update value for (ρs) n ‡ i , whereas the second equation is the energy property of Theorem 4.1. Now, the "swap" step consists in ruling that
from which we deduce (ρs)
Theorem 5.1. The overall scheme (5.17), (5.18) enjoys the following properties:
1. It can be put under a locally conservative form • by definition, (ρs)
To derive (5.34), we first note that from (5.24a) and (5.25b), we have (ρE)
i . Now, as already pointed out in (5.4), s is decreasing with respect to ε at fixed τ . Therefore, 36) which completes the proof. 2
Numerical application
In order to illustrate the numerical scheme presented in section 4 we run a test case with boundary conditions mimicking a real operating situation. A mixture of gas and oil is injected into a pipeline for 200 seconds. Then the oil flow is stopped so that in 50 seconds the gas mass-fraction rises to its limit value 1. The two curves in panel (a) of Figure 6 display the gas mass-fraction monitored at the inlet and outlet of the pipe. The pressure at the outlet is kept constant throughout the experiment. For simplicity, the constant a is chosen according to the following rough version of the Whitham condition (3.22) Figure 6 displays the time-step used during the simulation and computed according the estimate (4.19) of Theorem 4.1, along with the actual theoretical timestep (4.24) computed in an a posteriori manner. The example shows that our time-step estimate is actually fairly close to the optimal one, while ensuring the desired min-max principle on physical quantities. 
Concluding remarks
Throughout this paper, we have opted for an axiomatic layout to introduce the various problems considered. This compact presentation allows us to highlight the role of the boundary conditions and to put them on an equal footing with the PDE's for the inner domain and the initial data. For the sake of clarity, the transformation of the Lagrange step into two symmetric advection equations has been performed via the invariants ⇀ w = Π + av and ↼ w = Π − av involving the main variables. Actually, at the discrete level, there is an alternative formulation that makes use of the time variations
This incremental formulation comes in handier when we want to discretize the boundary conditions (2.4) on the basis of the values of (σ 0 , σ Z ) at time n♯ instead of time n. It is also of great help when we wish to extend the new explicit-implicit method to a quasi second-order approximation. In this case, it is still possible to apply the same philosophy in order to find an optimal time-step that preserves positivity, even though the entropy inequality cannot be ascertained. Works are currently in progress in order to extend the method to more general and realistic two-phase flow systems, in which the gas mass balance reads
where σ = σ(ρ, Y, u) represents a hydrodynamic closure law [3, 4] .
We use the L ∞ -norm defined by (2.5) and the notations of §2.1. We shall also write
, equipped with the same norm. Finally, for short-hand convenience, we write R
The set of C 1 -functions ϕ(t, z) whose supports are compact and included in R + Z is denoted by C 1 0 (R + Z ). We are going to work out a weak formulation for Problem (SA).
-the boundary data
is said to be a weak solution to Problem (SA) if, for any pair of test functions
It can be checked that under the assumptions (A.1)-(A.2), all integrals involved in (A.4) are well-defined. This weak formulation comes from standard techniques [18] . We first suppose ( ⇀ w, ↼ w) to be a classical solution. Multiplying (2.2a) by ⇀ ϕ, (2.2b) by ↼ ϕ, integrating by parts then adding them together, we replace the initial data by (2.3) and make use of (2.4) to get rid of the boundary terms. The constraints (A.3) on test functions ( ⇀ ϕ, ↼ ϕ) reflect the fact that ( ⇀ w, ↼ w) see each other through boundary conditions. The subset of
containing pairs of test functions satisfying (A.3) is not empty. This weak formulation allows us to clarify Theorem 2.1 and to tackle with the proof.
Theorem A.1. If θ 0 θ Z < 1, then Problem (SA) is well-posed, in the sense that it has a unique weak solution depending continuously on the data. All other statements of Theorem 2.1 hold true. Furthermore, the auxiliary functions ( ⇀ w 0 , ↼ w Z ) both belong to L ∞ (R + ; R).
In order to prove Theorem A.1, we need three preliminary results. The first two are technical devices for existence, while the last one is the cornerstone for uniqueness.
Lemma A.1. Let T > 0 and let α, g be two functions in L ∞ (R + ; R). If α < 1, then the functional equation
admits a unique solution w ∈ L ∞ (R + ; R). This solution depends continuously on the data g, and we have
Proof Let us first assume existence and try to find out a formula for w. For t < T , it is plain that w(t) = g(t). For t > T let d = ⌊t/T ⌋, so that 0 ≤ t − dT < T , and w(t − dT ) = g(t − dT ). Then, combining the equalities w(t) = α(t) w(t − T ) + g(t) w(t − T ) = α(t − T ) w(t − 2T ) + g(t − T ) w(t − 2T ) = α(t − 2T ) w(t − 3T ) + g(t − 2T ) . . . Proof We first prove well-posedness for (2.9). This is done by applying Lemma A.1 twice.
The first time, with T = 2Z/a, w(t) = ⇀ w 0 (t), α(t) = θ 0 (t)θ Z (t − Z/a), g(t) = G 0 (t), (A.11)
we get existence, uniqueness and continuous dependence for ⇀ w 0 . In this case,
(A.12)
The second time, with T = 2Z/a, w(t) = ↼ w Z (t), α(t) = θ Z (t)θ 0 (t − Z/a), g(t) = G Z (t), (A. 13) we get existence, uniqueness and continuous dependence for ↼ w Z . In this case,
(A.14)
Let us write (2.8b) at time t − Z/a, and plug the expression for ↼ w Z (t − Z/a) into (2.8a). We then obtain (2.9a). A similar elimination enables us to deduce (2.9b) from (2.8). Thus, (2.8) ⇒ (2.9). Consider the function ⇀ ϕ defined by (A.23)-(A.24) for t < T and by ⇀ κ(t, z) = 0 for all t ≥ T . Since (t n , z n ) are C 1 -functions of (t, z), it is a straightforward matter to check that ⇀ ϕ is C 1 with respect to (t, z) if (θ 0 , θ Z ) are C 1 -functions of t. On the other hand, it can be checked to be compact-supported. Therefore, ⇀ ϕ ∈ C 1 0 (R for all κ ∈ C 1 0 (R + Z ). We resort to a nonlinear version of Holmgren's technique [32] and consider the adjoint problem (A.17)-(A.18) for a given pair ( ⇀ κ, ↼ κ) ∈ C 1 0 (R Existence and continuous dependence. The aim of the game is to plug the candidate functions ( ⇀ w, ↼ w), defined by (2.7)-(2.8), into the right-hand side of the weak formulation (A.4) and to check that it vanishes. The calculations are somewhat cumbersome, because of the many changes of variables to be carried out for the double integrals. We just sketch out the intermediate steps, leaving the details to the reader. First, using (2.7) and cutting the integration domain into subdomains, we have Invoking (2.8), taking advantage of (A.3), making appropriate changes of variables and invoking (2.8) once again leads us to the conclusion that the right-hand side of (A.4) is equal to 0. It remains to check that ( ⇀ w, ↼ w) are L ∞ -functions. From (2.7) and from the L ∞ -assumptions made on ( ⇀ w ♭ , ↼ w ♭ ), it is obvious that we simply need to check that the auxiliary functions ( ⇀ w 0 , ↼ w Z ) are L ∞ -functions. From (2.9)-(2.10) and by Lemma A.1, it can be seen that this can be ensured as soon as θ 0 θ Z < 1. Finally, from the estimates (A.12)-(A.13), it is not difficult to infer that max{ ⇀ w 0 , ↼ w Z } ≤ (1 + θ 0 )(1 + θ Z ) 1 − θ 0 θ Z max{ ⇀ w ♭ , ↼ w ♭ , σ 0 , σ Z }. (A.29)
Recalling (2.7) again and arguing that the constant in (A.29) is greater than 1, we arrive at (2.6). 2
