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Abstract-As human and computer come to have overlapping
decisionmaking abilities, a dynamic or adaptive allocation ofrespon-
sibilities may be the best mode of human-computer interaction. It is
suggested that the computer serve as a backup decisionmaker,
accepting responsibility when human workload becomes excessive
and relinquishing responsibility when workload becomes acceptable.
A queueing theory formulation of multitask decisionmaking is used
and a threshold policy for turning the computer on/off is proposed.
This policy minimizes event-waiting cost subject to human workload
constraints. An experiment was conducted with a balanced design of
several subject runs within a computer-aided multitask flight man-
agement situation with different task demand levels. It was found that
computer aiding enhanced subsystem performance as well as subjec-
tive ratings The queueing model appears to be an adequate represen-
tation of the multitask decisionmaking situation, and to be capable of
predicting system performance in terms of average waiting time and
server occupancy. Server occupancy was further found to correlate
highly with the subjective effort ratings.
INTRODUCTION
C OMPUTERS ARE increasingly being used in a num-
ber of decisionmaking situations, especially when
several tasks have to be performed at the same time by a
human decisionmaker (DM). Commercial aircraft can now,
in many situations, be flown from takeoff to landing using
the autopilot and navigation systems. Industrial processes
can be monitored and controlled by computers. However,
because the performance and functional demands on the
system are so great, it appears that the need for the human in
the system, supervising and managing the operation, has not
diminished. Further, he may be subject to increased mental
load and stress, due to system complexity, risks involved,
and the need for more accuracy and faster response.
On this frontier the human-has to interact with computers
which are capable of processing and routing information,
exerting control actions, and making choices in view of
priority conflicts. An important issue that arises concerns
exactly what roles the human and computer decisionmakers
Manuscript received September 11, 1978; revised March 28, 1979 and
July 30, 1979. This work was supported by the National Aeronautics and
Space Administration under NASA-Ames Grant NSG-2119.
Y. Y. Chu is with Perceptronics, Inc., Woodland Hills, CA 91367.
W. B. Rouse is with the Department of Mechanical and Industrial
Engineering, Coordinated Science Laboratory, University of Illinois,
Urbana, IL 61801.
should play as systems become increasingly automated. One
very basic question is: How should decisionmaking respon-
sibilities be allocated between humans and increasingly
intelligent computers?
As a straightforward approach one might allocate a fixed
portion of the set of the tasks to the computer with the
remainder of the set being allocated to the human. Licklider
[1] has proposed that the human set goals, formulate
hypotheses, determine criteria, and evaluate results. On the
other hand the computer should perform routine work such
as transforming data, simulating models, and implementing
results for the human decisionmaker.
However, the division of tasks is not as clear-cut for
decisionmaking tasks where computerized decision aiding
systems are included. Rouse has suggested that adynamic or
adaptive allocation of responsibilities may be the best mode
of human-computer interaction [2]. With adaptive alloca-
tion, responsibility at any particular instant will go to the
decisionmaker most able at that moment to perform the
task. Such a scheme is adaptive in the sense that
the allocation of responsibility depends on the state of
the system as well as the states of the decisionmakers. Thus,
changes in system or decisionmaker states result in changes
in the allocation policy so as to optimize performance.
The adaptive policy that will be proposed here allocates
decisionmaking responsibility so as to optimize system
performance subject to maintaining human workload at
appropriate levels. Further, to avoid increased human work-
load due to having to make allocation decisions, it is
proposed that the allocation decision be automated and
delegated to a computerized coordinator. As will later be
discussed in some detail, the coordinator recommends par-
ticular allocations of task responsibilities which the human
can choose to preempt if he so desires.
It appears both natural and appealing to employ a
two-level hierarchical structure with the top level coordi-
nation between human and computer being our main
concern. Considering a task domain where the computer is
employed as backup decisionmaker, the problem is further
simplified by assuming that the coordinator has all the
information needed and that both DM have a common
centralized system goal. Then the simplified coordination
problem becomes one of self-organizing on the part of
computer DM: When should the computer request and
relinquish responsibility?
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PROPOSED ALGORITHM
Rouse has described human-computer interaction in
multitask decisionmaking situations as a queueing system
with two servers (human and computer) and K classes of
customers [2]. With this description, the problem ofallocat-
ing decisionmaking responsibility is simplified to one of
determining who serves a particular customer or, equiva-
lently, which server the arriving customer should be directed
to.
Using a queueing system framework, Markov decision
processes have been employed by many researchers to
represent queueing control problems. A thorough review of
the literature with emphasis on the dynamic control of
queues using service variables, arrival variables, and priority
disciplines is given by Chu [3]. We will only review two
particularly important results here.
Heyman [4] considers the problem of controlling a
queueing system with Poisson arrivals, general service time
distribution, and a single server (M/G/1) by turning the
service mechanism on when a customer arrives or offwhen a
customer leaves.1 He shows that the optimal stationary
policy which minimizes linear average or discounted cost
over an infinite horizon has a simple critical number charac-
terization: (S, s). This (S, s) policy is to provide no service if
the system size N (i.e., number ofcustomers in the queue) is s
or less, and to turn the server on when the size N is greater
than S. The cost incurred includes waiting cost, running cost,
and switching cost.
Bell [5] extends this result to an M/G/1 nonpreemptive
priority queue and proves the existence of an optimal
average cost policy for two priority classes. This optimal
policy is: either never turn the server offor turn the server off
only when the system is empty and, turn the server on the
first time that an1 + bn2 > c, where n1 and n2 are the
number of class 1 customers and class 2 customers in
the system. For the general K priority classes, the optimal
control actions are simply characterized by the
(K - 1)-dimensional hyperplane of the form:
alnl+a2n2 + +aKnK=c.
In view of the above theoretical results, we will advocate
the use of the stationary expected cost optimal policy for
computer on/offofthe following form: turn the computer on
at arrival epochs when N = c1n1 + c2n2 + + CKfnK > S
and turn it off when N<. s, where S, s, C1, C2, "'' CK are
nonnegative constants and nk = 0 indicates that there is no
event in process k, while nk = 1 indicates that there is an
event. The Ck are chosen according to the relative priorities
of events. Bell's results [8] imply that the Ck here happen to be
the same as the assigned constant cost rates Ck for single
server, two priority process situations. The choice of this
weighted threshold policy (which depends on the number of
customers present) is based on the ease with which it can be
measured, its responsiveness to variations ofarrival rate and
I (MIG1i) denotes a queueing system with Poisson arrivals, general
service time distribution, and a single server.
service rate and the fact that considerable literature suggests
this measure.
The optimal threshold policy (i.e., S and s) should vary as
the system variables vary. The sources of variation include:
1) traffic demand (arrival rates), 2) server performance and
task complexity (task involvement, service rates, and prob-
abilities of error), 3) system and performance uncertainties
(unidentified parameters). An approach to implementing
the adaptive optimal policy is to set up a table of stationary
control policies off-line and to implement a table look-up
along with on-line identification and estimation of system
variables.
While we were able to derive an analytical procedure for
determining the optimal thresholds [6], it was very cumber-
some and required reformulation for each set of thresholds.
Thus, a simulation approach was adopted to determine the
optimal stationary policy. A Fortran simulation program
based on one discussed by Rouse [2] was developed for
computer-aided situations. Using an activity scanning
approach to simulate an (M/G/2): (GD/K/K) queue,2 the
program maintained separate process mechanisms for each
individual task, including false alarms for each decision-
maker. Assumptions incorporated within the program
included fixed priorities among tasks and constant proba-
bilities for incorrect actions and missed events for each
decisionmaker. Preemption of low priority tasks by high
priority tasks and override of the computer by the human
were also incorporated in the program.
There were three classes of input variables in the simula-
tion. The first class included process arrival rates, service
rates, and waiting cost rates for subsystem processes. The
second class of variables were those specific to the decision-
makers: the probabilities of incorrect actions and missed
events, the false alarm arrival rates and service rates, scan
times, task switching times, computer on/off switching
times, etc. The third class of variables included the control
limits, S and s. The simulation output supplied statistics for
the operational characteristics of interest such as waiting
time, server occupancy, etc.
Program validity was tested by comparing the resulting
average waiting time (for the cases of equal costs of delay,
single and double server without error, and 10 000 arrivals)
with that obtained from an analytical solution for an
(M/M/c): (GD/K/K) queue [7]. For all the cases tested the
hypothesis that the two sets of solutions had the same mean
waiting time was not rejected at the five percent significance
level.
A FLIGHT MANAGEMENT TASK
As aircraft become more complicatqd and improved
performance is required of the pilot, the development of
automated airborne systems to share the tasks ofpiloting an
airplane becomes increasingly attractive. Among the recent
2 (M/G/2): (GD/K/K) denotes a queueing system with Poisson arrivals,
general service time distribution, two servers, general service discipline, K
waiting places, and customer population of size K [7].
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developments are McDonnell-Douglas' digital flight gui-
dance system and category 3A autolanding system [8],
French Air's A-300 all weather autolanding system [9], the
automated navigation system of British Airways [10], and
airborne traffic situation display system [11].
Equipped with autopilot and subsystem computers per-
forming automatic navigation, guidance, energy calcula-
tions, flight planning, information display, etc., the next
generation of aircraft are quite likely to be capable of
carrying out all phases of flight automatically. However, the
human pilot will remain a part of the system to cope with
unpredicted or failure situations for which automation will
be economically or politically unfeasible.
The pilot as the airborne system manager has responsi-
bility for monitoring the aircraft subsystems such as naviga-
tion, guidance, etc., as well as the autopilot and to detect
possible hardware failures and potential hazards. In re-
sponse to events the pilot must communicate information,
change aircraft configuration, and reduce guidance errors.
He is also required to respond to unexpected events such as a
change in flight plan, to establish the backup mode, and to
declare emergencies, etc. [12].
It is reasonable to expect that evolving "intelligent"
computers may be employed as the supervisor of the
subsystem computers, taking charge of the tasks within its
decision capability. Thus, the pilot and the computer will
come to have comparable abilities and overlapping respon-
sibilities in performing these tasks.
To study adaptive allocation of decisionmaking respon-
sibility in such an environment, the following experimental
situation was developed. A PDP-1 1 driven CRT graphic
system was employed to represent a cockpit-like display to
an experimental subject. The display shown in Fig. 1
included standard aircraft instruments such as artificial
horizon, altimeter, heading and airspeed indicators. Also
displayed was a flight map which indicated the airplane's
position relative to the course to be followed. A small circle
moved along the mapped course indicating the position the
aircraft should have for it to be on schedule.
In the manual control mode the pilot controlled the pitch
and roll of linearized Boeing 707 aircraft dynamics with ajoystick. Another control stick regulated the airspeed. The
pilot's control task was to fly the airplane along the mapped
route while maintaining a fixed altitude and stable pitch and
roll attitude.
Below the map were dials that represented the numerous
aircraft subsystems which the pilot monitored for possible
action-evoking events. Upon detecting an event (repre-
sented by the normally motionless pointer drifting to a
downward position as shown for the engine subsystem in
Fig. 1) to which he wished to respond, the subject selected
that subsystem via a 4 x 3 keyboard. The display shown in
Fig. 2 then appeared. This represented the first level of a
check list-like tree associated with the subsystem ofinterest.
He then searched for a branch labeled with a zero and
selected the branch with his keyboard. The next level of the
tree was then displayed, etc. After completing the last level of
the tree, the action was completed and the display shown in
Fig. 1. The flight management situation.
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Fig. 2. Display when pilot had reacted to an event in engine subsystem.
Fig. 1 returned, with the subsystem information or diag-
nostic check complete.
The subsystem events were scheduled to arrive according
to a Poisson distribution. Events of different subsystems
arrived independently with fixed priority. The subjects were
instructed to place a higher priority on the control tasks
than on subsystem tasks; and within subsystem tasks,
priority decreased from left to right. For example, the
navigation subsystem was the most important while the
cabin temperature subsystem was the least.
The experimental representation also included adaptive
aiding. This included both the aiding program (i.e., the
computer decisionmaker) and the coordinator program (i.e.,
the on/off algorithm). The capability of the computer to
perform the subsystem tasks, the communication linkagebetween the pilot and the computer, and the activities ofthe
coordinator deserve further discussion.
The computer is assumed to be able to perform monitor-ing and diagnostic check procedures using information from
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HEADING ALTITUDE
L8 j) COMPUTER
Al RSPEED
NAV ELEC ENG FUEL HYOR CTMP
1C2 4 5 6
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channels linked with subsystem computers and from the
data links. It makes no errors such as false alarms, missed
events, or incorrect actions. The detection and service times
are assumed constant. As for the service discipline among
the subsystems, the computer employs the same priority rule
as that used by the pilot. To be consistent in its backup role,
the computer adapts itself to the pilot and avoids interfer-
ence with him. To this end the pilot is allowed to override
any recommendation that the computer offers.
Without knowing what each other is doing, the pilot and
the computer may compete for the same task or resource.
The prospect of conflict between the two is highly undesir-
able, since, it causes confusion while also resulting in higher
workload and possibly degraded performance. Thus, the
design of effective communication links that do not create
confusion or increase the pilot's workload is important.
To inform the pilot of the computer's action, a succinctly
displayed computer status indicator on or near the sub-
system displays would seem to be satisfactory. Relevant
information, such as further details that might be needed by
the pilot, may be structured into the hierarchical check-list
procedure. In the experimental situation shown in Fig. 3, the
"NAV" symbol over the navigation dial flashed if the
computer decided that an event had occurred (and
the threshold exceeded) and was waiting to be serviced in
the navigation system. The purpose of this indicator was to
inform the pilot that he could take charge of the navigation
system and the computer would avoid interfering with him.
Otherwise, the symbol would continue to flash for a total
period of four seconds until the computer started interacting
with the navigation system, resulting in a dim indicator
showing in the navigation dial. If the pilot was in the middle
of performing some other subsystem check procedure, say
within the engine system, he would not see the flashing
"NAV" symbol over the navigation dial. The status of the
computer was then shown on the lower right hand corner of
the CRT by an "AIDING NAV" symbol (flashing during the
interval of possible pilot preemption), if the computer was
awaiting preemption or interacting with the navigation
subsystem. This computer status area was blank if the
computer was not actively involved in the subsystems.
Pilot-to-computer communication, ifviewed in general, is
very complicated [2]. However, in this study, the communi-
cation channel from the pilot to subsystems was narrowly
defined. For our experimental situation, these channels
included the keyboard input and stick response sampling
(through an A/D converter). These channels provided the
monitoring computer a way of determining if the pilot was
interacting with any portion of the system. If a number had
been received through the keyboard, and the checklist was
being processed then the pilot had to be performing a
subsystem task. Deviation of the control stick from normal
position revealed that the pilot was performing the control
task.
While the computer DM had to constantly check the
pilot's actions to avoid conflicts, the coordinator had to
synchronously check the subsystem states to determine if
there was any system change. The decision epoch was when
an event arrival or departure occurred. Then the coordi-
Fig. 3. Display when the computer is servicing navigation system.
nator calculated both the weighted sum of events and the
threshold. The criterion discussed earlier was used to deter-
mine if the computer was to be turned on at an arrival epoch
or to be turned off at a completion epoch.
A QUEUEING THEORY FORMULATION
Using a slight variation of the above task, an experiment
was performed by Walden to study unaided pilot decision-
making strategies and the resulting performance [13]. The
two independent variables in the experiment were the
interarrival time of subsystem events and the difficulty of
the flight path. The data collected were used to estimate
the parameters of a queueing model of pilot decisionmaking
in the unaided monitoring and control situation. The model
gave a reasonable prediction of pilot performance in per-
forming subsystem tasks, suggesting that it was an adequate
description of pilot decisionmaking in the given situation
and that a similar model would be useful in the adaptive
aiding system.
Thus, a queueing formulation of multitask decisionmak-
ing with two servers (the pilot and the computer) and K + I
classes ofcustomers (K subsystem events plus control events
represented by displayed 4D guidance errors in the manual
control mode) was developed. This queueing representation
of the flight management task not only provides the features
of a time-line analysis of continuous control and perfor-
mance ofdiscrete-time events, but also provides a basis for 1)
mathematical analysis of control of event arrivals and
servicings, 2) flexible representation of time-varying priori-
ties, and 3) ready extension to multiple operator systems.
A new experiment was performed to validate this ex-
tended model, to compare various task allocation schemes,
and to obtain basic data on human abilities to share tasks
with a computer. It should be emphasized at this point that
the experimental tasks were not meant to duplicate real
world tasks but rather to provide baseline comparisons and
to identify the primary variables which might influence the
success of future automated airborne decisionmaking
systems.
To obtain the stationary policy (i.e., to determine the
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values of S and s) suitable for the experimental situation, a
computer simulation was performed. Poisson arrivals and
Erlang service time distributions for subsystems were
assumed. The K subsystem tasks were preempted by the
control task whenever it occurred. The system was repre-
sented as a preemptive resume priority queueing system:
(M/Ek/2): (PRP/K + 1/K + 1) with implemented thresh-
old control.
To determine appropriate threshold values, the following
simple case was considered. Model parameters were deter-
mined in the following manner. 1) Subsystem arrival rates
and service rates were all uniform among the subsystems.
For waiting costs, c1 =C2 = = CK =C1 was used. 2) Two
levels of arrival rates were assumed, i.e., low arrival (at
0.0167 events per s per subsystem) and high arrival (at 0.0333
events per s per subsystem). 3) Pilot performance in terms of
service rates, service errors and control services were ob-
tained using the data from Walden's experiment. 4) The
computer aiding automatically went off when no event
needed service (i.e., s = 0), and when in service, the computer
employed approximately the same service time (7 s) as the
pilot.3
The results based on the computer simulation of 10000
events for K = 6 and a desired server occupancy for the pilot
of p < 0.7 showed that, without the control task, S < 7 for
low arrival and 3 for high arrival; with control task, S < 3
for low and 1 for high arrival. This choice of0.7 as the server
occupancy threshold is based on the observation of simple
queueing systems where a higher value of occupancy will
result in a steep rise in queue length and wide fluctuations in
traffic flow.
The values obtained above are the threshold values which
the computer should employ to adapt to both subsystem
arrival rate and control task involvement to minimize
expected subsystem waiting time subject to the desired
occupancy level. For systems with different values ofK, A, u,
or p etc., the appropriate threshold values are likely to be
different from those listed above. These values could be
determined using the computer simulation with the par-
ameters modified appropriately.
Predictions of system performance using these values ofS
were also obtained through the computer simulation. The
results will be discussed in a later section.
AN EXPERIMENT
An experiment based on the representation described
above was conducted. First, four subjects, all very knowl-
edgeable of the system, were used in a preliminary experi-
ment. Then another eight thoroughly trained subjects, all of
them male students in engineering, participated in a bal-
anced sequence of sixteen experimental runs (see Table I)
with different workload levels. This was achieved by com-
3 By using the same service rate for both pilot and computer, we
avoided confounding the availability of computer aiding with possible
speed mismatches. Further, the state of the art is such that one can rea-
sonably speculate that any computer program that would be reliable and
sufficiently intelligent to perform the tasks discussed in this paper would
also be relatively slow. Discussion of the effects of speed mismatches can
be found in [2].
bining three levels of control task involvement (perfect
autopilot, manual control, autopilot with possible malfunc-
tions), three levels of subsystem event arrival rates (no
arrival, low arrival, high arrival), and three levels of availa-
bility of computer aiding (no aiding, aiding with fixed
switching policy, and aiding with adaptive policy) while
excluding the degenerate cases such as no arrival and perfect
autopilot, no arrival and adaptive aiding, etc. The ordering
of these treatments shown in Table I was chosen so as to
represent a transition from easy to difficult control situa-
tions and, in that way, facilitate training and expedite the
experiment. For each experimental run, the subject was first
informed of the specific task conditions (e.g., arrival rate and
automation level). Then a 14-min trial was given, and a
questionnaire was filled out by the subject.
For the experimental runs with perfect autopilot, only the
subsystem task was considered. An "autopilot" kept the
aircraft on course and on schedule. These runs provided
measures of baseline performance for the subsystem task. In
the manual control runs, the subject had to perform both
subsystem and control tasks. As noted earlier, he was told
that the control task was more important than the subsys-
tem task (control arrivals "preempt" subsystem arrivals).
For the runs where autopilot malfunctions were possible,
the autopilot was available during most of the experiment
such that the subject was not required to fly the airplane
except to occasionally check autopilot performance. As
soon as he detected an autopilot malfunction, which was
characterized by the airplane deviating from the mapped
course at a turn rate of one degree per second, he was
required to take over the flight control task and fly the
airplane back to the mapped course. In this case, the air-
plane would lock on the desired course as soon as it flew
within a slowly expanding circle around the on-schedule
circle, and the autopilot mode was restored. Autopilot mal-
functions were generated using a Poisson distribution with
mean interarrival time of 167 s.
After the pilot detected the autopilot malfunction, he had
to devote a major portion of his attention to the control task,
leaving subsystem tasks less attended and thus, risk and
uncertainties grew as subsystem event detection and service
were further delayed. This is a typical situation where an
intelligent airborne computer may be of value. Also, in this
period, the pilot's workload may suddenly increase. To
adapt to this type ofchange, a lower threshold value can be
used to reduce subsystem service delay and pilot workload.
Based on this idea two experimental runs with adaptive
computer aiding were included in the set of runs with
autopilot malfunctions possible. Instead of using S = 3 all
the time as in the fixed threshold policy, the adaptive policy
used S = 1 whenever the pilot was in manual mode.4 In total
there were seven experimental runs with autopilot malfunc-
tion: one run with no subsystem arrivals (serving as a
measure of baseline performance for malfunctions), two
4 It should be noted that by adaptive policy we mean adjustments of the
on/off threshold in response to changes in what the pilot is doing. The
on/off strategy with fixed threshold is really not adaptive in the usual sense
of the word.
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TABLE I
DESIGN OF EXPERIMENT
Subject 1 Subject 2 Subject 3 Subject 4
5 6 7 8
(training) (training) (training) (training)
low arrival low arrival high arrival high arrival
with aiding without aiding with aiding without aiding
Autopilot low arrival low arrival high arrival high arrival
without without aiding with aiding without aiding with aiding
Malfunction
high arrival high arrival low arrival low arrival
with aiding without aiding with aiding without aiding
high arrival high arrival low arrival low arrival
without aiding with aiding without aiding with aiding
(training) (training) (training) (training)
no arrival no arrival no arrival no arrival
low arrival low arrival high arrival high arrival
with aiding without aiding with aiding without aiding
Manual
Control low arrival low arrival high arrival high arrival
without aiding with aiding without aiding with aiding
high arrival high arrival low arrival low arrival
with aiding without aiding with aiding without aiding
high arrival high arrival low arrival low arrival
without aiding with aiding without aiding with aiding
(training) (training) (training) (training)
no arrival no arrival no arrival no arrival
low arrival low arrival high arrival high arrival
with aiding without aiding with aiding without aiding
low arrival low arrival high arrival high arrival
Autopilot without aiding with aiding without aiding with aiding
with high arrival high arrival low arrival low arrivalMalfunction
with aiding without aiding with aiding without aiding
high arrival high arrival low arrival low arrival
wihtout aiding with aiding without aiding with aiding
low arrival low arrival high arrival high arrival
adaptive aid adaptive aid adaptive aid adaptive aid
high arrival high arrival low arrival low arrival
adaptive aid adaptive aid adaptive aid adaptive aid
runs with no aiding, two with fixed-threshold aiding, and
two with adaptive aiding. This arrangement allowed for the
evaluation of the effectiveness of computer aiding and
further, evaluation of the benefit of the adaptive policy
beyond that of fixed aiding.
Data, sampled synchronously (twice per second) included
subsystem status and states, autopilot status, aircraft dy-
namic variables, stick and keyboard responses, computer
status, and the threshold values. From this data, three or
more, depending on the task situation, of the following
performance measures were evaluated in every experimental
run:
1) average delay in response and service for subsystem
events,
2) subsystem service errors (e.g., false alarms, incorrect
actions, etc.),
3) 4D guidance RMS and average flight course errors
(lateral, along track, and altitude errors),
4) flight control inputs including aileron, elevator,
throttle, etc.,
5) detection and service times for autopilot malfunctions,
6) server occupancy in terms of the fraction of time the
subject was performing either subsystem or control
tasks,
7) subjective ratings of level of effort required for the
tasks and the desirability of computer aiding.
Measures 1)-6) were obtained by analyzing the sampled
data. The subsystem event response time was measured from
the time of event occurrence to the time at which an action
was initiated. The service time was measured from the time
of last action initiation to the time of action completion for
the event. The waiting time was measured from the time of
event occurrence to the time of action completion for the
event. Waiting time is equal to the sum ofresponse time and
service time only when the event is serviced by one server
and no incorrect action occurs.
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Fig. 4. Average subsystem waiting time.
RESULTS
An analysis of variance (fixed effects, within subjects
design) was conducted for each performance measure.
Effects were accepted as significant if p < 0.05. Only the
most important results are presented here. Complete results
can be found in Chu's thesis [6].
For the mean subsystem waiting time, averaged across the
eight subjects (Fig. 4), all three experimental variables (i.e.,
the level of control involvement, the level ofsubsystem event
arrivals, and the level of availability of computer aiding)
produced statistically significant effects. The subsystem
waiting time increased as the subsystem arrival rate in-
creased, as the control involvement increased, and as the
aiding availability decreased. The interaction between con-
trol mode and aiding type was also found to be significant.
However, the effect was not substantial compared to
the main effects (Fig. 4). A separate test showed that
the adaptive policy further reduced the subsystem waiting
time beyond the fixed-threshold aiding, even though
the adaptive policy was only utilized during a small portion
of the total task time (i.e., only when there were
malfunctions).
The empirical server occupancies averaged across sub-
jects in the various task situations were calculated (using the
control parameters estimated earlier whenever the control
task was involved), and are presented in Fig. 5. All three
experimental variables were significant in affecting this
measure. While the adaptive policy seems to reduce the
server occupancy further, the effect was not significant. It is
important to note here that the computer could only
maintain occupancy at 0.7 if the total load exceeded 0.7. If
the total load was less than 0.7, then the computer could not
create tasks in order to increase occupancy.
Subjects' ratings ofthe perceived level ofeffort in perform-
ing the tasks as well as the effectiveness and the desirability
of computer aiding, and the ease of interaction with the
> 0.8
c
u 0.6
00.a)
.0.
ffi 0.2
ILow High No Low High No Low High
Autopilot Monual Malfunction
Subsystem Event Arrivol Rate and Control Mode
Fig. 5. Empirical server occupancy.
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I
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Fig. 6. Subjective ratings of effort.
aiding were analyzed. Individual ratings for different task
situations were first converted to a normalized scale (Guil-
ford [14]), and then averaged across subjects. The perceived
level of effort (Fig. 6) increased as control involvement
increased, as subsystem arrivals increased, and as computer
availability decreased. The effect of adaptive computer
aiding was not found to be significant. This is probably
because the adaptive aiding used did not lead to a
significantly lower overall server occupancy, and also be-
cause the adaptive policy was employed rather infrequently.
Further, when it was being used, the subjects usually were
too involved with restoring the autopilot to notice the fact
that the computer was helping more often than usual.
Space does not allow us to review the results for subjective
ratings of the other characteristics ofthe system. However, it
is worth noting that all subjects were quite in favor ofboth
the aiding scheme used in the experimental situation and the
general computer aiding idea.
In multitask situations such as considered here, the
performance in terms of server occupancy provides not only
a direct measure of fraction of time the pilot is busy but also
an indirect estimate of the intensity of attention that the
tasks demand of the pilot (e.g., via average queue length).
Thus, the measure of server occupancy might be an appro-
priate index of pilot workload in multitask flight manage-
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Fig. 7. Correlation of empirical server occupancy and subjective effort
ratings.
ment situations.5 This conjecture is supported by Fig. 7
where the empirical occupancy data is plotted versus the
averages of the subjective effort ratings. The correlation
coefficient r was computed and found to be 0.95. The
hypothesis that the two measures are uncorrelated was also
tested using a student-t test. It was rejected at 0.0025 level.
PREDICTIONS OF THE QUEUEING MODEL
Now, we will consider the adequacy of the queueing
model of our computer-aided flight management task. First,
we have to discuss how various performance characteristics
were included in the model. Human false alarms, human
control actions, and autopilot malfunctions were considered
to be separate processes with given arrival and service
statistics and with appropriate interactions with each other.
Features of computer aiding such as the preemption period
were easily implemented. The following additional par-
ameters were incorporated within the program:
1) subsystem scanning time, (0.25 s per subsystem for
human, 0.0 for computer),
2) monitor/control attention shift (0.2 s).
In the simulation program, all process arrivals (including
subsystem arrivals, false alarm arrivals, autopilot malfunc-
tion arrivals, and control action arrivals) were generated
using a Poisson distribution, and all service times (including
service of subsystem events, incorrect actions, false alarms,
autopilt malfunctions, and control actions) were assumed to
follow an Erlang-k distribution. In the cases of subsystem
and false alarm services, the service time distributions were
approximately constant (i.e., large k). The set of variables
used in the program represent values measured from the
experiment and averaged across all appropriate situations.
These variables served as input to the program and
included:
1) the subsystem service time distribution (with mean of
5.668 s and k = 62),
In fact, server occupancy is equivalent to the workload measure
employed in many time-line analyses.
2) the control service time distribution (with mean of2.13
s for manual mode, and 2.99 s for malfunction mode,
k = 2 for both),
3) the false alarm arrival rates (with mean of 0.00344
arrivals per s for low arrival rate, and 0.00915 arrivals
per s for high arrival rate),
4) the probabilities of incorrect actions (of 0.0656 for low
arrival rate, and of 0.0865 for high arrival rate),
5) the autopilot malfunction detection and service time
distribution (with mean of 7.28 s and 30.15 s, respec-
tively, and k = 2 for both),
6) the incorrect action service time distribution (with
mean of 3.50 s and k = 5),
7) false alarm service time distribution (constant of
1.56 s).
All parameters in the model were either predetermined or
empirically measured and no adjustments were made.6 A
comparison of the model average subsystem waiting time
and model server occupancy (based on 10000 simulated
events) with those measured from the experiment is shown
in Figs. 8 and 9. Notice that performance is very sensitive to
arrival rate and level of automation. A t-test was conducted
for both measures for all experimental cases. The hypothesis
that the model results and the empirical data have the same
set of mean values was not rejected at the five percent
significance level.
The variance of the waiting time is relatively high in some
cases, resulting from a saturation of arrivals which caused
very high workload situations. Other than that, the model's
predictions are very good, especially for average waiting
time in autopilot mode and for server occupancy in auto-
pilot malfunction mode. In addition, high correlations
ranging from 0.75 to 0.96 were found between this model
occupancy and the effort ratings of individual subjects.
Thus, since one of the best ways to measure workload is still
to ask the human to rate his own workload, the model may
be useful for predicting levels of workload in multitask
situations.
CONCLUSIONS
The purpose of this research was to develop a unified
formulation of computer-aided multitask decisionmaking
and to devise a general strategy for allocation of decision-
making responsibility between human and computer. An
experimental study was conducted in the context of a flight
management situation. A model based on a queueing theory
framework appears adequate to represent the situation and
flexible enough for future implementation. The allocation
policy produced significant improvements in system perfor-
mance and was also well-accepted by the subjects in the
experiment.
6 It is interesting to note that a further comparison of model and sub-
jects was performed with parameters estimated using Walden's data from
a similar experiment. In all cases where a comparison was possible (i.e.,
Walden did not consider computer aiding), the results were only slightly
less favorable than those reported here. Thus, the ability of the model to
predict performance is not limited to situations where the model par-
ameters for particular subjects can be empirically measured.
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To summarize the experimental results, the experimental
variables were statistically significant in terms of affecting
the subsystem waiting time, the server occupancy, and
subjective effort ratings. It was observed that systems that
are designed to relax control requirements, such as the
autopilot, seem to improve both control and subsystem
performance, while systems, such as computer aiding, that
are designed to relax subsystem requirements seem to
improve only subsystem performance. The possible reason
for this is that the control tasks preempt subsystem tasks,
and thus control task inefficiency is likely to affect the
performance of subsystem tasks; but if the assumed pre-
emption rule holds the reverse is not true.
Server occupancy and subjective effort ratings were highly
correlated. Aiding enhanced system performance in terms of
average subsystem waiting time, server occupancy, and
subjective effort ratings. Adaptive aiding was shown to
further reduce subsystem waiting time. Interestingly, adap-
tive aiding did not significantly affect subjective effort
ratings. Further, it did not significantly improve service
occupancy. However, it did improve system performance.
Finally, the queueing model and the experiment results
compared reasonably well, especially when one considers
that no parameter adjustments were made.
Considering how these results might be implemented in a
real aircraft, several practical issues are discussed in Chu's
thesis [6]. These issues include the problem of dealing with
interdependent subsystems and estimation of parameters.
Also noted are plans for implementing the adaptive aiding
scheme in a training simulator.
One specific practical issue is particularly worthy ofsome
further discussion. Namely, how high do event arrival rates
have to be to make our approach useful? It would seem that
we have employed rather high rates, averaging 30 or 60 s
between subsystem events and 167 s between autopilot
malfunctions. This is true ifone only considers the particular
events we represented on our display. However, there are
usually many more things going on in an aircraft than we
have represented, especially during takeoffand landing (e.g.,
checklists). Thus, the arrival rates we employed are more
reasonable if one considers the full spectrum of activities in
an aircraft. This wide variety of types of events could
probably be incorporated into our allocation algorithm by
using some form of hierarchical organization. This is cer-
tainly a topic deserving further study.
The adaptive policy espoused in this paper was only
partially realized and verified in the experiment reported
here. Due to limited task variations, the allocation policy
was only used to adapt to autopilot malfunctions. The
adaptive features of the policy would perhaps be even more
useful in situations where on-line estimation of parameters
was employed and adaptation involved responding to
changes in arrival rates, service rates, etc. However, exper-
imental realization of this policy in a fully dynamic sense
would prove expensive at this stage. Therefore, we have been
satisfied with a scheme of setting up a stationary policy and
performing limited on-line estimation and table look-up.
There are other schemes which would perhaps be superior to
this "6open-loop feedback" type scheme in which the feed-
back policy is derived at each time interval by minimizing
the multiple interval cost function under the assumption
that no future measurements will be available [15]. They are,
however, much more complicated and it is somewhat doubt-
ful that they could be used online with the limited computa-
tional power required by the approach proposed in this
paper.
The approach espoused in this research is applicable to
many multitask situations where system criteria and goals
are rather clear, computer decision aids are desirable, the
tasks to be performed are well-structured, and the time delay
of discrete events rather than the deviation of continuous
states is of major concern. Situations falling into this
category include flight management, air traffic control, and
various industrial process monitoring, and control tasks.
The procedures and example presented in this paper will
hopefully serve as a guide for the design of multitask
decisionmaking systems in these other situations.
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Distortion Criteria of the Human Viewer
JOHN 0. LIMB, FELLOW, IEEE
Abstract-The ultimate judges of the quality of reproduced pictures
are human observers In many practical situations it is desirable to
have objective measures which closely mirror the performance ofthe
human viewer; today we lack accurate measures. To study this
problem, a set of five pictures was used in which distortions of
different types were introduced. The resulting series of pictures was
rated by viewers by means ofan impairment rating test. These ratings
were then compared with various objective measures ofthe error. The
objective measure is sought which is most closely monotonically
related in a smooth manner to the subjective measure. The average
spread of the subjective deviations about a polynomial regression of
the subjective measure onto the objective measure is used as the
criterion. This technique is used to study both linearly filtered error
measures and picture dependent nonlinear weightings of the error.
The procedure has enabled a crude quantative model of the human
viewer to be determined.
I. INTRODUCTION
O NE WOULD frequently like to assess the quality of a
reproduced picture. This commonly occurs in tele-
vision systems, where monitoring of picture quality is neces-
sary in order to maintain a given standard. Over a period of
time objective measures have been determined which, ifmet
by a television system, will assure that resulting pictures will
be of high quality. Such standards handle well the many
types ofdistortions that are introduced by analog processing
Manuscript received August 21, 1978; revised March 23, 1979 and July
27, 1979. A preliminary report of this work was presented at the National
Telecommunications Conference, Los Angeles, CA, 1977.
The author is with Bell Laboratories, Murray Hill, NJ 07974.
and transmission of television signals. Typically subjective
tests are conducted to find the acceptable limit for each type
of degradation that is commonly encountered in an analog
transmission system such as additive random noise, spectral
response of the system, and echo [1], [2]. Rules have been
proposed for describing the combined effect of a number of
impairments [3].
The types of distortion that may be introduced by digital
processing methods are much greater in variety and may be
related to the picture signal itself in a complex manner. This
situation typically occurs when attempting to reduce trans-
mission rate; the aim may be viewed as attempting to "'hide"
a maximum amount of distortion in the picture signal for a
given quality. Rather than attempt to characterize each of
the myriad types of degradation that can occur (see for
example the list suggested by Kretz for just differential pulse
code modulation (DPCM) encoding [4]), an attempt is
made to determine a model of the human viewer which
could then be used to predict the amount of subjective
impairment for any arbitrary degradation [5]. The model
will depend greatly on the task given to the viewer. In this
study we are interested in how well the processed picture
approximates the original as judged by the viewer. The
modeling of the viewer in task-oriented situations, such as
ease of identifying an object, is not considered in this study.'
I There are a large number of studies of the task-oriented performance
of the human-viewer and the interested reader is referred to [6] for a review
of much of this work.
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