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This thesis investigates the birational geometry of a class of higher dimen-
sional Fano varieties of index 1 with quadratic hypersurface singularities.
The main investigating question is, what structures of a rationally connected
fibre space can these varieties have? Two cases are considered: double cov-
ers over a hypersurface of degree two, known as double quadrics and double
covers over a hypersurface of degree three, known as double cubics. This
thesis extends the study of double quadrics and cubics, first studied in the
non-singular case by Iskovskikh and Pukhlikov, by showing that these vari-
eties have the property of birational superrigidity, under certain conditions
on the singularities of the branch divisor. This implies, amongst other things,
that these varieties admit no non-trivial structures of a rationally connected
fibre space and are thus non-rational. Additionally, the group of birational
automorphisms coincides with the group of regular automorphisms. This is
shown using the “Method of maximal singularities” of Iskovskikh and Manin,
expanded upon by Pukhlikov and others, in conjunction with the connected-
ness principal of Shokurov and Kolla´r. These results are then used to give a
lower bound on the codimension of the set of all double quadrics (and double
cubics) which are either not factorial or not birationally superrigid, in the
style of the joint work of Pukhlikov and Eckl on Fano hypersurfaces. Such a
result has applications to the study of varieties which admit a fibration into
double quadrics or cubics.
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Introduction
The field of birational geometry is one of the major current areas of research in
algebraic geometry. Its primary goal is to classify and distinguish all algebraic
varieties up to birational equivalence. This is done by studying properties of
algebraic varieties that are invariant under birational maps; such properties
are called birational invariants. In this thesis we study Fano varieties, which
in the context of birational classification are members of the wider class of
Fano-Mori fibre spaces, and show that a large family of them possess the
property of birational rigidity. Birationally rigid Fano varieties have the
property of not being birationally equivalent to any non-trivial Fano-Mori
fibre space and so form a very special class in the birational classification
of Fano varieties. In particular, they are birationally distinct from the class
of varieties known as rational varieties, which are birationally equivalent to
projective space.
The class of varieties that we will study in this thesis are Fano double hy-
persurfaces, which are varieties V with a morphism σ ∶ V 2∶1→ Qm ⊂ PM+1
where Qm is a smooth hypersurface of dimension M ≥ 3 and degree m. The
morphism σ is ramified with branch divisor W ⊂ Q, which is cut out on Qm
by a hypersurface W ∗ of degree M −m− 1. We consider the cases when m is
equal to 2 and 3, which are called double quadrics and double cubics respec-
tively. We extend the paper of Pukhlikov ([Puk00a]) to consider the case of
double quadrics and double cubics (smooth double quadrics were considered
earlier in [Puk89]) where the variety V has quadratic singularities coming
from singularities on the branch divisor W ⊂ Qm.
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8The original results of this thesis are the following:
Theorem 3.1.2. Let σ ∶ V → Q2 ⊂ P be a double quadric ramified over
W =W ∗∩Q2. Assume that M ≥ 6 and W has at most quadratic singularities
of rank at least 6. Then V is factorial and birationally superrigid.
Theorem 3.1.3. Let σ ∶ V → Q3 ⊂ P be a double cubic ramified over W =
W ∗ ∩Q3. Assume that M ≥ 8 and W has at most quadratic singularities of
rank at least 8 and V satisfies the condition (*) (which we will introduce in
Chapter 3). Then V is factorial and birationally superrigid.
Let Im = Fm × G denote the parameter space for double hypersurfaces of
L-degree 2m. Let Sm ⊂ Im be the set of pairs (Qm,W ∗) such that the corre-
sponding double hypersurface V is a factorial variety with at most terminal
singularities which is also birationally superrigid. The following holds:
Theorem 3.1.4. The complement Ik ∖ Sk has codimension at least (M−42 )+1
for M ≥ 6 when k = 2 and at least (M−62 ) + 1 for M ≥ 8 when k = 3.
This estimate of the codimension follows in the style of the paper [EP14]
which proved a similar result for Fano hypersurfaces.
To put this thesis into context we will now give a brief overview of the history
of the rationality problem as well as the Lu¨roth problem followed by a survey
of the literature on birational rigidity. After this, we will outline the structure
of the thesis.
The rationality problem. One of the foundational questions of birational
geometry is the following: given a projective algebraic variety V of dimen-
sion n over a field K, with function field K(V ), when is K(V ) isomorphic
to K(u1, . . . , un), the purely transcendental extension of K by n elements?
Equivalently, is there a birational map from V to projective n-space Pn? We
call varieties with this property rational, and the question of determining if
a given variety is rational or not is called the rationality problem.
To solve the rationality problem, mathematicians began looking for necessary
and sufficient criteria for a given algebraic variety to be rational in the form
of birational invariants.
9We start with the simplest case when X is a smooth, projective curve and
to this we associate the discrete birational invariant g = g(C) ≥ 0, called the
genus of C. It is known that C is rational (birationally equivalent to P1) if
and only if g(C) = 0. An example of rational curves are conics in P2, and
an example of non-rational curves are elliptic curves (smooth cubic plane
curves, which have g(C) = 1). Thus the problem is fully solved for curves.
Moving on to the case of dimension 2 (algebraic surfaces), the problem was
again fully solved (over C) by the Italian mathematician Guido Castelnuovo.
A smooth algebraic surface is rational if and only if the birational invariants
q(S) = h0(S,ΩS) and P2(S) = h0(S,K⊗2S ) are zero. An example of a rational
surface is a smooth cubic surface in P3, whereas a surface of degree at least
5 in P3 is non-rational.
With these cases solved, attention turned to the case of dimension 3. Here,
the approach used for curves and surfaces proved to be inadequate. This
shortcoming is related to the following problem.
The Lu¨roth problem. We say an algebraic variety V of dimension n is
unirational if there exists a rational dominant map Pn ⇢ V . Unirational-
ity is equivalent to having a rational parameterisation, which were originally
sought out to answer certain questions in number theory. For example, ratio-
nal parameterisations can be used to obtain a formula for all integer solutions
to the equation x2 + y2 = z2, known as Pythagorian triples. Rational param-
eterisations are also useful for solving certain kinds of differential equations.
Rational varieties are unirational by definition, and the Lu¨roth problem asks
the following: does unirationality imply rationality? This problem has a pos-
itive answer for curves over any field, and surfaces over fields of characteristic
zero. Thus in these cases being rational and having a rational parameterisa-
tion are equivalent. The simple reason for this is that unirational varieties
have no non-zero differential forms (as any non-zero differential form could
then be pulled back to Pn, which has no regular differential forms) and so
the above birational invariants are all zero, which implies rationality in the
case of curves and surfaces. It turns out however that the absence of differ-
ential forms is only a necessary condition for rationality and in general is not
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sufficient.
In the 1970’s, three separate approaches were used to produce examples of
non-rational, unirational threefolds over C : in Artin-Mumford [AM72] a dou-
ble cover of P3 branched over a quartic was considered. Here non-rationality
was proven by looking at the torsion group T2 ⊂ H3(V,Z), which is a bira-
tional invariant and trivial if V is rational. This method has applications in
the recent study of the stable Lu¨roth problem (see [Pir16] for a survey of the
problem so far).
Clemens and Griffiths [CG72] looked at smooth cubic hypersurfaces in P4.
Here, the argument was based around the indecomposibility of the intermedi-
ate Jacobian. So far this argument only works in dimension 3, however higher
dimensional equivalents of the intermediate Jacobian have been proposed, for
example the Griffiths component of the derived category [Kuz15].
In Iskovskikh and Manin’s paper ([IM71]) the quartic hypersurface V4 in
P4 was considered. The argument used in this paper was based on an ar-
gument going back to the work of Max Noether on birational maps of the
projective plane, which was later elaborated on by Gino Fano who use it
to study Bir(V4). In this paper, Iskovskikh and Manin showed that every
birational automorphism of V4 was in fact a regular automorphism and so
BirV4 = AutV4. In modern terminology, they in fact proved that V4 was
birationally rigid (in fact, that it satisfied the stronger property of birational
superrigidity). Since the latter group was known to be finite by [MM64] this
was enough to prove non-rationality. The origins of birational rigidity come
from this paper.
Literature review. After the seminal paper [IM71], the method of maximal
singularities was then used to prove birational rigidity for numerous other
non-singular Fano varieties. A general compete intersection of a quadric
and a cubic in P5 (one of the examples first studied by Fano) was shown
to be birationally rigid in [IP96]. General Fano hypersurfaces were stud-
ied in [Puk98a]. Generic complete intersections of index one were studied
in [Puk01] and [Puk14]. Other examples include: double spaces and dou-
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ble quadrics [Puk89], general double hypersurfaces [Puk00a], iterated double
covers [Puk03] and triple covers of Pn [Che04]. All of these cases can be
realised as Fano complete intersections in weighted projective space, the Q-
Fano 3-fold hypersurface case was considered in generality in [CPR00].
Moving on to the singular case, quartic 3-folds with double point singularities
were first studied in [Puk88] and in more generality in [Shr08] and [Mel04].
Quartics with more general terminal singularities were considered in [CM04].
Singular double spaces were studied in [Mul10] and [Che08].
Extending the work of [CPR00], quasi-smooth Q-Fano weighted 3-fold hy-
persurfaces were studied in [CP06]. Fano weighted complete intersections of
codimension 2 were considered in [IP96], [CM04] and [Gri11]. The remain-
ing families (as listed in [IF00]) were comprehensively studied in [Oka14a],
[Oka15] and [Oka14b]. General Fano hypersurfaces with quadratic singular-
ities were studied in [EP14]. An example of birationally rigid varieties which
are not weighted complete intersections are Pfaffian Fano 3-folds which were
studied in [AO15].
The method of maximal singularities has been extended to also study Fano
fibre spaces. One classical example that became tractable via the method
were Del Pezzo fibrations. Fibrations into Del Pezzo surfaces of degree 1 and
2 were studied in [Puk98b] excluding some exceptional cases which were com-
pleted later in [Gri00], [Gri03] and [Gri04]. Varieties fibered over P1 into Fano
hypersurfaces were studied in [Puk00b], fibrations into double hypersurfaces
in [Puk04] and fibrations into Fano complete intersections in [Puk06].
Structure of the thesis. Chapter 1 introduces the definitions and theorems
of algebraic geometry that will be used in the thesis. The definitions and
objects used will mostly be classical in nature, following the texts [Hul03]
and [Sha13]. This chapter serves to introduce the reader to all the necessary
concepts for understanding the thesis and only a basic familiarity in algebra,
commutative algebra and field theory is assumed.
In Chapter 2 we introduce the concept of birational (super)rigidity, maximal
singularities and the Noether-Fano inequalities. We talk in detail about the
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method of maximal singularities and the various techniques that are used in
its applications.
Chapter 3 states and proves the original result of the thesis. Section 1 serves
as the introduction, introducing the variety to be studied and stating the
theorems to be proven. The structure of the rest of the chapter is as follows:
In section 2, Theorem 3.1.2 is proven via the method of maximal singularities
outlined in Chapter 2. After this, Theorem 3.1.4 is proven using dimension
counting arguments and Theorem 3.1.2 and Theorem 3.1.3, which are proven
in Section 3. Section 3 is dedicated to proving Theorem 3.1.3, which uses
the full extent of the methods introduced in Chapter 2. This proof is split
into two parts; first, maximal singularities with center not contained in the
singular locus are considered, with the second (and longer) part dedicated to




In this chapter we will define the concepts and notation which will be used in
this thesis. Since a full treatment of the subject would take several books, we
will state only what is needed to understand the main chapter of the thesis.
This chapter covers only a fraction of the material that would compose an
introductory course on algebraic geometry. A good elementary introduction
is [Hul03] , a more detailed but still classical in nature the reader is referred
to [Sha13]. For a introduction to the modern theory involving schemes and
cohomology the standard textbook is [Har77]. In Section 1, we briefly review
the objects of projective algebraic geometry. In Section 2, we define rational
and regular maps between algebraic varieties. In Section 3, we talk about
the theory of singular and non-singular points. In Section 4, we recall the
definitions of divisors and linear systems on a projective variety. In Section
5, we will explain what a Fano variety is and give examples. In Section 6,
we conclude with a brief overview of intersection theory.
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1 Varieties in projective space
We begin with the basic definitions.
Definition 1.1. Ank is the set of n-tuples with coordinates in the field k,
known as affine n-space. Throughout, we will set k = C, and write An for
affine n-space over C.
Definition 1.2. A subset X ⊂ An is Zariski closed if there exists a finite
number of polynomials fi in n variables such that
X = V (f1, . . . , fr) ∶= {x ∈ An ∣ fi(x) = 0, i = 1, . . . , r}.
A subset Y ⊂X is a Zariski closed subset of X if there exists a Zariski closed
set Z such that Y =X ∩Z.
Example 1.3. (i) Consider A3 with coordinates x, y, z. The set V (x2+y2−z2)
defines the set of points (x, y, z) ∈ A3 such that x2 + y2 = z2.
(ii) V (x, y) in A2 defines the intersection of the x and y axis i.e. o = (0,0).
There is a mirror definition to this called the ideal of an algebraic set which
we will refer to a handful of times. Let X ⊂ An be an algebraic subset. We
define an ideal of the ring C[x1, . . . , xn] by
I(X) ∶= {f ∈ C[x1, . . . , xn] ∣ f(x) = 0,∀x ∈X}.
Just as polynomials can be broken down into irreducible components, vari-
eties can be decomposed into irreducible components.
Definition 1.4. We say a closed algebraic set X is reducible if X =X1 ∪X2
where X1,X2 are two distinct closed algebraic sets not equal to X. If X is
not reducible then we say it is irreducible.
Zariski closed sets have the property that every X can be written as the
union of a finite number of irreducible varieties Xi (Chapter 1, 3.1 Theorem
1, [Sha13]). If this list is irredundant, that is Xi ≠Xj for i ≠ j, then it is also
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unique (See Chapter 1, 3.1 Theorem 2, [Sha13]).
Example 1.5. The set X = V (xy) in A2 is the union of the x-axis and y-axis.
So V (xy) = V (x)∪V (y) is the unique factorisation of X into irreducible sets.
We now define an affine variety to be an irreducible Zariski closed set of
An. The majority of algebraic geometry is done over an extension of affine
space. To define it, we first introduce an equivalence relation on An. Let
x = (x1, . . . , xn) and y = (y1, . . . , yn) be two elements of affine space. We
write x ∼ y if there exists a λ ∈ C∗ such that xi = λyi for i = 1, . . . , n. We now
proceed to the definition.
Definition 1.6. We define projective n-space Pn as the set of equivalence
classes of An+1 ∖ {0}, where {0} denotes the origin (0, . . . ,0), under the re-
lation ∼ defined above. For a point (x0, . . . , xn) ∈ An+1 ∖ {0} we denote its
equivalence class in Pn by (x0 ∶ . . . ∶ xn). Any point (x0, . . . , xn) in An+1 that
is mapped to x ∈ Pn by the quotient map is called a set of homogeneous
coordinates for x.
We can generalise the equivalence relation above to produce a space called
weighted projective space.
Definition 1.7. We define weighted projective space P[a0, . . . , an] as the
set of equivalence classes of An+1 ∖ {0} under the following relation: Let
x = (x0, . . . , xn) and y = (y0, . . . , yn), then x ∼ y if there exists a λ ∈ C∗ such
that xi = λaiyi for i = 0, . . . , n. We say that P[a0, . . . , an] is well-formed if
gcd(a0, . . . , aˆi, . . . , an) = 1 for all 0 ≤ i ≤ n. Throughout we will assume that
each weighted projective space is well formed.
Example 1.8. Weighted projective space is a generalisation of projective
space in the following sense, P[1n+1] = P[1, . . . ,1] = Pn.
We can now define the fundamental object of study: an algebraic variety in
projective space.
Definition 1.9. A Zariski closed subset X of Pn is a set of the form X =
V (f1, . . . , fm) ∶= {x ∈ Pn ∣ fi(x) = 0}, where f1, . . . , fm are homogeneous
16
polynomials in the variables x0, . . . , xn. A projective variety is an irreducible,
Zariski closed subset of Pn. A subset Y ⊂ X is a projective subvariety of X
if Y is also a projective variety.
Example 1.10. Consider P2 with coordinates X,Y,Z. We define the projec-
tive curve X = V (ZY 2 −X3). This variety is irreducible, so it is a projective
variety.
We note that affine and projective spaces are related in the following sense:
for any coordinate xi of Pn, we consider the Zariski open subset
Ui ∶= {(x1 ∶ . . . ∶ xn) ∈ Pn ∣ xi ≠ 0}.
This can be put in a 1-1 correspondence with An via the map (x1, . . . , xn)→(x1xi , . . . , 1ˆ, . . . , xnxi ). These affine subsets Ui are called the affine coordinate
charts, and xjxi = zj are the affine coordinates. These define an open cover of
Pn. For a projective variety X ⊂ Pn, X ∩Ui are called the affine pieces of X.
We note that X = ⋃(X ∩Ui) so the affine pieces form an open cover of X.
For the reverse direction, given an affine variety U ⊂ An we have the projective
closure U ⊂ Pn, defined as the intersection of all projective varieties containing
U . Hence, U = U ∩An.
Example 1.11. (i) Consider the projective variety in Example 1.10. We
consider its affine piece along the affine chart U0 = {X ≠ 0}. We define
inhomogeneous coordinates x1 = YX and x2 = ZX , then X ∩ U0 is the affine
variety in A2 defined by the equation x2x21 − 1 = 0.
(ii) Consider the affine variety V (x2+y2−1) in A2. Its projective completion
is the projective variety in P2 with homogeneous coordinates X,Y,Z given
by the equation X2 + Y 2 = Z2. (iii) P[1,1,2] is the projective completion of
the affine cone xy = z2 in A3.
Example 1.12. Consider the weighted projective space P[1,1, a] with weighted
coordinates x, y, z of weight 1,1 and a respectively (where a ∈ Z+). Then the
equation z2 = f2a(x, y) is homogeneous with respect to the weights and hence
defines a weighted projective variety.
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Remark 1.13. Weighted projective spaces are projective (Proposition 1.3.3.
(i) of [Dol82]), hence weighted projective varieties are not a “larger” class of
varieties but instead a different way of writing them. With this in mind,
we now define a generalised notion which includes both projective and affine
varieties.
Definition 1.14. A quasi-projective variety is an open subset of a projective
variety. That is, X = Y ∩ U , where Y is a projective variety and U is a
Zariski open subset. A subvariety of a quasi-projective variety is any subset
Y ⊂X which is also quasi-projective. The subvariety Y is said to be a closed
subvariety if Y =X ∩Z with Z a projective variety.
Projective varieties are trivially quasi-projective. Affine varieties are quasi-
projective, as they are open subsets in their projective closure. While there
do exist varieties that are quasi-projective but are neither projective nor
affine, we will work exclusively with projective varieties. This notion is just
to unify affine and projective varieties for ease of notation.
2 Rational maps on quasi-projective varieties
Now that we have our objects, we now introduce the kind of maps between
these objects.
Definition 2.1. Let X ⊂ Pn be a quasi-projective variety. We define C(X)
to be the function field of X, the field of fractions F (x)G(x) , where F and G are
homogeneous polynomials and G is not identically zero on X. Two functions
F (x)
G(x) and F1(x)G1(x) are equivalent if FG1 − F1G is identically zero on X.
Example 2.2. The function field C(An) is isomorphic to C(x1, . . . , xn), the
field extension of C with n transcendental elements.
The elements of the function field of X are - strictly speaking - only partial
functions on X. To get true functions we need rational forms which are
defined at every point of X.
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Definition 2.3. Let φ ∈ C(X). We say φ is regular at x if there exists
homogeneous polynomials F,G of the same degree such that G(x) ≠ 0 and
φ(x) = F (x)
G(x)
The set of points for which φ is regular is denoted by dom(φ) ⊂ X. It is a
non-empty Zariski open subset of X. We say φ is a regular function on X if
dom(φ) =X.
Proposition 2.4. (i) If X is affine, then the ring of all regular functions
on X is equal to C[X] ∶= C[x1, . . . , xn]/I(X).
(ii) If X is a projective variety then the only regular functions on X are the
constant functions.
For the proof (i) see Chapter 1, 3.2. Theorem 4. [Sha13], for the proof of (ii)
see Theorem 2.35 of [Hul03].
We now define maps between quasi-projective varieties.
Definition 2.5. Let X ⊂ Pn be a quasi-projective variety. A rational map
φ ∶X ⇢ Pm is a map of the form
φ(x) = (F0(x) ∶ . . . ∶ Fm(x))
where Fi are homogeneous polynomials of the same degree such that at least
one of Fi does not vanish everywhere on X. Two maps (F0(x) ∶ . . . ∶ Fm(x))
and (G0(x) ∶ . . . ∶ Gm(x)) are equivalent if FiGj = FjGi for all i, j.
We say a rational map φ ∶ X ⇢ Y is regular at a point x ∈ X if the rational
functions can be chosen such that Fi are all regular at x and Fi(x) ≠ 0 for at
least one i. The set of points for which a map is regular is called the domain
of definition as is denoted by dom(φ). It is an open subset of X. The image
of a rational map is defined as φ(dom(φ)) ⊂ Y .
Let Y ⊂ Pm be another quasi-projective variety. We say φ ∶ X ⇢ Y if in
addition φ(x) ∈ Y for all x ∈ dom(φ).
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Example 2.6. The map from Pn to Pn−1 given by
(x0 ∶ . . . ∶ xn)→ (x1 ∶ . . . ∶ xn)
is a rational map. It is defined at every point except for p = (1 ∶ 0 ∶ . . . ∶ 0)
(we note that (0 ∶ . . . ∶ 0) is not a “valid point” of Pn−1). This is an example
of a map called a linear projection. Geometrically, this map is obtained by
sending a point x ∈ Pn to the unique intersection of the line Lpx with the
linear subspace V (x0 = 0) ≅ Pn−1.
Definition 2.7. A rational map φ ∶ X ⇢ Y that is regular on the whole of
X is called a morphism or a regular map. A regular map from X to itself
with a regular inverse is called a regular automorphism, the set of which we
denote by Aut(X). The set of birational maps from X to itself is denote by
Bir(X), and is sometimes called the Cemona group.
Example 2.8. (i) The rational map φ ∶ P2 ⇢ P2 defined as
φ(x0 ∶ x1 ∶ x2) = (x0x1 ∶ x0x2 ∶ x1x2)
is regular everywhere outside of the set {(1 ∶ 0 ∶ 0), (0 ∶ 1 ∶ 0), (0 ∶ 0 ∶ 1)}.
One can also show that φ = φ−1 and thus φ ∈ Bir(X). (ii) Consider the map
P3 ⇢ P2, given in homogeneous coordinates by
(x0 ∶ x1 ∶ x2 ∶ x3)⇢ (x1 ∶ x2 ∶ x3).
This is regular everywhere except for the point p = (1 ∶ 0 ∶ 0 ∶ 0). This map
is regular on the subvariety X ⊂ P3 defined by the equation x20 = x1x2 +x2x3,
since p is not contained in X.
From this, we can now define our first notion of equivalence between varieties.
Definition 2.9. Two (quasi)-projective varieties X,Y are said to be isomor-
phic if there exists morphisms f ∶X → Y and g ∶ Y →X such that f ○g = idY
and g ○ f = idX .
Example 2.10. Consider the curve in A2 defined by V (xy − 1). This is
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isomorphic to the set A1∖{0}, via the map (x, y)→ (x). The inverse is given
by (x)→ (x, 1x).
Remark 2.11. From the above example, we see that being a closed affine
variety depends on the choice of embedding into affine space. The set A1∖{0}
is not a closed set of A1 since any polynomial which vanishes on it must vanish
on the whole of A1. However, it is isomorphic to a closed and irreducible
affine variety. We say then that a quasi-projective variety is affine if it is
isomorphic to an affine variety as defined in Section 1.
We now define an equivalence relation which forms the basis of birational
geometry.
Definition 2.12. Two quasi-projective varieties X and Y are birationally
equivalent if there exist rational maps φ ∶ X ⇢ Y and ψ ∶ Y ⇢ X such
that φ ○ ψ = idY and ψ ○ φ = idX . Equivalently, X and Y are birationally
equivalent if there exist open subsets U ⊂ X and V ⊂ Y such that U and V
are isomorphic.
Example 2.13. (i) The map from Pn to An given by
(x0 ∶ . . . ∶ xn)→ (x1
x0
∶ . . . ∶ xn
x0
)
is regular on U0. The map U0 → An is an isomorphism with inverse given by(x1, . . . , xn)→ (1 ∶ x1 ∶ . . . xn). Hence, Pn and An are birationally equivalent.
(ii) The variety X defined by x2+y2 = z2 in P2 is birationally equivalent to the
projective line P1 via the following map. Take a point p ∈X, and a projective
line L not passing through p. For any point on X aside from p, there is a
unique line Lpx. We define pi(x) to be the unique point of intersection with
L and Lpx. This can be shown to be a birational map. This map gives
a rational parameterisation of the circle which can be used to generate all
Pythagorian triples (integer points of X).
Let φ ∶ X ⇢ Y be a rational map such that the image of φ is dense in Y ,
we call such rational maps dominant. Then there is a corresponding homo-
morphism of fields φ∗ ∶ C(Y ) → C(X). Conversely every homomorphism
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between function fields corresponds to a rational dominant map, leading to
the following proposition
Proposition 2.14. X and Y are birationally equivalent if and only if
C(X) ≅ C(Y ).
We say that the correspondance between rational maps and C-linear homo-
morphisms is functorial. In particular this gives us that Bir(X) = Aut(C(X)).
In this thesis, we investigate varieties which are birationally equivalent to
projective space. These varieties are known as rational varieties.
We now finish the section by introducing a map of great importance in bira-
tional geometry.
Consider Pn with homogeneous coordinates x0, . . . , xn, and Pn−1 with homo-
geneous coordinates y1, . . . , yn. Consider the variety
Pn × Pn−1 ∶= ((x0 ∶ . . . xn), (y1 ∶ . . . ∶ yn))
Consider the subvariety Π ⊂ Pn × Pn−1 defined by the equations
xiyj = xjyi for i, j = 1, . . . , n.
The morphism σ ∶ Π→ Pn obtained by restricting the projection map
Pn ×Pn−1 → Pn onto Π is called the blow up of Pn at the point p = (1 ∶ . . . ∶ 0).
E = σ−1(p) is called the exceptional divisor of the blow up. This map is an
isomorphism between Π∖E and Pn∖{p}. Hence, Π is birationally equivalent
to Pn.
Now, let X ⊂ Pn be a projective variety and x a point on X. By a change
of coordinates such that x is taken to the origin we define the blow up of Pn
at the point x in the same way as before. The blow up X˜ of X at x is the
Zariski closure of the set σ−1(X ∖ {x}). The map σX ∶ X˜ →X is obtained by
restricting the map σ to X˜. We note that it can be shown that X˜ does not
depend on the embedding of X into Pn.
We generalise this in the following way. Let Z ⊂ An be a subvariety. The
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ideal I(Z) is generated by some functions f1, . . . , fm. We define the blowup
of An along Z to be the subvariety BlZ of An × Pm−1 with coordinates((x1, . . . , xn), (t1 ∶ . . . ∶ tm)) defined by the equations
fi(x)tj = fj(x)ti
for i = 1, . . . ,m.
The map σ ∶ BlZ → An is obtained by restricting the first projection map.
Similarly to the case of a point, the blowup of a variety X along a non-
singular subvariety Z is defined as the Zariski closure of σ−1(X ∖Z). In the
projective case, we first pass to an affine chart and then apply the above
definition.
Example 2.15. Consider A2 with coordinates x, y. The blow up of A2 at
the origin o is the variety
Y = {(x, y)(t0 ∶ t1) ∣ t0y = t1x} ⊂ A2 × P1
Now consider the curve C = V (y2 − x3) in A2. We consider the preimage of
C on Y via the projection map pi ∶ Y → A2.
pi−1(C) = {(x, y)(t0 ∶ t1) ∣ y2 = x3, t0y = t1x}
Considering this preimage on the affine chart U0 = {t0 = 1}, we see that it is
defined locally by the equation x2(t21−x) = 0. This splits into two irreducible
components; the exceptional line E = pi−1({0,0}) (given locally by x = 0)
with multiplicity two, and the curve t21 = x, which intersects E at the point(0,0)(1 ∶ 0) with multiplicity two. The closure of this second curve is denoted
by C ′ and is called the strict transform of C. Hence pi−1(C) = E ∪C ′ .
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3 Singularities of algebraic varieties
We now proceed to an important concept in algebraic geometry: that of sin-
gularities. This thesis extends a result to a certain class of singular varieties,
hence we first define what it means for a variety to be singular. We first
recall the definition of tangent space.
Definition 3.1. Let X be an affine variety. The tangent space at a point
p = (a1, . . . , an) ∈X is defined as
TpX ∶= ⋂









Example 3.2. Consider the affine variety y2 = x2(x + 1) in A2. For a point
p = (a, b), the tangent space is defined by the equation (−3a2 − 2a)(x − a) +
2b(y − b) = 0. When p ≠ (0,0) this defines a line in A2. However, when
p = (0,0) the equation vanishes everywhere and instead Tp(X) = A2.
The tangent space is a C-vector space with origin at p. We can use this
notion of dimension to define the dimension of an algebraic variety.
Definition 3.3. We define the dimension of a variety X as
dimX ∶= min
p∈X dimTpX.
Remark 3.4. It is known that the dimension of a variety is equal to the
transcendence degree of C(X) (see Theorem 3.18 of [Hul03]). Since the
function field is a birational invariant, this shows that dimension is also a
birational invariant.
It is often more useful to express the dimension of a variety with respect to
a variety containing it. Hence, we introduce the following notion.
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Definition 3.5. Let Y ⊂ X be varieties where Y has dimension m and X
has dimension n. The codimension of Y in X, denoted by codim(Y ⊂X) or
codimX Y is equal to n −m.
Example 3.6. (i) The variety of Example 3.2 has dimension 1 and thus the
codimension is also 1.
(ii) As seen in Example 2.2. the function field of An (and also Pn) is a purely
trancendental field extension of C by n elements. Hence it has dimension n.
(iii) The dimension of a point x is always 0 as the function field at a point is
C.
From this definition of dimension it follows that dimTpX ≥ dimX for every
point. The points at which the inequality is strict are special and so have a
distinct name.
Definition 3.7. Let X be an affine variety. We say x ∈X is a singular point
if dimTxX > dimX, else we say that x is non-singular (or smooth). An affine
variety is non-singular (or smooth) if every point is non-singular.
Example 3.8. (i) The curve of Example 3.2 is singular at the origin since
its tangent space is of dimension 2. (ii) Pn is non-singular for all n ≥ 1.
Weighted projective space P[a0, . . . , an] can have singularities. A weighted
projective variety which only has singularities arising from the singularities
of the ambient space is called quasi-smooth.
The set of singular points of X forms a closed subset of X, which we denote
by SingX. Since projective varieties are covered by affine open sets, and our
definitions are local, we can extend these definitions to projective varieties.
Let X be a projective variety, we say x ∈ X is a non-singular point if there
exists an affine open set (an affine neighbourhood) U ∋ x such that x is a
non-singular point of U . Non-singular points have a lot of useful properties.
Though in this thesis we must work with singular varieties, we can retain
these useful properties provided that we can restrict ourselves to a certain
kind of singularities which we define below. To define it,we first introduce
the algebraic setting for singularities, namely the local ring at a point.
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Definition 3.9. The local ring of X at a point x ∈ X, denoted by Ox,X is
the subring of C(X) of all elements φ ∈ C(X) which are regular at x. This
ring has a maximal ideal mx ⊂ Ox,X , consisting of all elements which vanish
at x.
Definition 3.10. A quasi-projective variety X is normal if every local ringOx,X is an integrally closed domain.
Non-singular varieties are normal (Chapter 2, 5.1 Theorem 1 of [Sha13]). The
converse is not true, however normal varieties have properties which limit the
kind of singularities it can have.
Proposition 3.11.(Chapter 2, 5.1. Theorem 3 [Sha13]). Let X be a normal
variety. Then the set of singular points of X has codimension at least 2
A variety with this property is said to be non-singular in codimension 1.
The above proposition shows that all normal varieties are non-singular in
codimension 1.
We conclude this section by first discussing an important result due to Hi-
ronaka [Hir64].
Theorem 3.12. Let X be a projective variety over C. There exists a non-
singular variety Y and a birational morphism φ ∶ Y →X which is a composi-
tion of blow ups of smooth subvarieties Such a map is called a resolution of
singularities.
We know that for varieties of dimension 1 this non-singular model is unique
but many non-isomorphic resolutions exist for higher dimensions.
We conclude by defining the kind of varieties we will be working with.
Definition 3.13. A hypersurface X in Pn is a projective variety defined as
the vanishing locus of a single irreducible homogeneous form f(x0, . . . , xn).
A weighted hypersurface Xd in P[a0, . . . , an] is defined by a single form which
is homogeneous with respect to the weights ai. We say Xd is well formed if
gcd(a0, . . . , aˆi, . . . , aˆj, . . . , an) ∣ d
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for all distinct i, j.
Hypersurfaces always have codimension 1. In general, we expect every equa-
tion to increase the codimension of the variety by 1. A variety X in Pn
defined by n −m equations will have dimension at least m. We have a spe-
cial name for the case when the dimension of this intersection is as small as
possible.
Definition 3.14. Let X ⊂ Pn be a variety of dimension m. We say X is
a complete intersection if there exists homogeneous polynomials f1, . . . , fn−m
such that I(X) = (f1, . . . , fn−m). Similarly we can define a weighted complete
intersection of degrees d1, . . . , dk in P[a0, . . . , an], and we say that it is well
formed if for all µ = 1, . . . , k, the highest common factor of any (n− 1− c+µ)
of the ais must divide at least µ of the dis.
Example 3.15. Consider the projective variety in P3 with homogeneous
coordinates X,Y,Z,W , defined by the equations
XZ − Y 2, Y W −Z2,XW − Y Z.
This is an example of a non-complete intersection. It is isomorphic to the
curve in P3 defined parametrically as {(s3 ∶ s2t ∶ st2 ∶ t3) ∣ (s, t) ∈ P1)}, so
it is of dimension 1 and thus of codimension 2. However, it can be shown
that the above equations generate the ideal I(X), and that all equations are
needed.
Sometimes we can define varieties in terms of a morphism to another variety,
as in the following case.
Definition 3.16. A double cover is a variety X which admits a morphism
σ ∶ X → Y which is two to one outside of a closed subset W ⊂ Y called the
branch locus. If y /∈ W then σ−1(y) = {x,x′} and when y ∈ W we say y is a
branch point, and x = σ−1(y) ∈X is ramified.
Example 3.17. Consider a variety X with a morphism σ ∶ X → Pn which
is branched over a smooth hypersurface W ⊂ Pn of degree 2m. X can be
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realised as a hypersurface in the weighted projective space P[1n+1,m] by the
equation
x2n+1 = F (x0 ∶ . . . ∶ xn)
where xi have weight 1 for i = 1, . . . , n and xn+1 has weight m, F is a form of
homogeneous degree 2m. This is referred to as a double space.
In the next few sections, we will recall the more specialised theory we will
make use of in this thesis.
4 Divisors and linear systems
A core technique of the method of maximal singularities (which we will cover
in Chapter 2) is the “quadratic” method, which looks at the self-intersection
of mobile linear systems. Hence it is necessary to recall the theory of divisors
and linear systems, as well as give a very brief definition of the intersection
product of divisors (which we will cover in Section 6). Throughout the section
we assume that X is a normal and quasi-projective variety.
Definition 4.1. A Weil divisor D on X is an element of the free group
DivX generated by all irreducible codimension 1 subvarieties of X i.e.
D = ∑i aiCi, where ai ∈ Z and Ci are distinct irreducible codimension 1
subvarieties, where all but a finite number of ai are zero. An irreducible
codimension 1 subvariety Ci with ai = 1 is called a prime divisor. We define
the support of a divisor to be SuppD ∶= ⋃iCi.
Definition 4.2. Let D = ∑i aiCi be a Weil divisor. If ai ≥ 0 for all i then D
is said to be an effective divisor.
If we have two divisors D = ∑i aiCi and D′ = ∑i biCi (here the coefficients
ai, bi can be zero), then the sum D +D′ is equal to the divisor ∑i(ai + bi)Ci.
This gives DivX the structure of an additive group where the zero element
is ∑i aiCi where ai = 0 for all i.
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Example 4.3. We define H = V (f = 0) ⊂ Pn, where f is a linear form. The
divisor associated to this is called the hyperplane divisor.
Since we assumed at the beginning of the chapter that our variety is normal,
and hence non-singular in codimension one, for every prime divisor C we can
find an affine open set U of non-singular points that intersects C such that
C is defined in U by a “local equation” pi (Chapter 2, 3.1, Theorem 1 of
[Sha13]). Then for any regular function f on U , there exists k ≥ 0 such that
f ∈ (pik) but f ∉ (pik+1). This is the order of zero of f along C, denoted as
νC(f).
Since X is irreducible, any function φ ∈ C(X) can be written as φ = fg with
f, g regular on U . We then define νC(φ) = νC(f)− νC(g). See Chapter 3, 1.1
of [Sha13] for further details.
Definition 4.4. A principal Weil divisor is a divisor of the form
(f) ∶=∑νC(f)C
where f ∈ C(X) and the sum is taken over all prime divisors C.
Two Weil divisors D and D′ are said to be linearly equivalent if D −D′ is
principal. We denote this by D ∼ D′ . The group of Weil divisors modulo
linear equivalence is denoted by ClX.
Example 4.5. Any two hyperplane divisors H,H ′ in Pn are linearly equiv-
alent. In fact every divisor on Pn is linearly equivalent to a multiple of a
hyperplane by the following argument. If D is an effective divisor, then it
is defined by a homogeneous form f of degree d. The equation xd0 defines
the divisor dH, and so the rational function f
xd0
defines the divisor D − dH,
so it is principal and therefore D ∼ dH. For a general divisor D we need
only observe that we can write it in the form D′ −D′′ , where D′ and D′′ are
effective divisors.
There is also another, more local, notion of divisors which we will make use
of.
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Definition 4.6. A Cartier divisor on X is defined as a collection (Ui, fi),
where Ui is an open cover of X, fi ∈ C(X) and fifj is regular on Ui ∩ Uj for
all i, j. A collection (Vj, gj) defines the same Cartier divisor if the functions
fi, gj are equal on Ui ∩ Vj. A principal Cartier divisor is a Cartier divisor of
the form (f,Ui) for some f ∈ C(X).
The addition of Cartier divisors (Ui, fi) and (Vj, gj) is the Cartier divisor(Ui ∩Vj, figj). Two Cartier divisors are said to be linearly equivalent if their
difference is principal. We denote the group of Cartier divisors modulo linear
equivalence by PicX.
Remark 4.7. Typically PicX denotes the group of isomorphism classes of
invertible line bundles on X. However in the case of algebraic varieties over
C this group is isomorphic to the group of Cartier divisors, so we use the two
notions interchangably.
Definition 4.8 Let ψ ∶ Y → X be a morphism, and D = (Ui, fi) a Cartier
divisor on X. We define ψ∗(D) as the Cartier divisor (ψ−1(Ui), ψ∗fi) on Y ,
where ψ∗fi = fi ○ ψ.
Let φ ∶ Y ⇢ X be a rational map, and D is as above. Let [D] be the linear
equivalence class of D. We define φ∗([D]) to be the class of the Cartier
divisor on Y associated to the divisor (φ−1(Ui), φ∗fi) where φ∗fi = fi ○ φ.
In the above definition, for rational maps we consider the linear equivalence
class since even though the pullback is not defined if the image of Y under
φ is contained in the support of D, we can always pick a divisor linearly
equivalent to D such that this does not occur (Chapter III, 1.3, Theorem
1 [Sha13]). In the case where the map is regular the pullback is always
well defined. The main example of pulling back divisors is the pullback of a
divisor onto the blow up. The study of the behaviour of this will be used in
Chapter 2 when we look at the graph of a maximal singularity. To this end,
it is necessary to introduce the following concept.
Definition 4.9. Let x ∈ X be a point and let D be a prime divisor defined
locally near x by f . We define the multiplicity of x on D to be
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multxD = max{k ∈ N ∣ f ∈ mkx}.
Example 4.10. Consider the divisor C = (y2 − x3 = 0) on P2. The maximal
ideal mx at the point x = (0,0) is the ideal (x, y). Setting f = y2 − x3 we
see that f ∈ m2x but f ∉ m3x. Hence, multxC = 2. Note that x is a cuspal
singularity of C.
Example 4.11. Let X be a projective variety. Consider the blow up pi ∶
X˜ → X along a non-singular point o. Let E be the exceptional divisor. We
have the equality Pic(X˜) = Pic(X)⊕ZE. For a divisor D, pi∗(D) =D′ +mE,
where m = multoD. D′ is called the strict transform of D on X˜.
In this thesis we will work with varieties which, while singular, have nice
properties that ensure that most of our definitions and theorems still hold.
Definition 4.12. A normal variety X is locally factorial if every local ring
is a unique factorisation domain. X is factorial if ClX ≅ PicX.
One example of locally factorial varieties are non-singular ones, by the fol-
lowing theorem.
Proposition 4.13.(Chapter 2, 3.1. Theorem 2 [Sha13]). Let X be a quasi-
projective variety, x ∈ X a non-singular point. Then Ox,X is a unique fac-
torisation domain.
Proposition 4.14.(Chapter 2 , Proposition 6.11 [Har77]) If X is locally
factorial, then it is factorial.
We make use of a criterion for a variety to be factorial using the following
theorem, originally due to Grothendieck [CL94].
Proposition 4.15. Let X be a normal variety such that at every singu-
lar point x, X can be defined locally (in an open neighbourhood of x) as a
complete intersection, and the codimension of the singular locus is at least 4.
Then X is factorial.
Example 4.16. (i) Consider the hypersurface ∑5i=1 x2i = 0 in A5. This is of
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dimension 4 and it is singular at the origin. By Proposition 4.15. this variety
is factorial.
(ii) The surface x2 + y2 + z2 = 0 in A3. This is singular at the origin and ev-
erywhere else non-singular. This is a normal variety (Proposition 2, Chapter
II, 7 of [Mum99]), but it fails to be factorial. Indeed, x2 + y2 is an element
of the local ring at the origin that can be factorised in two distinct ways:(x + iy)(x − iy) and as (z) ⋅ (−z).
We now introduce a divisor which will be of prime importance later.
Definition 4.17. Let X be a smooth variety of dimension n. Then the
canonical divisor KX is the unique (up to linear equivalence) Weil divisor
associated to a non-zero rational differential n-form on X.
If X is a normal variety then by Proposition 3.11 its singular locus Z has
codimension at least 2. Let U =X∖Z denote the non-singular locus of X then
by Chapter 2, Proposition 6.5 of [Har77] we have an isomorphism between
ClX and ClU , so we can define KX by associating it to the canonical divisor
defined on U .
Example 4.18. The canonical divisor of Pn is −(n + 1)H.
In Section 5 we will introduce some theorems which will allow us to calculate
the canonical divisor for many examples.
Definition 4.19. A Weil divisor D = ∑iDi on a smooth variety X of dimen-
sion n is a simple normal crossing divisor if every component Di is smooth
and for every point p ∈ X D is defined locally around p by the equation
x1 ⋅ . . . ⋅ xr for r ≤ n, where xi ∈ Op,X . Let f ∶ Y → X be a resolution of
singularities as defined in Theorem 3.12, we say f is a log resolution if the
exceptional divisors of f on Y form a simple normal crossing divisor.
Definition 4.20. Let X be a normal, factorial projective variety. Let pi ∶
Y →X be a log resolution. Then




where the sum runs over all divisors E on Y such that dimpi(E) < dimE
and pi(E) ⊂ SingX. The number aE is defined to be the discrepancy of E
on Y , sometimes written as a(E,Y ). This number is independent of the
choice of resolution. We say that X has terminal singularities if aE > 0 for
all pi-exceptional divisors E. We say X has canonical singularities if aE ≥ 0
and log-canonical singularities if aE ≥ −1.
Example 4.21. (i) Let X be a projective variety. Let σE ∶ Y → X be the
blow up of X along a non-singular subvariety B ⊂ X such that X is non-
singular along B. Then Y has one exceptional divisor EB = σ−1B (B) which is
a Pr−1-bundle, where r = codimB. Moreover by a standard calculation (see
Exercise 8.5 in Chapter 2 of [Har77] ) we obtain
KY = σ∗BKX + (codimB − 1)EB.
So a(EB, Y ) = codimB − 1.
(ii) Consider X and B as above except now we assume that X can have
quadratic singularities along B. The calculation in this case is mostly the
same except now the exceptional divisor E is a fibration into quadrics, so we
obtain
KY = σ∗BKX + (codimB − 2)EB.
and so a(EB, Y ) = codimB − 2.
Throughout the thesis, we will consider not just divisors but whole families
of divisors. Hence we introduce the following notation.
Definition 4.22. Let D be a divisor on X. ∣D∣ is the set of all effective
divisors linearly equivalent to D, and is called the complete linear system
of D. This can be given the structure of a projective space. A projective
subspace Σ of ∣D∣ is called a linear system of X.
Definition 4.23. Consider a linear system Σ. We define the base locus as
Bs(Σ) ∶= ⋂SuppD, where the intersection runs over all effective divisors in
Σ. We say Σ is free (or base point free) if the base locus is empty. We say Σ
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is mobile if Bs(Σ) does not contain any components of codimension 1.
Example 4.24. (i) Consider the complete linear system ∣H ∣ on P3 where H is
any hyperplane section. This is a free linear system, since for any hyperplane
H and any point x ∈ H, we can find a hyperplane H ′ linearly equivalent to
H such that x ∉H ′ . The linear system Σ of hyperplanes containing a line L
is contained in ∣H ∣. The base locus of Σ is exactly the line L, and so Σ is
mobile but not free.
(ii) Consider a linear system Σ on a smooth projective variety X. Let x be
a base point of the linear system and let pi ∶ X˜ → X denote the blow up of
X centered at this point. For any divisor D ∈ Σ we know that the pullback
pi∗(D) = D′ +mE, where m > 0 is the multiplicity of the general divisor in
Σ at x. The linear system of divisors on X˜ which are pull backs of divisors
of Σ has E = pi−1{x} as a common component, hence it is not mobile. The
divisors of the form D′ = pi∗(D) −mE determines a mobile linear system of
the same dimension, which is defined to be the strict transform of Σ.
5 Fano varieties
The varieties studied in this thesis are examples of Fano varieties, hence we
recall the definition in this section. A Fano variety is defined as a variety such
that the anticanonical divisor is ample,hence we first recall what it means for
a divisor to be ample and then give various examples of Fano varieties and
recall some of their properties.
Definition 5.1. We say a divisor D on X is very ample if there exists a
morphism f ∶ X → PN such that X ≅ f(X) and D is the hyperplane section
of f(X). That is to say, D = f∗(H), where H ⊂ PN is the divisor associated
to a hyperplane. We say D is ample if mD is very ample for some m ∈ N.
Definition 5.2. A projective, normal variety with at most terminal sin-
gularities is called Q-Fano (or just Fano) if the anticanonical divisor −KX
is ample and if some multiple of −KV is Cartier (we say in this case that−KV is Q-Cartier). X is said to be primitive Fano if in addition the equality
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PicX = ZKX holds.
Before we give examples of Fano varieties we first introduce some theorems
which will allow us to calculate the canonical divisor. The following proposi-
tion allows us to calculate the canonical divisor in many cases. It is commonly
referred to as the adjunction formula.
Proposition 5.3. Let D be a smooth divisor on a smooth variety X. Then
the equality
KD = (KX +D)∣D
holds.
Remark 5.4. The adjunction formula above can be applied to the case when
D is an irreducible divisor which as a variety is factorial. Here KD is defined
as the Cartier divisor obtained from KX +D restricted onto the non-singular
locus of D.
Example 5.5. (i) Let Vd ⊂ Pn+1 be a smooth hypersurface defined by a
homogeneous equation of degree d. Then by the adjunction formula,
KVd = (d − (n + 2))Hd
where Hd is the class of H ∩ Vd.
(ii) Let V ⊂ Pn+1 be a complete intersection defined by m ≤ n equations
f1, . . . , fm of degree d1, . . . , dm respectively. Then by repeated use of the
adjunction formula we have
KV = ( m∑
i=1 di − (n + 2))HV
(iii) Consider a quasi-smooth and well formed complete intersection V in
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P[a0, . . . , an] with degrees d1, . . . , dm. Then
KV = ( m∑
i=1 di − n∑i=0 ai)L
(Theorem 3.3.4 [Dol82]), where L is a very ample divisor on V . The double
space of Example 3.17 has canonical class KX = −L, where in this case
L = σ∗(H).
Example 5.6. (i) Pn is Fano. The anticanonical divisor of Pn is (n + 1)H
which is very ample.
(ii) A complete intersection Vd ⊂ Pn+1, where d = ∑i di is the sum of the
degrees of the defining equations, is Fano if and only if d ≤ n + 1.
(iii) Weighted projective space is Fano. A (well formed) weighted complete
intersection X in P[a0, . . . , an] with degrees d1, . . . dk is Fano if and only if∑di < ∑i ai (Chapter 5, 1.3.9, [Kol96]).
We finish the section by stating a result which shows that Fano varieties have
the property known as rational connectedness.
Definition 5.7. We say a variety X is rationally connected if for any two
points x, y ∈X there exists a rational curve C ⊂X containing x and y.
Rationally connected varieties form a birational class which includes rational
and unirational varieties. The existence or non-existence of rationally con-
nected, non-unirational varieties is one of the major open problems in the
field as of writing. We finish by stating the following theorem, which is a
special case of a more general theorem from ([Zha06]).
Theorem 5.8. Let X be a primitive Fano variety which is factorial and has
at most terminal singularities, then X is rationally connected.
6 Algebraic cycles and intersection theory
Many of the proofs of Chapter 3 make use of the area known as intersection
theory. For an in-depth treatment, the reader is direct towards [Ful98]. Here,
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we recall the definitions and theorems needed in this thesis.
Definition 6.1. Let X be a projective variety. A k-cycle of X is an element
of the free group Zk(X) generated by all irreducible subvarieties of X of
dimension k i.e. C = ∑aiCi, where Ci are distinct irreducible subvarieties of
dimension k and ai ∈ Z. We write multCi C = ai, this is referred to as the
geometric multiplicity of Ci on C.
We now discuss the intersection product of cycles. We first consider the case
when X is a non-singular variety. Let C and D be irreducible subvarieties
of X with codimension i and j respectively. We say C and D have proper
intersection if C ∩ D is a union of subvarieties of codimension i + j. We
define the product (C ○D) to be the cycle ∑imi[Zi], where Zi are the irre-
ducible components of C ∩D, mi are the intersection multiplicities (Chapter
7 [Ful98]) of the components with respect to the cycle. This product can
be extended to cycles with non-proper intersection, however an equivalence
relation is needed. The equivalence relation must have the property that
for any two cycles C and D, there are equivalent cycles C ′ and D′ which
intersect properly. One example of this is rational equivalence (see Chapter
1 of [Ful98] for a definition). We denote CHk(X) to be the group of k cycles
modulo rational equivalence. We then define an intersection product (C ⋅D)
on the whole of CHk(X). This product is linear, that is for cycles C,D,E,
we have (C + D ⋅ E) = (C ⋅ E) + (D ⋅ E). It is also commutative, that is,(C ⋅D) = (D ⋅C).
Rational equivalence however is very difficult to work with, rational Chow
groups are hard to compute in general. In our applications, we will be using a
weaker equivalence called numerical equivalence. To define this we first must
define the degree of a 0-cycle. Let C be a zero cycle on a projective variety
X, that is, C = ∑i aixi, where xi ∈ X. We can define a map A0(X) → Z, by
sending C to ∑i ai. This is referred to as the degree map, with the image
(∑i ai) of C is the degree of C. We define numerical equivalence as follows.
Definition 6.3. Two k-cycles C and C ′ are said to be numerically equivalent
if for any cycle Z of codimension k, we have deg(C ⋅Z) = deg(C ′ ⋅Z).
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Definition 6.4. The ring of numerical Chow cycles Ak(X) is the ring of k-
cycles on X modulo numerical equivalence with the intersection product. We
will also use the notation Ak(X) to denote the ring of cycles of codimension
k.
Remark 6.5. For a cycle Z of dimension k on a non-singular variety X,
there is a homomorphism sending Z to an element of the cohomology group
H2k(X,Z), where X is considered as a n-dimensional complex manifold.
From this we say that two k-cycles Z and Z ′ are homologically equivalent if
their images in H2k(X,Z) are equal. These (co)homology groups are known
when X is a complete intersection in (weighted) projective space (Example
19.3.10 [Ful98]) via use of the Lefschetz hyperplane theorem (Theorem 3.1.17.
of [Laz04]). Homological equivalence implies numerical equivalence, so from
this we obtain the following result.
Theorem 6.6. Let X be a non-singular (weighted) complete intersection
of dimension at least 3 in (weighted) projective space. Then Ai(X) ≅ Z for
i < 12 dimX.
We obtain from this that A1(X) ≅ PicX ≅ ZH when the dimension of X is
at least 3, A2(X) ≅ ZH2 when X is of dimension at least 5, and so on.
Having first defined the product in the simpler non-singular case, we now
consider a special case when X is factorial with terminal singularities. Here
we define an intersection product between a Cartier divisor and a k-cycle in
the following way.Let C = ∑imiCi be a k-cycle and D a Cartier divisor on
X. Suppose that Ci /⊂ SuppD for all i. Then restricting D onto Ci defines a
Cartier divisor on Ci which we denote by (Ci ⋅D). We can then define (C ⋅D)
to be the Cartier divisor ∑mi(Ci ⋅D). For the general intersection product
(such as when Ci ⊂ SuppD ) the reader is referred to [Ful98]
We now proceed with some examples.
Example 6.7. Let D and D′ be two curves in P2 of degree d and d′ re-
spectively. Then D is numerically equivalent to dH and D′ to d′H and their
intersection product is (D ⋅D′) = ∑i aixi, where xi are the points of inter-
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section and ai are their multiplicities. This is numerically equivalent to the
0-cycle dd′H2 and so deg(D ⋅D′) = ∑i ai = dd′ .
Definition 6.8. Let X ⊂ Pn be a projective variety. Let H denote the class
of the hyperplane. The degree of X is defined to be deg(X ○ [H]k), where k
is the codimension of X.
Geometrically this can be described as intersecting X with a sufficiently
general hyperplane of codimension k and counting the number of points.
We generalise this to all cycles as follows: given a cycle C, we write it as∑imiCi where Ci are cycles corresponding to irreducible subvarieties. Then
the degree is equal to degC = ∑imi degCi.
We can also define the degree of a variety without referring to a given em-
bedding in projective space, in the following way.
Definition 6.9. Let X be a projective variety of dimension n. Let L be
an ample divisor on X. The L-degree of X is defined to be deg(Ln). For
a subvariety Y ⊂ X of dimension k, we define its L-degree to be the integer
degL Y = deg(Y ⋅Lk).
Example 6.10. Consider a double cover σ ∶ V → Qm ⊂ PN where Qm is a
smooth hypersurface of degree m. Let L = σ∗(H), then the L degree of V is
equal to 2m.
When X is a Fano variety, we can take L to be −KX . In this case, the L-
degree is sometimes called the anticanonical degree. The following result is
a generalisation of Example 6.7.
Proposition 6.11.Theorem 12.3 [Ful98]. For V1, . . . , Vr subvarieties of Pn,
where (V1 ○ . . . ○ Vr) = ∑imiZi is the scheme theoretic intersection, the in-
equality
r∏




In this chapter we have introduced the objects of study for the remainder of
the text. so the reader should now be familiar with what a projective alge-
braic variety is and what it means for such varieties to be rational. Section
3 defined the theory and properties of singularities on these varieties, which
are one of the most important features of the varieties to be studied in Chap-
ter 3. This chapter also outlined the theory of divisors and cycles and their
intersections on these varieties, which will be of primary importance in the
following chapter. With this done, we now proceed to the more specialised




In this chapter, we give an overview of the concept of birational rigidity and
its method of proof known as the “method of maximal singularities”. In
Section 1, we introduce the definitions of birational rigidity in terms of the
threshold of canonical adjunction. After this, we state the main geometric
implications of rigidity, where the main application to birational geometry
comes from. In Section 2 we go into more details about the “Noether-Fano”
inequality, which arises from maximal singularities of a mobile linear system.
Section 3 expands upon the theory outlined in Section 2 to prove several im-
portant results which we will make use of in Chapter 3. Section 4 introduces
the more modern techniques which make use of the language of log pairs,
and go over several of its applications to the method of maximal singulari-
ties. Section 5 outlines the cone technique, which serves as an invaluable tool
in the exclusion of maximal singularities with center of codimension 2. The
majority of the material covered in this chapter is quoted from [Puk13], which
is the most comprehensive textbook on the subject of birational rigidity to
date. For an alternative introduction to the concept of birational rigidity the




Definition 1.1. Let X be a projective algebraic variety. Set A1RX = A1X⊗R.
We define A1+X to be the closed cone in A1RX generated by classes of effective
divisors. A divisor D is said to be pseudo-effective if D ∈ A1+X.
The threshold of canonical adjunction of a divisor D on X is defined as
c(D,X) = sup{ ∈ Q+ ∣D + KX ∈ A1+X}
And for a mobile linear system Σ we define c(Σ,X) ∶= c(D,Σ), where D ∈ Σ
is a general divisor of Σ.
We note that the value 1c(D,X) is known as the Fujita invariant of the pair(D,X), first introduced in [HTT15].
Example 1.2. (i) Let X be a factorial Fano variety such that PicX ≅ ZKX .
For any effective divisor D we have D ∈ ∣−nKX ∣ for some integer n ≥ 1.
Therefore, c(D,X) = n.
(ii) If X is a factorial variety satisfying the weaker condition of PicX ≅ ZH
andKX = −rH, for r ≥ 2. ThenD ∈ ∣nH ∣ for some n ≥ 1 and then c(D,X) = nr .
The above value is not a birational invariant, as the following example shows.
Example 1.3. Consider the map pi ∶ PM ⇢ Pm obtained via linear projection
from a plane P ⊂ PM of dimension M −m − 1. Take a mobile linear system
Λ ⊂ ∣nH ∣ on Pm and let Σ be the strict transform of Λ on PM . As per example
1.2.(ii), we calculate the threshold to be c(Σ,PM) = nM+1 . Let σ ∶ P+ → PM
be the blow up along the plane P and Σ+ the strict transform of Σ on P+.
pi ○ σ ∶ P+ → Pm is a PM−m bundle. Now c(Σ+,P+) = 0, since if D+ + KP+ was
pseudo-effecitve then it would be psuedo-effective when restricted onto any
fibre Ft ≅ PM−m of pi ○σ. However, D+ is pulled back from the base and so is
trivial on Ft. In addition, KP+ is not effective on Ft as it is not numerically
effective (that is, (C ⋅KFt) < 0 for all effective curves C on Ft) because Ft is
rationally connected.
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To overcome birational non-invariance of the threshold, we simply introduce
the following definition.
Definition 1.4. Let Σ be a mobile linear system on a variety X. The virtual
threshold of canonical adjunction is defined by the formula
cvir(Σ) = inf{c(Σ+,X+)}
where the infimum runs over all birational morphisms X+ → X where X+ is
a non-singular variety, Σ+ is the strict transform of Σ on X+.
This is by definition a birational invariant, however it is in general difficult
to compute. We now introduce the main objects of study in this section.
Definition 1.5. A variety X is birationally rigid if for every mobile linear
system Σ on X, there exists a birational automorphism χ ∈ BirX such that
c(χ−1∗ (Σ),X) = cvir(Σ), where χ−1∗ (Σ) denotes the strict transform of Σ with
respect to χ. If X satisfies the stronger condition of c(Σ,X) = cvir(Σ) for all
mobile linear systems, then X is said to be birationally superrigid.
Example 1.6. (i) A general smooth hypersurface Vn ⊂ Pn of degree n ≥ 4 is
birationally superrigid. [Puk98a]
(ii) A general complete intersection of a quadric and a cubic V2⋅3 ⊂ P5 is
birationally rigid. [IP96]
Suppose a variety X is not birationally superigid, that is there exists a mobile
linear system Σ such that cvir(Σ) < c(Σ,X). Then by the definition of
the threshold there exists a birational morphism φ ∶ X∗ → X such that
c(φ−1∗ (Σ),X∗) < c(Σ,X). This implies that φ cannot be an isomorphism
in codimension one because Σ and its strict transform would be isomorphic
and the thresholds would be equal. Therefore there exists a codimension 1
subvariety E ⊂ X∗ which is contracted by φ i.e. a divisor E over X. We
recall (see Chapter 1, Section 4) that to a divisor E over X we can associate
a discrete valuation on C(X), which we denote as ordE(f). Such a valuation
is called a geometric valuation. We can apply this valuation on divisors D
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by applying it to its local equations. We define ordE(Σ) = ordE(D) where
D ∈ Σ is a generic divisor.
Definition 1.7. Let Σ be a mobile linear system on X and set n = c(Σ,X).
A divisor E over X with geometric valuation ordE() is called a maximal
singularity of Σ if the inequality
ordE(Σ) > n ⋅ a(E,X) (2.1)
holds, where a(E,X) is the discrepancy of E with respect to X as defined
in Definition 4.20 in Chapter 1.
Remark 1.8. We note that to define the quantities ordE(D) and a(E,V ) we
only need V + to be non-singular at a general point of E. If the singularities
of V + are of codimension at least 2 then this is the case, such as when V + is
a normal variety (Chapter 1, Proposition 3.11).
The core of the methods lies with the following proposition.
Proposition 1.9. Suppose X is not birationally superrigid, then there exists
a mobile linear system Σ which has a maximal singularity.
Proof. If X is not birationally superrigid then by definition there exists a
birational morphism φ ∶ X+ → X and mobile linear system Σ on X such
that c(Σ+,X+) < c(Σ,X) = n. We define E to be the set of prime divisors
contracted by φ. Let D be a general divisor in Σ and D+ denotes its strict
transform on X+. By the inequality c(Σ+,X+) < c(Σ,X) it follows that
D+ + nKX+ is not pseudo effective. However we have the identity
D+ + nKX+ = φ∗(D + nKX) − ∑
E∈E e(E)E
where e(E) = ordE(D)−n ⋅ a(E). Since D +nKX is pseudo-effective and the
pullback of a pseudo-effective divisor is again psuedo-effective, there must
exist at least one divisor E such that e(E) = ordE(D) − n ⋅ a(E) > 0. E is
then by definition a maximal singularity of Σ.
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The structure of the method of maximal singularities is as follows: we assume
that X is not birationally superrigid, then by Proposition 1.9 there exists a
mobile linear system Σ with n = c(Σ,X) > 0 and a geometric valuation
ordE(−) such that (2.1) holds. We wish to either prove an inequality which
contradicts this, thereby excluding the maximal singularity, or construct a
birational automorphism χE ∈ BirX such that the inequality
c((χ−1E )∗Σ,X) < c(Σ,X)
holds. Here (χ−1E )∗Σ is the strict transform of Σ with respect to χE, and
E is no longer a maximal singularity of the system (χ−1E )∗Σ. Thus the map
χE untwists the maximal singularity E while also decreasing the threshold of
canonical adjunction. The following result is from Chapter 2, Theorem 1.1
of [Puk13]:
Theorem 1.10. Suppose X is a primitive Fano variety. Let M denote the
set of geometric valuations which realise a maximal singularity on X. If for
every E ∈M we can associate a map χE ∈ Bir(X) which untwists E, Then
the following holds:
• The variety X is birationally rigid.
• The group of birational self-maps BirX is generated by the subgroup of
biregular automorphisms AutX and the subgroup B(X) is generated
by untwisting automorphisms χE,E ∈M.
• If M = ∅ then X is birationally superrigid and BirX = AutX.
We now state the main geometric implications of birational (super)rigidity.
Proposition 1.11. Let V be a rationally connected variety. If on V there are
no mobile linear systems Σ such that c(Σ, V ) = 0 then V admits no structures
of a non-trivial rationally connected fibre space: there is no rational map
ρ ∶ V ⇢ S, dimS ≥ 1 where S is a rationally connected variety and the
generic fibre of ρ is rationally connected.
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Proof. Simply consider the mobile linear system Σ = ρ∗(∆), where ∆ is a
mobile linear system on S. Since the general fibre of ρ is rationally con-
nected then c(Σ, V ) = 0 by the same argument used in Example 1.3, but this
contradicts our assumption.
Corollary 1.12. Let V be a primitive Fano variety. Suppose V is bira-
tionally rigid, then it admits no structure of a rationally connected fibre space.
In particular, V is non-rational.
Theorem 1.13.(Chapter 2, Proposition 1.6 [Puk13]) Let V be a primitive
Fano variety and V ′ a Fano variety which is factorial, has at most terminal
singularities and such that rk Pic(V ′) = 1. Let χ ∶ V ⇢ V ′ be a birational
map. If V is birationally rigid then V and V ′ are isomorphic. In addition,
if V is birationally superrigid then the map χ is a biregular isomorphism.
Theorem 1.13 together with Corollary 1.12 implies that when you run the
minimal model program on a birationally rigid primitive Fano variety V the
output is equal to V , that is to say, V is its own unique structure of a Fano-
Mori fibre space. In the literature this is sometimes taken to be the definition
of a birationally rigid primitive Fano variety.
Although in this thesis no untwisting maps are needed, for completeness we
provide some examples below.
Example 1.14.([Puk88]) We consider a quartic hypersurface V = V4 ⊂ P4
with only one non-degenerate quadratic singularity p, then V is factorial
(Theorem 2 of [Che06b]). To this singular point p ∈ SingV we can associate
a birational involution τp ∈ BirV . Let pip ∶ V ⇢ P3 be the projection from
the point p, then this map is generically 2 to 1: for y ∈ P3 and pi−1p (y) ={x,x′}, x ≠ x′ for general choice of y. τp is the involution sending x to x′ .
Now let L ⊂ V4 be a line containing this unique singular point p, to this also
we can associate a birational involution. Let pi ∶ V ⇢ P2 be the projection
from the line L. Let V˜ be the blow up of V along p and L. This has two
exceptional divisors Ep and EL. pi extends to a regular map pi ∶ V˜ → P2.
We can show that the projection map fibres V into cubic curves, the general
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fibre Ct, t ∈ P2 being an elliptic curve. From this we obtain an involution τL
which acts on the general fibre Ct by reflection from 0 = Ct ∩Ep in terms of
the usual group law defined on elliptic curves.
We can now state the following: if V4 is such that there are exactly 4! = 24
lines on V4 passing through p, then V4 is birationally rigid and
BirV4 = ∗24i=0⟨τi⟩⊕Aut(X)
which is the free product of 25 cyclic groups of order 2, where τ0 is the reflec-
tion from the double point and τi, i = 1, . . .24 are the involutions associated
to the lines through p, as outlined above.
2 The Noether-Fano inequality
Recall that in the previous section we showed that if a variety X is not
birationally superrigid then there exists a mobile linear system Σ on X with
n = c(Σ,X) and a geometric valuation ordE(−) such that
ordE(Σ) > n ⋅ a(E,X)
We call this the Noether-Fano inequality. We prove superrigidity by contra-
diction: we assume that our variety is not superrigid and thus has a mobile
linear system with a maximal singularity. We then argue via various means
that such a maximal singularity cannot occur, and thus our variety must be
birationally superrigid.
To make use of this inequality we first consider the case when the center of
E is not contained in the singular locus of X. We then wish to express this
inequality in terms of a sequence of blow ups over non-singular centers.
Consider the general situation of a birational map ψ ∶X+ ⇢X to a projective
(possibly singular) variety X which contracts a divisor E ⊂X+ to a subvariety
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B = ψ(E) ⊂ X of codimension ≥ 2 and B /⊂ SingX. Consider the blow up
σB ∶X(B)→X with center B, E(B) = σ−1B (B) the exceptional divisor. From
the set up we obtain the following simple proposition.
Proposition 2.1. Two cases hold: either (σ−1B ○ ψ)(E) = E(B), and so the
composition map σ−1B ○ψ ∶X+ ⇢X(B) is an isomorphism in a neighbourhood
of the generic point of E, or B+ ∶= σ−1B ○ψ(E) is an irreducible subvariety of
codimension 2. Morever, B+ /⊂ SingX(B),B+ ⊂ E(B) and σB(B+) = B
Iterating this proposition to the situation of a maximal singularity E lying
over a birational morphism φ ∶X+ →X, we obtain a sequence of blow ups
σi,i−1 ∶ Xi → Xi−1∪ ∪
Ei → Bi−1
where X0 =X,B0 = φ(E) and Bj is the center of E on Xj. Ei = σ−1i,i−1(Bi−1) is
the exceptional divisor, Bi−1 is the center of the blow up σi,i−1. Note that Xi
can be singular but they are non-singular at a general point of the subvariety
Bi. For i > j we set
σi,j = σj+1,j ○ . . . ○ σi,i−1 ∶Xi →Xj
By Proposition 2.1 σi,j(Bi) = Bj. For a subvariety Y on some Xj we denote
its strict transform on Xi, when it is well defined (i.e. Y /⊂ Bj), by Y i. This
sequence of blow ups is called the resolution of the discrete valuation ordE
with respect to X. We will see later that this resolution always terminates
in a finite number of steps.
Consider now the set of exceptional divisors {E1, . . . ,EK} of such a reso-
lution. We introduce the structure of a directed graph on this set in the
following way: The verticies Ei and Ej are joined by an oriented edge, which
we denote by i→ j, if i > j and Bi−1 ⊂ Ei−1j . We also introduce the following
notation, if i > j then pi,j is equal to the number of paths from the vertex i
to vertex j. We also set pi,i = 1.
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Example 2.2.
4 3 2 1
This graph corresponds to a resolution of size K = 4, where the center (B2 ⊂
E2) of the blow up σ3,2 is contained in the strict transform E21 . We see that
p3,1 = 2 and p4,1 = 2
We have the identity
pi,j = ∑
i→k pk,j
to obtain this, for each path from i to j mark the first vertex of the graph
after i i.e. i → k → . . . → j. We can use this notation to express taking
pullbacks of exceptional divisors on this sequence of blow ups.
Eij = σ∗i,jEj − ∑
j←k≤iσ∗i,kEk.
A simple argument by induction shows the following identity, after noting
that σ∗j+1,jEj = Ej+1j +Ej+1 since Bj ⊂ Ej and the divisor Ej is non-singular
at a general point of Bj.
Proposition 2.3. The following identity holds
σ∗i,jEj = i∑
k=j pk,jEik.
The combinatorial invariants pi,j allow us to give explicit formulas for mul-
tiplicities and discrepancies. Let Σj denote the strict transform of the linear
system Σ on Xj. Set νj = multBj−1 Σj−1 and βj = codimBj−1 − 1. Again




a(Ei, V ) = i∑
j=1pi,jβj
from this we can now show the following proposition.
Proposition 2.4. The sequence of blow ups always terminates: there exists
some K ≥ 1 such that σ−1K,0 ○ ψ(E) = EK.
Proof. From the second formula above and the fact that pi,j ≥ 1 for all i ≥
j and βj ≥ 1 for all j, we see that a(Ei,X) ≥ i. However we note that
a(Ei,X) ≤ a(E,X) because the center of E on Xi is contained in Ei. So i is
bounded above, and hence the proposition holds.
So now to any maximal singularity E we can associated a sequence of blow
ups and thus a graph with verticies {E1, . . .EK}, such that multEK(Σ) =
multE(Σ). Hence, we can write the Noether-Fano inequality as follows:
K∑
i=1 piνi > n K∑i=1 piβi (2.2)
Our ultimate aim is to use this inequality to arrive at a contradiction and
thus show that no maximal singularities can occur, proving birational super-
rigidity. To this end we can use this resolution to split maximal singularities
into two types. We consider a maximal singularity E ⊂ V + and look at its res-
olution. We observe that the centers Bi of the blow ups have non decreasing
dimension. Therefore, two cases can occur: either dimB0 = . . . = dimBK−1
or dimB0 < dimBK−1. In the latter case we say that E is an infinitely near
maximal singularity of Σ.
Proposition 2.5. Suppose E is a maximal singularity of a mobile linear
system Σ, c(Σ,X) = n and dimB0 = dimBK−1. Then for the center of the
singularity B = B0, the inequality
multB Σ > n(codimB − 1)
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holds.
Note that if B is a subvariety of X such that X is smooth along B, then




Σ = multB Σ > n(codimB − 1) = n ⋅ a(E1,X)
and therefore E1 is also a maximal singularity of Σ.
Here, we define multB Σ = multBD for a general D ∈ Σ. Since X is smooth






for a generic point x ∈ B. We note that multB Σ > 0 if and only if B ⊂ Bs(Σ).
In the case above we say B is a maximal subvariety of Σ.
Proof. Since E is a maximal singularity of Σ, we have the Noether-Fano
inequality
K∑
i=1 piνi > n K∑i=1 piβi
Since by assumption dimB0 = dimBK−1 then βi = codimB − 1 for all i. We
also observe that ν1 ≥ . . . . . . νK . Substituting these inequalities into the above
formula we obtain
ν1 ≥ n(codimB − 1)
which is the precise inequality we need.
Corollary 2.6. If the center B of the maximal singularity E is not a maximal
subvariety, that is the inequality
multB Σ > n(codimB − 1)
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does not hold, then E is an infinitely near maximal singularity.
We also note that if the codimension of the center B is 2 then we get equality
of the codimensions of the centers and thus B is automatically a maximal
subvariety.
3 The technique of counting multiplicities
In this section we examine the graph of the blow up introduced in the previous
section to prove a series of important inequalities, starting with the following.
Theorem 3.1. (The 4n2-inequality) Let X be a non-singular, projective
variety. Let B ⊂ X be the center of a maximal singularity of Σ. Let n =
c(Σ,X) and define Z ∶= (D1 ○D2), where D1,D2 ∈ Σ are general divisors.
Suppose codimB ≥ 3, then the inequality
multB Z > 4n2
holds, where multB Z is the intersection multiplicity of B on Z.
Before we state the proof (which is from Theorem 2.1, Chapter 2 of [Puk13]),
we consider first a more general situation. Let B ⊂ X,B /⊂ SingX be an
irreducible cycle of codimension ≥ 2 and σB ∶X(B)→X be the blow up with
center B, and E(B) = σ−1B (B) the exceptional divisor. Let W = ∑miWi,Wi ⊂
E(B) be a k-cycle, k ≥ dimB. We define the degree of W to be
degW =∑
i
mi deg(Wi ∩ σ−1B (b))
where b ∈ B is a generic point, σ−1B (b) ≅ PcodimB−1 and the right-hand side
degree is as defined for varieties in projective space in Chapter 1. We note
that degWi = 0 if and only if σB(Wi) is a proper closed subset of B.
We now recall an important piece of intersection theory which will be central
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to the proof. Let D and Q be two distinct Weil divisors on X, DB and QB
denote their strict transforms on X(B).
Lemma 3.2. Assume that codimB ≥ 2. Then
DB ○QB = (D ○Q)B +Z
where Z is a divisor whose support is contained in E(B). Moreover,
multB(D ○Q) = (multBD)(multBQ) + degZ
In particular if codimB = 2. Then
DB ○QB = Z +Z1
where SuppZ ⊂ E(B), SuppσB(Z1) does not contain B. In addition the
equality
D ○Q = [(multBD)(multBQ) + degZ]B + (σB)∗Z1
holds.
See [Ful98] Chapter 12 for more details. With the setting established, we
proceed with the proof.
Proof of Theorem 3.1.
Consider a maximal singularity ordE(−) of Σ and its corresponding resolution
σi,i−1 ∶ Xi → Xi−1. We divide this resolution into two parts: the lower part
with indicies i = 1, . . . L ≤K corresponds to the blow ups where codimBi−1 ≥
3, and the upper part with indicies i = L+ 1, . . .K corresponding to the blow
ups where codimBi−1 = 2. Note that it is possible that L = K and thus the
upper part is empty.
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Let D1,D2 ∈ Σ be two different general divisors. We define a sequence of
codimension 2 cycles, one for each Xi , as follows
D1 ○D2 = Z0 = Z
D11 ○D12 = Z10 +Z1⋮
Di1 ○Di2 = (Di−11 ○Di−12 )i +Zi⋮
where Zi ⊂ Ei. Thus for any i ≤ L we get
Di1 ○Di2 = Zi0 +Zi1 + . . . +Zii−1 +Zi
For any j > i where j ≤ L define mi,j ∶= multBj−1(Zj−1i ) and di ∶= degZi.
From the above sequence we get the following system of equalities:
ν21 + d1 =m0,1
ν22 + d2 =m0,2, +m1,2⋮
v2i + di =m0,i + . . . +mi−1,i⋮
v2L + dL =m0,L + . . . +mL−1,L
Now we obtain
dL ≥ K∑
i=L+1ν2i deg(σi−1,L)∗Bi−1 ≥ K∑i=L+1ν2i
and by Proposition 2.2.4. of [Puk13] we have the inequality
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L∑
i=1 pim0,i ≥ L∑i=1 piν2i + pL K∑i=L+1ν2i
Setting m ∶= m0,1 = multB(D1 ○D2) and using the fact that m0,i ≤ m0,1 we
get
m( L∑
i=1 pi) ≥ L∑i=1 piν2i + pL K∑i=L+1ν2i
Using this inequality and the fact that for i ≥ L+1 we have pi ≤ pL we obtain
the inequality
m( L∑
i=1 pi) ≥ K∑i=1 piν2i
We consider now the quadratic form ∑Ki=1 piν2i and see where it is minimised.
Recall the explicit Noether-Fano inequality
K∑
i=1 piνi > n K∑i=1 piβi
using this we see that this quadratic form is minimised at the point
ν1 = . . . = νK = ∑Ki=1 piβin∑Ki=1 pi
Now define Σl = ∑βj≥2 pj,Σu = ∑βj=1 pj. Then we obtain the inequality
multB Z > (2Σl +Σu)2Σl(Σl +Σu)n2
A simple computation shows that the right hand side is strictly greater than
4n2, thus concluding the proof of Theorem 3.1.
The above result also holds when X has a certain kind of singularities, which
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we define below:
Definition 3.3. Let X ⊂ Y be a subvariety of codimension 1 inside a
smooth projective complex variety Y of dimension n. A point P ∈ X is
called a quadratic point of rank r if there exist local analytic coordinates
z = (z1, . . . zn) of Y around P and a quadratic form q2(z) of rank r such that
the germ of X in P can be defined as
(P ∈X) ≅ {q2(z) + g(z) = 0} ⊂ Y
where g(z) is a polynomial with cubic and higher homogeneous components.
One useful property of quadratic singularities which will be of great impor-
tance in Chapter 3 is the following:
Lemma 3.4. Suppose V is a projective variety with at most quadratic sin-
gularities of rank ≥ r, then codim(SingV ⊂ V ) ≥ r − 1.
Proof. Let x ∈ SingV and consider the blow up σ ∶ V + → V at the point
x. V + has one exceptional divisor E which is a quadric of rank r1 ≥ r and
codim(SingE ⊂ E) = r1 − 1. Since SingV + ∩E ⊂ SingE we obtain the bound
codim(Sing(V +) ∩E ⊂ V +) ≥ r. Since cutting by a codimension 1 subvariety
increases the codimension by at most 1 then codim(SingV + ⊂ V +) ≥ r−1. We
then end the proof by noting that codim(SingV + ⊂ V +) = codim(SingV ⊂ V )
(unless, of course if SingV = {x} but in this case the result is trivial).
From this Lemma and Chapter 1, Proposition 4.15 it follows that if a variety
has at most quadratic singularities (which are by definition locally hypersur-
face singularities) of rank at least 5 then V is factorial. This fact will be
important for the results in Chapter 3.
The following extension of the 4n2-inequality was first shown in [EP14].
Theorem 3.5. Let X be a projective variety such that every point is either
smooth or a quadratic singularity of rank r ≥ 5. Let Σ be a mobile linear
system and E a maximal singularity of Σ, B is the center of the maximal
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singularity E. Let Z = (D1 ○ D2) be the self intersection of Σ. Suppose
codimB ≥ 3, then the inequality
multB Z > 4n2
holds.
Remark 3.6. The condition of rank at least 5 is necessary for this result
for the following reason: If we consider a 3-fold X with a non-degenerate
quadratic point p, if this quadratic point is the center of a maximal singularity
E of a mobile linear system Σ with threshold n = c(Σ,X) then the Noether-
Fano inequality states that
multp Σ > n
therefore for the self intersection Z of Σ, using the technique of counting
multiplicities we can at most obtain the bound
multpZ > 2n2.
Before we prove this theorem, we must first revisit the situation of Propo-
sition 2.1 and consider the case where the center of E is contained in the
singular locus SingX. Once again we can construct the resolution of the
maximal singularity E and the disrepancies are still bounded so the resolu-
tion still terminates. However, in this case the centers Bi can be contained in
the singular locus of Vi but, the singularities are controlled in the following
sense.
Lemma 3.7. Let X ⊂ Y be a subvariety of codimension 1 in a smooth pro-
jective complex variety Y of dimension n with at most quadratic singularities
of rank ≥ r. Let B ⊂ X be an irreducible subvariety. Then there exists an
open subset U ⊂ Y such that
(i) B ∩U is smooth
(ii) the blow up X˜U of X ∩U along B ∩U has at most quadratic singularities
58
of rank ≥ r.
See Theorem 4 of [EP14] for a proof. We now construct the resolution of the
maximal singularity E
σi,i−1 ∶ Xi → Xi−1∪ ∪
Ei → Bi−1
for i = 1, . . . ,K. By Lemma 3.7 for i = 0, . . . ,K − 1 there is a Zariski open
subset Ui ⊂Xi such that Ui ∩Bi ≠ ∅ is smooth and either Vi is smooth along
Bi ∩ Vi or every point p ∈ Bi ∩ Vi is a quadratic singularity of rank at least
5. In particular, the quasi-projective varieties σ−1i,i−1(Ui−1), i = 1, . . . ,K are
factorial and the exceptional divisor E∗i ∶= Ei ∩ σ−1i,i−1(Ui−1) is irreducible and
either a projective bundle over Ui−1 ∩Bi−1 or a fibration over Ui−1 ∩Bi−1 into
quadrics of rank at least 5. We may assume that Ui ⊂ Ei ∩ σ−1i,i−1(Ui−1) for
i = 1, . . .K − 1.
We separate this resolution into a lower part (i = 1, . . . , L) and an upper half(i = L + 1, . . . ,K), where codimBi−1 ≥ 3 if and only if i ≤ L. It may occur
that L =K and thus the upper half is empty. We define
L∗ ∶= max{i = 1, . . . ,K ∣ multBi−1Xi−1 = 2}
Here multBi−1Xi−1 = 2 means that Bi−1 is contained in the singular locus of
Xi−1. From the definition we see that L∗ ≤ L. We also define
δi = ⎧⎪⎪⎨⎪⎪⎩ codimBi−1 − 2 for 1 ≤ i ≤ L∗codimBi−1 − 1 forL∗ + 1 ≤ i ≤K
Note that δi are the discrepancies of exceptional divisors when blowing up





2 multBi−1 Σi−1 for 1 ≤ i ≤ L∗
multBi−1 Σi−1 forL∗ + 1 ≤ i ≤K
Let D ∈ Σ be a generic divisor. Then
Di∣
Ui
= σ∗i,i−1(Di−1∣Ui−1) − νiE∗i .
Now we can write the Noether-Fano inequality as follows:
K∑
i=1 piνi > n( K∑i=1 piδi)
We now sketch out a proof of Theorem 3.5 since the proof is very similar to
that of Theorem 3.1. We refer the reader to [EP14] for the full details.
We may assume that ν1 < √2n, else otherwise multB Z ≥ 2ν21 > 4n2 and
we are done. We also have the inequality ν1 > n (a fact which we prove in
Proposition 4.5). The multiplicities νi also satisfy the following inequalities:
ν1 ≥ . . . ≥ νL∗ (2.3)
and, providing K ≥ L∗ + 1
2νL∗ ≥ . . . ≥ νK (2.4)
Recall that Z = (D1 ○ D2) is the self intersection of Σ, we write mi =
multBi−1 Zi−1 for i = 1, . . . , L. Now using the same techniques as used in
the proof of Theorem 3.1 we obtain the estimate
L∑
i=1 pimi ≥ 2 L∗∑i=1 piν2 + K∑i=L∗+1piν2
Denote the right hand side by q(ν∗). We see that
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L∑
i=1 pimi ≥ µ
where µ is the minimum of the positive definite quadratic form q(ν∗) on the
compact, convex polytope ∆ defined on the hyperplane
Π ∶= ⎧⎪⎪⎨⎪⎪⎩
K∑
i=1 piνi = n( K∑i=1 piδi)
⎫⎪⎪⎬⎪⎪⎭
by the inequalities (2.3) and (2.4). We optimise in a similar way as in the
proof of Theorem 3.1 and so we end the sketch proof here.
We end this section by stating a version of the 4n2-inequality for surfaces
which we will make use of in the next section and in Chapter 3.
Let o ∈ X be a point on a smooth, projective surface, C a smooth curve
containing o and Σ a mobile linear system on X. Let Z = (D1 ○ D2) be
the self-intersection of the linear system Σ, which in this case is an effective
0-cycle. We assume that SuppZ = {o} and so degZ = multoZ.
Proposition 3.8.( Theorem 3.1, [Cor00]) If there exists a real (possibly neg-




is not log-canonical, where n > 0. Then the inequality
degZ > 4(1 − a)n2
holds.
A further extension of the 4n2-inequality for general complete intersection
singularities was recently show in [Puk16].
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4 Inversion of adjunction
The next technique comes from the following interpretation of the Noether-
Fano inequality in terms of singularities of log pairs, an approach first seen
in [Cor00].
Definition 4.1. A log pair (D,X) is a variety X and D a formal sum of
prime divisors with rational coefficients (i.e. a Q-divisor) such that KX +D
is Q-Cartier. Consider a log pair (X,D) where D is effective. We say that(X,D) is canonical if for any geometeric valuation νE the inequality νE(D) ≤
a(E,X) holds and log-canonical if νE(D) ≤ a(E,X) + 1.
Definition 4.2. Let (D,X) be a log pair. A log resolution of the pair (D,X)
is a birational morphism f ∶ Y →X such that f−1(D)∪⋃iEi is a divisor with
global normal crossings, where Ei are the exceptional divisors of f .
Now let Σ be a linear system on X. An equivalent way of saying that Σ
has a maximal singularity is to say that for a general divisor D ∈ Σ the pair(X, 1nD) is non-canonical i.e. there is a geometric valuation νE such that
νE(Σ) > na(E,X).
The application of this approach lies in the usage of the following theorem
(Theorem 7.4 ,[Kol97]).
Theorem 4.3. (The Connectedness theorem) Let X be a normal variety
and D = ∑diD an effective Q-divisor on X such that KX +D is Q-Cartier.
Let g ∶ Y → X be a log resolution of the pair (X,D). KY = g∗(KX +D) +∑ eiEi. Define F = −∑ei≤−1 eiEi, then SuppF is connected in a neighbourhood
of every fibre of g.
The main utility of this theorem is in proving a result commonly referred to
as inversion of adjunction. We state a version of this theorem which is stated
and proven in Chapter 4, Section 3, Theorem 3.4 of [Puk13].
Theorem 4.4. (Inversion of adjunction) Let x ∈ X be a germ of a
Q-factorial variety with terminal singularities, D an effective Q divisor the
support of which contains x. Let R ⊂ X be an irreducible codimension 1
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subvariety which is Cartier and not contained in the support of D. Assume
that the point x is an isolated centre of a non-canonical singularity of the
pair (X,D). Then, the pair (R,DR = D ∣R) is not log canonical at the point
x.
This allows us to restrict our attention onto irreducible subvarieties of X,
which in many cases can vastly simplify our analysis.
We will use Theorem 4.4 directly several times in Chapter 3, but another
application is proving the following useful inequality. Suppose x ∈ X is the
germ of an isolated hypersurface singularity, and dimX ≥ 4. More precisely,
if φ ∶ X+ → X is the blow up of X along x, E ⊂ X+ is the exceptional
divisor, X+ and E are smooth with E isomorphic to a smooth hypersurface
of degree µ = multxX ≤ dim(X) − 1 in PM . Furthermore, for any prime
divisor D ∋ x, D+ its strict transform is of the form D+ ∼ −νE for ν ∈ Z+, so
that multxD = µν.
Proposition 4.5. Assume the pair (X, 1nD) is not canonical at x, but canon-
ical away from x. Then, the inequality
ν > n
holds.
Proof. Assume the converse: ν ≤ n. Then the pair (X+, 1nD+) is non-
canonical and the center of any non-canonical singularity of this pair (that
is, of any maximal singularity of D+) is contained in E. By Theorem 4.4 the
pair (E, 1nD+E), where D+E = D+∣E is not log-canonical. Let HE = − E∣E be
the generator of the Picard group PicE, which is the hyperplane section of
E with respect to its embedding in PM . Then
D+E ∼ −ν E∣E = νHE.
Since ν ≤ n, the pair (E, 1nD+E) cannot be log-canonical by Proposition 7.2.6
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of ([Puk13]).
Another application of Theorem 4.4 is proving the following theorem which
was first introduced in ([Che00]). We first set up the problem. Let o ∈ X
be a germ of a smooth variety where dimX ≥ 4. Let Σ be a mobile linear
system on X and Z = (D1 ○D2) ,where D1,D2 ∈ Σ are generic divisors, its
self intersection. Let φ ∶ X+ → X denote the blow up of X at the point x,
E = φ−1(o) ≅ PdimX−1 the exceptional divisor. We denote the strict transform
of Z and Σ on X+ by Z+ and Σ+ respectively.




is not canonical, but canonical outside the point o, where n > 0. Then, there
exists a linear subspace Φ ⊂ E of codimension 2 (with respect to E), such that
the inequality
multoZ +multΦZ+ > 8n2
holds.
Parts of the proof of the result in Chapter 3 follow closely the proof of this
theorem, so we will give a partial proof here.
Proof. We first can restrict the system Σ onto a generic smooth subvariety of
dimension 4 containing o, hence we can assume that dimX = 4. Moreover, we
can assume that ν = multo Σ ≤ 2√2n < 3n, since otherwise multoZ ≥ ν2 > 8n2
and the claim already holds.
Lemma 4.7. The pair
(X+, 1
n




is not log-canonical, and the center of any of its non-log canonical singulari-
ties is contained in E.
Proof of Lemma 4.7. Let λ ∶ X˜ → X be a resolution of singularities of
the pair (X, 1nΣ) and E∗ ⊂ X˜ a prime exceptional divisor, realising a non-
canonical singularity of the pair. Then λ(E∗) = o and the Noether-Fano
inequality
ordE∗(Σ) > na(E∗)
holds. For a generic divisor D ∈ Σ we get φ∗D =D+ + νE, so that
ordE∗(Σ) = ordE∗(Σ+) + ν ⋅ ordE∗(E)
and
a(E∗,X) = a(E∗,X+) + 3 ordE∗(E).
Using this we get
ordE∗ ( 1
n
Σ+ + (ν − 2n)
n
E) = ordE∗ ( 1
n
Σ) = 2 ordE∗(E)
> a(E∗,X+) + ordE∗(E) ≥ a(E∗,X+) + 1
which is precisely the condition for being non-canonical. QED.
Let R ∋ o be a generic 3-dimensional subvariety and R+ ⊂ X+ its strict
transform on the blow up of the point o. For a small  > 0 the pair
(X+, 11 +  1nΣ+ + (ν − 2n)n E +R+)
still satisfies the connectedness principal (Theorem 4.3) with respect to the
morphism φ ∶ X+ → X, so that the set of centers of non-log canonical sin-
gularities of this pair is connected. Since R+ is itself a non-log canonical
singularity, we conclude that the pair (2.5) has a non-log canonical singu-
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larity, the center of which on X+ has positive dimension, since it intersects
R+. Let Y ⊂ E be a center of a non-log canonical singularity of (2.5) with
maximal dimension. We have two cases: Either dimY = 2 or dimY = 1.
We start with the case dimY = 2. Let S be a generic linear subvariety of X+
of dimension 2 which intersects Y transversally at a point of general position.
The pair (2.5) restricted onto S is not log-canonical at this point so applying
Proposition 3.8 we see that
multY (D+1 ○D+2 ) > 4(3 − νn)n2
so that
multoZ ≥ ν2 +multY (D+1 ○D+2 )degY
> (ν − 2n)2 + 8n2,
which proves the claim.
We now consider the case dimY = 1. Then we consider the pair
(R+, 11 +  1nΣ+R + ν − 2nn ER) (2.6)
where Σ+R = Σ+∣R+ and ER = E∣R+ . Since this pair satisfies the conditions of
the connectedness principal and R+ intersects Y at degY distinct points, we
conclude that Y ⊂ E is a line in P3.
We now distinguish between two cases: when ν ≥ 2n and when ν < 2n. The
latter case is historically the most troublesome case, and we will only cite its
proof. We will now consider the case when ν ≥ 2n .
Let us choose a generic three dimensional subvariety R ∋ o such that R+ ⊃ Y .
Since by our assumption (2.5) is an effective cycle, we can apply Theorem
4.3 and conclude that (2.6) is not log-canonical at Y .
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We apply Proposition 3.8 to the pair (2.6) in a similar manner as above,
giving us the inequality
multY (D+1 ∣R+ ○ D+1 ∣R+) > 4(3 − νn)n2.
On the left in brackets we have the self-intersection of the mobile linear
system Σ+R, which separates into two components:
(D+1 ∣R+ ○ D+1 ∣R+) = Z+R +Z(1)R
where Z+R is the strict transform of the cycle ZR = Z ∣R on R+ and the support
of the cycle Z(1)R is contained in ER. The line Y is a component of the effective
1-cycle Z(1)R .
On the other hand, the self-intersection of the mobile linear system Σ+ we
get
(D+1 ○D+2 ) = Z+ +Z1
where the support of the cycle Z1 is contained in E. From the genericity of
R it follows that outside Y the cycles Z(1)R and Z1∣R+ coincide. At Y we get
the equality
multY Z(1)R = multY Z+ +multY Z1
However, multY Z1 ≤ degZ1 so that
multoZ +multY Z+
= ν2 + degZ1 +multY Z+
≥ ν2 +multY Z(1)R > 8n2
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which proves the claim in the case ν ≥ 2n. For the case ν < 2n we refer the
reader to Chapter 2, Section 4.2 of [Puk13]. The original proof in [Che00]
contained a gap in the case ν < 2n, this case was then proved first in [Puk10].
5 The cone technique
In this chapter we include a technique which is very useful for excluding
maximal subvarieties.
Proposition 5.1. Let X ⊂ Pm be a smooth hypersurface and Σ ⊂ ∣nH ∣ a
mobile linear system on X. Suppose C ⊂ X is an irreducible curve, then the
inequality
multC Σ ≤ n
holds.
Before we prove this, we first prove the following proposition.
Proposition 5.2. Let W ⊂ Pm be a smooth hypersurface, and C ⊂ W a
curve. Let x ∈ Pm ∖W be a general point and C(x) the cone with base C
and vertex x. Then
C(x) ∩W = C ∪R(x)
where R(x) is a curve which intersects C in degR(x) distinct points.
Proof. Consider the projection map pi ∶ W → Pm from the point x with
ramification divisor Wx ⊂ W . A point y ∈ C is a ramified point of this map
precisely when the line Lxy ⊂ C(x) has multiple intersection with W which








where (z0 ∶ . . . ∶ zm) are homogeneous coordinates on Pm, F (x0, . . . , xM) is
the equation of W in terms of these coordinates and x = (x0 ∶ . . . ∶ xm). From
this we see that Wx is numerically equivalent to degW −1 times a hyperplane






is base point free. Thus for a general point x the intersection C ∩Wx meets
in (degW − 1)degC = degR(x) distinct points.
We now proceed to the proof of Proposition 5.1. Take a general point x ∈ Pm
away from X and let Z(x) denote the cone with vertex x and base C. Then
Z(x) ∩X = C ∪ R(x), where R(x) is the residual curve. Now by Proposi-
tion 5.2, R(x) and C intersect at degR(x) distinct points. Now consider
Σ∣R(x). The general element of this has degree ndegR(x), but also contains
degR(x) points of multiplicity multC Σ. So ndegR(x) ≥ degR(x)multC Σ
and Proposition 5.1 follows.
As an example, we apply it to prove the following theorem.
Theorem 5.3. Let V = V4 ⊂ P4 be a smooth quartic hypersurface. Then V
is birationally superrigid.
Proof. Suppose for a contradiction that there is a mobile linear system Σ ⊂∣nH ∣ on V . Let B ⊂ V be the center of this maximal singularity. We have two
cases to consider: either dimB = 1 or dimB = 0. In the first case, then B is a
maximal subvariety of V and we have the inequality multB Σ > n. Applying
Proposition 5.1 we immediately arrive at a contradiction. We consider the
case when B = p is a point. Consider the 1-cycle Z = (D1 ○D2) on V , where
D1,D2 ∈ Σ are general divisors. Then by Theorem 3.1 the inequality
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multpZ > 4n2
holds. However, Z has degree 4n2, so the above inequality cannot hold.
Having excluded all possible cases, we conclude that V is birationally super-
rigid.
This result was first shown in [IM71], though the statement and proof have
been updated since the original paper.
Conclusion
In this chapter we have introduced the concept of birational rigidity and out-
lined its application to the rationality problem discussed in the introduction.
We have explained how the property of rigidity is shown via the method of
maximal singularities and the Noether-Fano inequality. We have also famil-
iarised the reader with the connectedness theorem and how it is applied to
the method of maximal singularities. After having introduced the method
and its many components, we will now apply it to a new class of Q-Factorial




double quadrics and cubics
In this chapter we prove the core results of this thesis. We will prove that
Fano double quadrics of index 1 and dimension at least 6 are birationally
superrigid if the branch divisor has at most quadratic singularities of rank
at least 6. Fano double cubics of index 1 and dimension at least 8 are bira-
tionally superrigid if the branch divisor has at most quadratic singularities
of rank at least 8 and another minor condition of general position is satisfied.
Hence, in the parameter spaces of these varieties the complement to the set
of factorial and birationally superrigid varieties is of codimension at least(M−42 ) + 1 and (M−62 ) + 1 respectively. In Section 1 we introduce the varieties
to be studied and state the main results. In Section 2 we prove birational
superrigidity for Fano double quadrics and perform the calculation of the
codimension of the set of varieties not satisfying factoriality or superrigidity.
In Section 3 we prove birational superrigidity for Fano double cubics. The




We start this introduction with a definition.
Definition 1.1. A Fano double hypersurface is defined as a projective alge-
braic variety V equipped with a morphism σ ∶ V → Q ⊂ PM+1, where M ≥ 4,
Q is an irreducible hypersurface of degree m, where 2 ≤ m ≤ M − 2, and σ
is a double cover ramified over a divisor W ⊂ Q which is cut out on Q by a
hypersurface W ∗ ⊂ PM+1 of degree 2M − 2m + 2.
As is the case for double spaces considered in Chapter 1, Example 3.17,
a Fano double hypersurface can be written as a complete intersection in
weighted projective space. Indeed, the variety V can be realized as a complete
intersection of codimension 2 in the weighted projective space P(1M+2,M −
m + 1), given by the equations
f(x0, . . . , xM+1) = 0, y2 = g(x0, . . . , xM+1)
where x0, . . . , xM+1 have weight 1 and y has weight M −m + 1, and f and
g are of degree m and 2(M −m + 1) respectively. When m = 2 we call V
a double quadric and when m = 3 we call it a double cubic. Throughout
this chapter we assume that Q is non-singular. By the Riemann-Hurwitz
formula we have KV = σ∗(KQ) + R, where 2R = σ∗(W ) and by Chapter 1,
Example 5.5(iii) and Chapter 1, Theorem 6.6 and we see that PicV = ZL
and KV = −L, where L = σ∗(H) and H ⊂ Q is the divisor associated to a
hyperplane section Q ∩H. Hence, it is a primitive Fano variety of index 1.
In Section 2 the following result is shown:
Theorem 1.2. Let σ ∶ V → Q ⊂ PM+1 be a double quadric ramified over
W =W ∗ ∩Q. Assume that M ≥ 6 and W has at most quadratic singularities
of rank at least 6. Then V is factorial and birationally superrigid.
In Section 3 we consider rigidity of the double cubic case. In the proof
a small regularity condition is required which we will now introduce. Let
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σ ∶ V → Q ⊂ PM+1 be a double cubic, branched over W = W ∗ ∩Q. We say
that V satisfies the condition (*) if for any non-singular point p ∈ W of the
branch divisor in a system (z1, . . . , zM+1) of affine coordinates with the origin
at p the hypersurface Q is given by the equation
0 = q1(z∗) + q2(z∗) + . . .
where qi(z∗) are homogeneous of degree i and q2∣TpW ≢ 0. In Section 3 the
following result is proven:
Theorem 1.3. Assume that M ≥ 8, W = W ∗ ∩ Q has at most quadratic
singularities of rank at least 8 and V satisfies the condition (*). Then V is
factorial and birationally superrigid.
In Section 2 we prove a result on the parameter space of double quadrics and
cubics which are neither factorial or birationally superrigid, in the same vein
as [EP14]. We set up the result as follows. We set
Fm ⊂ P(H0(PM+1,OPM+1(m)))
to be the open set of non-singular hypersurfaces Q of degree m and
G = P(H0(PM+1,OPM+1(2M − 2m + 2)))
the parameter space of hypersurfaces W ∗. Then Im = Fm × G is a natural
parameter space for double hypersurfaces of dimension M and L-degree 2m.
Let Sm ⊂ Im be the set of pairs (Q,W ∗) such that the corresponding double
hypersurface V is a factorial variety with at most terminal singularities (and
therefore, a Fano variety with PicV = ZKV ,KV = −L ) which is birationally
superrigid. The result shown in Section 3 is the following:
Theorem 1.4. The complement Ik ∖ Sk has codimension at least (M−42 ) + 1
for M ≥ 6 when k = 2 and at least (M−62 ) + 1 for M ≥ 8 when k = 3.
This thesis continues a number of previous works; superrigidity of generic (in
particular, non-singular) double hypersurfaces was first shown in [Puk00a].
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Certain singular cases were investigated in [Che06a], see also [Che05]. Cyclic
covers of degree 3 and higher were studied in [Puk09], triple spaces with
isolated quadratic points in [Che04]. Double spaces of index 1 with higher-
dimensional singular locus were shown to be birationally superrigid in [Mul10].
Here we work in the style of [EP14], not only showing birational superrigidity
of a certain class of Fano varieties but also estimating the codimension of the
complement to the set of factorial and superrigid varieties. Such estimates
are important due to applications to the theory of birational rigidity of Fano
fibre spaces, which we will explain in more detail in Section 3.
The method of proof used for Theorem 1.2 and Theorem 1.3 is the method of
maximal singularities as outlined in Chapter 2. Theorem 1.4 is shown using
Theorem 1.2, Theorem 1.3 and a dimension counting argument.
2 Fano double quadrics
2.1. Double quadrics. Let us prove Theorem 1.2. We first note that since
W has at most quadratic singularities of rank at least 6 then V has at most
quadratic singularities of rank at least 7 (the term y2 increases the rank by
1), and therefore by Chapter 2, Lemma 3.4, codim SingV ≥ 6. Thus, by
Chapter 1, Proposition 4.15, V is factorial. Hence, it now remains to prove
that V is birationally superrigid. Assume that Σ ⊂ ∣nL∣ is a mobile linear
system with a maximal singularity E ⊂ V ∗, where φ ∶ V ∗ → V is a birational
morphism from a non-singular projective variety V ∗. Let B = φ(E) be the
centre of E on V . Assume first that codimB ≥ 3.
Recall by Theorem 3.5 of Chapter 2 the following inequality
multB Z > 4n2
holds. Now the linear system ∣L∣ = ∣−KV ∣ has basis div(x0), . . . ,div(xM+1).
Let x = (x0 ∶ . . . ∶ xM+1 ∶ y) ∈ V then ∣L∣ defines a map onto PM+1 by sending
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x→ (x0 ∶ . . . ∶ xM+1). This map is precisely σ, so then for any point o ∈ B we
get the inequality
multoZ ≤ degLZ = 4n2
We conclude that the case when codimB ≥ 3 is impossible.
We now consider the case when B is a subvariety of codimension 2. Then it
is a maximal subvariety of the linear system Σ and by Chapter 2, Proposition
2.5 the inequality
multB Σ > n
holds. We define VH = V ∩ H, where H is a generic linear subvariety of
dimension 6. Since the codimension of the singular set of V is at least 6
we conclude that VH is non-singular. We define BH = B ∩H and note that
it satisfies the same inequality with respect to ΣH = Σ∣VH . Since dimVH ≥
5 by the Lefschetz hyperplane theorem (Chapter 1, Theorem 6.6) BH is
numerically equivalent to a multiple kL2. Set ν = multBH ΣH > n. Then for
the cycle Z we see that Z ∼ n2L2 and
Z = ν2BH +Z1
with Z1 an effective cycle. Comparing the L-degrees on the left and right
hand sides, we get a contradiction. Thus concluding the proof of Theorem
1.2.
Remark 2.1. More subtle arguments could be used to give a proof of
Theorem 1.2 for M = 4 and 5 under the slightly weaker assumption that
the quadratic singularities are of rank at least 4. Only the arguments for the
case codimB = 2 need to be modified in a way similar to [Puk89]. Here we can
not assume that A2V = ZK2V . However, we can still get some information
on codimension 2 cycles. Recall the identity Z = αB + Y where α > n2.
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Computing degZ = n2 degV ≥ αdegB we obtain the inequality
degB < degV
Since in this case, degV = 4, we see that degB ≤ 3. Here we could exclude
each case in turn by use of the “test class” method (for examples, see [Isk77]).
2.3. Codimension in the parameter space. Let us prove Theorem
1.4, assuming Theorems 1.2 and 1.3. First, we consider double quadrics.
Fix a non-singular hypersurface Q ∈ Fm. Given the claim of Theorem 1.2,
it is sufficient to show that the set of hypersurfaces W ∗ ∈ G violating the
assumptions of Theorem 1.2 is of codimension at least (M−42 ) + 1 in G. Fix a
point p ∈ Q. The hypersurface Q is given by an equation
0 = q1 + q2 + . . .
in some system of affine coordinates with origin at p. The hypersurface W ∗
is given by an equation
0 = w1 +w2 + . . .
where wi are homogeneous of degree i (we assume that p ∈ W - otherwise
the case is trivial). Violation of the assumptions of Theorem 1.2 at p means
that w1 = λq1 for some λ ∈ C and w2∣q1=0 is a quadratic form of rank at most
5. The first imposes M + 1 independent conditions while the second imposes(M+12 ) − (r+12 ) − r(M − r), where in this case r = 5. Thus, these conditions
impose in total
(M − r − 12 ) +M = (M − 42 ) +M
independent conditions on the coefficients of the polynomial g. Since the
point p varies in the intersection W =W ∗ ∩Q) which has dimension M − 1,
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the codimension of the set of W ∗ who violate the conditions is at least
(M − 42 ) +M − (M − 1) = (M − 42 ) + 1.
This completes the proof of Theorem 1.1 in the case of double quadrics. In
the case of double cubics we obtain the lower bound (M−62 ) + 1 by the same
argument (in this case r = 7). However, we also have the condition (*).
Again, we consider first the violation of (*) at a fixed point p ∈ W . The
condition
q2∣TpW ≡ 0
for fixed q1,w1 (in the notations above) imposes M(M−1)2 independent condi-
tions on q2. Therefore, the set of pairs (f, g) such that in a system of affine
coordinates with the origin p ∈ {f = g = 0} the condition (*) is violated is of
codimension at least M(M−1)2 −M = M(M−3)2 in the parameter space. As this
number is higher than (M−62 ) + 1, the proof of Theorem 1.4 is complete.
Remark 2.2. We will now explain one potential application of this estimate,
in the style of [Puk15]. Consider a variety pi ∶ V → S, where V is factorial
and has at most terminal singularities, such that −KV is ample on the fibres
of pi and S is a non-singular and rationally connected variety. Moreover, the
condition,
PicV = ZKV ⊕pi∗ PicS.
holds. This is called a standard Fano-Mori fibre space. Let χ ∶ V ′ → S ′ be a
rationally connected fibre space. We say that pi ∶ V → S is a birationally rigid
Fano fibre space if for any birational map φ ∶ V ⇢ V ′ there exists a rational










The technique of proving that a given Fano-Mori fibre spaces satisfies this
condition is essentially a generalisation of the method of maximal singulari-
ties discussed in this thesis. However, the conditions that need to be satisfied
by such a fibre space are more complex. We not only have to consider what
kind of varieties the fibres are allowed to be but also how the fibres are al-
lowed to vary over the base S. In [Puk15] a set of conditions which together
form a sufficient criterion for birational rigidity are outlined. Three of which
we will focus on here.
1. Every fibre Fs is an irreducible factorial Fano variety with terminal
singularities and Picard group PicFs = ZKFs .
2. Given any fibre Fs, for every effective divisor D ∈ ∣−nKFs ∣, the pair(Fs, 1nD) is log-canonical. (Divisorial log-canonicity)
3. For any mobile linear system Σ ⊂ ∣−nKFs ∣ on Fs the pair (Fs, 1nD) is
canonical, where D ∈ Σ is a general divisor. (Mobile canonicity).
We note that the second condition is equivalent to α(Fs) ≥ 1, where α(Fs)
is the α-invariant of Tian, first introduced in [Tia87]. The last condition
implies birational superrigidity of Fs.
Consider again our fibre space pi ∶ V → S. Consider the specific example
when Fs are all Fano hypersurfaces of index 1 and dimension M , this is an
example considered in ([Puk15]). We can construct an example of this as
follows: Let S = Pm, and X = PM ×Pm, and V ⊂X a hypersurface of bidegree(M, l). Then V → Pm is a fibration into Fano hypersurfaces of index 1. LetW denote the parameter space of all Fano hypersurfaces of fixed dimension
and Wreg the subset of Fano hypersurfaces which satisfy the above criterion
(that is every, W ∈W satisfies the properties of Fs above).
Now, assume we have a bound codim((W ∖Wreg) ⊂W) ≥ δ. then every fibre
Fs ∈ Wreg. Now in the example above, if m < δ and the hypersurface V is
general (also l satisfies a technical condition which we do not discuss here)
then V → S satisfies the above conditions. This illustrates the utility of the
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estimate δ.
We now consider the case of fibrations into Fano double quadrics and cubics.
By Theorem 1.4 we have some information about double quadrics and cu-
bics that satisfy criterion (1) and (3) and so we deduce that if we consider
fibrations as above, the dimension of the base S should be bounded above by(M−42 )+1 and (M−62 )+1 respectively. To require that divisorial log-canonicity
is also satisfied imposes further restrictions, so we expect that we would need
a lower upper bound on the dimension of S to guarantee the above criterion.
Thus, a natural extension to the result in this thesis would be to try and
prove divisorial log-canonicity for double quadrics and cubics and give an
estimate for codim((W ∖Wreg) ⊂W) for double quadrics and cubics.
3 Fano double cubics
In this section we prove Theorem 1.3. Since we are working with a variety
with singularities, we must carefully consider the cases when the center of
a maximal singularity is contained in the singular locus SingV and when
the center is not contained in it. Since our variety is a double cover, we
must also distinguish the cases when the center contains ramified points or
not. We begin by considering the comparatively simpler case of a maximal
singularity with center outside the singular locus. Subsections 3.2 and 3.3 are
then dedicated to considering the case of centers contained in the singular
locus.
3.1. Maximal singularities outside the singular locus. Recall that we
are working with a double cover σ ∶ V → Q, where Q ⊂ PM+1 is a non-singular
cubic hypersurface, σ is branched over W =W ∗ ∩Q and the assumptions of
Theorem 1.3 holds. In particular, V is factorial by the same argument as for
double quadrics and PicV = ZL where L is the σ-pullback of the hyper-plane
section of Q. Assume that V is not birationally superrigid. Then there is
a mobile linear system Σ ⊂ ∣nL∣ with a maximal singularity E ⊂ V ∗, where
φ ∶ V ∗ → V is a birational morphism from a non-singular projective V ∗. We
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start with the following observation.
Lemma 3.1. Suppose B = φ(E) is the center of a maximal singularity on
V , then codimB ≥ 3.
Proof. If codimB = 2, we argue as for double quadrics (Subsection 2.2) and
come to a contradiction.
Therefore for the rest of the section we will consider when codimB ≥ 3.
Assume first that B /⊂ SingV . Note that this implies σ(B) /⊂ SingW . The
self-intersection Z = (D1 ○ D2) of the system Σ (where D1,D2 are general
divisors) satisfies the 4n2-inequality multB Z > 4n2.
Lemma 3.2. The case σ(B) ⊂W cannot occur.
Proof. Take a point p ∈ σ(B) ∖ SingW . Consider the intersection TpW ∩Q,
which near p is given by the equation 0 = q2∣TpW + q3∣TpW . By the condition
(*), p has multiplicity 2 at TpW ∩Q and therefore the irreducible subvariety
σ−1(TpW ∩Q) ∼ L2 has multiplicity precisely 4 at o = σ−1(p). Hence, there
exists an irreducible component Y of the cycle Z, such that Y ∼ lL2,multo Y >
4l and Y ≠ σ−1(TpW∩Q). So Y is not contained in both divisors σ−1(TpQ∩Q)
and σ−1(TpW ∗ ∩Q). Intersecting Y with one which does not contain Y , we
obtain an effective cycle Y ∗ ∼ lL3 of codimension 3 such that multo Y ∗ > 8l.
As degL Y ∗ = 6l, we obtain a contradiction.
The same argument works in the case of B such that σ(B) /⊂ W but also
σ(B) ∩W /⊂ SingW , provided we take p such that p ∈ σ(B) ∩W , else σ−1(p)
is not well defined. Therefore, the last case to consider in this section is a
maximal singularity such that its centre B satisfies the property σ(B) /⊂W
and σ(B) ∩W ⊂ SingW (this also covers the case when σ(B) ∩W = ∅).
We take a general point o ∈ B such that o¯ = σ(o) /∈W (we note that o¯ is non-
singular). Let ψ ∶ V + → V be the blow up of the point o and let E = ψ−1(o)
be the exceptional divisor. By the 8n2-inequality (Chapter 2, Theorem 4.6)
there is a linear subspace Ψ ⊂ E ≅ PM−1 of codimension 2, such that the
self-intersection Z of Σ satisfies the property
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multoZ +multΨZ+ > 8n2
Z+ being its strict transform on V +. As σ gives an isomorphism of local
rings Oo,V and Oo¯,Q, we can find a hyperplane H ⊂ P, such that σ−1(HQ)+
contains Ψ, where HQ = H ∩Q is the corresponding hyperplane section. As
such hypersurfaces form a 2-dimensional linear system, we may assume that
σ−1(HQ) contains none of the components of Z, so the cycle (Z ○HQ) is well
defined. Obviously, (Z ○HQ) ∼ n2L3, so deg(Z ○HQ) = 6n2. On the other
hand
multo(Z ○HQ) ≥ multoZ +multΨZ+ > 8n2
which is a contradiction.
We have inspected all options for the case B /⊂ SingV . Therefore we may
assume that B ⊂ SingV and so σ(B) ⊂ SingW . We consider this case in the
next section.
3.2. Inversion of adjunction. Fix a general point o ∈ B. As the sin-
gularities of W are quadratic of rank at least 8, the singularities of V are
quadratic of rank at least 9. Near the point o we may consider the germ
o ∈ V analytically as a germ of a hypersurface in CM+1. We now work locally
near o by defining X to be a generic section of V by dim(V ) − 5 general,
very ample divisors passing through o. Then X has dimension 4 and o ∈ X
is a germ of an isolated quadratic singularity of rank 5. Let pi ∶ V + → V and
piX ∶ X+ → X be the blow ups of the point o, and E = pi−1(o),EX = pi−1X (o)
the exceptional divisors. In an obvious sense, the non-singular 3-dimensional
quadric EX is the section of the quadric E by dim(V )−4 general very ample
divisors. For a general divisor D ∈ Σ set
pi∗D =D+ + νE
Let D1,D2 ∈ Σ be generic divisors, then Di =D+i +νE. We now quote a result
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from [Ful98] (Theorem 12.4.8 ) which we will make extensive use of (this is
a generalisation of Chapter 2, Lemma 3.2)
Proposition 3.3. Let Di be defined as above, and set (D+1 ○D+2 ) = Z+ +Z∗,
then the inequality
multoZ ≥ 2ν2 + degZ∗
holds.
where DX denotes the restriction of D onto X and D+X its strict transform
on X+. By inversion of adjunction, the pair (X, 1nDX) is not log canonical
at o. By our assumption about B and what was shown in Subsection 3.1,
the point o is an isolated centre of a non-canonical singularity of the pair(X, 1nDX).
Proposition 3.4. The multiplicity ν satisfies the inequalities
n < ν ≤ √3n
Proof. The first inequality is Proposition 4.5 in Chapter 2. For the inequality
ν ≤ √3n, we note that degLZ = 6n2 ≥ multoZ ≥ 2ν2.
In particular, ν < 2n, which implies that the pair (X+, 1nD+X) is non log-
canonical and the centers of log-canonical singularities are contained in EX .
Moreover, by the connectedness principal (Chapter 2, Theorem 4.3) the union
of centres of all non log-canonical singularities is a connected subset of EX .
We therefore have 3 cases to consider:
Case 1. (X+, 1nD+X) is non log-canonical at a surface in EX .
Case 2. (X+, 1nD+X) is non log-canonical at a curve in EX .
Case 3. (X+, 1nD+X) is non log-canonical at a point pX ∈ EX .
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Lemma 3.5. Case 1 cannot occur.
Proof. In this case the pair (X+, 1nΣ+X) is non log-canonical at an irreducible
divisor RX ⊂ EX , which is a section of an irreducible divisor R ⊂ E ⊂ PM .
Therefore, the degree of R is at least 2. Since (X+, 1nΣ+X) is non log-canonical,
for generic divisors D1,D2 ∈ Σ we can use Proposition 3.8 of Chapter 2 to
obtain the inequality
multR(D+1 ○D+2 ) > 4n2
so using Proposition 6.11 of Chapter 1, Proposition 3.3 and the fact that
R is an irreducible component of the cycle (D+1 ○D+2 ) we obtain multoZ ≥
2ν2 + degRmultR(D+1 ○D+2 ) > 2ν2 + 2(4n2) > 10n2, a contradiction.
Lemma 3.6. Case 3 cannot occur.
Proof. We note that pX = S ∩ EX where S must be a linear subspace of
codimension 3 on E, as EX is a generic section of E. Since a quadric of rank
at least 9 cannot contain a linear subspace of codimension 3, we arrive at a
contradiction.
Therefore the only case left is Case 2: (X+, 1nD+X) is non log-canonical at an
irreducible curve YX which is a section of an irreducible subvariety Y ⊂ E of
codimension 2. We consider this final case in the next section.
3.3. Centre at an irreducible curve. Write the self-intersection of the
linear system Σ+X as
(D+1 ∣X ○ D+2 ∣X) = Z+X +Z∗X
where Z∗X is an effective divisor on EX , which is the restriction onto EX of an
effective divisor Z∗ on E, where Z∗ is the component of the self intersection
of Σ+ which is contained in E. Since (X+, 1nD+X) is non log-canonical (and
thus non-canonical), we have the 4n2-inequality (Chapter 2, Theorem 3.1)
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multYX Z+X +multYX Z∗X > 4n2
so that multY Z+ +multY Z∗ > 4n2. We first give a bound on the multiplicity
of multY Z∗.
Lemma 3.7. The inequality multY Z∗ = multYX Z∗X ≤ 2n2 holds.
Proof. Assume the converse: multY Z∗ > 2n2. As Z∗X is an effective divisor
on a non-singular quadric, see that
Z∗X ∼ αHEX
where HE is the hyperplane section of E. Since EX is a smooth hypersurface
and Z∗X ∈ ∣αHEX ∣ and YX ⊂ EX is a curve, by Proposition 5.1 of Chapter 2
we obtain
2n2 < multYX Z∗X ≤ α.
Therefore degZ∗ > degHE ⋅(2n2) = 4n2. However, this implies that multoZ >
2ν2 + 4n2 > 6n2, a contradiction.
From this we conclude that multY Z+ = multYX Z+X > 2n2. Our next observa-
tion is that Y must be a section of E by a linear subspace of codimension
2 (recall that E is a quadric with a natural embedding in projective space).
Indeed, since E is a quadric of rank at least 9, Y is numerically equivalent
to βH2E for some β ≥ 1.
Lemma 3.8. The equality β = 1 holds.
Proof. Assume the converse: β ≥ 2. Then degY ≥ 4 and therefore multoZ =
deg(Z+ ○E) ≥ multY Z+ degY > 8n2. A contradiction. So then β = 1 and Y
is a section of E by a linear subspace as claimed.
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Set o¯ = σ(o) ∈ Q. Let piQ ∶ Q+ → Q be the blow up of o¯, E = pi−1Q (o¯) the
exceptional divisor, E ≅ PM−1. Note that σ ∶ V → Q extends to σ+ ∶ V + → Q+,
where σ+∣E ∶ E → E is a double cover branched over the quadric W +∩E. We
now have two cases:
• σ+(Y ) is a linear subspace in E of codimension 2 and σ+∣Y is a double
cover
• σ+(Y ) = Y is a quadric in a hyperplane in E and σ+∣Y is birational.
The first case is excluded by similar arguments used in subsection 3.1 where
the 8n2-inequality was applied: there exists a linear subspace ∆ ⊂ PM+1 such
that its strict transform ∆+ cuts out B. Take a general hyperplane T ⊃ ∆
and consider the cycle H = σ∗(Q ○ T ) on V . Intersecting with Z we obtain
the inequality
multo(Z ○H) ≥ 2ν2 + 2 multY (D+1 ○D+2 ) > 8n2
which contradicts the fact that deg(Z ○H) = deg(Z) = 6n2.
We now consider the second case. For a quadric hypersurface cone Λ ⊂ P
with vertex o¯, set ΛQ = Λ∣Q = Λ∩Q. Take a general cone Λ such that Λ+Q ∩E
contains Y , so that σ−1(ΛQ)+ contains Y . By generality, σ−1(ΛQ) contains
none of the components of Z so the cycle
ZΛ = (Z ○ σ−1(ΛQ))
is well defined. Its L-degree is 12n2. Now by Proposition 3.3 we obtain
multoZΛ ≥ 2 multoZ + 2 multY Z+ > 8n2 + 4n2 = 12n2
which gives the final contradiction. This concludes the proof of Theorem 1.3.
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Conclusions and Further Work
In this thesis we have investigated the birational properties of a large class
of high dimensional, Q-factorial Fano varieties of index 1, which are realised
as weighted complete intersections of codimension 2. We have shown that
these varieties have the property of birational superrigidity and thus have
all the properties that superrigidity entails, such as being non-rational and
admitting no non-trivial structures of a rationally connected fibre space. This
thesis thus contributes to the larger project of birational classification of Q-
factorial, terminal weighted projective complete intersections. In addition,
the estimates for the codimension on the locus of non-superrigid or non-
factorial double quadrics and cubics forms an important step towards the
investigation of varieties fibered into double quadrics and cubics, as outlined
in Chapter 3.
The results of Chapter 3 could most likely be improved upon; for example,
we expect that the conditions on the singularities of the branch divisor could
be relaxed to quadratic singularities of rank at least 4. This would further
improve the bound given in Theorem 3.1.4. Any rank lower than this would
be more difficult to achieve as the variety is no longer factorial in general.
In addition, the assumptions on dimension could probably be relaxed to di-
mension 4 and higher. This would likely require a lot of work since there
would be a lot more cases of maximal singularities to exclude, as the numer-
ical Chow group becomes more complex. In general however, we expect the
behaviour of factorial double quadrics and cubics with quadratic singularities
to mirror that of the non-singular case, as is the case for Fano hypersurfaces
87
88
of dimension at least 4.
Regarding further results which build on this thesis, one could extend the
type of singularities to isolated singularities of multiplicity at least 3, as done
for Fano hypersurfaces in [Puk02]. The recent extension of the 4n2-inequality
for complete intersection singularities shown in [Puk16] could be of use in this
case. Another potential area of study would be Fano double hypersurfaces of
higher degree. Double quartics might prove surmountable with the methods
used in this thesis, as the degree of this variety is 8 which would mean that
the 8n2-inequality should still be of use. Any higher degree than this would
require the use of the method of hypertangent divisors, which would impose
further restrictions on the variety in the form of regularity conditions. This
would potentially weaken any bounds on the codimension as in Theorem
3.1.4 . It is possible however to give estimates on the codimension of the set
of non-regular hypersurfaces (see Proposition 3 of [EP14]) so calculating an
estimate in the case of higher degree double hypersurfaces should be possible
with current methods. Another potential generalisation would be to consider
K-degree cyclic covers of Fano hypersurfaces, starting with triple covers.
Finally, another potential direction of further research would be to prove di-
visorial canonicity of double quadrics and cubics with quadratic singularities,
which would extend the work done on smooth double covers in [Puk08].
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