Mutation has traditionally been considered a random process, but this paradigm is challenged by recent evidence of divergence rate heterogeneity in different genomic regions. One facet of mutation rate variation is the propensity for genetic change to correlate with the number of germ cell divisions, reflecting the replication-dependent origin of many mutations. Haldane was the first to connect this association of replication and mutation to the difference in the number of cell divisions in oogenesis (low) and spermatogenesis (usually high), and the resulting sex difference in the rate of mutation. The concept of male-biased mutation has been thoroughly analysed in recent years using an evolutionary approach, in which sequence divergence of autosomes and/or sex chromosomes are compared to allow inference about the relative contribution of mothers and fathers in the accumulation of mutations. For instance, assuming that a neutral sequence is analysed, that rate heterogeneity owing to other factors is cancelled out by the investigation of many loci and that the effect of ancestral polymorphism is properly taken into account, the male-to-female mutation rate ratio, a m , can be solved from the observed difference in rate of X and Y chromosome divergence. The male mutation bias is positively correlated with the relative excess of cell divisions in the male compared to the female germ line, as evidenced by a generation time effect: in mammals, a m is estimated at approximately 4-6 in primates, approximately 3 in carnivores and approximately 2 in small rodents. Another life-history correlate is sexual selection: when there is intense sperm competition among males, increased sperm production will be associated with a larger number of mitotic cell divisions in spermatogenesis and hence an increase in a m . Male-biased mutation has implications for important aspects of evolutionary biology such as mate choice in relation to mutation load, sexual selection and the maintenance of genetic diversity despite strong directional selection, the tendency for a disproportionate large role of the X (Z) chromosome in post-zygotic isolation, and the evolution of sex.
INTRODUCTION
Mutations constitute the ultimate source of genetic novelty required for evolution by natural selection. Mutational events are likely to arise in all cells of an organism but only those originating in germ cells are transmitted to subsequent generations, and thus are relevant to evolution. However, mutation is not a homogenous process that occurs at a constant rate among lineages or within genomes, and variation in the rate and pattern of germ line mutation are therefore key factors in many aspects of evolutionary and population genetics. For instance, in the absence of selection, the rate of molecular evolution and the level of standing genetic variation are directly governed by the rate of mutation. Moreover, the rate of mutation must be taken into account in order to infer the type and the intensity of selection in DNA sequences in the analyses of divergence data.
If we were able to identify all de novo mutations that our parents provided us with, we would have the possibility to directly measure the rate of mutation per generation. While the necessary technology is not yet available to allow such an endeavour, we can make one particular prediction when it comes to the relative contribution from mothers and fathers: we expect to see most mutations originating from our father's germ cells. This expectation derives from what now seems to be a widespread phenomenon among higher organisms, the rate of germ line mutation is typically higher in spermatogenesis than in oogenesis-in other words, the mutation rate is male biased (Vogel & Motulsky 1997; Hurst & Ellegren 1998; Li et al. 2002) . The concept of male-biased mutation builds upon the mechanistic basis of mutation. Since replication error during cell division has been seen as a major source of mutation, the usually higher number of cell division in spermatogenesis than in oogenesis means that, everything else being equal, more mutations will be generated in the male than in the female germ line. In other words, the number of accumulated mutations in a DNA sequence should increase when it is replicated many times. Here, I review how recent work in this area has contributed to the realization of the extent to which sex-specific mutation rates can explain (and cannot explain) the overall pattern of mutation rate heterogeneity across the genome, and to the insight in the evolutionary implications of malebiased mutation.
A HISTORICAL PERSPECTIVE
(a) Indirect studies using human disease and Mendelian genetics Haldane (1935 Haldane ( , 1947 Haldane ( , 1948 made the observation that spontaneous cases of X-linked haemophilia B were most often discovered in families with mother carriers. Recessive mutations arising on the X chromosome will have different immediate consequences depending on the sex of parent and offspring (figure 1). When they arise in the male germ line, and given that fathers transmit their single X chromosome to daughters only, paternally generated X-linked mutations will always exist in heterozygous state in the first (female) offspring generation, without expression of the mutant phenotype. Mothers, on the other hand, transmit an X chromosome to both daughters and sons, with equal likelihood. When a new X-linked recessive arises in the female germ line, first generation (hemizygote) sons will be directly affected. Given that X-linked mutations arisen in both parents can thus give female carriers while directly affected sons only follow from maternally derived mutations, Haldane's null hypothesis was that female carriers should be twice as common as directly affected sons. However, the excess of families with mother carriers was observed to be much larger than expected. Based on this observation he suggested that, in humans, fathers contribute more mutations than mothers.
Haldane's idea of male-biased mutation did not spark a great deal of immediate research among contemporary investigators. Indirectly inferring the parental origin of new mutations using X-linked recessives required pedigrees with de novo mutations causing disease, or other distinct phenotypes, and such cases were rare and hindered further research. Thus, the question of a sex difference in the rate of germ line mutation was not studied actively for several decades and, to the extent it was appreciated, it was generally considered an issue mainly for human or medical geneticists (Winter et al. 1983; see also Crow 1993 see also Crow , 1997 .
(b) The evolutionary approach Miyata et al. (1987) offered a new way to attack the problem. Given the mode of inheritance of autosomes and sex chromosomes, they showed that it is possible to infer the relative contribution of males and females to evolutionarily accumulated mutations by studying sequence divergence in different chromosomal classes. Specifically, in the XY system, the Y chromosome evolves under the influence of male-originating mutations only, while the X chromosome and the autosomes are hit by mutations of both male and female origin. Knowing the rate of male mutation from the rate of Y chromosome divergence, the female rate can be solved from X-chromosomal data taking into account that X is two-thirds of the time in the female germ line and one-third in the male germ line (figure 2). Alternatively, relative sex-specific rates can be solved by comparisons of autosomes and either of the sex chromosomes. The male-to-female mutation rate ratio (a m ) is then estimated from either of the following equations:
Correspondingly, in a ZW system of female heterogamety, the female mutation rate is given by W chromosome divergence ( W is only transmitted through the female germ line) and the male rate can be indirectly obtained through data from the Z chromosome (Miyata et al. 1987) . 
GENOMIC DETERMINANTS OF THE MALE MUTATION BIAS
(a) Inferring mutation rates from neutral substitution rates A starting point for the evolutionary approach to a m estimation is that the rate of mutation can be inferred from the neutral rate of nucleotide substitution or sequence divergence. While not controversial in itself, a more difficult issue is how to define truly neutral sequences. Synonymous sites (particularly fourfold degenerate sites) and non-coding DNA such as introns, intergenic sequence and pseudogenes have traditionally been seen as selectively neutral, but this may not necessarily be true (Smith & Hurst 1999) . For instance, recent analysis suggests that selectively driven codon usage may occur in organisms previously thought to be free of a codon bias, including mammals (Hellman et al. 2003; Urrutia & Hurst 2003; Chamary & Hurst 2004) . Moreover, there is an overall tendency for sequence conservation in first introns (Chamary & Hurst 2004) and, more generally, in the ends of introns (Hare & Palumbi 2003; Sorek & Ast 2003; Chamary & Hurst 2004) . Furthermore, a bulk of evidence now exists to demonstrate both negative and positive (Andolfatto 2005 ) selection on non-coding DNA, including the widespread presence of conserved sequence blocks in intergenic and intronic DNA (Majewski & Ott 2002) .
In practice, one may have to accept that a fraction of the presumably neutral sequence used for a m estimation is not entirely free of constraint but that the frequency of such constraint is similar for sequences from the chromosomal classes being compared. Alternatively, one may try to exclude potentially conserved sites or blocks of noncoding DNA from the analysis. Using a distant out-group to identify conserved elements can be a means for such masking of the sequence dataset.
(b)
To what extent does chromosomal divergence reflect sex-specific mutation rates? An underlying argument in the evolutionary approach is that the time the sequences spend in the male and female is the main factor governing chromosome-specific mutation rates. However, potential violations of this assumption occur at different levels. Based on the theory of adaptive mutation rate variation, one potential problem is that the X chromosome may have evolved a lower mutation rate to reduce the exposure of deleterious recessive mutations when in hemizygous state (McVean & Hurst 1997) . While there was some support from initial mouse-rat comparisons (McVean & Hurst 1997; Lercher et al. 2001) , more recent analysis based on larger datasets of human-mouse and mouse-rat coding sequence comparisons do not support this hypothesis (Malcom et al. 2003) . Moreover, in ZW systems, where the analogous argument would imply that the Z chromosome had evolved a reduced mutation rate, a m estimates using Z-A, Z-W or A-W comparisons of chicken-turkey divergence do not differ significantly (Axelsson et al. 2004) ; had Z rate been reduced for other reasons than male-biased mutation, a m estimated from Z-A and Z-W data would be lower than when estimated from A-W.
More seriously, an important conclusion from recent large-scale genome analysis is that there is significant local and regional variation in the substitution rate along chromosomes (e.g. MGSC 2002; Smith et al. 2002; Hardison et al. 2003; CSAC 2005) . This is likely to reflect neutral processes in which mutation rate variation is associated with factors such as recombination rate variation (Lercher & Hurst 2002; Hellman et al. 2003) , nucleotide composition (Hardison et al. 2003) and perhaps also chromatin structure, although it cannot be completely excluded that such heterogeneity will be seen, in a selectionist view, as evidence for adaptive mutation rate variation at the level of individual genes or genomic segments (Smith & Hurst 1999; Chuang & Li 2004) . In any case, mutation rate variation within chromosomes is problematic to studies of the male mutation bias since a m estimation will be dependent on which genomic regions are used for the underlying estimates of sequence divergence in different chromosomal classes. Importantly, it clearly shows that the time a particular sequence spends in the male and female germ line is not the sole, and in many cases not even the main, cause of mutation rate variation (Gaffney & Keithley 2005) . For instance, human-chimpanzee autosomal divergence varies between 0.8 and 2.0% even when regions as large as 1 Mb are compared; when smaller windows are analysed, the variation is considerable (CSAC 2005) . Most of this variation occurs within chromosomes but there is significant support also for rate variation among autosomes in the human-chimpanzee comparison (CSAC 2005) . In birds, a further aspect of autosomal rate heterogeneity is that the smaller microchromosomes mutate at a higher rate than the larger macrochromosomes (ICGSC 2004; Axelsson et al. 2005) . To conclude, it is quite possible that the variation in a m estimates obtained in studies focusing on one or a few genomic regions only has been due at least in part to withingenome mutation rate heterogeneity. (c) Taking large-scale mutation rate heterogeneity into account How should mutation rate heterogeneity be handled when one is interested in estimating the male mutation bias? For a start, whole-genome sequences are now steadily accumulating and offer an outstanding source of information for the study of sex-specific mutation rates using the evolutionary approach (Makova et al. 2004; RGSPC 2004; Lindblad-Toh et al. 2005; CSAC 2005) . One possibility when such large-scale data are available is to focus on interspersed repeat elements, either using divergence data between individual copies and an ancestral master repeat sequence (for which data from one genome is sufficient; Erlandsson et al. 2000; IHGSC 2001) , or by estimating the divergence of homologous repeats in two or more species (Makova et al. 2004; RGSPC 2004) . Using interspersed repeats has the advantage of facilitating the identification of orthologous sequence in the non-coding parts of relatively divergent genomes. It might also be argued that focusing on the same sequence inserted at many different locations in the genome reduces the confounding effects of mutation rate heterogeneity related to inherent features of the sequence context, like nucleotide composition. However, interspersed elements tend to evolve towards the GC content of surrounding regions (Filipski et al. 1989; Casane et al. 1997; IHGSC 2001) . Moreover, a potential pitfall in the analysis of repeat elements is that they may be subject to events of gene conversion (Roy et al. 2000) . If such events are biased with respect to chromosomal classes involved ( Jurka 2004; Webster et al. 2005) , estimates of sex-specific mutation rates would also be biased. For broad analyses of many taxa and, in particular, for studies of genetically less well-characterized organisms, whole-genome approaches are not yet feasible. However, owing to within-chromosomal mutation rate heterogeneity, it is still advisable to estimate a m using sequence data from several genomic regions, rather than sampling the same total amount of sequence from a single locus. It has been argued that the analysis of homologous sequences in different chromosomal classes, like genes (Shimmin et al. 1993b) or other genomic segments (Bohossian et al. 2000) shared between the X and the Y chromosomes, would have some merit. However, Berlin et al. (2006) found no evidence for a correlation in the substitution rate of introns of genes shared between the sex chromosomes.
(d) Site heterogeneity in the male mutation bias Mutation rate variation among and within chromosomes clearly represents a confounding factor in studies of sexspecific mutation rates. Now, if such heterogeneity can be dealt with by sampling many loci, can we then safely estimate the male mutations bias? Miyata et al. (1987) originally made the assumption that the majority of mutations are replication-dependent, which laid the ground for derivation of the expected rates of sequence evolution of chromosomal classes. In retrospect, it would seem that this assumption was an oversimplification since it has been known for long that damages and lesions unrelated to replication can introduce mutations in DNA (Macphee 1995) . Recently, a clear-cut illustration of how this affects a m estimation was provided by Taylor et al. (2006) who used a whole-genome human-chimpanzee comparison to show that while CpG sites have only a modest male mutation bias (a m z2-3), non-CpG sites have a m z6-7, which is close to what might be expected if the majority of mutation is owing to replication errors. The weak bias seen at CpG sites is consistent with the nature of most CpG mutations, which are the result of methylated cytosine converting into thymine upon spontaneous, replication-independent deamination. Taylor et al. make the important note that the proportion of CpG sites in sequences used for estimating chromosomal divergence will therefore affect the magnitude of the male mutation bias.
Generally, we should distinguish between replicationdependent and replication-independent mutations when studying sex-specific mutation rates, with the former expected to show a more pronounced sex-bias than the latter. This applies as well to mutations other than nucleotide substitution. For example, length changes in microsatellite sequences are generally thought to arise from replication slippage (Ellegren 2004) . Consistent with this, the excess of paternally derived mutations in simple repeats is of similar magnitude as point mutations, at least in humans (Ellegren 2000) . Moreover, small insertion and deletion polymorphisms in unique sequence also show an excess of male mutations, suggesting that they primarily occur during DNA replication (Sundström et al. 2003; Makova et al. 2004) . A practical consequence of high male mutation rates at hypervariable repeat loci used in DNA profiling is that paternity tests would need to take into account the higher chance of male-derived mutations as an alternative to non-paternity (Ibarguchi et al. 2004) .
(e) The rate of mutation per cell generation The assumption that a m should be equal to the maleto-female ratio in the number of germ line cell divisions, c (Miyata et al. 1987) , builds on the premise that the rate of mutation per cell division is equal in spermatogenesis and oogenesis. In essence, we still do not know if this is the case. In humans, and probably so also in other organisms, the two sexes differ in germ line methylation levels (Driscoll & Migeon 1990; Bestor 1998) , so CpG mutability may certainly be expected to vary in a sexspecific manner (Huttley et al. 2000) . However, also when replication-dependent mutations are considered, there might be variation in the per cell generation mutation rate. The testis and ovary clearly represent two different mutational environments, which show distinct differences in physiology and morphology, and in the rate and timing of mitotic division of germ cells. For instance, while cell division in oogenesis is generally believed to be prenatal for species with arrested meiosis in females (but see Johnson et al. 2004) , most cell divisions in spermatogenesis occur after sexual maturity. Moreover, genome-wide microarray hybridization experiments demonstrate that many genes are differentially expressed in the male and female germ line (e.g. Ranz et al. 2003; Parisi et al. 2003) , including genes involved in DNA repair (Allen et al. 1995; Blackshear et al. 1998) . Furthermore, the continuous production of sperm during adulthood may imply that male germ cells are more sensitive to the effects of ageing and senescence, e.g. from the accumulation of somatic mutations in genes involved in the replication machinery. Such effects could be reinforced by the fact that males and females often reproduce at different ages. The trade-off between the benefit of avoidance of transferring deleterious mutations to offspring and the cost incurred from efficient replication and repair (Leigh 1970; Kondrashov 1995) may find different optima in the two sexes.
POPULATION GENETIC ASPECTS OF ESTIMATING a m
In the absence of horizontal transfer of genetic information, orthologous sequences of two species coalesce in a sequence of a common ancestor. For any pair of species, the coalescence time will vary from sequence to sequence given that their most recent common ancestor is likely to have contained ancestral polymorphism. We shall thus expect to obtain slightly different divergence estimates for different genomic regions, even if the rate of mutation is uniform. This is in itself not a problem when estimating average mutation rates from divergence data, as long as it is kept in mind that the number of mutations observed is the sum of the number that arose after the split of the two species plus the number that gave rise to the ancestral polymorphism in the most recent common ancestor. However, for estimates of the male mutation bias based on observed sequence divergence in autosomes and/or sex chromosomes, there is a problem if different chromosomal classes were associated with different levels of sequence diversity in a common ancestor. This is likely to be the case for comparisons involving the Y chromosome in organisms with male heterogamety and the W chromosome in organisms with female heterogamety. The Y ( W) is mostly non-recombining and has a smaller effective population size (N e ) than the X (Z) chromosome and the autosomes. Population genetics theory predicts that these factors should lead to reduced levels of nucleotide diversity , something which is supported by empirical data from several organisms (Filatov et al. 2000; ISMWG 2001; Bachtrog & Charlesworth 2002; . Sequences on the Y ( W) chromosome are therefore likely to coalesce more quickly than sequences on the X (Z) chromosome and the autosomes. As a consequence, estimates of a m based on comparisons of sequence divergence in, for example, X and Y chromosomes will be underestimates (The other way around, male-biased mutation has implications for deriving neutral expectations about the amount of genetic variability to be seen in a particular chromosome. Sequence diversity (q) is usually modelled by the expression qZ4N e m. Clearly, differences in the mutation rate (m) among chromosomal classes will affect the expected level of diversity (ISMWP 2001) .
The effect of ancestral polymorphism will only matter at relatively recent divergences; for species that diverged long ago, the vast majority of mutations contributing to the observed divergence will have occurred after the split of species. estimated the magnitude of male-biased mutation among primate species and found a much lower a m estimate in the human-chimpanzee comparison (approx. 2) than in the comparisons of human versus more distantly related primates (approx. 5), which is not expected on biological grounds (see Ellegren 2002) . Moreover, both Bartosch-Härlid et al. (2003) and Sandstedt & Tucker (2005) obtained lower a m estimates in terminal than in internal branches of large avian and rodent phylogenies, respectively. This hints that the most unbiased estimates would be obtained using divergence data mapped down to internal branches only (cf. . Alternatively, the contribution of ancestral polymorphism to divergence can be corrected for by using the current level of nucleotide diversity as an approximation for ancestral levels of polymorphism, and then subtract this from observed pairwise divergences.
Species divergence is a process that may be associated with a long period of interbreeding and introgression between the two diverging lineages. There is as yet only limited information on the genomic consequences of this process, although introgression will generally increase the heterogeneity in regional sequence divergence. It was recently shown that sequence divergence in a wholegenome sequence comparison of human and chimpanzee is unexpectedly low for the X chromosome (Patterson et al. 2006) . One possible explanation for this observation is that X-linked loci of human and chimpanzee more often than autosomal loci share ancestry at the time of hybridization between the diverging lineages. Such discrepancy between autosomes and X chromosome divergence would be compatible with the tendency for the heterogametic sex to be more sensitive to hybrid sterility and inviability than the homogametic sex (Haldane 1922) . Important to this discussion, differences between autosomal and X chromosome divergence for reasons related to the process of speciation will bias estimates of sex-specific mutation rates using the evolutionary approach.
A summary of issues of concern when estimating the male mutation bias using the evolutionary approach is provided in table 1.
LIFE HISTORY AND THE MALE MUTATION BIAS
In the discussion above, I have focused on the patterns and causes of variation in sex-specific mutation rates across the genome, and the estimation of the male mutation bias. What about variation among genomes (lineages)? Two life-history parameters that potentially could correlate with a m are generation time and intensity of sexual selection. Each of these parameters can be expected to covary with the ratio of the number of cell divisions in the male and female germ line; indeed, if c varies among species, so should a m . Specifically, while the number of mitotic cell divisions in oogenesis may be relatively similar across at least many vertebrates, the number of cell divisions in spermatogenesis can be expected to be higher in species that (i) live longer, (ii) reproduce at an older age (have long pre-reproductive time), and/or (iii) reproduce several times in life. Similarly, sperm competition among males can lead to increased sperm production and hence a larger number of cell divisions in spermatogenesis.
It is not straightforward to test the predictions of generation time and sexual selection effects because the evolutionary approach for a m estimation measures the number of mutations accumulated over long periods of time, during which the life history of ancestral species along lineages may have varied. However, whole-genome data from different mammalian lineages are supportive of a generation time effect: a m is of the order of 4-6 in primates (CSAC 2005; Taylor et al. 2006) Most studies of male-biased mutation so far reported using the evolutionary approach have analysed either mammals (Shimmin et al. 1993a Chang et al. 1994; Chang & Li 1995; Agulnik et al. 1997; Huang et al. 1997; McVean & Hurst 1997; Bohossian et al. 2000; Lawson & Hewitt 2002; Malcom et al. 2003; Tucker et al. 2003; Sandstedt & Tucker 2005) or birds (Ellegren & Fridolfsson 1997; Kahn & Quinn 1999; Carmichael et al. 2000; Garcia-Moreno & Mindell 2000; Bartosch-Härlid et al. 2003; Axelsson et al. 2004; Berlin et al. 2006) , so the correlates with life history are mainly restricted to these groups of species. A study of salmonid fishes revealed an a m estimate of 6 (Ellegren & Fridolfsson 2003) and in dioecious plants there are also evidence for higher rate of mutation on the Y than the X chromosome (Filatov & Charlesworth 2002; Whittle & Johnston 2002) ; indeed, there are more cell divisions in pollen than in ovule production. In Drosophila, the observation of similar rates of sequence divergence in the different chromosomal classes (Bauer & Aquadro 1997) ties in nicely with the number of cell divisions in the male and female germ line also being similar.
THE EVOLUTIONARY BIOLOGY AND GENETICS OF THE MALE MUTATION BIAS (a) Female preference for old males
Mutations that effect fitness are generally negative, i.e. they introduce a genetic or mutation load when segregating in the population (Haldane 1937) . Although the precise rate of deleterious mutation can be difficult to estimate (Eyre-Walker & Keightley 1999), the continuous sperm production throughout life and the concomitant accumulation of new mutations in the germ line means that the mutation load (Haldane 1937; Muller 1950) might increase as males age (Hansen & Price 1995) . While intuitively making sense, Hansen & Price (1999) showed formally that this holds true at mutation-selection balance under various age-specific fitness component scenarios and when mutations have unconditionally deleterious effects. Mutation load is an important factor in the evolution of mate choice (Heisler 1984; Rice 1988; Pomiankowski et al. 1991) , a common assumption being that old males are genetically superior owing to viability selection (Manning 1985; Kokko & Lindströ m 1996; Kokko 1998) . Accordingly, female preference should be biased towards older males. However, if mutation load tends to increase in all males as they age, the trade-off in female choice between obtaining either direct or indirect (the 'good genes hypothesis') benefits and avoiding paternally derived deleterious mutation may select for preference for subadult males. This is an important topic worthy of further research.
(b) Male-biased mutation and the enigma of maintenance of genetic variance in viability genes Another evolutionary aspect of male-biased mutation is the link between the intensity of sexual selection and the elevation of male mutation rates. The maintenance of additive genetic variance for fitness traits despite strong directional selection by choosy females represents a classical problem of sexual selection theory (Andersson 1994) . As discussed earlier, there is some evidence for an increase in the male mutation bias as a consequence of increased sperm production resulting from sperm competition (Bartosch-Härlid et al. 2003) . Since the former increase should primarily be owing to an elevated rate of male mutation, not a slowdown in the female mutation rate, the overall effect on the total (sex-average) mutation rate is that of an increase. Based on these lines of thinking, it has been suggested that there is a positive correlation between the intensity of sexual selection and the genetic Table 1 . Issues of concern when estimating the male mutation bias using the evolutionary approach.
aspect comment sequence neutrality can selective neutrality of synonymous sites be assumed? Is non-coding DNA free of selective constraint? adaptive mutation rate variation theoretical arguments would suggest that the X (Z) chromosome has evolved a lower mutation rate, for adaptive reasons. However, there is at present limited support for this phenomenon regional mutation rate variation owing to regional mutation rate variation, it is advisable to estimate the male mutation bias by sampling sequence data from several genomic regions, rather retrieving the same amount of sequence from a single region only site heterogeneity non-replication-dependent mutations, such as deamination of cytosine at CpG dinucleotides, are not expected to show the same sex-specific rates of mutation as mutation induced by replication errors mutation rate per cell division it is still unclear if the mutation rate per cell division is the same in the male and the female germ line. This is also the case for the mutation rate in relation to parental age ancestral polymorphism for closely related taxa, polymorphism in a common ancestor may make a significant contribution to the observed pairwise divergence. If polymorphism levels differ between, for example, autosomes and sex chromosomes, estimates of the male mutation bias may thus be flawed. This can be handled by using more divergent comparisons, or by trying to correct divergence estimates for ancestral polymorphism variability of viability genes (Bartosch-Härlid et al. 2003 , Møller & Cuervo 2003 . In other words, at the same time as depletion of fitness-related genetic variability accelerates through an increased variance in male reproductive success, the generation of new variability also accelerates. This is also an aspect that should be subject to further research, through modelling.
(c) The rate of adaptive evolution The rate of adaptive evolution could be limited by the supply of mutations favoured by positive selection. In itself, the efficacy of selection will differ between autosomal and sex chromosomal genes as the latter are not always in diploid state. Additionally, sex-biased gene expression and sexual antagonism have different consequences to selection whether or not a gene is sex-linked (Rice 1984; Charlesworth et al. 1987) . However, malebiased mutation causing mutation rate heterogeneity among chromosomal classes will also affect the rate of adaptive evolution in different classes. Kirkpatrick & Hall (2004) showed that for additive mutations (dominance coefficient hZ0.5) subject to equal selection in the two sexes, the relative substitution rate of such X-linked mutations will be lower, and that of Z-linked higher, than for autosomal alleles. Moreover, when hs0.5, X-linked alleles will only evolve faster than autosomal alleles when mutations are quite recessive. On the other hand, Z-linked alleles will evolve faster than autosomal alleles over a broad range of dominance values. Kirkpatrick & Hall (2004) highlight two important consequences of the contrasting predictions made for XY and ZW systems. Firstly, as there is a propensity for genes encoding sexually selected traits to map to the X and the Z chromosome (Reinhold 1998) , the ease by which adaptive evolution can occur on the Z chromosome would favour the rapid evolution of male sexual display in female heterogametic organisms. Indeed, birds and butterflies (ZW sex determination) are often recognized as having pronounced sexual dimorphism and exaggerated display traits. Secondly, a high rate of accumulation of nonsynonymous substitution on the Z chromosome could potentially contribute to a strong role of the Z chromosome in post-zygotic isolation, analogous to the 'large-X effect' (Turelli & Orr 2000) described for male heterogametic species. It also has a bearing on the 'faster-X hypothesis' (Charlesworth et al. 1987) , which suggests that X-linked genes would evolve faster than autosomal genes when the two sexes mutate at similar rates. However, the empirical support for faster-X evolution is elusive (Counterman et al. 2004; Thornton et al. 2006) . In light of this, it would be valuable to obtain comparative data on the ratio of non-synonymous (d N ) to synonymous (d S ) substitution in autosomes and the Z chromosome of ZW species such as birds or butterflies.
CONCLUSIONS AND FURTHER RESEARCH
There is now firm support that the overall rate of mutation differs between the sexes for taxa in which the number of germ line cell divisions differs between males and females. However, early work in this area probably had an overly simplistic view on the male mutation bias, as it was then assumed that a sex difference in the mutation rate was the main denominator of mutation rate heterogeneity among genomic regions (with the exception of non-replicationdependent CpG mutations). We know now that this is not the case. On the other hand, while other factors are of predominant importance at any individual locus, the genome-wide mean rate difference between sexes effects the total number of mutations contributed by fathers and mothers. On this basis, the term 'male-driven evolution' was coined (Shimmin et al. 1993a) .
Given the importance of mutations to central aspects of evolutionary biology such as sexual selection and speciation, and that mutation rate represents a key parameter in population genetics, there is a need for increased understanding of the character and magnitude of the male mutation bias across phylogenetically divergent lineages. Moreover, additional work is required to model ramifications of mutation rate on topics such as mate choice and post-zygotic isolation. Furthermore, to the evolutionary aspects discussed earlier should be added the call for further studies of the interesting link between male mutation bias and evolution of sex. One common explanation for the twofold cost of sexual reproduction for females is that meiosis reduces the influence of deleterious mutation. However, in a seminal study by Redfield (1994) , it was shown that when sex-specific mutation rates are highly skewed, female benefit incurred from sex can be outweighed by the negative effects of new deleterious mutations given to progeny by male gametes. Could it be that the cost-benefit balance of sexual reproduction introduces a limit for how high male mutation rates can be?
It is also clear that studies of sex-specific mutation rates can offer insight into germ line biology and provide knowledge of the nature of mutations at individual loci, notably such loci that have a strong effect of fitness. Analyses of the parental origin of spontaneous mutation causing human disease (Hurst & Ellegren 1998 ) have mostly found an excess of paternally derived mutations, in some cases almost skewed towards male-only origin. Sex differences in germ line methylation levels can contribute to such extreme biases if disease-causing mutations are confined to CpG sites (El-Maarri et al. 1998 ). However, this may represent exceptions rather than a role as Taylor et al. (2006) found an overall tendency for more sex-equal mutation rates at CpG than non-CpG sites. A better knowledge of the pattern at individual loci, and even at individual sites, is needed and this applies particularly to studies of organisms other than humans.
Finally, another interesting dimension of male-biased mutation is the relationship between the continuous generation of new mutations as males age and the actual accumulation of mutations in male gametes ( Jung et al. 2003) . Selection for or against non-neutral mutations in primordial germ cells and/or sperm can affect both the mutation load carried by male gametes and the contribution of advantageous mutation to progeny. This should be taken into account when modelling the evolutionary consequences of male-biased mutation. That the issue might be more complicated than perhaps intuitively thought is illustrated by the observation of selection for a pathogenic mutation in the male germ line at a diseasecausing locus (Goriely et al. 2003) .
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