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0 Introduction.
Let MHSR be the category of real mixed Hodge structures [6][7]. Thus, an
object of MHSR consists of a finite-dimensional R-vector space V , equipped
with an increasing filtration W• and a decreasing filtration F
• on VC = V ⊗R
C. These filtrations are required to satisfy the following condition:
(0.1) grpF gr
q
F
grWn (VC) = 0 for n 6= p+ q.
Here F • is the filtration obtained from F • by complex conjugation, and we
denote the filtration induced by W• on VC by the same symbol W•.
It is known that MHSR is an abelian tensor category. The goal of this
note is to give a “gauge-theoretic” description of MHSR.
Consider C, the set of complex numbers, as a 2-dimensional real algebraic
variety (i.e., an algebraic variety over R), and the multiplicative group C∗ as
a 2-dimensional real algebraic group acting on this variety. In more formal
algebro-geometric terms, we are applying the Weil restriction functor RC/R
from C to R:
(0.2) C = RC/R(A
1) = A2R, C
∗ = S := RC/R(Gm),
see [6] (2.1.2). Let Bun∇(C;C
∗) be the category of (real) algebraic vector
bundles on C, equivariant with respect to the C∗-action and equipped with
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an invariant (real algebraic) connection. Note that the connections are not
assumed flat.
Theorem 0.3. There exists an equivalence of abelian tensor categories
h : Bun∇(C;C
∗) −→ MHSR
with the following properties:
(a) If (E,∇) is an object of Bun∇(C;C
∗) and (V,W•, F
•, F •) = h(E,∇),
then the space grW• (V ) is canonically identified with E0, the fiber of E at 0.
(b) In the situation of (a), the vector space V is identified with the space
of covariantly constant sections
V = H0∇
({
Re(t) = −1/2
}
, E
)
.
(c) ∇ is flat if and only if V is split, i.e., isomorphic to a direct sum of
pure Hodge structures.
(d) The functor of “absolute cohomology”
RΓHod : MHS→ VectR, V 7→ RHomMHS(R(0), V )
of Beilinson [1] is identified with the invariant part of the “de Rham sequence”
functor
(E,∇) 7→ Γ
(
C,
{
E
∇
−→ E ⊗ Ω1C
})C∗
.
Here Ω1C is the sheaf of real 1-forms on C as a real 2-manifold.
Remarks 0.4. (a) This gives a geometric interpretation of the pro-unipotent
group U which, according to Deligne [7], governs mixed Hodge structures. In-
deed, U is realized as (the pro-algebraic completion of) the group of piecewise
smooth loops in C considered up to reparametrization and cancellation (with
the group operation being the composition of loops). This group of loops acts
in any bundle with connection via the holonomy. See Subsection 2.7 below
for a discussion at the Lie algebra level.
(b) Theorem 0.3 bears interesting similarities with the results of Connes
and Marcolli [4]. They considered a certain tensor category of “equisingular”
families of connections and identified it with the category of representations
of a pro-unipotent group U∗. This group contains Gm and the commutant
[U∗,U∗] is free on generators of Gm-weights 1,2,3,... On the other hand, our
results show that the category Bun∇(C,C
∗) is equivalent to the category of
2
representations of the group U of Deligne. This group contains C∗ = S, and
[U,U] is free on generators zp,q, p, q ≥ 1, of bi-weight p, q. So the relation
between U and U∗ is qualitatively the same as the relation between all mixed
Hodge structures and iterated extensions of Tate structures. However, the
two categories of connections leading to these groups are quite different and
a direct relation of [4] with Hodge structures is not known.
(c) The group C∗ does not act freely on C because of the fixed point at
0, so from the topological point of view the quotient C/C∗ is ill behaved and
should be replaced by the quotient stack C//C∗. This stack can be seen as
a local archimedeal analog of the “adele class space” A//k∗ of Connes [3].
Here k is a global field, and A is its ring of adeles. Quotients similar to
C//C∗ were also considered by Laumon [11] from the point of view of D-
modules and constructible sheaves. Categories of equivariant connections on
other pre-homogeneous vector spaces can provide interesting analogs of the
category of mixed Hodge structures.
The proof of Theorem 0.3 will be given in §1. It is based on a version of the
Radon-Penrose transform which takes equivariant bundles with connections
on (the complexification of) C into equivariant algebraic vector bundles on
a punctured projective plane. The latter bundles can be realized as Rees
bundles of mixed Hodge structures, following the work of Penacchio [13][14].
In §2 we will relate our description with the description of Deligne [7]
using the “Hodge monodromy operator”. We also give an interpretation of
Deligne’s Hodge group G and its Lie algebra.
I am deeply grateful to A. B. Goncharov who explained to me some basics
of mixed Hodge structures. He also informed me about his work [8] (then in
progress). Theorem 0.3 turned out to be very closely related to the approach
of [8]. In particular, the “twistor line” of [8] is naturally identified with the
real line Re(t) = −1/2 from Theorem 0.3(c). See Remark 2.5.7 below for
more details. I would also like to thank F. Loeser for pointing out the work
[11]. This work was partially supported by an NSF grant.
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1 Construction of the equivalence.
1.1 Complex version.
We will deduce Theorem 0.3 from its complex version. Recall that a complex
mixed Hodge structure is a datum consisting of a finite-dimensional complex
vector space V with an increasing filtration W and two decreasing filtrations
F ′, F ′′ which satisfy the condition
(1.1.1) grpF ′ gr
q
F ′′ gr
W
n (V ) = 0 for n 6= p+ q.
similar to (0.1). Another name for such an object is “a triple of opposite
filtrations” [6]. We denote by MHSC the category of complex mixed Hodge
structures. Like MHSR, it is an abelian tensor category.
For a complex vector space V we denote σ(V ) the complex conjugate
space. It consists of symbols σ(v), v ∈ V with the operations
(1.1.2) σ(v) + σ(v′) = σ(v + v′), λσ(v) = σ(λv), λ ∈ C.
Thus we have an antilinear isomorphism
(1.1.3) σ : V → σ(V ).
Given a complex mixed Hodge structure (V,W•, F
′•, F ′′•), its complex con-
jugate structure is defined by
(1.1.4) σ(V,W•, F
′•, F ′′•) = (σ(V ), σ(W•), σ(F
′′•), σ(F ′•)).
This defines an action of the Galois group
(1.1.5) Γ = Gal(C/R) = {1, σ}
on the category MHSC, and MHSR consists of Γ-equivariant objects in MHSC.
So we describe MHSC in a way compatible with the Γ-action.
Consider the affine plane A2 = Spec C[t1, t2] over C with the standard ac-
tion of the torus G2m. Let Bun∇(A
2;G2m) be the category of complex algebraic
vector bundles on A2 which are equivariant with respect to the G2m-action
and equipped with an equivariant (complex algebraic) connection. There is
a Γ-action on Bun∇(A
2;G2m) induced by the action on A
2 given by
(1.1.6) σ(t1, t2) = (t2, t1),
and by a similar action on G2m. The following then implies Theorem 0.3(a).
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Theorem 1.1.7. MHSC is equivalent to Bun∇(A
2;G2m) as a tensor category
with Γ-action.
The proof will be given in Subsection 1.4 below.
1.2 The Radon-Penrose transform of equivariant con-
nections.
Let us compactify A2 = Spec C[t1, t2] to P
2 = Proj C[u0, u1, u2], so A
2 is
given by u0 6= 0, and
(1.2.1) P2 = A2 ∪ P1∞, P
1
∞ = Proj C[t1, t2], ti = ui/u0.
Let Pˇ2 be the dual projective plane of lines in P2, so Pˇ2 = Proj C[v0, v1, v2],
where (vi) are the dual coordinates. As usual, points in P
2 give lines in Pˇ2:
for a point x ∈ P2 we denote λx the set of lines in P
2 through x. Now, lines
in A2 form
Pˇ20 = Pˇ
2 − {[1 : 0 : 0]},
so we have the incidence diagrams
(1.2.2)
A2
q0
←− Q0
p0
−→ Pˇ20yk y yj
P2
q
←− Q
p
−→ Pˇ2
Proposition 1.2.3. Let (E,∇) ∈ Bun∇(A
2;G2m) and r = rk(E). Consider
the following sheaf of O-modules on Pˇ20:
E0 = p∇0∗(q
∗
0E),
where p∇0∗ is the subsheaf in the direct image p0∗ consisting of sections covari-
antly constant along the fibers of p0. Then E
0 is locally free of rank r, so it
is an algebraic vector bundle on Pˇ20.
We call E0 the Radon-Penrose transform of (E,∇), following [12], Ch. 2,
§2.
Proof of the proposition: The variety Pˇ20 is covered by two open charts iso-
morphic to A2. One of them, U = Spec C[a, b], parametrizes lines of the
form
(1.2.4) t2 = at1 + b,
5
and the other one is defined similarly, with the roles of t1, t2 exchanged. So
we will prove that E0|U is a free OU -module of rank r.
Let V be the space of G2m-invariant sections of E over G
2
m, so dim(V ) = r.
Over G2m, we have a trivialization E ≃ OG2m ⊗ V . With respect to this
trivialization, the equivariant connection ∇ has the form
(1.2.5) ∇ = d+B1 d log t1 +B2 d log t2, B1, B2 ∈ End(V ).
Now, Eq. (1.2.4) identifies p−10 (U) with U ×A
1, where A1 = Spec C[t1]. De-
note by E˜ the algebraic vector bundle on U×A1 corresponding to the bundle
q∗0(E)|p−10 (U) under this identification. Then ∇ induces a relative connection
in E˜ along the fibers of the projection U × A1 → U . Denote this relative
connection by D. Substituting (1.2.4) into (1.2.5) and using the above trivi-
alization of E on G2m, we find a trivialization of E˜ near U × {∞} ⊂ U × P
1
such that the connection matrix of D in this trivialization has at most first
order pole near t1 =∞.
This means that for each choice of numerical values a, b ∈ C we have then
a nonsingular connection in an algebraic vector bundle E˜a,b = E|{t2=at1+b} on
A1, having a regular singularity at infinity, see [5], Th. 1.1.2(i). As such,
it has a fundamental solution whose matrix elements are regular functions
(polynomials) in t1, see [5], Th. 1.1.9. As a, b vary, the coefficients of these
polynomials are regular functions in a, b as they are found by the standard
recursive formulas. This implies that the relative connection D in E˜ is al-
gebraically trivial (isomorphic to a pullback of a bundle on U , with trivial
relative connection), and so the sheaf of covariantly constant sections is a
free OU -module of rank r.
The action of the torus G2m on A
2 by dilations extends to P2 and, by
duality, to Pˇ2. Both P2 and Pˇ2 are toric varieties with respect to this action,
and Pˇ20 is a torus invariant open set. By construction, the vector bundle E
0
on Pˇ20 is G
2
m-equivariant.
Note further that the embedding j : Pˇ20 → Pˇ
2 misses just one point, so
the direct image
(1.2.6) E = j∗E
0
is a reflexive coherent sheaf on the surface Pˇ2 and thus a vector bundle. This
bundle is still equivariant with respect to G2m.
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We denote by Q the category of vector bundles E on Pˇ2 equivariant under
G2m and trivial on each line λ ⊂ P
2 except perhaps the lines corresponding
to points of P1∞ ⊂ P
2. We have a natural structure of a tensor category on
Q given by tensor product of vector bundles.
Theorem 1.2.7. The correspondence (E,∇) 7→ E establishes an equivalence
of tensor categories
Bun∇(A
2;G2m) −→ Q.
Proof: We already showed how to construct E from (E,∇) and that E is
equivariant. Note that Q is equivalent, via (1.2.6), to the category Q0 of
equivariant bundles on Pˇ20 trivial on all the lines contained in Pˇ
2
0. Indeed,
these are precisely the lines not corresponding to the points of P1∞. Now, the
equivalence of Bun∇(A
2;G2m) with P0 is an equivariant version of a particular
case of the general fact about Radon-Penrose transforms ([12], Ch. 2, §2,
Theorem 2.3). Indeed, the first line in (1.2.2) is a particular case of a double
fibration considered in [12], Ch. 2, Sect. 2.1. The cited theorem establishes
an equivalence between holomorphic bundles on Pˇ20 trivial on all the lines and
holomorphic bundles with connections on A2 but in our equivariant situation
we can restrict to algebraic bundles on both sides, in virtue of Proposition
1.2.3. Let us just explain why E is trivial on each line contained in Pˇ20, i.e.,
any line λ of the form λx, x ∈ A
2. Indeed, if l ⊂ A2 is a line through x, then
the restriction of covariantly constant sections to x gives an isomorphism
El = H
0
∇(l, E)
≃
−→ Ex,
so
(1.2.8) E|λ = Oλ ⊗ Ex
is trivial.
1.3 Rees bundles and the work of Penacchio.
We now relate Theorem 1.2.7 with the description of MHSC given by Penac-
chio [13][14]. Denote by
(1.3.1)
Rs(V,W•, F
′•, F ′′•) =
⊕
i,j,k∈Z
(Wi ∩ F
′−j ∩ F ′′−k)(V )vi0v
j
1v
k
2
⊂ C[v±10 , v
±1
1 , v
±1
2 ]
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the Rees module over C[v0, v1, v2] corresponding to the 3-graded vector space
(V,W•, F
′•, F ′′•). Here the minus signs before j and k correpond to convert-
ing the decreasing fultrations F ′, F ′′ into increasing ones. Both C[v0, v1, v2]
and Rs(V,W•, F
′•, F ′′•) have compatible Z3-gradings which translate to a
G3m-action on Aˇ
3 = Spec C[v0, v1, v2] and into an equivariant structure of
the coherent sheaf on Aˇ3 corresponding to Rs(V,W•, F
′•, F ′′•). If we con-
sider the gradings by total degree, we can form the projective plane Pˇ2 =
Proj C[v0, v1, v2] which we identify with the Pˇ
2 from Subsection 1.2, and a co-
herent sheaf on Pˇ2 corresponding to the graded module Rs(V,W•, F
′•, F ′′•).
We denote this sheaf PRs(V,W•, F
′•, F ′′•) or simply by E . The quotient
torus
(1.3.2) G2m = G
3
m/Gm
(quotient by the diagonal embedding) is identified with the G2m acting on Pˇ
2,
and E is equivariant. Further, it is known that Rees modules are reflexive, so
E is a G2m-equivariant vector bundle on Pˇ
2. Since the variables v0, v1, v2 are
associated to the filtrations W,F ′, F ′′ in (1.3.1), we denote the coordinate
lines in Pˇ2 by
(1.3.3) Pˇ1W = {v0 = 0}, Pˇ
1
F ′ = {v1 = 0}, Pˇ
1
F ′′ = {v2 = 0},
and the torus fixed points by
(1.3.4)
Pˇ0WF ′ = {v0 = v1 = 0}, Pˇ
0
WF ′′ = {v0 = v2 = 0}, Pˇ
1
F ′F ′′ = {v1 = v2 = 0}.
Then, the restrictions of the Rees bundles to the coordinate lines are found
as follows (see [14], (2.6.2)):
(1.3.5) E|Pˇ1
W
=
⊕
n
PRs(grWn V, F
′•, F ′′•)⊗O(−n),
where on the RHS we have the Rees bundles on P1 corresponding to the
bifiltered spaces (grWn V, F
′•, F ′′•) (induced filtrations). Similarly for other
coordinate lines. The restrictions to (i.e., fibers over) the fixed points are
given by the bigraded spaces associated to the corresponding pairs of filtra-
tions:
(1.3.6) E|Pˇ0
WF ′
= grW• gr
•
F ′(V ), etc.
Now, recall an observation of Deligne, used by Simpson [16].
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Proposition 1.3.7. Let F ′•, F ′′• be two filtrations on a finite-dimensional
vector space V . Then the following are equivalent:
(i) F ′• and F ′′• are n-opposite (induce a pure complex Hodge structure of
weight n).
(ii) The Rees bundle PRs(V, F ′•, F ′′•) on P 1 is a direct sum of several copies
of O(n).
As observed in [14], the isomorphism (1.3.5) implies that for a complex
mixed Hodge structure (V,W•, F
′•, F ′′•) the restriction E|Pˇ1
W
is trivial:
(1.3.8) E|Pˇ1
W
≃ grW• (V )⊗OPˇ1
W
.
Denote by P the following category. Objects of P are G2m-equivariant
vector bundles E on P2 which are trivial on Pˇ1W . Morphisms in P are equiv-
ariant morphisms of bundles which have constant rank everywhere except
possibly the point Pˇ0F ′F ′′ . Clearly, P is a tensor category with respect to the
tensor product of vector bundles. The main result of [13][14] is (see [13], Th.
3.1):
Theorem 1.3.9. The Rees bundle construction defines an equivalence of
tensor categories
MHSC → P.
Notice now the following:
Lemma 1.3.10. The categories P and Q are equivalent.
Proof: We first identify the objects. On the surface of it, P seems to have
more objects, as we require triviality on one line only, rather than on all
lines not meeting Pˇ0F ′F ′′. However, triviality is an open condition for vector
bundles on P1. So if E ∈ P is trivial on Pˇ1W , it is trivial on an open subset
U of lines in Pˇ2 containing Pˇ1W . By equivariance, U can be assumed to be
preserved under the torus action. This implies that U contains all lines not
meeting Pˇ0F ′F ′′. So E is an object of Q as well.
Next, we identify the morphisms. On the surface of it, Q seems to have
more morphisms, as we do not require the constant rank condition. So let
f : E → E ′ be a morphism inQ, i.e., just an invariant morphism of equivariant
vector bundles, both being objects of Q. Let λ ⊂ Pˇ2 be a projective line such
that both E and E ′ are trivial on λ. Then clearly f has constant rank along
λ. On the other hand, any two points of Pˇ2− Pˇ0F ′F ′′ are connected by a chain
of lines λ as above. This implies that the rank of f is constant on Pˇ2− Pˇ0F ′F ′′ ,
so f is a morphism of P.
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1.4 Proof of Theorems 1.1.7 and 0.3(a)-(d).
Combining now Theorems 1.2.7, 1.3.9 and Lemma 1.3.10, we get an equiva-
lence of tensor categories
(1.4.1) MHSC
PRs
−→ Q = P
Ψ
−→ Bun∇(A
2;G2m),
where PRs is the Rees bundle construction, and Ψ is the inverse Radon-
Penrose transform. This is the equivalence claimed in Theorem 1.1.7. To
finish the proof, it is enough to compare the behavior of the equivalence
with respect to the Γ-action, see Subsection 1.1. The definition (1.1.4) of
the conjugate Hodge structure implies that the coordinates v0, v1, v2 on Pˇ
2
associated to the three filtrations in the Rees construction, are transformed
under σ as follows:
v0 7→ v0, v1 7→ v2, v2 7→ v1.
This translates into the action (1.1.6) on the plane A2 formed by lines in
Pˇ2 not meeting Pˇ0F ′F ′′. This finishes the proof of Theorem 1.1.7 and thus of
Theorem 0.3(a).
To see part (b) of Theorem 0.3, note that by general properties of the
inverse Radon-Penrose transform, see (1.2.8), and by (1.3.8) , we have
(1.4.2) E0 = H
0(Pˇ1W , E) = gr
W
• (V ).
Next, to see part (c), note that by the definitions of the Rees module and
bundle, V is recovered as the fiber
(1.4.3) V = Rs(V,W•, F
′•, F ′′•)
/
(v1 − 1, v2 − 1, v3 − 1) = E[1:1:1].
The point [1 : 1 : 1] ∈ Pˇ2 corresponds to the line{
1 + t1 + t2 = 0
}
⊂ A2,
which, in the presence of the real structure t1 = t, t2 = t, can be described
as Re(t) = −1/2. Our statement then follows from the definition of the
Radon-Penrose transform, see Proposition 1.2.3.
To see part (d), notice that flatness of ∇ is equivalent to the property
that E0 (and thus E) is trivial as a vector bundle. The fact that triviality of
the Rees bundle is equivalent to splitting of the Hodge structure, was pointed
out in [14], (2.10), Th.2.
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1.5 Noncommutative differential operators and abso-
lute Hodge cohomology.
Here we prove part (e) of Theorem 0.3. We will prove the following complex
version. Taking into account the real structures is straightforward.
Theorem 1.5.1. If (E,∇) is the G2m-equivariant bundle with connection on
A2 corresponding to a complex Hodge structure (V,W•, F
′•, F ′′•), then we
have a natural quasiisomorphism
Γ
(
A2,
{
E
∇
−→ E ⊗ Ω1A2
})G2m ∼ RHomMHSC(C(0), V ).
For the proof we embed Bun∇(A
2;G2m) into a larger abelian category
in which the trivial bundle OA2 (which corresponds to the Hodge structure
C(0)) has a projective resolution.
Recall [10] that for any smooth algebraic variety X/C there is a sheaf DX
of noncommutative rings onX called the sheaf of noncommutative differential
operators. We will need the following properties of DX . First, DX has a
multiplicative filtration {D≤dX } (by “order”) with quotients identified with
(1.5.2) D≤dX /D
≤d−1
X ≃ T
⊗ d
X ,
so that the associated graded algebra of DX is the tensor algebra of TX .
Second, there is a natural embedding
(1.5.3) ǫ : TX → D
≤1
X ,
splitting the first level of the filtration.
Third, DX plays the same role for nonflat connections as the ordinary
sheaf of differential operators does for flat ones. To be precise, we have the
following.
Proposition 1.5.4. Let E be any quasi-coherent sheaf of OX-modules. Then
structures of a DX-module on E extending the OX-module structure, are in
bijection with connections (flat or not) on E.
Example 1.5.5.LetX = An with coordinates t1, ..., tn. Then the ring D(A
n)
is generated by the polynomial ring C[t1, ..., tn] and by the symbols∇1, ...,∇n,
which are required to satisfy
[∇i, tj ] = δij , 1 ≤ i, j ≤ n,
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and no other relations. In particular, ∇1, ...,∇n generate a free associative
algebra. Given a bundle with connection (E,∇) on An, the generator ∇i
acts in E by the covariant derivative ∇∂/∂ti .
Proposition 1.5.6. Let E ′ be any sheaf of DX-modules quasi-coherent over
OX (i.e., a quasi-coherent OX-module with a connection). Then the following
2-term version of the Spencer sequence is a locally free left DX-resolution of
E ′:
S•(E ′) =
{
DX ⊗OX TX ⊗OX E
′ d−→ DX
}
⊗OX E
′},
d(P ⊗ v ⊗ e′) = P · ǫ(v)⊗ e′ − P ⊗ ǫ(v)(e′).
Proof: Filtering S•(E ′) by the subcomplexes
{
D
≤(d−1)
X ⊗OX TX ⊗OX E
′ d−→ D≤dX ⊗OX E
′
}
, d ≥ 0,
we find the associated graded complex to be
(1.5.7)
(⊕
d≥0
T
⊗(d−1)
X
)
⊗ TX ⊗ E
′ −→
⊕
d≥0
T⊗dX ⊗ E
′.
As the associated graded algebra ofDX is the tensor algebra of TX , we see that
the differential in (1.5.7) is the tensor multiplication, and so it is a resolution
of T⊗0X ⊗E
′ = E ′ as a left module over the tensor algebra. Using the exactness
of the associated graded complex (1.5.7), we deduce the exactness of S•(E ′)
by a spectral sequence argument.
Let now M be the category of G2m-equivariant quasi-coherent sheaves of
OA2-modules, equipped with an equivariant connection (not necessarily flat).
In other words, M is the category of G2m-equivariant DA2-modules, quasi-
coherent over OA2 . Clearly,M is an abelian category. Theorem 1.1.7 realizes
MHSC as a full subcategory in M (formed by quasi-coherent sheaves which
are vector bundles). Note that this subcategory is also abelian, and is closed
under extensions inM. This implies that for any two objects V, V ′ ∈ MHSC
with the corresponding objects E,E ′ ∈M, the natural morphism
ExtiMHSC(V
′, V ) −→ ExtiM(E
′, E)
is an isomorphism for i = 0, 1.
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Proposition 1.5.8. (a) The category MHSC has cohomological dimension
1, i.e., for any two objects V, V ′ we have ExtiMHSC(V
′, V ) = 0 for i ≥ 2.
(b) The category M also has cohomological dimension 1. Therefore for
any two objects V ′, V ∈ MHSC with corresponding equivariant bundles with
connections E ′, E, the natural morphism
RHomMHSC(V
′, V ) −→ RHomM(E
′, E)
is a quasi-isomorphism.
Proof: Part (a) was proved by Carlson [2]. Let us prove part (b). Given two
objects E,E ′ ofM, the complex of vector spaces RHomM(E
′, E) is obtained
from the complex
(1.5.9) RHomD
A2
(E ′, E) = HomD
A2
(S•(E ′), E)
of sheaves on A2 by taking (the derived functor of) global sections and then
taking the (derived functor of the) subspace of invariants with respect to G2m.
Now, the complex (1.5.9) is a 2-term complex of quasi-coherent sheaves on
A2, equivariant with respect to G2m. Since A
2 is affine and G2m is reductive,
we do not need to derive the functors of global sections and invariants, so
RHom(E ′, E) is still a 2-term complex.
This implies Theorem 1.5.1. Indeed, the statement and the proof of
Proposition 1.5.8 imply that
RHomMHSC(C(0), V ) = RHomM(OA2 , E) = Γ(A
2,HomD
A2
(S•(OA2), E))
G2m,
which is nothing but the global equivariant de Rham sequence in the formu-
lation of the theorem.
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2 The Deligne operator as the holonomy of
an equivariant connection.
2.1 Reminder on the Deligne operator.
We start by recalling the description of MHSC by means of the “Hodge mon-
odromy” operator δ given by Deligne [7]. For any object (V,W•, F
′•, F ′′•),
there are two splittings
(2.1.1) V =
⊕
p,q∈Z
V p,qF ′ =
⊕
p,q∈Z
V p,qF ′′ ,
(see [7], p. 510) with the following properties. First, both these splittings
induce the same filtration W• by
(2.1.2)
⊕
p+q≤n
V p,qF ′ =
⊕
p+q≤n
V p,qF ′′ = Wn(V ).
Second, the first splitting induces F ′• and the second F ′′• by
(2.1.3) F ′p(V ) =
⊕
p′≥p, q∈Z
V p,qF ′ , F
′′q(V ) =
⊕
p∈Z, q′≥q
V p,q
′
F ′′ .
Third,
(2.1.4) V q,pF ′ ≡ σ
−1(σ(V )p,qF ′′) mod Wp+q−1(V ).
Here σ is the antilinear isomorphism (1.1.3) and σ(V )p,qF ′′ is the second split-
ting but for the conjugate Hodge structure, as defined by (1.1.4). Let us also
denote for simplicity
(2.1.5) grp,q(V ) = grpF ′ gr
q
F ′′ gr
W
p+q(V ).
Then the projections
(2.1.6) ap,qF ′ : V
p,q
F ′ → gr
p,q(V ), ap,qF ′′ : V
p,q
F ′′ → gr
p,q(V )
are isomorphisms. So their direct sums, denoted aF ′ , aF ′′ are isomorphisms
(2.1.7) aF ′ , aF ′′ : V → gr
W
• (V ) =
⊕
p,q
grp,q(W ),
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and so we have the automorphism
(2.1.8) δ = aF ′′a
−1
F ′ : gr
W
• (V )→ gr
W
• (V ),
which is known to satisfy
(2.1.9) (δ − 1)(grp,q(V )) ⊂
⊕
p′<p, q′<q
grp
′,q′(V ).
Deligne’s characterization is then as follows.
Theorem 2.1.10. Let ∆ be the category of pairs (V ••, δ), where V •• =⊕
V p,q is a finite-dimensional bigraded C-vector space, and δ is an automor-
phism of V •• satisfying
(δ − 1)(V p,q) ⊂
⊕
p′<p, q′<q
V p
′,q′.
Then the functor
(V,W•, F
′•, F ′′•) 7→ (V •• = gr••(V ), δ = aF ′′a
−1
F ′ )
is an equivalence of tensor categories MHSC → ∆.
2.2 The Hodge group.
Now, still following [7], we reformulate Theorem 2.1.10 in terms of represen-
tations of appropriate Lie algebras and groups. Indeed, δ being unipotent,
specifying δ is equivalent to specfying its logarithm
(2.2.1) D = log(δ) =
∑
p,q≥1
Dp,q,
where Dp,q is the bihomogeneous part of degree (−p,−q), i.e., Dp,q(V
p′,q′) ⊂
V p
′−p, q′−q for any p′, q′. Now, the operators Dp,q can be given arbitrarily
subject only to the homogeneity conditions. So we get:
Reformulation 2.2.2. MHSC is equivalent to the category of finite-dimensional
bigraded representations of the free Lie algebra
L = FLie
{
zp,q
∣∣ p, q ≥ 1},
where the generator zp,q has bidegree (−p,−q).
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The bigrading in L induces the weight filtration W on it, as in (2.1.2),
and this filtration is compatible with the Lie algebra structure. Each quotient
L/W−dL is finite-dimensional and nilpotent. Denote by exp(L/W−dL) the
corresponding unipotent algebraic group. We have then the pro-algebraic
group
(2.2.3) U = lim
←−
d exp(L/W−dL).
The bigrading on L/W−dL can be interpreted as an action of G
2
m, and these
actions induce an action on U, so we have the semidirect product
(2.2.4) G = G2m ⋉ U.
Then, MHSC is equivalent to the category of finite-dimensional representa-
tions of G. The group G, sometimes referred to as the Hodge group, is the
group of automorphisms of the fiber functor
(2.2.5) ωW : MHSC → VectC, (V,W•, F
′•, F ′′•) 7→ gr••(V ).
2.3 Comparison of two descriptions.
We now compare the description of MHSC given by Theorem 2.1.10 (or,
equivalently, by Reformulation 2.2.2) with the description of Theorem 1.1.7
via equivariant connections.
Theorem 2.3.1. Let (V,W•, F
′•, F ′′•) ∈ MHSC, and (E,∇) be the corre-
sponding G2m-equivariant bundle with connection in A
2. Then, under the
identification E0 = gr
••(V ) given by (1.4.2), the Deligne operator
δ : E(0,0) = V
•• → V •• = E(0,0)
is recovered as the holonomy of ∇ along the boundary of the triangle with
vertices (0, 0), (−1, 0), (0,−1).
Proof: We realize the bundle E explicitly by a patching function. We repre-
sent the punctured projective plane as the union of two affine planes:
(2.3.2) Pˇ20 = Pˇ
2 − Pˇ0F ′F ′′ = Aˇ
2
F ′ ∪ Aˇ
2
F ′′ ,
where
(2.3.3)
Aˇ2F ′ = Spec C[ξ0, ξ1], ξ0 = v0/v2, ξ1 = v1/v2,
Aˇ2F ′′ = Spec C[η0, η2], η0 = v0/v1, η2 = v2/v1,
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are the affine charts centered at the points Pˇ0WF ′ and Pˇ
0
WF ′′. We are interested
only in the restriction E0 of E to Pˇ20, as points of A
2 correspond to lines
contained in Pˇ20.
The restriction of the Rees bundle E to Aˇ2F ′ is just the Rees bundle on
A2 corresponding to the pair of filtrations W,F ′, see [14] (2.6.1). In other
words, this is the bundle correponding to the C[ξ0, ξ1]-module
(2.3.4) MF ′ =
⊕
i,j
(Wi ∩ F
′−j)(V ) ξi0ξ
j
1 ⊂ V [ξ
±1
0 , ξ
±1
1 ].
Note that W•, F
• are simultaneously split by the first bigrading (V p,qF ′ ) from
(2.1.1), so by (2.1.3) we can identify MF ′ with a free module as follows:
(2.3.5) MF ′ =
⊕
i,j
⊕
p+q≤i
p≥−j
V p,qF ′ ξ
i
0ξ
j
1 =
⊕
p,q
V p,qF ′ ⊗ ξ
p+q
0 ξ
−p
1 C[ξ0, ξ1].
In other words, we have the trivialization
τF ′ : gr
••(V )⊗ C[ξ0, ξ1] −→ MF ′,
τF ′(vpq ⊗ f(ξ0, ξ1)) = a
−1
F ′ (vpq)⊗ ξ
p+q
0 ξ
−p
1 f(ξ0, ξ1), vp,q ∈ gr
p,q(V ).
(2.3.6)
Here a−1F ′ is the inverse of the isomorphism induced by the splitting (V
p,q
F ′ ),
see (2.1.7).
Similarly, the restriction of E to Aˇ2F ′′ is the Rees bundle on A
2 correspond-
ing to W,F ′′, so it corresponds to the C[η0, η2]-module
(2.3.7) MF ′′ =
⊕
k,l
(Wk ∩ F
′′−l)(V ) ηk0η
l
2 =
⊕
k,l
⊕
p+q≤k,
q≥−l
V p,q
F
ηk0η
l
2,
where we now used the second splitting in (2.1.1). So we get a trivialization
τF ′′ : gr
••(V )⊗ C[η0, η2]→MF ′′ ,
τF ′′(vpq ⊗ g(η0, η2)) = a
−1
F ′′(vp,q)⊗ η
p+q
0 η
−q
2 g(η0, η2).
(2.3.8)
This means that we have glued E0 out of two trivial bundles, each with fiber
gr••(V ). Let us view a point ξ = (ξ0, ξ1) ∈ Aˇ
2
F ′ with both coordinates nonzero
as an element of the torus G2m. Let ξ 7→ φ(ξ) be the torus action on gr
••(V )
corresponding to the bigrading. In coordinates ξ0, ξ1 it has the form:
(2.3.9) φ(ξ)(vp,q) = ξ
p+q
0 ξ
−p
1 vp,q, vp,q ∈ gr
p,q(V ).
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Writing now the identification of these two bundles on Aˇ2F ′ ∩ Aˇ
2
F ′′ , i.e., ex-
pressing the η’s through the ξ’s and accounting for the monomial factors in
(2.3.6) and (2.3.8), we find straightforwardly:
Proposition 2.3.10. The patching function Φ = τ−1
F
τF of E
0 with respect
to the above trivializations has the form
Φ(ξ) = φ(ξ)−1 δ φ(ξ).
We now prove Theorem 2.3.1. Recall that each point T = (t1, t2) ∈ A
2
corresponds to a line
(2.3.11) λT =
{
v0 + t1v1 + t2v1 = 0
}
⊂ Pˇ20.
Given two distinct points T, T ′, we denote by [T, T ′] the straight line segment
joining them. Since E is trivial on each λT , the restriction map
(2.3.12) RTT ′ : ET = H
0(λT , E) −→ EλT∩λT ′ = H
0
∇([T, T
′], E),
is an isomorphism. By general properties of the Radon-Penrose transform
(cf, e.g., [17], p. 377), the holonomy along [T, T ′] is found as
(2.3.13) HTT ′ = R
−1
T ′T ◦RTT ′ : ET −→ ET ′ .
Now notice that λ(0,0) = Pˇ
1
W , while λ(−1,0) is the line {v0 = v1} joining the
points Pˇ0WF = [0 : 0 : 1] and [1 : 1 : 1]. Similarly, λ(0,−1) is the line {v0 = v2}
joining Pˇ0
WF
= [0 : 0 : 1] and [1 : 1 : 1]. By Proposition 2.3.10, the value of
the patching function Φ(ξ) at the point ξ0 = ξ1 = 1, which is the same as
[1 : 1 : 1], is equal to δ. This implies:
Lemma 2.3.14. If we identify H0(λ(−1,0), E) andH
0(E , λ(0,−1), E) with gr
••(V ),
using the trivializations τF ′ and τF ′′, then the composite isomorphism
H0(λ(−1,0), E)
R(−1,0),(0,−1)
−→ E[1:1:1]
R−1
(0,−1),(−1,0)
−→ H0(λ(0,−1), E),
is identified with δ.
The lemma implies Theorem 2.3.1, as with respect to our identifications
the holonomies along the two other sides of the triangle are equal to 1.
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2.4 Equivariant connections in coordinates.
Let V •• be a finite-dimensional bigraded C-vector space, and V˜ •• be the
corresponding G2m- equivariant vector bundle on A
2. As a vector bundle, it
is trivial: V˜ •• = V •• ⊗OA2 , while the G
2
m-action is given by
(2.4.1) (λ1, λ2)
(
vpq ⊗ f(t1, t2)
)
= tp1t
q
2vpq ⊗ f(λ1t1, λ2t2), vpq ∈ V
p,q.
Lemma 2.4.2. Every G2m-equivariant vector bundle on A
2 is equivariantly
isomorphic to a bundle of the form V˜ ••.
Proof: It is well known that every G2m-equivariant vector bundle on A
2 is
the Rees bundle corresponding to two filtrations, see, e.g., [14] (2.5.3) Prop.
14. Our statement follows from the fact that any two filtrations can be
simultaneously split by a bigrading, see, e.g., [14] (2.1.3), Lemme 1.
Proposition 2.4.3. Any G2m-invariant connection in V˜
•• has the form
∇ = d+ Ω, Ω =
∑
p,q≥1
Ap,qt
p−1
1 t
q
2dt1 +Bp,qt
p
1t
q−1
2 dt2,
where d is the standard flat connection of the trivial bundle V˜ ••, and Ap,q, Bp,q
are endomorphisms of V •• of bidegree (−p,−q).
Proof: The space of d-covariantly constant (i.e., constant) sections of V˜ ••
is preserved by the action G2m (although individual elements of this space
may not be). Next, the datum of any connection at a given point x ∈ A2 is
given by the subspace Cx in the space of germs of sections near x which are
covariantly constant up to the first order of tangency. Looking at the trivial
connection d, we see, just as for global sections, that the action of λ ∈ G2m
takes the subspace Cx into the subspace Cλ(x). This means that d is in fact
a G2m-invariant connection in V˜
••. Therefore any other invariant connection
has the form d+Ω, where Ω is a global 1-form on A2 with values in End(V˜ ••),
which is G2m-invariant, i.e., has total degree 0. The sum in the proposition is
nothing but the general shape of such a 1-form.
We denote
(2.4.4) Wn(V
••) =
⊕
p+q≤n
V p,q, Wn(V˜
••) = W˜n(V ••)
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the weight filtration of the bigraded space V •• and of the associated bundle.
Then each connection in Proposition 2.4.3 preserves Wn(V˜
••) and induces
the trivial connection on the quotients.
Isomorphisms among connections in Proposition 2.4.3 which induce the
identity on the quotients of the weight filtration correspond to gauge trans-
formations
(2.4.5) Ω 7→ g−1dg + g−1Ωg, g = g(t1, t2) =
∑
p,q≥0
Cp,qt
p
1t
q
2, C0,0 = 1,
where Cp,q is an endomorphism of V
•• of bidegree (−p,−q).
Proposition 2.4.6. Each equivalence class of connections as in Proposition
2.4.3 with respect to transformations (2.4.5) contains a unique connection
satisfying
Ap,q +Bp,q = 0, ∀p, q.
The proof is easy, by induction on the length of the weight filtration.
Remark 2.4.7.The condition in Proposition 2.4.6 is a particular case of the
so-called Fock-Schwinger gauge condition in physics which for a connection
∇ = d+
∑
Aν(t1, ..., tn)dtν
in a trivial bundle over Rn or Cn, reads:∑
ν
tνAν(t1, ..., tn) = 0.
2.5 A different set of generators of the Lie algebra L.
We now have two ways of describing a complex mixed Hodge structure
(V,W•, F
′•, F ′′•) with fixed weight quotients grW• (V ) = V
••. The first one
is by means of the Deligne operator δ or, equivalently, of the components
Dp,q, p, q ≥ 1, of D = log(δ). The second one is by means of an equivariant
connection, which, by Proposition 2.4.6 we can uniquely represent by the
gauge potential
(2.5.1) Ω =
∑
p,q≥1
Ap,q(t
p−1
1 t
q
2dt1 − t
p
1t
q−1
2 dt2),
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where the Ap,q satisfy the same homogeneity conditions as theDp,q and, apart
from these conditons, can be taken arbitrarily. The connection ∇ = d+Ω is
trivial along the coordinate axes ti = 0, so Theorem 2.3.1 gives the following
relation between the Dp,q and the Ap,q:
(2.5.2) D =
∑
p,q≥1
Dp,q = logP exp
∫ (0,−1)
(−1,0)
Ω.
Here we used the notation P exp
∫
(path-ordered exponential) for the holon-
omy of a connection. This implies the following.
Proposition 2.5.3. There exist universal relations
Dp,q = (−1)
p+q
(
p+ q
p
)
Ap,q + Sp,q
({
Ap′,q′
∣∣ p′ < p, q′ < q}),
where Sp,q are Lie polynomials with rational coefficients in the lower Ap′,q′,
bihomogeneous of bidegree (−p,−q).
To prove the proposition, we repeat the above reasoning in the “universal”
situation. Consider the free bigraded Lie algebra
(2.5.4) L′ = FLie
{
αp,q
∣∣ p, q ≥ 1, deg(αp,q) = (−p,−q)},
similarly to the one in Reformulation 2.2.2, and let L′≤n be the subalgebra
generated by the αp,q with p + q ≤ n. Let Rn be the completed universal
enveloping algebra of L′≤n, i.e., the algebra of noncommutative formal power
series in the αp,q, p + q ≤ n. We have then a connection on A
2 with values
in Rn:
(2.5.5) ∇ = d+ ω, ω =
∑
p+q≤n
αp,q(t
p−1
1 t
q
2dt1 − t
p
1t
q−1
2 dt2).
The holonomy of this connection along the segment [(−1, 0), (0,−1)] is then
a well defined element of Rn, and we consider its logarithm z and the biho-
mogenous components zp,q of z:
(3.5.6) z =
∑
p,q≤n
zp,q = logP exp
∫ (0,−1)
(−1,0)
ω
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Since z is a primitive element, it is a Lie series in the αp,q, p+q ≤ n. By degree
considerations, each zp,q is a Lie polynomial. Now, modulo the commutators,
there is no difference between the path ordered exponential and the usual
exponential of the integral, so we have
z ≡
∫ (0,−1)
(−1,0)
ω =
∑
p+q≤n
αp,q
∫ 0
−1
−tp−1(−1 − t)q−1dt,
whence the claim.
We can view the variables zp,q as the generators of the free Lie algebra L
from Reformulation 2.2.2. So taking the logarithm of the holonomy defines
an homomorphism
(2.5.6)
L→ L′, zp,q 7→ (−1)
p+q
(
p+ q
p
)
αp,q + Sp,q
({
αp′,q′
∣∣ p′ < p, q′ < q}),
which, because of its triangular form, is an isomorphism. In particular, the
αp,q can be expressed back through the zp,q and provide an alternative system
of bihomogeneous generators of L.
Remark 2.5.7.The generators αp,q essentially coincide with the generators
introduced by Goncharov [8] starting from totally different principles. In
fact, the main feature in Goncharov’s approach to mixed Hodge structures
is a connection on the affine line A1 (called the “twistor line” in [8]) whose
holonomy along [0, 1] is equal to the Deligne operator δ. In our approach,
this connection appears as the restriction of a G2m-equivariant connection
from A2 to the affine line t1 + t2 = −1.
2.6 Geometric interpretation of L.
We would now like to give a different interpretation of the bigraded free Lie
algebra L. Namely, we observe that L can be identified with the commutant
of the free Lie algebra on two generators.
To be precise, let A be a C-vector space, and
(2.6.1) FLie(A) =
⊕
d≥1
FLied(A)
be the free Lie algebra on A graded by the degree of commutator monomials,
i.e., by putting A in degree 1 and requiring that the bracket be compatible
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with the grading. Assume that A is finite-dimensional. Then the algebraic
group GL(A) acts on FLie(A) by Lie algebra automorphisms., and we are
interested in the action on the commutant
(2.6.2) [FLie(A), FLie(A)] = FLie≥2(A).
This commutant, considered as an abstract Lie algebra is free. Indeed, by
the Shirshov-Witt theorem ([15], Ch.2) any subalgebra of a free Lie algebra is
free. However, there is no canonical choice of free generators for the commu-
tant. For different choices the “spaces of generators” are identified with each
other via the identification with the first homology space (“indecomposable
elements”)
(2.6.3) HLie1 (FLie≥2(A),C) = FLie≥2(A)/[FLie≥2(A),FLie≥2(A)].
In other words, if B ⊂ FLie≥2(A) is a graded subspace, then the following
are equivalent:
1. The natural map FLie(B) → FLie≥2(A) is an isomorphism, so B is a
space of free generators;
2. The projection B → HLie1 (FLie≥2(A),C) is an isomorphism.
The first homology space (2.6.3) was identified, as a GL(A)-module, by
Reutenauer ([15], (8.6.12)). His result reads:
(2.6.4) HLie1 (FLie≥2(A),C) =
⊕
d≥1
Σd,1(A),
where Σd,1 is the Schur functor (irreducible representation ofGL) correspond-
ing to the Young diagram (d, 1). It is also well known (see, e.g., [9], Prop.
14.2.2) that as a GL(V )-module,
(2.6.5)
⊕
d≥1
Σd,1(A) = Ω2,clpol (A
∗),
is just the space of closed polynomial 2-forms on the affine space A∗.
Now, assume that A = C2 is 2-dimensional, and t1, t2 form the standard
basis of A. We can consider ti as a linear function on A
∗. Then all 2-forms
are closed, so a basis of Ω2,clpol (A
∗) is formed by the monomials
(2.6.6) wp,q = t
p−1
1 t
q−1
2 dt1dt2, p, q ≥ 1.
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If we equip FLie(C2) with the bigrading starting with
(2.6.7) deg(t1) = (−1, 0), deg(t2) = (0,−1),
and then restrict this bigrading to FLie≥2(C
2), then wp,q has the same bide-
gree as the generator zp,q ∈ L, namely (−p,−q). So there is a graded iso-
morphism of Lie algebras
(2.6.8) φ : L→ FLie≥2(C
2).
There is, however, a choice in constructing such a φ, which is a choice of
lifting of each wp,q to an element φ(zp,q) of FLie≥2(C
2). One possible way to
fix these liftings is by putting:
(2.6.9) φ(zp,q) = [t2, [t2, ..., [t2, [t1, [t1, ..., [t1, t2]...] = ad(t2)
q−1(ad(t1)
p(t2)).
2.7 L as a fundamental Lie algebra.
It was further shown in ([10], (4.3)), that for any finite-dimensional A as
before, the Lie algebra FLie≥2(A) is acted upon not just by GL(A) but by
the group of formal changes of coordinates in A, i.e., by
(2.7.1) Aut C[[s1, ..., sn]], if A
∗ =
n⊕
i=1
C · si.
This group is pro-unipotent, while FLie≥2(A) is a discrete, infinitely gener-
ated Lie algebra. The action, when restricted to any finitely generated subal-
gebra in FLie≥2(A), factors through a finite-dimensional unipotent quotient.
Alternatively, this means that to any smooth n-dimensional algebraic
variety X/C and any point x ∈ X there is a naturally associated fundamental
Lie algebra P(X, x) which is isomorphic to FLie≥2(C
n) but not canonically.
Any choice of a formal coordinate system near x gives rise to an isomorphism
between the two. It was also shown that the first cohomology of P(X, x) is
naturally identified as follows:
(2.7.2) H1Lie(P(X, x),C) = Ω̂
2,cl
X,x,
where the RHS is the space of formal germs of closed 2-forms on X near x.
Further, there is a “nonabelian” version of (2.7.2) which was proved in
[10]. Let g be any complex Lie algebra. Then H1Lie(g,C) is the same as the
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group of isomorphism classes of 1-dimensional representations of g, with the
operation induced by tensor product. So we denote by Rep(g) the tensor cat-
egory of finite-dimensional representations of g. Then we have an equivalence
of tensor categories:
(2.7.3) Rep(P(X, x)) ≃ B̂un∇(X, x),
where the RHS is the category of formal germs of vector bundles with con-
nections on X near x, see [10], Theorem 4.4.3. This equivalence is natural
with respect to maps of manifolds preserving base points, in particular, to
any algebraic group G acting on (X, x).
We now specialize to X = A2, with G = G2m acting diagonally. We get
that the category of bigraded representations of P(A2, 0) = L is equivalent to
the category of G2m-equivariant objects in B̂un∇(A
2, 0). Now, an equivariant
formal germ of a connection on A2 near 0 must be a polynomial one by
degree reasons. So the latter category is identified with Bun∇(A
2;G2m). This
provides an alternative way to relate our description of MHSC with Theorem
2.1.10.
References
[1] A. A. Beilinson, Notes on the absolute Hodge cohomology, in: “Ap-
plications of algebraic K-theory to algebraic geometry and number
theory, Part I, II (Boulder, Colo., 1983), pp. 35-68, Contemp. Math.,
55, Amer. Math. Soc., Providence, RI, 1986.
[2] J. A. Carlson, Extensions of mixed Hodge structures, in: “Journes
de Gometrie Algbrique d’Angers”, Juillet 1979/Algebraic Geometry,
Angers, 1979, pp. 107–127, Sijthoff & Noordhoff, Alphen aan den Rijn–
Germantown, Md., 1980.
[3] A. Connes, Trace formula in noncommutative geometry and the zeroes
of the Riemann zeta function, Selecta Math. New Ser. 5 (1999), 29-106.
[4] A. Connes, M. Marcolli, Renormalization and motivic Galois theory,
Int. Math. Res. Not. 76 (2004), 4073–4091.
[5] P. Deligne, E´quations Diffe´rentielles a` Points Singuliers Re´guliers, Lec-
ture Notes in Math. 163, Springer-Verlag, Berlin-New York, 1970.
25
[6] P. Deligne, The´orie de Hodge II, Publ. Math. IHES, 40 (1972), 5-57.
[7] P. Deligne, Structures de Hodge mixtes re´elles, in: Motives (Seattle,
WA, 1991), 509-514, Proc. Sympos. Pure Math. 55, Part 1, Amer.
Math. Soc., Providence, RI, 1994.
[8] A.B. Goncharov, Hodge correlators, preprint arXiv/0803.0297.
[9] I. M. Gelfand, M. M. Kapranov, A. V. Zelevinsky, Discriminants,
Resultants and Multidimentional Determinants, Birkha¨user, Boston,
1994.
[10] M. Kapranov, Free Lie algebroids and the space of paths, Selecta Math.
New Ser. 13 (2007), 277-319.
[11] G. Laumon, Transformation de Fourier homoge`ne, Bull. Soc. Math.
France, 131 (2003), 527-551.
[12] Y.I. Manin, Gauge Fields and Complex Geometry, Springer-Verlag,
1997.
[13] O. Penacchio, Structures de Hodge mixtes et faisceaux re´flexifs semista-
bles, C. R. Acad. Sci. Paris, Ser. I, 335 (2002), 475-480.
[14] O. Penacchio, Structures de Hodge mixtes et fibre´s sur le plan projectif
complexe, preprint math.AG/0307156.
[15] C. Reutenauer, Free Lie Algebras, Oxford Univ. Press, 1993.
[16] C. Simpson, Mixed twistor structures, preprint alg-geom/9705006.
[17] R. S. Ward, R. J. Wells, Jr. Twistor Geometry and Field Theory, Cam-
bridge Univ. Press, 1990.
26
