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Adams inequalities for Riesz subcritical potentials
Luigi Fontana, Carlo Morpurgo
Abstract. We derive Adams inequalities for potentials on general measure spaces, extending and
improving previous results in [FM1]. The integral operators involved, which we call “Riesz subcritical”,
have kernels whose decreasing rearrangements are not worse than that of the Riesz kernel on Rn, where
the kernel is large, but they behave better where the kernel is small. The new element is a “critical
integrability” condition on the kernel at infinity. Typical examples of such kernels are fundamental solutions
of nonhomogeneous differential, or pseudo-differential, operators. Another example is the Riesz kernel
itself restricted to suitable measurable sets, which we name “Riesz subcritical domains”. Such domains
are characterized in terms of their growth at infinity. As a consequence of the general results we obtain
several new sharp Adams and Moser-Trudinger inequalities on Rn, on the hyperbolic space, on Riesz
subcritical domains, and on domains where the Poincare´ inequality holds.
1. Introduction
It is well understood by now that the validity of the Moser-Trudinger inequality rela-
tive to a sufficiently well-behaved differential, or pseudodifferential, operator P is strongly
related to the behavior of the fundamental solution of P around its singularity. More
specifically, if E and F are open sets with finite Lebesegue measure on Rn and P is of
order α ∈ (0, n) and invertible, then one has the Moser-Trudinger inequality∫
E
exp
[
γ|u(x)| nn−α
]
dx ≤ C u ∈Wα,
n
α
0 (F ), ‖Pu‖n/α ≤ 1 (1)
for some C depending on |E|, |F |, n, α, where the best constant γ = γ(P ) is related to the
leading term of the kernel of P−1 around the diagonal, and ultimately to the homogeneous
principal symbol of P . This has been analyzed in great generality in our earlier paper
[FM1], but the first important result goes back to Adams, who considered the case P = ∇α,
α an integer, and E = F . Here ∇α = (−∆)α2 for α even and ∇α = ∇(−∆)α−12 if α odd.
When α is even then the inverse of ∇α is of course the Riesz potential cαIαf where
Iαf = |x|α−n ∗ f, cα =
Γ
(
n−α
2
)
2απn/2Γ
(
α
2
) . (2)
In [A1] Adams proved the following sharp inequality (which we call “Adams inequality”)∫
E
exp
[
1
|B1| |Iαf(x)|
n
n−α
]
dx ≤ C|E| f ∈ Ln/α(E), ‖f‖n/α ≤ 1 (3)
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where B1 is the unit ball of R
n. From (3) Adams derived the sharp form of (1), when
E = F , for the operators P = ∇α, with sharp exponential constant γ given as
γ(∇α) =

c
− nn−α
α
|B1| if α even(
(n− α− 1)cα+1
)− nn−α
|B1| if α odd.
In [FM1] we pushed Adams’ argument to the extreme, by considering general integral
operators
Tf(x) =
∫
M
k(x, y)f(y)dµ(y), x ∈ N (4)
on spaces of finite measure (M,µ), (N, ν), and by showing that the validity the estimate∫
E
exp
[
γ|Tf(x)| nn−α
]
dx ≤ C f ∈ Ln/α(F ), ‖f‖n/α ≤ 1 (5)
is reduced to a couple of growth estimate on the kernel k. To describe such estimates we
introduce the partial nonincreasing rearrangements
k∗1(x, t) = [k(x, ·)]∗(t), k∗2(y, t) = k[(·)]∗(t)
where k[(x, ·)]∗ is the nonincreasing rearrangement of k(x, y) with respect to y on (M,µ)
for fixed x ∈ N , and k[(·, y)]∗ is its analogue on (N, ν) for fixed y ∈M . The corresponding
maximal nonincreasing rearrangements are defined as
k∗1(t) := sup
x∈N
k∗1(x, t), k
∗
2(t) := sup
y∈M
k∗2(y, t).
where (here and throughout the paper) “ sup ” means “ess sup” and inf means “ess inf ”.
The main Theorem in [FM1] states that if for some A,B > 0, γ > 1 and σ ∈ (0, 1]
there holds
k∗1(t) = t
−n−αn (A
n−α
n +O(| log t|)−γ), 0 < t ≤ 1 (6)
k∗2(t) ≤ Bt−
n−α
σn , t > 0 (7)
then (5) with E = N,F = M holds with γ = σA−1, which is generally best possible. The
growth estimates (6),(7) reflect the nature of the singularity of fundamental solutions of
invertible elliptic (pseudo) differential operators, the Riesz potential being the model case.
The constant σ in (7) allows from some flexibility in the choice of measure in the target
space (N, ν), on Rn typically singular or Hausdorff measures.
As an application we obtained (1) for a general class of smooth invertible elliptic
operators P on bounded domains E = F = Ω. In such setting one has that P−1f can be
written as an integral operator with a kernel k satisfying k(x, y) ∼ gα(x, x − y), when y
is close to x, and where gα is homogeneous of order α − n in the second variable. This
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local asymptotic behavior is all that is needed in order to obtain (1) with (generally sharp)
exponential constant
γ =
(
1
n
sup
x∈Ω
∫
Sn−1
∣∣∣∣( 1pα(x, ·)
)∧
(ω)
∣∣∣∣ nn−α dω)−1 (8)
where pα(x, ξ) is the strictly homogeneous principal symbol of P (see [FM1, Thm. 10]).
Things are more complicated if we ask for the constant C in either (1) or (5) to be
independent of the measure of F ; this means for example that in (1) we are only requiring
u ∈ Wα,nα (Rn). For operators P which are homogeneous of order α, or for convolution
kernels K which are homogeneous of order α−n there is no hope of obtaining uniformity on
|F | in the above inequalities for any value of γ - this is seen by a simple dilation argument.
In these cases one can overcome the lack of control on the measure of the support by
imposing norm additional conditions on ‖u‖n/α for (1), or on ‖Tf‖n/α for (5). In the case
P = ∇α any of the norms
‖u‖n/α,q :=
{(‖u‖qn/αn/α + ‖∇αu‖qn/αn/α ) αqn if 1 ≤ q <∞
max
{‖u‖n/α, ‖∇αu‖n/α} if q = +∞ (9)
is equivalent to the Sobolev norm in Wα,
n
α (Rn). Under the condition ‖u‖n/α,q ≤ 1,
inequality (1) holds with sharp constant γ = γ(∇α) when q = 1 (see [FM2], [LL], [LR],
[MaS], [R]), (in [MaS] an even stronger Moser-Trudinger inequality is proven) and for any
γ < γ(∇α) when q > 1 (see [AT], [C], [doO´], [FM2], [P]). When P = (−∆)α2 , any real
α ∈ (0, n), and other homogeneous P (see [FM2, Theorem 3]), and for Riesz-like potentials
in the Adams inequality (5), under the condition ‖f‖n/αn/α + ‖Tf‖
n/α
n/α ≤ 1 ([FM2, Thm 5]).
As it turns out the above-mentioned difficulties associated with homogeneous oper-
ators are due to insufficient decay at infinity of their fundamental solutions. In the case
of the Bessel operator P = (I − ∆)α/2, for example, the result in (1) holds for F = Rn,
and E with finite measure, with the same sharp constant γ(∇α). This was proved first by
Adams himself in his original paper [A, Thm. 3] in the case α = 2, by writing u as a Bessel
potential u = Gα ∗ f , with f = (I −∆)α/2u, and by proving the sharp inequality (3), with
Tf = Gα ∗ f . Such a proof was just a small modification of the proof he gave for the
Riesz potential, which was possible given the good exponential decay of Gα at infinity. We
should mention here that there was nothing peculiar about α = 2 in that argument, except
the special form taken by ‖(I −∆)u‖2, and that the proof could have been carried out in
full generality (this has been done in [LL2], and a different proof for α integer appears in
[RS].)
Upon reading Adams’ result we realized that the entire measure-theoretic machinery
developed in our paper [FM1] could be extended to incorporate inequalities such as (5) in
the case of F having possibly infinite measure. We achieved this by adding to estimates
(6), (7) the following critical integrability condition on the kernel k:
sup
x∈N
∫ ∞
1
k∗1(x, t)
n
n−α dt <∞. (10)
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In this paper we show that condition (10) is sufficient and also essentially necessary in
order for (3) to hold (see Theorem 1 and Theorem 6).
The proof of this result is based on several improvements of the arguments given in
[FM1], including a new improved version of O’Neil’s lemma.
We will call a kernel k(x, y), and its corresponding potential, Riesz subcritical if it
satisfies the integrability condition (10) together with the estimates
k∗1(t) ≤ Ct−
n−α
n , k∗2(t) ≤ Bt−
n−α
σn , t > 0 (11)
for some fixed constants C,B, and for some σ ∈ (0, 1]. Likewise, a kernel (and its potential)
will be called Riesz critical if it satisfies (11) but the critical integrability condition (10)
does not hold.
For example, when M = Rn and N ⊆ Rn with the Lebesgue measure, the Riesz
potential itself is Riesz critical. Still on Rn, if T = K ∗ f , then K satisfies (6) and (7),
hence (11), with σ = 1, if it behaves like a Riesz kernel near 0. On the other hand, K
satisfies the critical integrability condition (10) if, loosely speaking, it decays at infinity
ever so slightly better than the Riesz kernel, in the sense that K is in L
n
n−α and bounded
outside a large ball. For such potentials the Adams inequality holds, on Rn, in the same
spirit as the original Adams result (see Theorem 7). The main examples of kernels of
this type are those arising as fundamental solutions of invertible elliptic non-homogeneous
differential operators. We have already mentioned above that invertible elliptic differential
operators have kernels which are locally behaving like a Riesz kernel, and if they are
homogeneous of order α then they are Riesz critical. However, we will show that if P is
in a large class of non homogeneous elliptic operators with constant coefficients of order
α ≥ n/2, then its fundamental solution is indeed Riesz subcritical (see Theorem 10, and
Remark 2 after the proof of Lemma 13, for a counterexample). The same is true for
suitable lower order perturbations of homogeneous operators. For such operators we then
have a Moser-Trudinger inequality of type (1) which hold for u ∈ Wα,nα0 (Rn) and under
the condition ‖Pu‖n/α ≤ 1 (Theorem 14).
Other examples of differential operators with Riesz subcritical inverses are the powers
of the Laplacian in hyperbolic space. In Theorem 15 we will give a sharp version of the
Moser-Trudinger inequality for such operators, extending the known results in the case
α = 1 to higher powers. The techniques developed in this paper could very likely be
applied to other noncompact manifolds.
An interesting question arising from this work is the following: on which measurable
sets Ω is the Riesz potential Riesz subcritical? This is the same as asking Riesz subcriti-
cality of the kernel χΩ(x)|x− y|α−nχΩ(y). We call such sets Riesz subcritical domains. It
turns out that the condition for subcriticality is quite explicit, and also independent of α:
if ΛΩ(r) = |Ω ∩B(x, r)|, then Ω is Riesz subcritical if and only if
sup
x∈Ω
∫ ∞
1
ΛΩ(x, r)
rn+1
dr <∞. (12)
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In essence, Ω is Riesz subcritical if it “loses enough dimensions at infinity”. Examples
include sets of finite measure, and sets which are bounded in one or more dimensions (like
“strips”).
On such subcritical sets Ω the Adams inequality (3) holds for all f ∈ Ln/α(Ω) under
the sole condition that ‖f‖n/α ≤ 1, as in the original Adams result (see Theorem 9). In
some sense Riesz subcritical domains are the best replacements of sets with finite measure,
as far as the Adams inequality is concerned. In section 3 we will give more examples of
Riesz subcritical sets, and we will also show that (12) is a necessary condition for the
Adams inequality to hold (see Theorem 9).
In section 6 we explore some relations between the Moser-Trudinger and the Poincare´
inequalities. This connection comes about from the so-called regularized form of the Moser-
Trudinger inequality for ∇α, on sets of infinite measure, which takes the form∫
Ω
exp[ nα−2]
[
γ(∇α)|u(x)| nn−α
]
dx ≤ C(1 + ‖u‖n/α
Ln/α(Ω)
), ‖∇αu‖n/α ≤ 1, (13)
and which we prove to be valid when Ω is an open Riesz subcritical set in Rn (see Corol-
lary 10). Clearly if the Poincare´ inequality ‖u‖n/α ≤ C‖∇αu‖n/α is valid on Wα,n/α0 )(Ω),
then the right-hand side of (13) is uniformly bounded. The question is whether or not
such uniformity is also a sufficient condition for the Poincare´ inequality to hold on Ω. In
[BM], Battaglia e Mancini proved that indeed this is the case when α = 1. While we were
not able to prove that the same is true for all integer α, we instead show that on a large
class of Poincare´ domains (not necessarily subcritical) the Moser-Trudinger inequality does
hold. Such domains are characterized by a geometric condition given in terms of the strict
inradius, term introduced by P. Souplet in [So], based on ideas due to Agmon [Ag]. The
proof of our result is a nice application of the general measure-theoretic Adams inequality.
2. Adams inequalities for Riesz subcritical potentials
Suppose that (M,µ) and (N, ν) are measure spaces and that T is an integral operator
of type
Tf(x) =
∫
M
k(x, y)f(y)dµ(y), x ∈ N, (14)
with k : N ×M → [−∞,∞] a ν × µ-measurable function. Define the partial distribution
functions of k as 
λ1(x, s) = µ({y ∈M : |k(x, y)| > s}) x ∈ N
λ2(y, s) = ν({x ∈ N : |k(x, y)| > s}) y ∈M.
(15).
The corresponding partial nonincreasing rearrangements are given as
k∗1(x, t) = inf{s > 0 : λ1(x, s) ≤ t} x ∈ N
k∗2(y, t) = inf{s > 0 : λ2(y, s) ≤ t} y ∈M
(16)
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and the maximal nonincreasing rearrangements are defined as
k∗1(t) = sup
x∈N
k∗1(x, t), k
∗
2(t) = sup
y∈M
k∗2(y, t) (17)
where, once again, sup and inf are in the sense of essential sup and essential inf.
Theorem 1. Suppose that there exist constants A,B,H > 0 such that for some τ > 0
and γ > 1
k∗1(t) ≤ A
1
β t−
1
β
(
1 +H(1 + | log t|)−γ), 0 < t ≤ τ (18)
k∗2(t) ≤ Bt−
1
σβ , t > 0 (19)
Jτ :=
1
A
sup
x∈N
∫ ∞
τ
(
k∗1(x, t)
)β
dt <∞, (20)
for some β > 1 and 0 < σ ≤ 1. Then, Tf is well defined and finite a.e. for f ∈ Lβ′(M),
and there exists a constant C = C(β, σ, γ, A,B,H) such that for each f ∈ Lβ′(M) with
‖f‖β′ ≤ 1 and for each measurable E ⊆ N with ν(E) <∞ we have∫
E
exp
[
σ
A
|Tf(x)|β
]
dν(x) ≤ CeσJτ (ν(E) + τσ(1 + Jτ )). (21)
Moreover, for all f ∈ Lβ′(M) such that ‖f‖β′ ≤ 1 we have∫
N
exp[β′−2]
[
σ
A
|Tf(x)|β
]
dν(x) ≤ CeσJτ (‖Tf‖β′β′ + τσ(1 + Jτ )), (22)
where the “regularized exponential” function expm is defined as
expm(t) = e
t −
m∑
k=0
tk
k!
, m = 0, 1, ...
and where [λ] denotes the smallest integer greater or equal to λ ∈ R.
Later in Theorem 6 we will show that for reasonable kernels the critical integrability
condition (20) is also necessary for the Adams inequality to hold. We note that the earlier
version of this theorem appearing in [FM3, Thm. 3], has a slightly stronger assumption,
namely ∫ ∞
1
(
k∗1(t)
)β
dt <∞. (23)
Assumption (23) is in general easier to verify than (20). Moreover Theorem 1 can be
deduced from (23) by using a milder modification of O’Neil’s Lemma than the one we need
(see Lemma 5 below) if we only assume (20) (see Lemma 2 in [FM1] and Note 3 after
Lemma 5). On the other hand, there are examples for which (20) holds but (23) does not.
It is not too hard to produce kernels for which
6
sup
x∈N
∫ ∞
1
(
k∗1(x, t)
)β
dt <∞,
∫ ∞
1
(
k∗1(t)
)β
dt = +∞. (24)
For a somewhat artificial kernel, consider on Rn with the Lebesgue measure
k(x, y) =
{
|y|α−n if |x|
2
≤ |y| < |x|
0 otherwise
and let Tf(x) =
∫
R
n k(x, y)f(y)dy. In this case we have
k∗1(x, t) =

(
t
|B1| +
( |x|
2
)n)−n−αn
if 0 < t < |B1||x|n(1− 2−n)
0 if t ≥ |B1||x|n(1− 2−n)
≤ |B1|
n−α
n t−
n−α
n = k∗1(t)
which implies (24), with β = n
n−α
, and it’s easy to check that k∗2(t) ≤ Ct−
n−α
n . We also
have that Adams inequality trivially holds, since by Ho¨lder’s inequality |Tf(x)| ≤ C‖f‖n/α
for all x. Note in passing that the same example shows that T is not continuous from
Ln/α(Rn) to any Lp(Rn) (consider the family fr(y) = |y|−αχr/2≤|y|<r(y)).
A more interesting example satisfying (24) is discusssed in (58) where k(x, y) = |x−
y|α−n and M = N = Ω for a suitable Ω of infinite measure whose construction is not
trivial. Adams Inequality for Ω follows immediately from Theorem 1 in the present form
whereas the previous version in [FM3] based on assumption (23) is unable to give a sensible
answer for Ω.
The right hand sides of (21), (22) are also improvements of previous versions appearing
in [FM3, Theorem 3].
If we constrain our functions f to be supported on a given set F ⊆ M with finite
measure we obtain the following refinement of Theorem 1 in [FM1]:
Corollary 2. Suppose that
k∗1(t) ≤ A
1
β t−
1
β
(
1 +H(1 + | log t|)−γ), ∀t > 0 (25)
k∗2(t) ≤ Bt−
1
σβ , ∀t > 0. (26)
Then, there exists a constant C = C(β, σ, γ, A,B,H) such that for each measurable F ⊆M
and each f ∈ Lβ′(F ) with ‖f‖Lβ′(F ) ≤ 1 and for each measurable E ⊆ N∫
E
exp
[
σ
A
|Tf(x)|β
]
dν(x) ≤ C(ν(E) + µ(F )σ). (27)
Note. When F ⊆ M is measurable, the space Lp(F ) is defined as the space of those
measurable f : E → R such that their zero extension to M is in Lp(M). Equivalently, it’s
the space of functions f ∈ Lp(M) which are 0 a.e. outside F .
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Proof of Corollary 2. If µ(F ) < ∞ then we can apply Theorem 1 to the measurable
space (F, µ) as a subspace of M . If k∗1,F (x, t), k
∗
1,F (t) denote the rearrangements with
respect to F then
k∗1,F (t) ≤ k∗1(t) ≤ A
1
β t−
1
β
(
1 +H(1 + | log t|)−γ), 0 < t ≤ µ(F )
(with H independent of F !) and k∗1,F (t) = 0 for t > µ(F ). Hence condition (20) is verified
for τ = µ(F ) which gives the right hand side in (27).
///
When T is the Riesz potential Corollary 2 gives the following refinement of Adams
inequality (3) and of Theorem 7 in [FM1]:
Corollary 3. Let ν be a positive Borel measure on Rn satisfying
ν
(
B(x, r)
) ≤ Qrσn, ∀x ∈ Rn, ∀r > 0 (28)
for some Q > 0 and σ ∈ (0, 1]. Then, there exists C = C(n, α, σ,Q) such that for all
E, F ⊆ Rn with ν(E) < ∞, |F | < ∞ and for all f ∈ Ln/α(F ) with ‖f‖n/α ≤ 1 we have∫
E
exp
[
σ
|B1| |Iαf(x)|
n
n−α
]
dν(x) ≤ C(ν(E) + |F |σ). (29)
For given E and F , if there exists a ball B(x0, r0) such that |B(x0, r0) ∩ F | = |B(x0, r0)|,
and ν(B(x0, r) ∩ E) ≥ c1rσn for r ≤ r0, with c1 > 0, then the exponential constant is
sharp.
The condition that F contains a ball (up to a set of zero measure) which has enough
mass shared by E, is essentially necessary in order to guarantee sharpness in the above
corollary. In general the sharp exponential constant will depend on the relative geometry
of the sets E and F : the less the mass they have in common, the larger the sharp constant.
This is a reflection of the fact that the potential becomes “less effective” as the sets E and
F get more and more separated (in this regard, see [FM1, Remark 3, p. 5112]).
Proof of Corollary 3. In Corollary 2 take N = Rn endowned with the measure ν as in
(28), M = Rn with the Lebesgue measure, k(x, y) = |x− y|α−n, β = nn−α , so that under
the assumption (28) we have (see also [FM1, Lemma 9])
k∗1(t) ≤ |B1|
n−α
n t−
n−α
n , k∗2(t) ≤ Q
n−α
σn t−
n−α
σn , t > 0
which implies (29).
For the sharpness statement, assume that F contains a ball of radius r0 and center
x0, up to a set of zero measure. We can assume that x0 = 0, and define for 0 < ǫ < r0.
φǫ(y) =
{ |y|−α if ǫ < |y| < r0
0 otherwise.
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Then suppφǫ ⊆ F , and
‖φǫ‖n/αn/α = |B1| log
rn0
ǫn
.
If φ˜ǫ = φǫ/‖φǫ‖n/α then by routine computations |Iαφ˜ǫ(x)|
n
n−α ≥ |B1| log r
n
0
ǫn
−C, provided
x ∈ B(0, ǫ/2). Assuming ν(E ∩B(0, ǫ/2)| ≥ Cǫσn we then get∫
E∩B(0,ǫ/2)
exp
[
γ|Iαφ˜ǫ(x)| nn−α
]
dν(x) ≥ Cǫn(σ−γ|B1|) → +∞
if γ > σ/|B1|.
///
We now give the proof of Theorem 1. First let us note that the estimate given in (22)
will be an immediate consequence of (21), via the following elementary lemma (see also
[FM2, Lemma 9]):
Lemma 4 (Exponential Regularization Lemma). Let (N, ν) be a measure space and
1 < p <∞, γ > 0. Then for every u ∈ Lp(N) we have∫
{|u|≥1}
eγ|u|
p′
dν − eγ‖u‖pp ≤
∫
N
exp[p−2]
[
γ|u|p′]dν ≤ ∫
{|u|≥1}
eγ|u|
p′
dν + eγ‖u‖pp. (30)
In particular, the functional
∫
N
exp[p−2]
[
γ|u|p′] is bounded on a bounded subset X of Lp,
if and only if
∫
{|u|≥1}
exp
[
γ|u|p′] is bounded on X .
Moreover, for any m = 1, 2, 3.... we have
γm
m!
‖u‖mp′mp′ ≤
∫
N
expm−1
[
γ|u|p′]dν ≤ ∫
{|u|≥1}
eγ|u|
p′
dν + eγ‖uχ|u|≤1‖mp
′
mp′ . (31)
If the operator T in Theorem 1 is also continuous on Lβ
′
(M), then the regularized
exponential integral in (22) is clearly bounded on the unit ball of Lβ
′
(M). For general
“well-behaved” kernels K continuity of T in Lβ
′
(M) implies critical integrability, in the
form (20) (see Proposition 2 below), but not viceversa. For example, consider on Rn
k(x, y) = K(x− y), where
K(x) =
{ |x|α−n if |x| ≤ 1
|x|α−n−δ if |x| > 1
for any δ ∈ (0, α). Here β = nn−α , β′ = nα . The kernel K behaves like a Riesz kernel at 0,
and it satisfies the critical integrability condition. Yet, the convolution operator K ∗ f is
not continuous on L
n
α (Rn), since K is nonnegative and not integrable.
Proof of Theorem 1. As we mentioned in the introduction, the proof of Theorem 1 is
accomplished by making suitable modifications and improvements to the proof in [FM1,
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Theorem 1], in order to take into account the critical integrability condition (20), and by
tracking down the various constants a little bit more carefully. For the convenience of the
reader we will present here the beginning of the proof in enough details so that the role of
(20) is highlighted, relegating the more technical parts to the appendix.
Because of Lemma 4 it is enough to prove (21). Indeed,∫
N
exp[β′−2]
[
σ
A
|Tf(x)|β′
]
dν(x) ≤
∫
{|Tf |≥1}
exp
[
σ
A
|Tf(x)|β′
]
dν(x) + e
σ
A ‖Tf‖β′β′
and |{|Tf | ≥ 1}| ≤ ‖Tf‖β′β′ .
To prove (21) we show that for each f ∈ Lβ′(M) the function Tf is well-defined, finite
a.e., and satisfies∫ ν(E)
0
exp
[
σ
A
(
(Tf)∗∗(t)
)β]
dt ≤ CeσJτ (ν(E) + τσ(1 + Jτ )), (32)
where C = C(β, β0, γ,H,A,B), under the hypotheses (18), (19), (20), and with∫ ∞
0
(f∗)β
′ ≤ 1. (33)
Below, Cj denotes a constant ≥ 1, depending only on A,B, β, σ, p,H, γ.
WLOG we can assume that k and f are nonnegative. The first key element of the
proof is the following improvement of Lemma 2 in [FM1] (which was itself an improvement
of the original lemma due to O’Neil [ON, Lemma 1.5]):
Lemma 5. Let k : N ×M → [0,∞] be measurable and
k∗1(t) ≤ Dt−
1
β , k∗2(t) ≤ Bt−
1
σβ , t > 0 (34)
with β > 1 and 0 < σ ≤ 1. If
max
{
1,
β(1− σ),
β − 1
}
≤ p < β
β − 1 = β
′ (35)
and
1
q
=
1
σβ
+
1
σ
(
1
p
− 1
)
, q > p (36)
then there is a constant C0 > 0 such that for any measurable f :M → [0,∞]
(Tf)∗∗(t) ≤ C0 max
{
τ−
σ
q , t−
1
q
}∫ τ
0
u−1+
1
p f∗(u)du+sup
x∈N
∫ ∞
τ
k∗1(x, u)f
∗(u)du, ∀t, τ > 0.
(37)
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Notes.
1. When σ = 1 we can take p = 1 and q = β in (37).
2. Even if k is a kernel with arbitrary sign, conditions (35) imply that T is well defined
on Lp(M) and bounded from Lp(M) to Lq,∞(N) (see [A2] and our proof of Lemma 5 in
the appendix).
3. The earlier version of the lemma given in [FM1], and also used in [FM3], has an
inequality like (37), but with second term equal to
∫∞
τ
k∗1(u)f
∗(u)du, which is larger than
the one above. With that version the conclusions of Theorem 1 can be proven under the
stronger condition (23).
The proof of Lemma 5 is obtained by suitably modifying the proof given in [FM1].
The details are given in the appendix.
Now we have k∗1(t) ≤ A
1
β (1+H)t−
1
β for t > 0, so that by the improved O’Neil lemma
above, if p is any fixed number satisfying (35), and q is as (36), then for each t > 0
(Tf)∗∗(t) ≤ C0t−
1
q
∫ t1/σ
0
u−1+
1
p f∗(u)du+ sup
x∈N
∫ ∞
t1/σ
k∗1(x, u)f
∗(u)du. (38)
If t ≥ τσ then (38) (combined into a single integral), Ho¨lder’s inequality and (33)
imply
(Tf)∗∗(t) ≤
(∫ t1/σ
0
Cβ0 t
−βq uβ
(
1
p−1
)
du+ sup
x∈N
∫ ∞
t1/σ
(
k∗1(x, u)
)β
du
) 1
β
≤
≤
(
Cβ0
β
(
1
p − 1
)
+ 1
+ AJτ
) 1
β
.
and therefore ∫ ν(E)
τσ
exp
[
σ
A
(
(Tf)∗∗(t)
)β]
dt ≤ CeσJτ (ν(E)− τσ)+.
On the interval [0, τσ] unfortunately this simple argument fails and we need to refine
the more sophisticated analysis in [A1] and [FM1]. From (38) followed by the change of
variables t→ τσt, u→ τu 1σ we get∫ τσ
0
exp
[
σ
A
(
Tf)∗∗(t)
)β]
dt ≤
≤
∫ τσ
0
exp
[
σ
A
(
C0t
− 1q
∫ t1/σ
0
f∗(u)u−1+
1
p du+ sup
x∈N
∫ ∞
t1/σ
k∗1(x, u)f
∗(u)du
)β ]
dt
≤ τσ
∫ 1
0
exp
[
σ
A
(
C0t
− 1q τ−
σ
q
σ
∫ t
0
f∗(τu
1
σ )τ
1
pu−1+
1
σp du+
+
1
σ
sup
x∈N
∫ ∞
t
k∗1(x, τu
1
σ )f∗(τu
1
σ )τu−1+
1
σ du
)β ]
dt
:= τσ
∫ 1
0
exp
[(
C2t
− 1q
∫ t
0
fτ (u)u
− 1β+
1
q du+ sup
x∈N
∫ ∞
t
kτ (x, u)fτ(u)du
)β ]
dt
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where
kτ (x, u) = A
− 1β τ
1
β k∗1(x, τu
1
σ )u(−1+
1
σ )
1
β , fτ (u) = σ
− 1
β′ τ
1
β′ f∗(τu
1
σ )u
(−1+ 1σ )
1
β′
and C2 = C0A
− 1β . Note that∫ ∞
0
fτ (u)
β′ ≤ 1, sup
x∈N
∫ ∞
τ
kτ (x, u)
βdu = σJτ
and that
sup
x∈N
kτ (x, u) ≤ u−
1
β
(
1 +H(1 + | log(τσu)|)−γ), 0 < u ≤ 1.
Now make the further changes
u = e−ξ, t = e−η, φ(ξ) = fτ (e
−ξ)e
− ξ
β′ (39)
to obtain that ∫ τσ
0
exp
[
σ
A
(
Tf)∗∗(t)
)β]
dt ≤ τσ
∫ ∞
0
e−F (η)dη
where for each fixed η ≥ 0
F (η) = η −
(
sup
x∈N
∫ ∞
−∞
g(x, ξ, η)φ(ξ)dξ
)β
g(x, ξ, η) =
 kτ (x, e
−ξ)e−
ξ
β if ξ ≤ 0
1 +H(1 + |ξ − log τσ|)−γ if 0 < ξ ≤ η
C2e
η−ξ
q if η < ξ.
The next technical step is to run the Adams-Garsia machinery to prove that∫ ∞
0
e−F (η)dη ≤ C(1 + Jτ )eσJτ . (40)
The details are given in the appendix.
///
For reasonable kernels the integrability condition (20) is essentially necessary in order
to obtain exponential integrability or continuity from Ln/α to anyLp:
Theorem 6. Suppose that µ(M) = +∞ and that the kernel k in (14) satisfies
k∗1(t) <∞, ∀t > 0 (41)
lim
t→+∞
k∗1(t) = 0 (42)
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and that for some sequence xm ∈ N
lim
m→+∞
∫ ∞
1
k∗1(xm, t)
βdt = +∞. (43)
Suppose additionally that for each m there is a measurable set Bm ⊆ N such that for some
ǫ0 > 0 and all ǫ > 0 small enough∫
ǫ<|k(xm,y)|≤ǫ0
k(x, y)k(xm, y)|k(xm, y)|β−2dµ(y) ≥ C0
∫
ǫ<|k(xm,y)|≤ǫ0
|k(xm, y)|βdµ(y), ∀x ∈ Bm
(44)
for some C0 > 0, independent of ǫ (provided that the integral on the left hand side is well
defined). Then, there is a sequence of functions {Ψm} ⊆ Lβ′(M) with ‖Ψm‖β′ = 1 such
that
inf
x∈Bm
|TΨm(x)| ↑ +∞, as m→ +∞.
In particular if the Bm can be chosen so that ν(Bm) ≥ ν0 > 0 for all m, then the operator
T defined in (14) cannot be continuous from Ln/α to any Lp, and exponential integrability
in the form (3) fails for any γ > 0.
Proof. Conditions (41), (42) guarantee that
µ({y : |k(x, y)| =∞}) = 0, µ({y : |k(x, y)| > ǫ}) <∞, ∀x ∈ N, ∀ǫ > 0
and that there is T > 0 such that
µ({y : |k(x, y)| > ǫ0} ≤ T, ∀x ∈ N.
Also, (41) implies that (43) holds if and only if for any δ > 0
lim
m→+∞
∫ ∞
δ
k∗1(xm, t)
βdt = +∞.
The level sets
Fmǫ = {y ∈M : |k(xm, y)| > ǫ}, ǫ ≥ 0
satisfy, for each given m, 0 < µ(Fmǫ ) ↑ µ(Fm0 ) as ǫ ↓ 0, and µ(Fmǫ0 ) ≤ T , some T > 0.
Hence, for fixed m and as ǫ ↓ 0
Γmǫ : =
∫
Fmǫ \F
m
ǫ0
|k(xm, y)|βdµ(y) =
∫ µ(Fmǫ )
µ(Fmǫ0
)
k∗1(xm, t)
βdt ↑
∫ µ(Fm0 )
µ(Fmǫ0
)
k∗1(xm, t)
βdt =
=
∫ ∞
µ(Fmǫ0
)
k∗(xm, t)
βdt ≥
∫ ∞
T
k∗1(xm, t)
βdt
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Using (43) we can find subsequences mk ↑ ∞ and ǫk ↓ 0 such that Γmkǫk → +∞ as k → +∞.
By replacing the original sequence {xm} with {xmk} we may assume that Γmǫm → +∞ for
a sequence xm and ǫm ↓ 0.
If we let
Φm(y) = k(xm, y)|k(xm, y)|β−2χFmǫm\Fmǫ0
then
‖Φm‖β
′
β′ = Γ
m
ǫm
and using the hypothesis TΦm(x) is well-defined on some Bm with
TΦm(x) =
∫
Fmǫm\F
m
ǫ0
k(x, y)k(xm, y)|k(xm, y)|β−2dµ(y) ≥ C0Γmǫm , ∀x ∈ Bm.
The result follows upon taking Ψm = Φm‖Φm‖−1β′ .
///
Note. If one of the conditions (41), (42) is not satisfied (regardless of (43)), then the
conclusion of the theorem still holds, provided that µ is semifinite and (44) holds.
Certainly condition (43) is met for some sequence {xm} if (20) fails. It does seem
unavoidable to impose some sort of “regularity” condition equivalent to (20), however. On
R
n, for example, condition (44) is typically verified when Bm is a small ball around xm and
for x ∈ Bm, k(x, y)− k(xm, y) decays better than k(xm, y) as y → +∞. For convolution
kernels which are radially decreasing (even just outside a large ball) k(x, y) = K(|x−y|) ≥ 0
condition (44) is easily verified, since both K(|x−y|) and K(|y|) are greater than K(2|y|),
for |x| ≤ 1 and |y| ≥ 2
3. Riesz subcritical kernels and domains in R
n
The most obvious application of Theorems 1 and 6 is to convolution operators on Rn:
Theorem 7. Let 0 < α < n, and suppose that K : Rn \ {0} → R is measurable and
satisfies the conditions
K(x) = g(x∗)|x|α−n +O(|x|α−n+ǫ), |x| ≤ R, x∗ = x|x| (45)
K ∈ L nn−α ∩ L∞(|x| ≥ R}) (46)
for some ǫ, R > 0, where g ∈ L nn−α (Sn−1). Then K ∗ f is finite a.e for f ∈ L nα (Rn), and
there exists C > 0 such that for all f ∈ L nα (Rn) with ‖f‖n/α ≤ 1, and for each measurable
E ⊆ Rn with |E| <∞ ∫
E
exp
[
1
Ag
|K ∗ f(x)| nn−α
]
dx ≤ C(1 + |E|), (47)
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where
Ag =
1
n
∫
Sn−1
|g(ω)| nn−α dω. (48)
Moreover, ∫
R
n
exp[nα−2]
[
1
Ag
|K ∗ f(x)| nn−α
]
dx ≤ C(1 + ‖K ∗ f‖n/αn/α). (49)
for all f ∈ L nα (Rn) such that ‖f‖n/α ≤ 1. If g is smooth, then the exponential constant in
(47) (if |E| > 0) and in (49) is sharp.
Note that the “big O” notation in (45) means that |O(|x|α−n+ǫ)| ≤ C|x|α−n+ǫ, for
|x| ≤ R.
Proof of Theorem 7. In Theorem 1 let N = E and M = Rn with the Lebesgue
measure, and let k(x, y) = K(x − y), β = nn−α . Note first that k∗1(x, t) = k∗1(t) = k∗2(t),
for all x, t. Let τ = |B(0, R)| and suppose that |K(x)| ≤ M when |x| ≥ R. If λ(s) =
|{x ∈ Rn : |K(x)| > s}| denotes the distribution function of K relative to Rn, then for
s > M the distribution function of K relative to the ball of radius R coincides with λ(s).
This means that k∗1(t) is the same as the corresponding rearrangement relative to B(0, R),
when t < τ . The proof that (45) implies (18) and (19) for small t, on sets of finite measure
and therefore for t ∈ (0, τ ], has been done in [FM1, Lemma 9]. Note that the proof there
was done in the case g bounded on the sphere, but it works even in our more general
hypothesis.
It is enough to check that (46) implies (20) (from which (19) follows for all t, since
k∗2 = k
∗
1 is decreasing and finite). The proof of this fact is straightforward. Let |K(x)| ≤M
for |x| ≥ R, and let
K˜(x) =
{ |K(x)| if |x| ≥ R
M if |x| < R.
If λ(s) and λ˜(s) denote the distribution functions of K, K˜ respectively, then λ˜(s) ≥ λ(s)
for s < M , and λ˜(M−) ≥ |B1|Rn. Hence, if k∗1 , k˜∗1 denote the rearrangements of K, K˜
resp., then k˜∗1(t) ≥ k∗1(t) for t ≥ |B1|Rn. Obviously, K˜ ∈ L
n
n−α (Rn), so (20) follows with
τ = |B1|Rn. This proves inequality (47), and therefore (49).
The proof of the sharpness statement is the same as that of [FM1, Theorem 8]. In
particular, assuming WLOG that |E ∩B(0, ǫ)| ≥ c0ǫn for small ǫ and for some c0 > 0, one
can take the extremal family of functions
φǫ(y) =
{
K(y)|K(y)| nn−α−2, if ǫ < |y| < 1
0 otherwise
(50)
and show that along the normalized family φǫ/‖φǫ‖n/α the exponential integrals in (47)
and (49) are saturated.
///
Generally speaking, non-homogeneous invertible elliptic operators will have kernels
satisfying (46), and for those operators a sharp Moser-Trudinger inequality will hold. As a
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first example, consider the Bessel potential (I −∆)α2 , whose fundamental solution Gα(x)
behaves like the Riesz potential locally, and decays exponentially at infinity. In fact, the
aforementioned results by [A, Thm. 3], [LL2] and [RS] are immediate consequences of
Theorem 7, and the fact that ‖Gα ∗ f‖p ≤ ‖f‖p:
Theorem 8. If 0 < α < n then there exists C such that for all u ∈Wα,nα (Rn) so that
‖(I −∆)α2 u‖ n
α
≤ 1
we have ∫
R
n
exp[nα−2]
[
γ
(
(−∆)α2 )|u(x)| nn−α ]dx ≤ C. (51)
and the exponential constant is sharp.
In this paper we defineWα,
n
α (Rn) for α > 0, p > 1 to be the space of Bessel potentials:
Wα,p(Rn) = {u ∈ Lp(Rn) : (I −∆)α2 u ∈ Lp(Rn)} = {Gα ∗ f, f ∈ Lp(Rn)}
= {u ∈ Lp(Rn) : (−∆)α2 u ∈ Lp(Rn)}. (52)
In section 4, Theorem 11 we will show that if P is any non-homogeneous, elliptic,
invertible, linear partial differential operator with constant coefficients, under the assump-
tion that α ≥ n/2 its inverse has a kernel satisfying (45) and (46), and therefore a sharp
Moser-Trudinger inequality holds for such P (Theorem 14).
We point out that Theorem 7 can be formulated so as to accommodate more general
(non-convolution) kernels satisfying
K(x, y) = g(x, (x− y)∗)|x− y|α−n +O(|x− y|α−n+ǫ),
together with suitable integrability and boundedness conditions at infinity, in the same
spirit as in [FM1, Thm. 8].
We also remark that Theorem 7 could have been stated in the slightly more general
situation where the convolution operator is acting on L
n
α (Ω), where Ω ⊆ Rn is an arbitrary
measurable set of Rn. In this case the conclusion holds provided that K ∈ L∞∩L nn−α ({x ∈
Ω : |x| ≥ R}). We find that the latter condition is of little applicability if Ω 6= Rn, in
which case one is better off checking out the corresponding critical integrability condition
on k∗1(x, t), the rearrangement of K(x, )˙ with respect to Ω.
When K is the Riesz kernel, however, (20) leads to an interesting geometric condition
on Ω, under which inequality (47) holds under the sole condition that ‖f‖
Ln/α(Ω)
≤ 1, as
expressed in the next theorem.
For a measurable set Ω ⊆ Rn define for r > 0
ΛΩ(x, r) = |Ω ∩B(x, r)|, x ∈ Ω,
ΛΩ(r) = sup
x∈Ω
ΛΩ(x, r). (53)
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Theorem 9. Let Ω ⊆ Rn be measurable and such that
sup
x∈Ω
∫ ∞
1
ΛΩ(x, r)
rn+1
dr <∞. (54)
Then, for 0 < α < n, there exists C > 0 such that for all f ∈ L nα (Ω) with ‖f‖n/α ≤ 1, and
for each measurable E ⊆ Ω with |E| <∞∫
E
exp
[
1
|B1| |Iαf(x)|
n
n−α
]
dx ≤ C(1 + |E|). (55)
Moreover, ∫
Ω
exp[nα−2]
[
1
|B1| |Iαf(x)|
n
n−α
]
dx ≤ C(1 + ‖Iαf‖n/αLn/α(Ω)). (56)
for all f ∈ L nα (Ω) such that ‖f‖n/α ≤ 1. If there is x0 ∈ Ω and r0 > 0 such that
|Ω∩B(x0, r0)| = |B(x0, r0)|, and if |E| > 0, then the exponential constant in (55) and (56)
is sharp.
Conversely, if (54) is not satisfied then (55) cannot hold, in fact there is a sequence
of functions Ψm ∈ Ln/α(Ω), with ‖Ψm‖n/α = 1 and r1, δ > 0 such that with Bm =
B(xm, r1) ∩ Ω and |Bm| ≥ δ we have
inf
x∈Bm
|IαΨm(x)| → +∞.
Condition (54) is independent of α, and expresses the Riesz subcriticality of the Riesz
potential restricted to the measurable set Ω.
We also note that (54) is implied by the stronger condition∫ ∞
1
ΛΩ(r)
rn+1
<∞ (57)
with ΛΩ(r) defined in (53). As the following example shows, it is possible to construct an Ω
such that (54) (and hence (55)and (56)) holds but (57) fails. Let cm, Rm, ǫm be positive
sequences with ǫm <
1
2 , cm ↑ +∞, Rm ↑ +∞, cm − cm−1 >> Rm. If k = (k1, ..., kn) ∈ Zn+
and xm = cme1, let
Ωm =
⋃
|k−xm|<Rm
B(k, ǫm), Ω∗ =
∞⋃
m=1
Ωm. (58)
In other words, Ωm is the union of all the balls of radius ǫm centered at the integer points
contained in the ball of radius Rm and center xm. With this in mind, it is possible to
show that there is C independent of m such that for all x ∈ Ωm∫ ∞
1
ΛΩ∗(x, r)
rn+1
dr ≤ C
[
ǫnm logRm +
∞∑
ℓ=m
ℓ
(
ǫℓRℓ
cℓ
)n ]
(59)
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and ∫ ∞
1
ΛΩ∗(r)
rn+1
dr ≥ C
∞∑
m=2
ǫnm log
Rm
Rm−1
(60)
Choosing for example
Rm = 4
m, ǫnm logRm = 2
−n, cm = 100
m
we have that the series in (59) is finite and the one in (60) is infinite. Note that the Adams
inequality for L
n
α (Ω∗) is guaranteed by Theorem 9, whereas it would be hard to determine
this fact using previously known methods.
Proof of Theorem 9. Let us apply Theorem 1 withM = N = Ω and µ = ν = Lebesgue
measure. Since Iα has kernel |x − y|α−n we have k∗1 = k∗2 , where rearrangement is with
respect to Ω. For simplicity let us drop the index “1”: and let
λ(x, s) = |{y ∈ Ω : |x− y|α−n > s}| = ∣∣Ω ∩B(x, s− 1n−α )∣∣ = ΛΩ(x, s− 1n−α )
k∗(x, t) = inf{s > 0 : λ(x, s) ≤ t}.
λ(s) = sup
x∈Ω
λ(x, s), k∗(t) = sup
x∈Ω
k∗(x, t).
Observe here that
λ(s) = |{t : k∗1(t) > s}| (61)
from which it follows
k∗1(t) = inf{s > 0 : λ(s) ≤ t}. (62)
(Equation (61) holds for general kernels k, and it was stated in [FM1, p. 5073, “Fact 3”].
The proof is based on the fact that for each s > 0 and each x ∈ Ω there exists Tx,s > 0
such that {t : k∗1(x, t) > s} = (0, Tx,s).)
From general facts about rearrangements we have that λ(x, ·), k∗(x, ·) are decreasing
and right-continuous. Moreover k∗(x, λ(x, s)) ≤ s and λ(x, k∗(x, t)) ≤ t. However, in this
case we have also that λ(x, s) is actually continuous (in fact locally Lipschitz) in s, hence
λ(x, k∗(x, t)) = t for all t > 0, and all x ∈ Ω.
Obviously, ΛΩ(x, r) ≤ |B1|rn for every x ∈ Ω, and r > 0, hence
k∗(t) ≤ |B1|
n−α
n t−
n−α
n , ∀t > 0 (63)
and condition (18) is verified with A = |B1| and β = nn−α .
Now note that if φ : (0,∞)→ [0,∞) is decreasing and right-continuous, and if λφ(s)
denote its distribution function, then for each t0 > 0∫ φ(t0)
0
λφ(s)s
p−1ds =
1
p
∫ ∞
t0
φ(t)pdt+ t0φ(t0)
p−1 (64)
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(this is a consequence of Fubini’s theorem). Hence, applying this to φ(t) = k∗(x, t),
p = nn−α , t0 = λ(x, 1) we get∫ ∞
λ(1)
(
k∗(x, t)
) n
n−α dt ≤
∫ ∞
λ(x,1)
(
k∗(x, t)
) n
n−α dt ≤ n
n− α
∫ k∗(x,λ(x,1))
0
λ(s)s
n
n−α−1ds
≤ n
n− α
∫ 1
0
λ(x, s)s
α
n−α ds = n
∫ ∞
1
ΛΩ(x, r)
rn+1
dr
(65)
which implies that condition (20) holds for any τ > λ(1).
This shows that the conditions of Theorem 1 are met, and the exponential inequal-
ities follow. The sharpness of the exponential constant follows exactly as in the proof of
Lemma 3.
Conversely, suppose that (54) does not hold. Then we can find a sequence {xm} ⊆ Ω
such that ∫ ∞
1
ΛΩ(xm, r)
rn+1
dr → +∞. (66)
We would like to apply Theorem 6. Conditions (41), (42) of Theorem 6 are a con-
sequence of (63). To show (43), apply formula (64), with φ(t) = k∗(xm, t) and t0 = 1,
together with (63)∫ ∞
1
(
k∗(xm, t)
) n
n−α dt =
n
n− α
∫ δm
0
λ(s)s
α
n−α ds− n
n− αδ
α
n−α
m
≥ n
∫ ∞
δ
− 1
n−α
m
ΛΩ(xm, r)
rn+1
dr − n
n− α |B1|
α/n
where we let
δm = k
∗(xm, 1).
If δm ≥ 1 for infinitely many m, then for a subsequence {xmk}∫ ∞
1
(
k∗(xmk , t)
) n
n−α dt ≥ n
∫ ∞
1
ΛΩ(xmk , r)
rn+1
dr − n|B1|α/n → +∞
so condition (43) is satisfied up to passing to a subsequence.
If instead δm = k
∗(xm, 1) < 1 for all m large enough, since λ(xm, δm) = 1 (owing
to the continuity of λ(x, ·)) we have ΛΩ(xm, δ
− 1n−α
m ) = 1 and therefore (since ΛΩ(xm, ·) is
increasing) ∫ δ− 1n−αm
1
ΛΩ(xm, r)
rn+1
dr ≤
∫ ∞
1
1
rn+1
=
1
n∫ ∞
1
(
k∗(xmk , t)
) n
n−α dt ≥ n
∫ ∞
1
ΛΩ(xmk , r)
rn+1
dr − 1− n|B1|α/n → +∞
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and condition (43) is satisfied even in this case.
To verify the integral condition in (44) we proceed as follows. Define
k˜(t) = sup
m
k∗(xm, t), λ˜(s) = sup
m
λ(xm, s).
Clearly the relations in (61), (62) continue to hold with λ˜, k˜ in place of λ, k∗1 , and (43)
implies k˜(t) > 0 for all t. Pick any t1 > 0. Since k˜(t)→ 0 as t→ +∞ (from (63)), we can
find t0 > t1 such that 0 < k˜(t0) < k˜(t1). Let
ǫ0 = k˜(t0), ǫ1 = k˜(t1), r0 = ǫ
− 1n−α
0 > r1 = ǫ
− 1n−α
1
With this choice of ǫ0 the inequality in (43) can be written as∫
{y∈Ω: r0≤|y−xm|<ǫ
− 1
n−α }
|x− y|α−n|y − xm|−αdy ≥ C0
∫
{y∈Ω: r0≤|y−xm|<ǫ
− 1
n−α }
|y − xm|−ndy.
The inequality is certainly verified if x belongs to the set
Bm = {x ∈ Ω : |x− xm| < r1}
since |y − x| ≤ |y − xm|+ r1 ≤ 2|y − xm|, if |y − xm| ≥ r0, |x− xm| < r1.
Moreover, |Bm| = λ(xm, ǫ1), and since λ˜(ǫ1) = t1, we can pass to a subsequence of
xm in order to guarantee that |Bm| ≥ t1/2, for all m.
///
Remark. Under the hypothesis (54), estimate (55) actually holds for any measurable set
E ⊆ Rn. To see this, note that for each fixed x ∈ Rn if Ω has positive measure then
ΛΩ(x, r) is increasing in r and eventually positive. If Rx := inf{r > 1 : ΛΩ(x, r) > 0}
then ΛΩ(x, r) ≤ ΛΩ(y, 3r) for any y ∈ Ax := B(x, 2Rx) ∩ Ω (of positive measure) and for
any r ≥ Rx. Hence for all y ∈ Ax∫ ∞
1
ΛΩ(x, r)
rn+1
dr ≤
∫ ∞
Rx
ΛΩ(y, 3r)
rn+1
dr ≤ 3n sup
y∈Ω
∫ ∞
1
ΛΩ(y, r)
rn+1
dr
which implies that
sup
x∈Rn
∫ ∞
1
ΛΩ(x, r)
rn+1
dr <∞,
and one can proceed as in the proof of Theorem 9 with N = Rn instead of N = Ω.
Theorem 9 gives a sufficient condition independent of α, i.e. (54), under which Adams’
original result (3) holds for domains of infinite measure. In a sense, the condition says that
the domain Ω misses enough dimensions at infinity. Examples of such domains are “strips”
namely Ω = {x ∈ Rn : xj ∈ [aj , bj], j = 1, ..., k}, (k < n), in which case it’s easy to see
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that ΛΩ(r) ∼ Crn−k as r → +∞. It’s not hard to construct domains of infinite measure
so that the corresponding ΛΩ(r) has prescribed order of growth, within the upper bound
|B1|rn. Take any smooth h : [0,∞) → [0,∞), h(0) = 0, strictly increasing to +∞ and
with h(x+ 1)− h(x) increasing (for example h convex), and let
Ω =
∞⋃
m∈Zn
+
B(Cm, δ0), m = (m1, ..., mn) ∈ Zn+, Cm =
(
h(m1), ..., h(mn)
)
(67)
where δ0 > 0 is chosen so that all B(Cm, 10δ0) are pairwise disjoint. Then, one can check
that for some c1, c2, c3 > 0
c1
(
h−1
( r√
n
))n
≤ ΛΩ(0, r) ≤ c2
(
h−1(r + 1)
)n
, r > r0, (68)
and
ΛΩ(x, r) ≤ c3ΛΩ(0, r
√
n), x ∈ Ω, r ≥ r0 (69)
some r0 large enough. For the details of the proof see the Appendix.
Estimates (68) and (69) give
c1
(
h−1
( r√
n
))n
≤ ΛΩ(r) ≤ c4
(
h−1(r
√
n+ 1)
)n
for all r large enough. With this in mind, one can, for example, produce an h as above so
that ΛΩ(r) grows like r
n−δ(log r)−q, for large r, for any δ, q with 0 ≤ δ < n, q ≥ 0.
Corollary 10. If Ω is open and Riesz subcritical, i.e. if it satisfies (54), then for each α
integer in (0, n) there is C such that for all u ∈Wα,n/α0 (Ω) with ‖∇αu‖n/α ≤ 1 we have∫
Ω
exp[ nα−2]
[
γ(∇α)|u(x)| nn−α
]
dx ≤ C(1 + ‖u‖n/α
Ln/α(Ω)
) (70)
and the exponential constant is sharp.
From the above estimate it is clear that if the Poincare´ inequality ‖u‖n/α ≤ C‖∇αu‖n/α
holds inW
α,n/α
0 (Ω), then there is uniformity on the right hand side of (70). We shall return
to this connection with the Poincare´ inequality in Section 6.
4. Riesz subcritical fundamental solutions of elliptic differential operators
with constant coefficients on R
n
Let us consider an elliptic differential operator of order α < n with constant complex
coefficients, and acting on C∞c (R
n)
Pu =
∑
|k|≤α
akD
ku
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where k = (k1, ..., kn) denotes a nonnegative multiindex in Z
n. We will let
p(ξ) := P (2πiξ) =
∑
|k|≤α
ak(2πiξ)
k
and define the strictly homogeneous principal symbol of P as
pα(ξ) := Pα(2πiξ) := (2πi)
α
∑
|k|=α
akξ
k.
For simplicity here we only consider the case ak ∈ R, in which case α is even and “P
elliptic” means that
|pα(ξ)| ≥ c0|ξ|α, ξ ∈ Rn (71)
for some c0 > 0.
It is well known that P has a fundamental solution, given by a function KP which is
C∞ outside the origin, and which is formally the inverse Fourier transform of 1/p(ξ) i.e.
KP (x) =
∫
R
n
e2πix·ξ
p(ξ)
dξ.
With this notation we have that
u = KP ∗ (Pu) P (KP ∗ f) = f.
In what follow we will consider the case p(x) 6= 0 for x 6= 0, in which case KP has a
singularity only at 0. Indeed, a formula using classical integrals for KP can be written for
example as follows:
KP (x) =
∫
R
n
η(ξ)
p(ξ)
e2πix·ξdξ +
1
(2π|x|)2ℓ
∫
R
n
∆ℓ
(
1− η(ξ)
p(ξ)
)
e2πix·ξdξ, (72)
for x 6= 0, were η is a smooth cutoff which is equal 1 for |x| ≤ 1 and 0 for |x| ≥ 2, for any
ℓ > n−α2 . This follows by writing e
2πix·ξ = (2π|x|)−2ℓ∆ℓ(e2πix·ξ) and integrating by parts.
The first term in (72) is in C∞(Rn) and the second one is C∞(Rn \0). To understand
the singularity at the origin of KP write p = pα + pm, for some pm polynomial of order
m < α and
1
pα + pm
=
ℓ∑
k=0
(−1)k p
k
m
pk+1α
+
(−1)ℓ+1pℓ+1m
pℓ+1α (pα + pm)
. (73)
The last term above is integrable outside a ball if ℓ large, whereas the other terms can
be arranged into a finite sum, where the first term is 1/pα and the other terms are all
homogeneous of order < −α. From this one obtains that
KP (x) = gP (x
∗)|x|α−n +O(|x|α−n+ǫ), |x| ≤ 1 (74)
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where x∗ = x/|x|, and where
gP (x) =
∫
R
n
e2πix·ξ
pα(ξ)
dξ (75)
in the sense of distributions (see also [FM1], formulas (67), (69)). This is precisely the
local asymptotic expansion (45) of Theorem 7, which has already been used in a more
general context in [FM1] to prove the sharp Moser-Trudinger inequality for P on bounded
domains. The validity of the sharp Moser-Trudinger inequality for P in the form (1) on
the whole of Rn is therefore relying on the critical integrability of KP at infinity:
Question: Which non-homogeneous elliptic differential operators with constant coeffi-
cients on Rn have a fundamental solution which is Riesz subcritical?
Recall that (1) cannot hold for homogeneous operators for f ∈ L nα (Rn), as one needs
an additional restriction on ‖f‖n/α (see [FM2, Thm. 3]).
The precise asymptotic behavior of KP for large value of x is not so obvious to figure
out. It’s well known that if p never vanishes then KP decays exponentially at infinity. For
the case p(0) = 0 not much seems to be known in the literature other than a few special
cases. From (72) we see that KP (x)→ 0 as x→∞, and in particular it’s bounded outside
a ball centered at 0.
If P = Pα + Pm, with Pα, Pm elliptic of order α,m, and α > m, then using a formula
like (73) but with α and m switched it is easy to see that |KP (x)| ≤ C|x|m−n for large x,
hence critical integrability holds in this case.
If P =
(∇TA∇+ bT∇)α/2, with A real, symmetric and positive definite matrix and
b ∈ Cn \ 0, then the fundamental solution KP can be explicitly computed via linear
transformations from the one for the Bessel operator:
KP (x) =
(−1)α2
2n−1πn/2Γ
(
α
2
) |x|α−n2
|b|α−n2
e−
b·x
2 Kn−α
2
(1
2
|x||b|)
where Kν is the modified Bessel function of the second kind (see [OW, (2.5.3)] and [L]).
From this formula one obtains that for |x| ≥ R/|b|we have |KP (x)| ≤ Cb|x|
α−n−1
2 e−
|x||b|+b·x
2 ,
and a little computation in polar coordinates reveals that KP is in L
p(|x| ≥ 1) for
p > n+1
n+1−α
, which includes the case p = n
n−α
.
For α ≥ n/2 we have a more general result:
Theorem 11. If P is a non-homogeneous elliptic differential operator with constant co-
efficients of order α, with n
2
≤ α < n and such that for some c1 > 0
p(ξ) ≥ c1|ξ|α, ∀ξ ∈ Rn (76)
then its fundamental solution KP is in L
n
n−α (|x| ≥ 1).
Note that condition (76) implies the ellipticity condition (71). As it turns out there
are elliptic operators with p(ξ) 6= 0, p(0) = 0 and whose fundamental solution does not
satisfy the critical integrability condition. See Remark 2 after the proof of Lemma 13.
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The proof of Theorem 11 is accomplished by showing that the first term in (72) is in
L
n
n−α (Rn). From the Hausdorff-Young inequality it is enough to prove that η/p ∈ L nα (Rn)
i.e. 1/p ∈ L nα (B1):
Lemma 12. Let p be a polynomial of even order α ∈ N in Rn, such that p(0) = 0 and
|p(x)| ≥ c1|x|α for all x ∈ Rn, and some constant c1 > 0. Then p(x)−1 ∈ L nα (B1) if and
only if p is not homogeneous.
Proof of Lemma 12. Obviously, if p is homogeneous of order α then 1/p cannot be
in L
n
α (B1). Suppose p is not homogeneous and assume WLOG that p is real-valued and
positive, away from 0 (otherwise consider |p(x)|2 instead of p(x), and 2α instead of α.)
Let pα, pκ be the highest and lowest order homogeneous parts of p, of orders α and κ < α
respectively. Then we can write p = pα + q + pκ and the hypotheses implies that for all
x ∈ Rn
pα(x) ≥ c0|x|α, pκ(x) ≥ 0
for some constant c0 > 0.
Note also that pκ(ω) = 0 on a set of zero measure on S
n−1.
Write∫
|x|≤1
1
p(x)
n
α
dx =
∫
Sn−1
dω
∫ 1
0
rn−1
p
(
rω
)n
α
dr =
∫
Sn−1
dω
∫ 1/pκ(ω)
0
pκ(ω)
nrn−1
p
(
rpκ(ω)ω
)n
α
dr.
To ease a bit the notation assume that ω ∈ Sn−1 is fixed and writing pα = pα(ω), pκ =
pκ(ω) we have
pnκr
n−1
p
(
rpκω
)n
α
=
pnκr
n−1(
rαpακpα + q(rpκω) + r
κpκ+1κ
)n
α
=
p
n
α (α−κ−1)
κ rn−1−
nκ
α(
rα−κpα−κ−1κ pα + r−κp
−κ−1
κ q(rpκω) + 1
)n
α
.
We can now choose r0 > 0 such that for all r ≤ r0 and all ω ∈ Sn−1
rα−κpα−κ−1κ pα + r
−κp−κ−1κ q(rpκω) + 1 ≥
1
2
(recall that κ + 1 ≤ α and the lowest homogeneous part of q has order greater than κ).
Hence we can write∫ 1/pκ
0
pnκr
n−1
p
(
rpκ(ω)ω
)n
α
dr ≤ 2−nα
∫ r0
0
p
n
α (α−κ−1)
κ r
n−1−nκα dr+
∫ 1/pκ
r0
pnκr
n−1(
c1rαpακ
)n
α
≤ C(1+∣∣ log pκ∣∣)
Now, the function log pκ(ω) is integrable on the sphere. By homogeneity it is easy to check
that this is equivalent to the local integrability of log pκ(x), which follows from this general
lemma:
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Lemma 13. If p is any complex-valued polynomial in Rn then the function log |p| is locally
integrable in Rn.
We have not seen this result in the literature, so we will give here a short proof.
Proof of Lemma 13. Suppose p has degree m. By a linear transformation x1 = x
′
1,
xj = x
′
j + λjx
′
1, j = 2, 3.., n, we can assume that p(x) = x
m
1 + am−1x
m−1
1 + ...+ a1x1+ a0,
where the aj are polynomials in x2, ..., xn. If Q = [a, b]×Q′ is any cube in Rn, then for fixed
x2, ..., xn ∈ Q′ the polynomial p(x) has m complex roots ρk = ρk(x2, ..., xn), k = 1, ..., m,
which are all contained inside a fixed ball of radius R. Then the result follows from Fubini’s
theorem, since ∫ b
a
∣∣ log |t− ρ| ∣∣dt ≤ C(a, b, R), ρ ∈ C, |ρ| < R.
///
Remarks.
1. After the first version of this manuscript was completed, Fulvio Ricci pointed out to us
that Lemma 13 could also be seen as a consequence of the estimate (2.1) in [RiSt], which
in our notation reads ∫
|x|≤1
|p(x)|−ǫdx ≤ Aǫ
( ∑
|k|≤α
|ak|
)−ǫ
for all ǫ < 1/α. Indeed, one checks easily that the constant Aǫ in that estimate is of type
Cǫ and this implies the local integrability of log |p(x)|. We thank Fulvio Ricci, and we also
thank Peter Wagner who first pointed out to us the Proposition on p.182 of [RiSt], which
contains estimate (2.1).
2. Lemma 12 is not valid under the weaker hypothesis p elliptic, p(0) = 0 and p(x) 6= 0
for all x 6= 0. An example consider the 4−th order elliptic polinomial in R8
p(x) = (x8 − ‖x′‖2)2 + x48, x = (x1, ..., x8) = (x′, x8) ∈ R8.
With a little calculation one shows that p(x)−1 is not in L2(B1). In fact, by Plancherel’s
formula this also shows that the Fourier transform of η/p, where η is a smooth cutoff
equal 1 on B1, cannot be in L
2(Rn). This means, in view of (72), that the fundamental
solution of the 4-th order operator in R8 whose symbol is p, cannot be Riesz subcritical.
Taking into account Theorem 11 and the discussion preceding it, we can now state
the following:
Theorem 14. Suppose that P is a non-homogeneous elliptic differential operator of even
order α < n satisfying (76) and either α ≥ n/2, α = 2, or P = Pα + Pm, where Pα, Pm
elliptic and m < α, any α ∈ [2, n). Then there exists C such that for all measurable
E ⊆ Rn∫
E
exp
[
1
A
|u(x)| nn−α
]
dx ≤ C(1 + |E|), ‖Pu‖n/α ≤ 1, u ∈Wα,
n
α (Rn)
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with
A =
1
n
∫
Sn−1
|gP (ω)|
n
n−α dω
(and with gP as in (75)). Moreover,∫
R
n
exp[nα−2]
[
1
A
|u(x)| nn−α
]
dx ≤ C(1 + ‖u‖n/αn/α), ‖Pu‖n/α ≤ 1, u ∈Wα,
n
α (Rn).
The exponential constants in both of the above inequalities are sharp.
Proof. We know that KP satisfies all the conditions given in Theorem 7. To prove
the sharpness of the exponential constants, one would like to take the family of function
ψǫ = φǫ/‖φǫ‖n/α , where the φǫ are defined in (50), and then consider uǫ = KP ∗ ψǫ. The
only problem is that one can guarantee that KP ∗ψǫ ∈ Ln/α(‖x| ≥ 1) only when α < n/2.
For higher values of α one needs to first normalize the φǫ in order to have enough vanishing
momenta. This is accomplished in [FM2, sect 6].
///
5. Moser-Trudinger inequalities in hyperbolic space
In this section we obtain the sharp Moser-Trudinger inequalitys for the higher order
gradients on the hyperbolic space Hn, as a consequence of Theorem 1. Below, Hn will
denote the hyperbolic space modeled by the forward sheet of the hyperboloid
H
n = {(x0, x1, ..., xn) ∈ Rn+1 : x20 − x21 − ....− x2n = 1, x0 > 0},
endowed with the metric induced by the form
[x, y] = x0y0 − x1y1 − ...− xnyn
and with distance function d(x, y) = arccosh[x, y]. One can introduce polar coordinates
on Hn via
x = (cosh r, sinh r ξ), r ≥ 0, ξ ∈ Sn−1
and in these coordinates the metric and the volume element are given as
ds2 = dr2 + sinh2 rdξ2, dν(x) = (sinh r)n−1drdξ.
The Laplace-Beltrami operator on Hn is denoted as ∆Hn , and in polar coordinates is given
as
∆Hn =
∂2
∂r2
+ (n− 1) coth r ∂
∂r
+
1
sinh2 r
∆Sn−1 ,
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whereas the gradient ∇Hn is computed as
∇Hn = ∂
∂r
+
1
sinh2 r
∇Sn−1 .
The Sobolev space Wα,p(Hn) of integer order α is defined in the standard way via the
covariant derivatives ∇k: it is the closure of the space of C∞ functions φ such that
‖φ‖α,p :=
α∑
k=0
‖∇kφ‖p <∞
where ‖ · ‖p denotes the norm in Lp(Hn, ν). As it turns out, on Hn it is enough to use the
highest order derivatives in order to characterize the Sobolev space. In particular, if we
define the higher order gradient on Hn as
∇α
H
n =
{
∇Hn(−∆Hn)α−12 if α odd
(−∆Hn)α2 if α even,
then one has that ‖∇α
H
nu‖p is an equivalent norm on Wα,p(Hn). In particular, note that
we have the Poincare´-Sobolev inequality
‖u‖p ≤ C‖∇αHnu‖p, u ∈Wα,p(Hn).
This inequality is proved in [Mancini-Sandeep-Tintarev] in the case of the gradient in the
ball model (really a consequence of Hardy’s inequality) and for even α in [Tat].
In this setup sharp versions of the Moser-Trudinger inequality for Wα,
n
α (Hn) are only
known in the case α = 1 for the gradient ([MS], [MST], [LT1], [LT2]), and with the same
sharp constant as in the Euclidean case. In the following theorem we give the general
version of this result for arbitrary α :
Theorem 15. For any integer α with 0 < α < n there exists a constant C = C(α, n)
such that for every u ∈ Wα,nα (Hn) with ‖∇α
H
nu‖n/α ≤ 1, and for all measurable E with
0 < ν(E) <∞ we have∫
E
exp
[
γn,α|u(x)| nn−α
]
dν(x) ≤ C((1 + ν(E)), (77)
and ∫
H
n
exp[ nα−2]
[
γn,α|u(x)| nn−α
]
dν(x) ≤ C, (78)
and the constant γn,α is sharp.
Proof. If α is even, the operator (−∆Hn)α2 has a fundamental solution given by a kernel
of type Hα
(
d(x, y)
)
, where Hα is positive and satisfies
Hα(ρ) = cαρ
α−n +O(ρα−n+ǫ), ρ < 1 (79)
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(with the same cα as in the Euclidean Riesz potential), and
Hα(ρ) ≤ c′αρ−1+
α
2 e−(n−1)ρ, ρ ≥ 1, (80)
some c′α > 0. These asymptotic estimates follow in a straightforward manner from the
known formula for the fundamental solution of the Laplacian (see for example [CK])
H2(ρ) =
1
ωn−1
∫ ∞
ρ
dr
(sinh r)n−1
using iterated integrations and the known addition formulas for the Riesz potential on Rn.
(In [BGS] asymptotic formulas are derived for general α, using the Fourier transform.)
It is now easy to check that (79) implies that in the measure space (Hn, ν) we have
H∗α(t) = cα|B1|
n−α
n t−
n−α
n +O(t−
n−α
n +ǫ), t ≤ 1
while (80) implies that Hα
(
d(·, O)) ∈ L nn−α ∩ L∞({x : d(x,O) ≥ 1}, ν) (where
O = (1, 0, ..., 0)) and hence ∫ ∞
1
(H∗α)
n
n−α dt <∞.
Thus, we are in a position to apply Theorem 7 in order to obtain (77) for α even, simply
by writing u(x) =
∫
Hα(d(x, y))f(y)dν(y), with f = ∇αHnu, for any u ∈ C∞0 (Hn).
If α is an odd integer, then we write
u(x) =
∫
H
n
∇HnHα+1(d(x, y)) · f(y)dν(y), f = ∇αHnu
and use asymptotic estimates for |∇HnHα+1|, which turn out to be the same exact estimates
as in (79), (80), with (n− α− 1)cα+1 instead of cα.
The proof of the sharpness statement is identical to the one in the Euclidean case,
namely we let vǫ to be a smoothing of the radial function
0 if r ≥ 3
4
log 1r if 2ǫ ≤ r ≤ 12
log 1ǫ if r ≤ ǫ.
Using local calculations as in [F, Prop. 3.6] it is a routine task to check that if α is even
then
‖∇α
H
nvǫ‖n/αn/α = ω
−n−αα
n−1 c
−nα
α log
1
ǫ
+O(1),
whereas if α is odd then the same estimate holds with (n − α − 1)cα+1 in place of cα.
From this estimate it is then clear that the exponential integral evaluated at the functions
uǫ = vǫ/‖∇αHnvǫ‖n/α can be made arbitrarily large if the exponential constant is larger
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than γn,α. Note also that ‖vǫ‖n/α ≤ C, so that ‖uǫ‖n/α → 0 with ǫ, and the sharpness
statement for the regularized inequality on Hn follows as well.
///
6. Connections with the Poincare´ inequality:
The Moser-Trudinger inequality on Agmon-Souplet domains
In this section we are concerned with the validity of the Moser-Trudinger inequality∫
Ω
exp[nα−2]
[
γ(∇α)|u(x)| nn−α
]
dx ≤ C, ∀u ∈Wα,n/α0 (Ω), ‖∇αu‖n/α ≤ 1 (81)
where α is an integer in (0, n), and Ω an open set in Rn. From (70) of Corollary 10 we
know that if Ω is Riesz subcritical and the Poincare` inequality holds in the form
‖u‖n/α ≤ C‖∇αu‖n/α, ∀u ∈Wα,n/α0 (Ω) (82)
then (81) also holds. On the other hand, for α = 1 Battaglia and Mancini [BM] proved
that (81) holds if and only if (82) holds.
One direction of this result is in some sense an artifact of the exponential regular-
ization. Indeed it’s clear from (31) of Lemma 4 that if (81) holds under the hypothesis
‖∇αu‖n/α ≤ 1, then ‖u‖n/α ≤ C provided that n/α is an integer. The interesting part is
the reverse implication: when is it true that the Poincare´ inequality for p = n/α implies
the Moser-Trudinger inequality (81)? We know this fact for α = 1, by the above-mentioned
result in [BM], and for general α in the case of Riesz subcritical domains. The question
remains open for the general case α > 1, since there are are indeed domains Ω which are
not Riesz subcritical and on which the Poincare` inequality holds for any p > 1:
‖u‖p ≤ C‖∇αu‖p, u ∈Wα,p0 (Ω) (83).
To describe such domains in some generality we recall a few definitions.
The inradius of a domain (nonemtpy, open) Ω ⊆ Rn is defined as
ρ(Ω) = sup{r > 0 : Ω contains a ball of radius r}.
whereas the strict inradius is defined as
ρ′(Ω) = sup{R > 0 : ∀ǫ > 0, ∃B(a, R) such that B(a, R)∩Ωc contains no ball of radius ǫ}.
(84)
Note that the set appearing in the definition of ρ′(Ω) is an open interval of type (0, a), so
that
ρ′(Ω) = inf{R > 0 : ∃ǫ > 0 such that for any ball B(a, R),
B(a, R)∩ Ωc contains a ball of radius ǫ}. (85)
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The notion of strict inradius as stated is due to Souplet ([So], [QS]), who proved that
a sufficient condition for the validity of the Poincare` inequality (83) is that ρ′(Ω) < ∞
(Souplet proved it for α = 1, but from there it’s easy to extend it to any α ∈ N). This
result was due to Agmon in [Ag] in the case p = 2, α = 1 under the condition
∃R1, ǫ1 such that ∀x ∈ Ω, ∃x∗ ∈ Ωc : |x− x∗| ≤ R1 and B(x∗, ǫ1) ⊆ Ωc (86)
which is equivalent to ρ′(Ω) < ∞ on Rn. In this paper we will call Ω an Agmon-Souplet
domain if ρ′(Ω) <∞, i.e. if Ω satisfies condition (86).
Examples of Agmon-Souplet domains include bounded smooth domains (in which case
ρ(Ω) = ρ′(Ω)), domains contained in a “strip”, complements of periodic nets of balls whose
radii is bounded below by a positive number. It is worth observing that in such domains we
cannot expect the Riesz potential to be continuous, nor the Adams inequality to hold. For
example, if Ω = Rn \⋃
m∈Zn B(m, ǫ0), some fixed small ǫ0 > 0, then the Agmon-Souplet
condition is verified, the Poincare’ inequality holds, however, in the notation of section 3,
ΛΩ(x, r) ≥ Crn for any fixed x ∈ Ω and for r ≥ r0 > 0, hence condition (54) of Theorem 9
is certainly met, the set is not Riesz subcritical and Adams’ inequality fails. However,
we are able to show, as a nice application of Theorem 1, that in domains satisfying the
Agmon-Souplet condition the Moser-Trudinger inequality actually holds:
Theorem 16. If Ω is a domain in Rn such that ρ′(Ω) < ∞, then (81) holds, and the
exponential constant is sharp.
Proof. Let us consider first the case α even. If u ∈ C∞c (Ω) with ‖∇u‖n/α ≤ 1 then
u = cαIαf , where f = ∇αu = (−∆)α/2u, compactly supported inside Ω. The point is that
it is possible to normalize the Riesz kernel so that the critical integrability condition at
infinity is satisfied, without interfering with the local asymptotics. Indeed, we can cover Ω
with countably many balls B(xj, R1), with xj ∈ Ω. If for each j we pick x∗j ∈ Ωc according
to (86), then B(xj, R1) ⊆ B(x∗j , 2R1) and B(x∗j , ǫ1) ⊆ Ωc. Since Iαf(x∗j ) = 0 for all j,
then for each j we can write
Iαf(x) =
∫
Ω
(
|x− y|α−n − |x∗j − y|α−n
)
f(y)dy, ∀x ∈ B(x∗j , 2R1) ∩ Ω.
Let
B1 = B(x
∗
1, 2R1), Bj = B(x
∗
j , 2R1) \
j−1⋃
k=1
B(x∗k, 2R1), j ≥ 2
then
⋃
j Bj ∩ Ω = Ω and the Bj are disjoint. For each (x, y) ∈ Ω× Ω define
K(x, y) = cα
∞∑
j=1
(
|x−y|α−n−|x∗j−y|α−n
)
χΩ∩Bj (x) = cα|x−y|α−n−cα
∞∑
j=1
|x∗j−y|α−nχΩ∩Bj (x)
then u(x) = cαIαf(x) =
∫
Ω
K(x, y)f(y)dy for each x ∈ supp f , so it’s enough to show that
K∗1 and K
∗
2 satisfy conditions (18), (19), (20) of Theorem 1.
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If |x− y| ≤ ǫ1 then |K(x, y)| ≤ cα|x− y|α−n. On the other hand, for x ∈ Bj ∩ Ω and
y ∈ Ω we have
|K(x, y)| = cα
∣∣|x−y|α−n−|x∗j −y|α−n∣∣ ≤ cα2R1(n−α)max{|x−y|α−n−1, |x∗j −y|α−n−1}
from which we deduce that if |x−y| ≥ ǫ1, then |K(x, y)| ≤ Cǫα−n−11 R1, and if |x−y| ≥ 2R1
then |x∗j − y| ≥ 12 |x − y| and |K(x, y)| ≤ CR1|x − y|α−n−1. From these estimates it’s
straightforward to check that K∗1 and K
∗
2 satisfy (18), (19), and (20) of Theorem 1, with
β = nn−α , A
−1 = γ(∇α), σ = 1.
The proof in the case α odd is similar, starting from the identity
u(x) = Jαf(x) := cα+1(n− α− 1)
∫
Ω
|x− y|α−n−1(x− y) · f(y)dy, f = ∇(−∆)α−12 u.
In this case we normalize the kernel of Jα by letting, for (x, y) ∈ Ω× Ω
K(x, y) = cα+1(n− α − 1)
∞∑
j=1
(
|x− y|α−n−1(x− y)− |x∗j − y|α−n−1(x∗j − y)
)
χΩ∩Bj (x).
If |x−y| ≤ ǫ1 then use |K(x, y)| ≤ cα+1(n−α−1)(|x−y|α−n+ǫα−n1 ), whereas if |x−y| ≥ ǫ1
then use for x ∈ Ω ∩Bj, y ∈ Ω
|K(x, y)| ≤C
∣∣∣|x− y|α−n−1(x− y)− |x− y|α−n−1(x∗j − y)∣∣∣+
+ C
∣∣∣|x− y|α−n−1(x∗j − y)− |x∗j − y|α−n−1(x∗j − y)∣∣∣
≤ CR1|x− y|α−n−1 + Cǫ1
∣∣∣|x− y|α−n−1 − |x∗j − y|α−n−1∣∣∣
≤ C(R1 + ǫ1)max
{|x− y|α−n−1, |x∗j − y|α−n−1}
and the same estimates as in the case α even apply.
The proof of the sharpness statement is the same one as in the classical case of bounded
domains.
///
Note that it is possible to construct domains for which the Poincare´ inequality (83)
holds for all p ≥ 1 and which are not satisfying the Agmon-Souplet condition. Here’s an
outline of this construction. First, we note the following variation of Theorem 9:
Proposition 17. If 0 < α < n, and Ω ⊆ Rn is measurable and such that (using the
notation in (61))
sup
x∈Ω
∫ ∞
0
ΛΩ(x, r)
rn+1−α
dr <∞, (87)
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then the Riesz potential is continuous from Lp(Ω) to Lp(Ω). In particular, if Ω is open,
and (87) holds for at least α = 1, (83) holds for any integer α and any p ≥ 1.
Proof. By a standard result the continuity follows from
sup
x∈Ω
∫
Ω
|x− y|α−ndy <∞, (88)
which is the same as (87), since∫
Ω
|x− y|α−ndy =
∫ ∞
0
|{y ∈ Ω : |y − x|α−n > t}|dt.
///
Condition (87) is meaningful only for large r, say r ≥ 1, (since the integrand is
integrable around 0), and it’s clearly stronger than (54). For example, when Ω = (a, b)×
R
n−1 then (54) holds but (87) holds only for 0 < α < 1.
Now consider the open subset A ⊆ (0,∞) obtained by removing from each (k, k + 1)
2k − 1 equally spaced intervals of length δk < 2−k. Specifically, let
Ijk =
[
k +
j
2k
− δk
2
, k +
j
2k
+
δk
2
]
, k ∈ N, j = 1, ..., 2k − 1
A = (0,∞) \
∞⋃
k=1
2k−1⋃
j=1
Ijk.
If we let Sm =
∑m
0
(
1− (2k − 1)δk
)
, and assuming that (2k − 1)δk is increasing, then it’s
easy to see that in R
S[r]−1 ≤ ΛA(0, r) ≤ S[r], ΛA(x, r) ≤ S2[r]+1 ≤ ΛA(0, 2r + 2), r ≥ 1, x > 0.
Now condition (87) holds if and only if it holds with ΛΩ(x, r) replaced by
Λ˜Ω(x, r) = |Ω ∩Q(x, r)|
where Q(x, r) is the cube centered at x and with sidelength 2r. If we set
Ω = A×A× ....×A =
n∏
j=1
A ⊆ Rn
then Ω is an open set in Rn for which the Agmon-Souplet condition is not satisfied (for
each R, ǫ > 0 a point x can be chosen far enough inside Ω so that B(x,R) ∩ Ωc is not
empty, but it does not contain any ball of radius ǫ). Yet, Poincare´’s inequality holds in
such domain, since
Λ˜Ω(x, r) ≤
(
S2[r]+1
)n
, Λ˜Ω(0, r) ≥
(
S[r]−1
)n
32
and one can choose δk satisfying the above conditions in a way that (87) is satisfied for all
α < n, with |Ω| either finite or infinite (for example by choosing δk so that (1−(2k−1)δk) =
Ak−γ , for γ > 0 and suitable A > 0).
6. Appendix
Proof of Lemma 5 (Improved O’Neil’s Lemma)
The given hypothesis (34) are equivalent to the weak-type estimates
sup
x∈N
λ1(x, s) ≤ Ds−β , sup
y∈M
λ2(y, s) ≤ Bs−σβ,
and a result due to Adams [A2] gives
s ν
({x : Tf(x) > s}) 1q ≤ q2
σβ(q − p)D
1− 1pB
1
q ‖f‖p (89)
or
(Tf)∗(t) ≤ Ct− 1q ‖f‖p, ∀t > 0. (90)
(In particular this means that Tf is well defined on Lp(M) and bounded from Lp(M) to
Lq,∞(N)).
Claim. If µ(supp f) = z and 0 ≤ f(z) ≤ α, and if k∗1 , k∗2 satisfy conditions (34), then
Tf(x) ≤ α
∫ z
0
k∗1(x, v)dv, ν − a.e. x ∈ N (91)
(Tf)∗∗(t) ≤ C α z 1p t− 1q , ∀t > 0. (92)
Estimate (91) is an improvement of the corresponding estimate given in [FM1, Lemma 2],
which was given as (Tf)∗∗(t) ≤ αzk∗∗1 (z).
Assuming the Claim, the proof of the lemma proceeds as follows. For fixed t, τ > 0,
pick {yn}∞−∞ such that y0 = f∗(τ), yn ≤ yn+1, yn → +∞ as n → +∞, and yn → 0 as
n→ −∞. Then
f(y) =
∞∑
−∞
fn(y) where fn(y) =

0 if f(y) ≤ yn−1
f(y)− yn−1 if yn−1 < f(y) ≤ yn
yn − yn−1 if yn < f(y).
Observe that suppfn ⊆ En :=
{
y : f(y) > yn−1
}
, µ(En) = λf (yn−1), with
λf (s) := µ({y ∈M : |f(y)| > s}),
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and also 0 ≤ fn(y) ≤ yn − yn−1. Write
f =
0∑
−∞
fn +
∞∑
1
fn = g1 + g2.
By the subadditivity of (·)∗∗ ([BS], Ch. 2, Thm. 3.4), and using (92) we obtain
(Tg2)
∗∗(t) ≤
∞∑
1
(Tfn)
∗∗(t) ≤ Ct− 1q
∞∑
1
(yn − yn−1)
(
λf (yn−1)
) 1
p
so that taking the inf over all such {yn} we get
(Tg2)
∗∗(t) ≤ Ct− 1q
∫ ∞
f∗(τ)
(
λf (s)
) 1
p ds = −Ct− 1q
∫ τ
0
(
λf (f
∗(u))
) 1
p d f∗(u)
≤ −Ct− 1q
∫ τ
0
u
1
p d f∗(u) = Ct−
1
q
(
− u 1p f∗(u)
∣∣∣τ
0
+
1
p
∫ τ
0
u−1+
1
p f∗(u)du
)
≤ Ct
− 1q
p
∫ τ
0
u−1+
1
p f∗(u)du.
(The last inequality follows since f ∈ Lβ′ =⇒ t 1β′ f∗(t)→ 0, as t→ 0.)
Using (91), for ν−a.e. x ∈ N we have
Tg1(x) ≤
0∑
−∞
Tg1(x) ≤
0∑
−∞
(yn − yn−1)
∫ λf (yn−1)
0
k∗1(x, u)du
and so, arguing as above,
Tg1(x) ≤
∫ f∗(τ)
0
ds
∫ λf (s)
0
k∗1(x, v)dv = −
∫ ∞
τ
df∗(u)
∫ λf (f∗(u))
0
k∗1(x, v)dv
≤ −
∫ ∞
τ
df∗(u)
∫ u
0
k∗1(x, v)dv = −f∗(u)
∫ u
0
k∗1(x, v)dv
∣∣∣∣∞
τ
+
∫ ∞
τ
k∗1(x, u)f
∗(u)du
≤ f∗(τ)
∫ τ
0
k∗1(x, v)dv +
∫ ∞
τ
k∗1(x, u)f
∗(u)du
≤ τ1− 1p
∫ τ
0
Dv−
1
β dv
∫ τ
0
f∗(u)u−1+
1
p du+
∫ ∞
τ
k∗1(x, u)f
∗(u)du
≤ C τ−σq
∫ τ
0
f∗(u)u−1+
1
p du+
∫ ∞
τ
k∗1(x, u)f
∗(u)du
. (93)
Finally,
Tf∗∗(t) ≤ (Tg1)∗∗(t) + (Tg2)∗∗(t) ≤ ‖Tg1‖∞ + Ct−
1
q
∫ τ
0
u−1+
1
p f∗(u)du
34
which, together with (93), implies (19).
Proof of Claim. Estimate (92) is an immediate consequence of the weak-type estimate
(90). To show (91), let r > 0 and set
kr(x, y) =
 k(x, y) if k(x, y) ≤ r
r otherwise,
k(x, y) = kr(x, y) + k
r(x, y).
so that
Tf(x) =
∫
M
kr(x, y)f(y)dµ(y)+
∫
M
kr(x, y)f(y)dµ(y) = h1(x) + h2(x).
Then, for every given x
h2(x) ≤ ‖f‖∞
∫
M
kr(x, y)dµ(y) ≤ α
∫ ∞
r
λ1(x, s)ds, (94)
h1(x) ≤ ‖f‖1 sup
y
kr(x, y) ≤ αzr, (95)
so that letting r = k∗1(x, z) in (94) and (95) leads to
Tf(x) ≤ αz k∗1(x, z) + α
∫ ∞
k∗1(x,z)
λ1(x, s)ds = α
∫ z
0
k∗1(x, u)du
which is (91).
///
Proof of inequality (40).
Let
L(η) =
(∫ ∞
η
φ(ξ)β
′
dξ
) 1
β′
≤ ‖φ‖β′ ≤ 1.
In what follows we will repeatedly make use of the following inequalities
(a+ b)β ≤ aβ + β2β−1(aβ−1b+ bβ), ab ≤ a
β
β
+
bβ
′
β′
, a, b ≥ 0
( m∑
1
ak
)β
≤ mβ
m∑
1
aβk , a
1
β′ ≤ 1 + a.
Note that if 0 ≤ z1 ≤ z2 ≤ η we have
sup
x∈N
∫ z2
z1
g(x, ξ, η)βdξ ≤
∫ z2
z1
(1 +H(1 + |ξ − log τσ|)−γ)βdξ ≤ z2 − z1 + C3.
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Also, for z ≥ η ≥ 0 we have
sup
x∈N
∫ ∞
z
g(x, ξ, η)βdξ ≤
∫ ∞
η
Cβ2 e
β
q (η−ξ)dξ =
q
β
Cβ2 = C4
and
sup
x∈N
∫ 0
−∞
g(x, ξ, η)βdξ ≤ σJτ .
Next, we note that for η > 0 Ho¨lder’s inequality implies
F (η) ≥ η − sup
x∈N
∫ ∞
−∞
g(x, ξ, η)βdξ ≥ η −
(
η + C3 + C4 + σJτ
)
≥ −C3 − C4 − σJτ .
(96)
From now on let
d∗ = C3 + C4 + σJτ.
Now let for λ ∈ R
Eλ = {η ≥ 0 : F (η) ≤ λ}
and let us prove that there exists C5 such that
|Eλ| ≤ C5(|λ|+ d∗) (97)
Proceeding as in [A1] and [FM1], it’s enough to prove that there exists C6 such that for
any λ ∈ R
η, η′ ∈ Eλ, η′ > η > C6(|λ|+ d∗) =⇒ η′ − η ≤ C6(|λ|+ d∗) (98)
indeed, if that is the case, then
|Eλ| =
∣∣Eλ ∩ {η : η ≤ C6(|λ|+ d∗)}∣∣+ ∣∣Eλ ∩ {η : η > C6(|λ|+ d∗)}∣∣
≤ C6(|λ|+ d∗) + sup
η′>η>C6(|λ|+d
∗)
η,η′∈Eλ
(η′ − η)
≤ 3C6(|λ|+ d∗)
which implies (97).
We now prove (98). If η, η′ ∈ Eλ and |λ| < η < η′, then F (η′) ≤ λ, so that
(η′ − λ) 1β ≤ sup
x∈N
∫ ∞
−∞
g(x, ξ, η′)φ(ξ)dξ = sup
x∈N
(∫ η
−∞
+
∫ η′
η
+
∫ ∞
η′
)
≤ sup
x∈N
(∫ η
−∞
g(x, ξ, η′)βdξ
) 1
β
+
[
sup
x∈N
(∫ η′
η
g(x, ξ, η′)βdξ
) 1
β
+ sup
x∈N
(∫ ∞
η′
g(x, ξ, η′)βdξ
) 1
β
]
L(η)
≤ (η + d∗) 1β + [(η′ − η + C3) 1β + C 1β4 ]L(η)
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(note that g(x, ξ, η) = g(x, ξ, η′) if ξ ≤ η ≤ η′) from which we deduce
η′ − λ ≤ η + d∗ + β2β−1[(η + d∗) 1β′ ((η′ − eta1 + C3) 1β + C 1β4 )L(η)+
+
(
(η′ − η + C3)
1
β + C
1
β
4
)β
L(η)β
]
≤ η + d∗ + β2β−1[(η + d∗) 1β′ ((η′ − η + C3) 1β + C 1β4 )L(η) + 2β(η′ − η + C3)L(η)β + 2βC4].
(99)
Now we show that there exists C7 such that
(η + d∗)L(η)β
′ ≤ C7
(|λ|+ d∗) (100)
Indeed, proceeding as above
η − λ ≤
(
sup
x∈N
∫ ∞
−∞
g(x, ξ, η)φ(ξ)dξ
)β
= sup
x∈N
(∫ η
−∞
+
∫ ∞
η
)β
≤
(
(η + d∗)
1
β
(
1− L(η)β′) 1β′ + C 1β′4 L(η))β
≤ (η + d∗)(1− L(η)β′) ββ′ + β2β−1[(η + d∗) 1β′ (1− L(η)β′) β−1β′ C 1β4 L(η) + C4L(η)β]
≤ (η + d∗)
(
1−min
{
1,
β
β′
}
L(η)β
′
)
+ C
1
β
4 β2
β−1(η + d∗)
1
β′ L(η) + β2β−1C4
or
−λ ≤ d∗ −min
{
1,
β
β′
}
(η + d∗)L(η)β
′
+ C
1
β
4 β2
β−1(η + d∗)
1
β′ L(η) + β2β−1C4.
Letting z = (η + d∗)
1
β′ L(η) the last inequality can be written as
zβ
′ ≤ C8(z + λ+ d∗) ≤ C
β
8
β
+
zβ
′
β′
+ C8(|λ|+ d∗)
which proves (100). Back to (99)
η′ − η ≤ λ+ d∗ + (η′ − η + C3)
1
β
[
β2β−1(η + d∗)
1
β′ L(η)
]
+ β2β−1C
1
β
4 (η + d
∗)
1
β′ L(η)
+ β22β−1(η′ − η + C3)L(η)β + C4β22β−1
≤ λ+ d∗ + η
′ − η + C3
β
+
(
β2β−1
)β′
(η + d∗)L(η)β
′
β′
+ β2β−1C
1
β
4 C
1
β′
7 (|λ|+ d∗)
1
β′
+ β22β−1(η′ − η + C3)L(η)β + C4β22β−1
≤ η
′ − η
β
+ C9(|λ|+ d∗) + C10(η′ − η)L(η)β
so that
η′ − η
β′
≤ C9(|λ|+ d∗) + C11(η′ − η)
( |λ|+ d∗
η + d∗
) β
β′
.
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Taking η > C6(|λ| + d∗) := (2β′C11)
β′
β (|λ| + d∗) gives η′ − η ≤ 2β′C9
(|λ| + d∗), which is
(98).
To complete the proof we now estimate∫ ∞
0
e−F (η)dη =
∫ ∞
−d∗
|Eλ|e−λdλ ≤
∫ ∞
−d∗
(
C5(|λ|+ d∗)
)
e−λdλ ≤ C12d∗ed
∗ ≤ C13
(
1 + σJτ
)
eσJτ .
///
Proof of estimates (68) and (69)
First note that for each real t > −δ0 there is a unique integer mt ≥ 0 such that
h(mt)− δ0 < t ≤ h(mt + 1)− δ0.
If Λ˜Ω(x, r) = |Ω ∩ Q(x, r)| where Q(x, r) is the cube of center x and side length 2r, then
Λ˜Ω(x, r/
√
n) ≤ ΛΩ(x, r) ≤ Λ˜Ω(x, r). If r > δ0 then the definition of mr gives
mnr |Bδ0 | ≤ Λ˜Ω(0, r) ≤ (mr + 1)n|Bδ0 |.
Chosing r > h(4)− δ0 we also have mr ≥ 3 and
2−n
(
h−1(r + δ0)
)n|Bδ0 | ≤ (mr + 12 )n|Bδ0 | ≤ mnr |Bδ0 | ≤ Λ˜Ω(0, r) ≤ 2nmnr |Bδ0 |
≤ 2n(h−1(r + δ0))n|Bδ0 |
which gives (68).
To prove (69), note that if r > δ0 and t > −δ0 we have t+r ≤ h(mt+mr+2)−2δ0 (if
not, then r > h(mt+mr+2)− t−2δ0 ≥ h(mt+mr+2)−h(mt+1)−δ0 ≥ h(mr+1)−δ0,
using that h(m+ 1)− h(m) is increasing).
Likewise, if t > h(mr + 1)− δ0 then mt ≥ mr + 1 and
t− r > h(mt)− h(mr + 1) ≥ h(mt −mr − 1),
so that the number of integers m such that the interval
(
h(m) − δ0, h(m) + δ0
)
is inside
(t− r, t+ r) does not exceed (mt +mr + 2)− (mt −mr − 1) = 2mr + 3. The same is true
if −δ0 < t ≤ h(mr +1)− δ0, (which is less than r) since mt+mr +2 ≤ 2mr +2. It follows
that the number of open cubes centered at Cm and with side length 2δ0 inside a cube of
center x and side length 2r does not exceed (2mr+3)
n. This implies that for r > h(4)−δ0
ΛΩ(x, r) ≤ Λ˜Ω(x, r) ≤ |Bδ0 |(2mr + 3)n ≤ 3nmnr |Bδ0 | ≤ 3nΛ˜Ω(0, r) ≤ 3nΛΩ(0, r
√
n)
which is (69).
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