Abstract. We explain and justify a path-following algorithm for solving the equations A C (x) = a, where A is a linear transformation from IR n to IR n , C is a polyhedral convex subset of IR n , and A C is the associated normal map. When A C is coherently oriented, we are able to prove that the path following method terminates at the unique solution of A C (x) = a, which is a generalization of the well known fact that Lemke's method terminates at the unique solution LCP(q; M) when M is a P{matrix. Otherwise, we identify two classes of matrices which are analogues of the class of copositive{plus and L{matrices in the study of the linear complementarity problem. We then prove that our algorithm processes A C (x) = a when A is the linear transformation associated with such matrices. That is, when applied to such a problem, the algorithm will nd a solution unless the problem is infeasible in a well speci ed sense.
Introduction
In this paper we are concerned with the A ne Variational Inequality problem. The problem can be described as follows. Let C be a polyhedral set and let A be a linear transformation from IR n to IR n . We wish to nd z 2 C such that hA(z) ? a; y ? zi 0; 8y 2 C: 2 C It can be easily shown that @ C (z) = N C (z), the normal cone to C at z, if z 2 C and is empty otherwise, and hence (AVI) is equivalent to (GE). The solutions of such problems arise for example in the determination of a Newton{type method for generalized equations.
The problem has also been termed the linear stationary problem and we refer the reader to the work of 13] for several methods for the solution of this problem either over a bounded polyhedron or a pointed convex polyhedron.
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In this work we will use the notion of a normal map due to Robinson 11] . The normal map, relating to a function F : IR n ! IR n and a non{empty, closed, convex set C, is de ned as F C (x) := F( C (x)) + x ? C (x) where C (x) is the projection (with respect to the Euclidean norm) of x onto the set C. Throughout this paper, we will be concerned with solving a ne normal maps, that is, F A is a linear map, C is a polyhedral set and the solution x satis es A C (x) = a (NE) Note that (NE) is equivalent to (AVI), since if A C (x) = a, then z := C (x) is a solution of (AVI). Furthermore, if z is a solution of (AVI), then x := z + a ? A(z) satis es A C (x) = a.
We shall use this equivalence throughout this paper without further reference.
A very familiar special case of (GE) is when C K is a polyhedral convex cone. Then it is easy to show that (GE) is equivalent to the generalized complementarity problem 7] z 2 K; A(z) ? a 2 K D ; hA(z) ? a; zi = 0 where K D := fz j hz ; ki 0; 8k 2 K g is the dual cone associated with K. The pivotal technique that we describe here can be thought of as a generalization of the complementary pivot algorithm due to Lemke 8] .
In x2 we describe the theoretical algorithm and apply several results of Eaves and Robinson to establish its nite termination for coherently oriented normal maps. In x3 we carefully describe an implementation of such a method, under the assumption that C is given by C := fz j Bz b; Hz = hg : In x4 we extend several well known results for linear complementarity problems to the a ne variational inequality. In particular, we generalize the notions of copositive, copositive{plus and L{matrices from the complementarity literature and prove that our algorithm processes variational inequalities associated with such matrices. That is, when the algorithm is applied to such a problem, either a solution is found, or the problem is infeasible in a well speci ed sense.
A word about our notation. For any vectors x and y in IR n , hx;yi or x T y denotes the inner product of x and y, and in this paper, these two notations are freely interchangeable. Each m n matrix A represents a linear map from IR n to IR m , the symbol A refers to either the matrix or the linear map as determined by the context. Given a linear map A from IR n to IR m , for any X IR n , the set A(X) := fy 2 IR m j y = Ax; for some x 2 X g is called the image of X under A; for any set Y IR m , the set A ?1 (Y ) := fx 2 IR n j Ax 2 Y g is referred to as the inverse image of Y under A. In particular, the set kerA := A ?1 (f0g) is called the kernel of A and the set imA := A(IR n ) is called the image of A. Given a nonempty, closed, convex set C in IR n , rec C := fd 2 IR n j x + d 2 C; 8x 2 C; 8 0g is called the recession cone of C and linC = recC T ?recC is the lineality of C. If F is a function from IR n to IR n , then F C represents the normal map de ned above. If C is a polyhedral convex set, a subset G is called a face of C if there exists a vector c 2 IR n such that G = arg max x2C c T x.
Theoretical Algorithm
We describe brie y a theoretical algorithm that is guaranteed to nd a solution in nitely many steps when the homeomorphism condition developed in 11] holds. This method is a realization of the general path{following algorithm described and justi ed in 3] . In what follows we use various terms and concepts that are explained in 3]. Related methods for nding stationary points of a ne functions on polyhedral sets are given in 4, 5] . A more detailed description of an implementation of the method is given in the x3; here we deal with theoretical considerations underpinning the method. Other related work can be found in 1]. In order to formulate the algorithm, it is important to understand the underlying geometric structure of the problem. Our approach relies heavily on the normal manifold of the set C, 11], which we will now describe. Theorem 2.1. Let C be a nonempty polyhedral convex set in IR n and let fF i j i 2 I g be the nonempty faces of C. For i 2 I, de ne N F i to be the common value of N C ( ) on riF i and let i := F i + N F i . The normal manifold N C of C consists of the pair (IR n ; S), where S := f i j i 2 I g. The faces of the i having dimension k 0 are called the k{cells of N C . N C is a subdivided piecewise linear manifold of dimension n.
It can be seen that the normal map A C will agree in each n{cell of this manifold with an a ne map, and therefore, with each such cell we can associate the determinant of the corresponding linear transformation. If each of these determinants has the same sign, we say that A C is coherently oriented. The following is the central result from 11].
Theorem 2.2. The normal map A C is a Lipschitzian homeomorphism of IR n into IR n if and only if A C is coherently oriented.
We will assume rst of all that A C is a homeomorphism of IR n onto IR n , so that the same{sign condition holds and describe the algorithm within this framework. Later in the paper, this condition will be weakened. The rst step of the algorithm is to determine if C contains any lines. If it does, take orthonormal bases for linC and its orthogonal complement according to the scheme explained in 11, Prop. 4.1]. The factoring procedure explained there shows how to reduce the problem to one (which we shall also write A C (x) = a) in a possibly smaller space, in which the set C appearing in this problem contains no lines. In that case, F(x; ) = A C (x) ? ( e + a):
We shall consider solutions x( ) of F(x; ) = 0; it is clear from (NE) that x(0) will solve our problem. Note that since we have assumed A C to be a homeomorphism, the function Under our hypotheses, det T must be positive, and therefore is negative everywhere along Y ( ). But this means that the parameter decreases strictly in each cell of linearity that Y ( ) enters, and it follows from the structure of M that after nitely many steps we must have = 0, and therefore we have a point x with A C (x ) = a + p( ). Now in practice the algorithm does not actually use a positive , but only maintains the information necessary to compute Y ( ) for all small positive , employing the lexicographic ordering to resolve possible ambiguities when = 0. Therefore after nitely many steps it will actually have computed x 0 with A C (x 0 ) = a.
Note that for linear complementarity problems, the above algorithm corresponds to Lemke Theorem 2.3. Given the problem (NE), assume that A C is coherently oriented; then the path following method given in this section terminates at a solution of (NE).
3. Algorithm Implementation The previous section described a method for solving the A ne Variational Inequality over a general polyhedral set and showed (under a lexicographical ordering) that a coherently oriented normal equation (NE) can be solved in a nite number of iterations by a path{ following method. In this section, we describe the numerical implementation of such a method, giving emphasis to the numerical linear algebra required to perform the steps of the algorithm.
We shall specialize to the case where C is given as C := fz j Bz b; Hz = hg (2) and we shall assume that the linear transformation A(z) is represented by the matrix A in our current coordinate system. We can describe our method to solve the normal equation in three stages. Note that by \solving", we mean producing a pair (x; (x)), where x is a solution of (NE) and (x) is the projection of x onto the underlying set C.
In the rst stage we remove lines from the set C, to form a reduced problem (overC) as outlined in the theory above. The lineality space of C as de ned by (2) 
and Z satis es Z T AZ = Z T . In practice,Ã andã are calculated using one LU factorization of W T AW. Furthermore, the solution pair (x; (x)) of the original normal equation (NE) can be recovered from the solution pair (y; (y)) of (3) using the identities
Therefore, we can assume that the problem has the form (3), withC given by (4) and that the matrix hB H i has full column rank. In the second stage, we determine an extreme point of the setC, and using this information reduce the problem further by forcing the iterates to lie in the a ne space generated by the equality constraints. More precisely, we have the following result: Thus, to reduce our problem to one over an inequality constrained polyhedral set, it remains to show how we generate the point y e 2C. In fact we show how to generate y e as an extreme point ofC and further, how to project this extreme point into an extreme point of C. The following result is a well known characterization of extreme points of polyhedral 
The slack variables s are implicitly de ned by z, so without ambiguity we will refer to the above extreme point as z. For other systems of inequalities and equations a similar convention will be used. The following lemma outlines our method for constructing the relevant extreme points. 
In our method we produce an extreme point of (8) Note that z = 0, z aux = 1 is an initial feasible point for this problem, with basic variables (z; z aux ). In contrast to the usual square basis matrix (with corresponding LU factors), we use a QR factorization of the non square basis matrix. The calculations of dual variables and incoming columns are performed in a least squares sense using the currently available QR factorization. This factorization is updated at each pivot step either by using a rank{one update to the factorization or by adding a column to the factorization (see 6]). In order to invoke Lemma 3.1, we let y e = y + Y z be the feasible point needed to de ne (7) . Note that in the well known method of Lemke, stages one and two are trivial since C = IR n + has no lines and a single extreme point at 0. Furthermore, stage one is an exact implementation of the theory outlined in the previous section and stage two corresponds to determining an extreme point and treating the de ning equalities of C in an e ective computational manner. It remains to describe stage three of our method. We are able to assume that our problem is given as A C x = a (10) with C = n z Bz b o , where B has full column rank and x e is an extreme point of C (easily determined from z ). We also have available a basis matrix corresponding to this extreme point along with a QR factorization, courtesy of stage two.
The method that we use to solve this problem is precisely a realization of the general scheme for piecewise linear equations developed by 3]. The general method of Eaves (assuming a ray start and regular value v) moves along the curve F ?1 (v) 
Iteration :
Given A face of C is described by the set of constraints from the system Bz b which are active.
Let A represent such a set so that In particular, if x e is the given extreme point, the corresponding face of the set C is used to de ne the initial cell 1 This is a simple proof (in this particular instance) of the comment from the previous section that the normal cone has interior at an extreme point. For consistency, we shall let e be any point in this interior Hence F is speci ed, v = 0 and the cells of A are de ned. By solving the perturbed system F(x ; ) = p( ) (as outlined in x2), we know that F ?1 (p( )) is a connected 1{ manifold whose boundary is equal to its intersection with the boundary of M and which is subdivided by the chords formed by its intersections with the cells of M that it meets.
In practice, this means that (under the lexicographical ordering induced by p( )) we may assume nondegeneracy. Thus, if ties ever occur in the description that follows, we will always choose the the lexicographical minimum from those which achieve the tie. Furthermore, these equations determine the chord on the current cell of the manifold, or in the notation used to describe the algorithm of Eaves, the map L A . The direction is determined from (11) 
At the rst iteration, B A has full column rank, so that z = 0, which also implies that s I = 0. The remaining system of equations is x = e x = B T A u A We choose = ?1 in order to force the direction to move into 1 (as required by (11)), and then it follows that x = ?e for the choice of e outlined above u A = (1; : : : ; 1) T . The actual choice x 1 = (w( ); ) given in the previous section ensures that (12) is satis ed.
We can now describe the general iteration and the resultant linear algebra that it entails. We are give a current point (x; z; u A ; s I ; ) satisfying (17) for some cell A and a direction ( x; z; u A ; s I ; ) satisfying (18). The value of k to satisfy (13) can be calculated by the following ratio test; that is to nd the largest such that We showed in the previous section that if A C was coherently oriented then following the above path gives a monotonic decrease in . However, the proof of the nite termination of the method (possibly ray termination) goes through without this assumption, and in the following section we will look at other conditions which guarantee that the method terminates either with a solution or a proof that no solution exists. The coherent orientation results are direct analogues of the P{matrix results for the linear complementarity problem { the results we shall give now generalize the notions of copositive plus and L{matrices. We now come to the main result of this section.
Theorem 4.4. Suppose C is a polyhedral convex set and A is an L{matrix with respect to rec C which is invertible on the lineality space of C. Then exactly one of the following occurs:
The method given above solves (AVI) the following system has no solution Ax ? a 2 (recC) D ; x 2 C
Proof. Suppose that C = fz j Bz b; Hz = hg. We may assume that (AVI) is in the form (10) Lemma A.1. Let C,C, and C be as in (AVI), (3) and (10); V and Y be as in (6) 
