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UNIQUENESS OF THE CRITICAL POINT FOR SEMI-STABLE
SOLUTION IN R2
FABIO DE REGIBUS, MASSIMO GROSSI, AND DEBANGANA MUKHERJEE
Abstract. In this paper we show the uniqueness of the critical point for
semi-stable solutions of the problem

−∆u = f(u) in Ω
u > 0 in Ω
u = 0 on ∂Ω,
where Ω ⊂ R2 is a smooth bounded domain whose boundary has nonnegative
curvature and f(0) ≥ 0. It extends a result by Cabre´-Chanillo to the case
where the curvature of ∂Ω vanishes.
1. Introduction and statement of the main results
In this paper we study the number of critical points of solutions of the problem
(1.1)


−∆u = f(u) in Ω
u > 0 in Ω
u = 0 on ∂Ω
where Ω ⊂ R2 is a smooth bounded domain and f is a smooth nonlinearity.
This is a classical problem of partial differential equations and many mathemati-
cians gave important contributions. Since it is impossible to give an exhaustive
list of references we will limit ourselves to recall some results that are closer to the
interest of this paper.
One of the first results concerns f(u) = λu, hence u is the first eigenfunction of the
Laplacian with zero Dirichlet boundary condition. Here it was proved by Brascamp
and Lieb [2] and Acker, Payne and Philippin [1] in dimension n = 2 that if Ω ⊂ Rn
is strictly convex then u admits a unique critical point in Ω.
A second seminal result is the fundamental theorem by Gidas, Ni and Nirenberg [4].
Theorem (Gidas, Ni, Nirenberg). Let Ω ⊂ Rn be a smooth bounded domain
which is symmetric with respect to the plane xi = 0 for any i = 1, . . . , n and convex
with respect to any direction x1, . . . , xn. Suppose that u is a positive solution to (1.1)
where f is a locally Lipschitz nonlinearity. Then
• u is symmetric with respect to x1, . . . , xn. (Symmetry)
• ∂u
∂xi
< 0 for xi > 0 and i = 1, . . . , n. (Monotonicity)
Some conjectures claim that the uniqueness of the critical point holds in more
general convex domains. A complete result for general nonlinearities is not known,
there are some contributions for suitable cases (see [8] and [5, 6]).
Next we mention another important result which avoids the symmetry assumption
on Ω but assume that u is a semi-stable solution. We recall that u is a semi-stable
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solution of the problem (1.1) if the linearized operator at u is nonnegative definite,
i.e. if for all ϕ ∈ C∞0 (Ω) one has∫
Ω
|∇ϕ|2 −
∫
Ω
f ′(u)|ϕ|2 ≥ 0,
or equivalently if the first eigenvalue of the linearized operator −∆− f ′(u) in Ω is
nonnegative.
Theorem 1.1 (Cabre´, Chanillo [3]). Assume Ω is a smooth, bounded and convex
domain of R2 whose boundary has positive curvature. Suppose f ≥ 0 and u is a
semi-stable positive solution to (1.1). Then u has an unique nondegenerate critical
point.
In this paper we want to extend Cabre´-Chanillo’s result allowing the curvature
of ∂Ω to vanish somewhere. Our main result is the following,
Theorem 1.2. Let Ω ⊂ R2 be a smooth bounded convex domain whose boundary
has nonnegative curvature and such that the subset of zero-curvature consists of
isolated points or segments. Moreover we require that f(0) ≥ 0.
If u is a semistable solution to (1.1) then u has an unique critical point x0. Moreover
x0 is a nondegenerate maximum point of u.
x
y
Ω
Figure 1. Example of domain for which Theorem 1.2 holds.
We point out that the extension of Theorem 1.1 when the curvature of ∂Ω
vanishes somewhere is nontrivial. Indeed the proof in Theorem 1.1 does not work
in this case because the vector field Z considered at page 7 in [3] is not well defined
as the curvature of ∂Ω vanishes.
Our main idea is to consider the vector field T : Ω→ R2 (already used in [3]) given
by
(1.2) T (q) = (uyy(q)ux(q)− uxy(q)uy(q), uxx(q)uy(q)− uxy(q)ux(q)).
One of the main tool of our proof is to compute the topological degree deg(T,Ω,0)
of T . In particular if the curvature of ∂Ω is positive then we have that (Lemma 2.2)
deg(T,Ω,0) = 1.
A deeper analysis of the degree of T concerns the index of the zeros of T . It is not
difficult to see (Lemma 2.3) that if T (q) = 0 then either q is a critical point of u or
q is a critical point of the directional derivative
∂u
∂v
= uy(q)ux − ux(q)uy.
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In Lemma 2.5 we will compute the index in both cases. This is one of the crucial
steps of the proof. We remark that this approach provides a quicker proof of
Theorem 1.1 because it simplifies the topological approach at pages 6− 8 in [3].
Eventually a careful analysis of the critical points of ∂u
∂v
on ∂Ω and the nodal lines
of ∂u
∂v
in Ω ends the proof,
We stress that our result is sharp in the sense that it is possible to construct a
bounded domain Ω ⊂ R2 and u verifying
(1.3)
{
−∆u = 1 in Ω
u = 0 on ∂Ω,
such that u admits an arbitrarily number of critical points. Here ∂Ω admits points
with negative curvature but Ω is “close” to a convex domain (see [7] for a precise
statement).
The paper is organized as follows: in Section 2 we recall some preliminary results
(basically proved in [3]) and prove the main properties of the vector field T . In
Section 3 we prove Theorem 1.2.
2. Preliminary results
Let Ω ⊂ R2 be a smooth bounded domain and let u be a solution to (1.1) where
f ∈ C1,α(R+,R+) with α ∈ (0, 1]. Recall that u ∈ C3(Ω) by the standard regularity
theory.
As in [3], we introduce the following notation: for every θ ∈ [0, 2π) we write
eθ = (cos θ, sin θ) and we set
uθ := 〈∇u, eθ〉 = ∂u
∂eθ
,
Nθ := { p ∈ Ω | uθ(p) = 0 } ,
Mθ := { p ∈ Nθ | ∇uθ(p) = 0 } .
Moreover, if the set { u = c } is smooth then its curvature is given by
K := −uyyu
2
x − 2uxyuxuy + uxxu2y
|∇u|3 .
The following result tells us that the nodal sets of a semi-stable solution of (1.1)
are smooth curves without self intersection and every critical point of u is nonde-
generate.
Proposition 2.1. Let Ω ⊂ R2 be a smooth bounded convex domain whose boundary
has nonnegative curvature and such that the curvature vanishes only at isolated
points. Assume that f(0) ≥ 0. If u is a semi-stable solution of (1.1) then for every
θ ∈ [0, 2π), the nodal set Nθ is a smooth curve in Ω without self-intersection which
hits ∂Ω at the two end points of Nθ. Moreover in any critical point of u the Hessian
has rank 2.
Proof. The proof is given in [3] in the case of positive curvature. For reader’s
convenience first we report the key steps of the proof in [3] and next we add the
case of zero curvature at isolated points of the boundary.
For any θ ∈ [0, 2π) we have that
• Around any p ∈ (Nθ ∩ Ω) \Mθ the nodal set Nθ is a smooth curve.
• If p ∈Mθ ∩ Ω, then Nθ consists of at least two smooth curves intersecting
transversally at p.
• There is no nonempty domain H ⊂ Ω such that ∂H ⊂ Nθ (where the
boundary of H is considered as a subset of R2).
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• If pi ∈ Nθ ∩ ∂Ω by the implicit function theorem one has that around pi,
Nθ is a smooth curve intersecting ∂Ω transversally in pi.
• If Nθ ∩ ∂Ω = {p1, p2} then Mθ = ∅ and any critical point of u verifies that
Hessu(p) has rank 2.
We stress that all the above properties hold for semi-stable solutions u in any
domain Ω.
Now we consider the case where the curvature of the boundary vanishes at iso-
lated points. By the compactness of ∂Ω and the smoothness of u we have that the
curvature K vanishes only at finitely many points of ∂Ω.
Assume K(p1) = 0 and K(p2) > 0. If there exists ρ > 0 such that Nθ ∩Bρ(p1) ∩
Ω = ∅ then the nodal curve Nθ starting from p2 has to enclose a nonempty domain
H ⊂ Ω with ∂H ⊂ Nθ, but this yields to a contradiction. Otherwise Nθ consists of
at least one curve starting from p1 and disjoint from ∂Ω (since Nθ∩∂Ω = {p1, p2}).
If there are more then one curve this implies again that there exists a subdomain
H as before and this is a contradiction. Hence as in [3], around p1 we have that
Nθ is a smooth curve intersecting ∂Ω in p1.
If K(p1) = K(p2) = 0 we can argue similarly to get that around each pi, Nθ is
a smooth curve intersecting ∂Ω in pi, for i = 1, 2. Note that if there exists ρ > 0
such that Nθ ∩Bρ(p1) ∩ Ω = Nθ ∩Bρ(p2) ∩ Ω = ∅ then, since Nθ ∩ Ω is nonempty
by the fact that there exists at least a critical point of u in Ω, the nodal set enclose
again a domain as before.
The remaining claims of the proposition follow arguing as in [3]. 
For u solution of (1.1), consider the map T : Ω→ R2 given by
T (q) = (uyy(q)ux(q)− uxy(q)uy(q), uxx(q)uy(q)− uxy(q)ux(q)).
Since u ∈ C3(Ω), T is of class C1. In next lemmata we state some important
properties of the vector field T .
Lemma 2.2. Let D ⊂ Ω be a smooth convex domain such that ∂D has positive
curvature. Then deg(D,T,0) = 1.
Proof. Let p = (xp, yp) ∈ Ω and consider the homotopy
H : [0, 1]× Ω→ R2
(t, q) 7→ tT (q) + (1− t)(q − p).
H is an admissible homotopy, i.e. H
(
t, (x, y)
) 6= 0 for any t ∈ [0, 1] and (x, y) ∈ ∂Ω.
Otherwise, there would exist τ ∈ [0, 1] and q = (x, y) ∈ ∂Ω such that H(τ, q) = 0,
i.e.
(2.1)
{
τ(uyy(q)ux(q)− uxy(q)uy(q)) = (τ − 1)(x− xp)
τ(uxx(q)uy(q)− uxy(q)ux(q)) = (τ − 1)(y − yp).
Then, multiplying the first equation by ux(q), the second by uy(q) and summing
we get
τ(uyy(q)u
2
x(q)− 2uxy(q)ux(q)uy(q) + uxx(q)u2y(q))
= (τ − 1)[(x− xp)ux(q) + (y − yp)uy(q)],
and writing ν = (νx, νy) for the unit normal exterior vector in q, it follows
(2.2) − τK(q)|∇u(q)|3 = (τ − 1)uν(q)[(x − xp)νx + (y − yp)νy].
Since Ω is strictly star-shaped with respect to the point p we have (x−xp)νx+(y−
yp)νy > 0. Since K(q) > 0 and uν(q) < 0 by (2.2) we get τ = 0 and thanks to (2.1)
this yields to q = p which is clearly a contradiction.
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Then H is an admissible homotopy and so we conclude
deg(Ω, T,0) = deg(Ω, Id− p,0) = 1. 
Lemma 2.3. If q ∈ Ω is such that T (q) = 0 then either
q is a critical point for u,
or
there exists θ ∈ [0, 2π) such that q ∈Mθ.
Proof. Of course if q is a critical point for u then T (q) = 0. So suppose that
q is not a critical point for u and consider θ ∈ [0, 2π) such that (cos θ, sin θ) =(
uy(q)√
u2x(q)+u
2
y(q)
,− ux(q)√
u2x(q)+u
2
y(q)
)
. Then it is straightforward to verify that
uθ = cos θux + sin θuy
satisfies uθ(q) = 0 and ∇uθ(q) = 0. Hence q ∈Mθ. 
Remark 2.4. We point out that if q ∈ Mθ then up to a rotation we can assume
that
(2.3) ux(q) = uxx(q) = uxy(q) = 0.
From now if q is an isolated zero of T , for r > 0 small enough, we denote by
ind(T, q) = deg
(
T,B(q, r),0
)
.
Lemma 2.5. Let q ∈ Ω be such that T (q) = 0. Then we have that
• If q is a nondegenerate critical point for u, then ind(T, q) = 1.
• If q ∈ Mθ for some θ ∈ [0, 2π) and it is a nondegenerate critical point for
uθ then ind(T, q) = −1.
Proof. One has
JacT =
(
uxxuyy − u2xy + uxuxyy − uyuxxy uxuyyy − uyuxyy
uyuxxx − uxuxxy uxxuyy − u2xy + uyuxxy − uxuxyy
)
.
If q is a critical point for u we have
det JacT (q) = (detHessu(q))
2,
and since it is nondegenerate we get that ind(T, q) = 1.
On the other hand if q ∈Mθ by Remark 2.4 we have that (2.3) holds and then
det JacT (q) = −u2y(q)(u2xxy(q)− uxxx(q)uxyy(q))
= −u2y(q)(u2xxy(q) + u2xxx(q)),
where the last equality follows differentiating (1.1). Finally the nondegeneracy of
q for ∇uθ gives that u2xxy(q) + u2xxx(q) 6= 0 and the claim follows. 
As remarked in the introduction, the previous lemma gives a simplified proof of
Cabre´-Chanillo’s result.
Proof of Theorem 1.1. By Proposition 2.1 we have that Mθ = ∅ for any θ ∈ [0, 2π).
Hence if T (q) = 0 then q is a critical point of u. Moreover it is nondegenerate
(otherwise u ∈Mθ for some θ ∈ [0, 2π)).
Finally by Lemma 2.2 and Lemma 2.5 we have
1 = deg(T,Ω,0) =
∑
q such that ∇u = 0
ind(T, q) = ♯{critical points of u},
which gives the claim. 
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Corollary 2.6. Let D ⊂ Ω be such that Mθ ∩ D = ∅ for all θ ∈ [0, 2π) and
0 6∈ T (∂D). If deg(D,T,0) = 1, then u has exactly one critical point in D which
is a maximum with negative definite Hessian.
Proof. Considering that Mθ ∩ D = ∅ for all θ ∈ [0, 2π) implies that the Hessian
of u has maximal rank in every critical point in D, the proof easily follows from
Remark 2.4 and Lemma 2.5. 
We end this section by proving a technical result which will be useful later. The
proof is essentially the one in [9].
Lemma 2.7. Let Ω ⊂ { (x, y) ∈ R2 | y < 0 } be a bounded smooth domain such that
∂Ω is tangent to the x-axis in 0 and consider F ∈ C2(Ω,R) with
F (0) = Fx(0) = Fy(0) = Fxy(0) = 0, Fxx(0) < 0, and Fyy(0) > 0.
Then there exist δ, η > 0 and two functions Y1 ∈ C1([−δ, 0], [−η, 0]) and Y2 ∈
C1([0, δ], [−η, 0]) such that
(i) Y1(0) = Y2(0) = 0,
(ii) Y ′1(0) =
√
−Fxx(0)
Fyy(0)
, Y ′2(0) = −
√
−Fxx(0)
Fyy(0)
,
(iii) F (x, y) = 0 if and only if y = Y1(x) for x ∈ [−δ, 0] and y = Y2(x) for x ∈ [0, δ].
Proof. Since Fxx(0) < 0 and Fyy(0) > 0, there exists η > 0 such that
Fxx(x, y) < 0 and Fyy(x, y) > 0, for (x, y) ∈ Ω ∩ [−η, η]× [−η, 0].
From now on we work with (x, y) ∈ Ω ∩ [−η, η]× [−η, 0]. Since Ft(0) = Fx(0) = 0
and Ftt(0) = Fxx(0) < 0 it follows that
F (x, y) < 0, for (x, y) ∈ ∂Ω with 0 < |x| ≤ η′,
where 0 < η′ ≤ η. Moreover, by the strictly convexity of the function
y 7→ F (x, y), for x fixed,
and the fact that Fy(0) = 0, one has
F (0, y) > 0, for y 6= 0.
In particular F (0,−η′) > 0 and by continuity F (x,−η′) > 0 for −δ < x < δ, where
0 < δ ≤ η′. Now, for −δ < x ≤ 0 the function
y 7→ F (x, y),
is such that
F (x, y) < 0, for (x, y) ∈ ∂Ω F (x,−η′) > 0, Fyy(x, ·) > 0,
and since y > −η′ then there exists an unique yx ∈ (y,−η′) such that F (x, yx) = 0;
furthermore, since Fyy(x, y) > 0, one has Fy(x, yx) < 0. Then the zero set of F
is given by a continuous function Y1 : [−δ, 0] → [−η, 0] (where the continuity in 0
holds since we can choose η arbitrarily small). From the implicit function theorem
we have Y1 ∈ C0([−δ, 0]) ∩ C1([−δ, 0)) with
(2.4) Fx(x, Y1(x)) + Fy(x, Y1(x))Y
′
1 (x) = 0, for x 6= 0.
Moreover, from
(2.5) F (x, y) =
1
2
(Fxx(0) + o(1))x
2 +
1
2
(Fyy(0) + o(1))y
2,
we deduce that (x, Y1(x)) belongs to a cone around the line y = −Fxx(0)Fyy(0)x and it is
derivable in 0 with Y ′1(0) =
√
−Fxx(0)
Fyy(0)
. Indeed, for y = Y1(x) in (2.5) we obtain
Y1(x)
2 = − Fxx(0)
Fyy(0) + o(1)
x2 +
x2
Fyy(0) + o(1)
o(1),
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then
(2.6) Y1(x) =
(√
−Fxx(0)
Fyy(0)
+ o(1)
)
x,
and for x→ 0 we get the claim. Moreover, we have
Fx(x, y) = Fxx(0)x+ o(x + y),
Fy(x, y) = Fyy(0)y + o(x+ y),
and then from (2.4) and (2.6) it follows
Y ′1(x) = −
Fx(x, Y1(x))
Fy(x, Y1(x))
= − Fxx(0)x+ o(x) + o(Y1(x))
Fyy(0)Y1(x) + o(x) + o(Y1(x))
= − Fxx(0) + o(1)
Fyy(0)
√
−Fxx(0)
Fyy(0)
+ o(1)
=
√
−Fxx(0)
Fyy(0)
+ o(1) for x→ 0,
that is Y1 ∈ C1([−δ, 0]). For 0 ≤ x < δ we can argue analogously. 
Remark 2.8. A similar result can be proved for interior points of the domain,
see [9].
3. Proof of main theorems
In this section we prove the main results of the paper. First of all we fix the
assumptions on the domain Ω.
(3.1) Assumption on Ω
Suppose that Ω is a convex domain such that the curvature is zero in a single point
of his boundary and positive elsewhere. Up to a rotation and a translation we
assume Ω ⊂ { (x, y) ∈ R2 | y < 0 } such that ∂Ω is tangent to the x-axis in 0, which
is the only point where the curvature is zero.
x
y
Ω
Figure 2. Example of domain which satisfies (3.1).
Theorem 3.1. Suppose that Ω satisfies (3.1). If u is a semi-stable solution of (1.1)
then u has an unique critical point x0. Moreover x0 is the maximum of u and it
has negative definite Hessian.
To prove the theorem, we need the following auxiliary lemma.
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Lemma 3.2. Suppose that Ω satisfies (3.1), u is a semi-stable solution of (1.1)
and uxy(0) = 0. Then Ky(0) < 0.
Proof. From assumption K(0) = 0 and from ux(0) = 0 we easily get that uxx(0) =
0. It follows that
Ky(0) = −
uxxy(0)u
2
y(0)
|∇u|3 .
We claim that
(3.2) uxxy(0) > 0,
which ends the proof since uy(0) = uν(0) < 0 by the Hopf boundary lemma. In
order to prove (3.2) we divide the proof in four steps.
Step 1: uxxy(0) 6= 0.
Since uy(0) 6= 0 by the implicit function theorem we get that near the origin
one has u(x, y) = 0 if and only if y = ϕ(x), for some function ϕ. In particular,
by the assumptions on the boundary of Ω, we have ϕ(0) = ϕ′(0) = ϕ′′(0) =
ϕ′′′(0) = 0 and differentiating u(x, ϕ(x)) = 0 we deduce uxxx(0) = 0. Moreover,
differentiating (1.1), we get that also uxyy(0) = 0. If uxxy(0) = 0, then the Taylor
expansion of ux in a neighborhood of 0 becomes
ux(x, y) = homogeneous harmonic polynomial of order three +O
(
(x2 + y2)2
)
,
This means that locally N0 = { ux = 0 } consists of at least three branches of curves
and at least two must be entering in Ω, a contradiction with Proposition 2.1.
Step 2: parametrization of N0 near the origin.
Let F (x, y) = ux(x, y) with (x, y) ∈ Ω, then up to a rotation and eventually chang-
ing sign one has
F (0) = Fx(0) = Fy(0) = Fxy(0) = 0, −Fxx(0) = Fyy(0) > 0.
Then we can apply Lemma 2.7 and taking into account (2.6) and the fact that
ux = 0 consist in exactly one branch entering in Ω from 0, the nodal curve N0 can
be parametrized as
C =
{
x = g(t)
y = t
t ∈ [−δ, 0],
for some δ > 0 and g(t) = o(t).
Step 3: uxx
(
g(t), t
) ≤ 0 for t close to 0.
Let (x, y) ∈ ∂Ω close to 0 with x < 0 and (g(y), y) ∈ C. Since x < 0, ux(x, y) > 0
for x ≤ x < g(y) and ux(g(y), y) = 0 we derive that uxx(g(y), y) ≤ 0.
Step 4: end of the proof.
Set H(t) := uxx
(
g(t), t
)
for t ∈ [−δ, 0]. By the previous step we have that H(t) ≤ 0
and by the assumptions on Ω one has H(0) = 0. Hence
H ′(0) ≥ 0.
Finally, H ′(t) = uxxx
(
g(t), t
)
g′(t)+uxxy
(
g(t), t
)
and so 0 ≤ H ′(0) = uxxy
(
0) which
gives the claim thanks to Step 1. 
Proof of Theorem 3.1. As remarked we have ux(0) = uxx(0) = 0 and uy(0) < 0.
We now distinguish the two cases. according to whether uxy(0) vanishes or not.
Case 1: uxy(0) 6= 0.
Similarly as in the proof of Lemma 2.2 we consider the map T : Ω → R2 defined
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in (1.2) and the homotopy
H : [0, 1]× Ω→ R2
(t, q) 7→ tT (q) + (1− t)(q − p),
for some p = (xp, yp) ∈ Ω. Let us show that H is an admissible homotopy. Other-
wise there would exist τ ∈ [0, 1] and q = (x, y) ∈ ∂Ω such that (2.1) and (2.2) hold.
Then we deduce K(q) = 0 and τ = 1, which thanks to the first equation of (2.1)
yields to −uy(0)uxy(0) = 0: a contradiction. Then H is an admissible homotopy
and so
deg(Ω, T,0) = deg(Ω, Id− p,0) = 1.
The claim follows from Corollary 2.6.
Case 2: uxy(0) = 0.
This case is more delicate because T (0) = 0 and since 0 ∈ ∂Ω the degree of T is
not well defined. For this reason we introduce Ωε := Ω \Bε where ε > 0 is chosen
such that
(3.3) |∇u| 6= 0, in Bε ∩ Ω,
and
(3.4) Ωε is star-shaped with respect to some p = (xp, yp),
(such an ε exists by the Hopf boundary lemma). Now, consider again the map
T ∈ C1(Ωε,R2). In this way the degree of T is well defined and if the homotopy
Hε : [0, 1]× Ωε → R2(3.5)
(t, q) 7→ tT (q) + (1− t)(q − p),(3.6)
is admissible then we deduce
deg(Ωε, T,0) = 1.
Assume, by contradiction, that the homotopy Hε is not admissible. Hence, there
exist τε ∈ [0, 1] and qε = (xε, yε) ∈ ∂Ωε such that Hε(τε, qε) = 0, i.e.
(3.7)
{
τε(uyy(qε)ux(qε)− uxy(qε)uy(qε)) = (τε − 1)(xε − xp)
τε(uxx(qε)uy(qε)− uxy(qε)ux(qε)) = (τε − 1)(yε − yp).
Proceeding as in the previous step we get
(3.8) − τεK(qε)|∇u(qε|3 = (τε − 1)[(xε − xp)ux(qε) + (yε − yp)uy(qε)].
Since for all q = (x, y) ∈ ∂Ω, writing again ν = (νx, νy) for the unit normal exterior
vector in q, we have
(x− xp)ux(q) + (y − yp)uy(q) = uν(q)[(x − xp)νx + (y − yp)νy] < 0,
by continuity it follows that (xε − xp)ux(qε) + (yε − yp)uy(qε) < 0 for all qε ∈ ∂Ωε.
Since K > 0 on ∂Ω\{0}, from (3.8) it follows that qε ∈ ∂Bε∩Ω and K(qε) ≤ 0. Then
the vertical line x = xε hits ∂Ω in an unique point (xε, y(xε)), with y(xε) > yε.
Since K(xε, y(xε)) ≥ 0, there exists pε ∈ Bε ∩Ω such that Ky(pε) ≥ 0 and for ε→ 0
we have Ky(0) ≥ 0, but this is in contradiction with Lemma 3.2.
Since deg(Ωε, T,0) = 1 it is possible to apply Corollary 2.6 to get that there
exists exactly one critical point in Ωε (a maximum with negative definite Hessian).
Moreover by the assumptions on ε that there are no critical points in Bε ∩ Ω and
the claim follows. 
We now treat domains where the curvature vanishes at a segment of its boundary.
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x
y
Γ
Ω
Figure 3. Example of domain for which Theorem 3.3 holds.
Theorem 3.3. Let Ω ⊂ { (x, y) ∈ R2 | y < 0 } be a smooth open bounded, convex
domain, whose boundary has nonnegative curvature and such that the zero curvature
set is an interval Γ on the x-axis. If u is a semi-stable solution of (1.1) then u has
an unique critical point x0. Moreover x0 is the maximum of u and it has negative
definite Hessian.
Proof. We want to argue as in Proposition 2.1 to show that for every θ ∈ (0, π) ∩
(π, 2π), the nodal setNθ is a smooth curve in Ω homeomorphic to the closed interval
[0, 1] (without self-intersection) which intersects ∂Ω at the two end points of Nθ
and Mθ = ∅.
First we recall that there exists an unique point p ∈ ∂Ω \ Γ such that ux(p) = 0
and in a neighborhood of p, N0 is a smooth curve that intesects ∂Ω transversally
at p.
Next we claim that there exists at least a point ξ ∈ Γ such that around that
point N0 consists exactly of 2 branches of curves: the first is Γ while the second
intesects ∂Ω at ξ. Indeed if there exists ε > 0 such that Ω∩N0 ∩ (R× (−ε, 0]) = ∅
then the nodal curve N0 starting from p has to enclose a nonempty domain H ⊂ Ω
with ∂H ⊂ N0, but this yields to a contradiction by Proposition 2.1. Analogously
we get that we cannot have more than one branch of N0 exiting by ξ otherwise we
create again such a domain H ⊂ Ω.
Finally we have the uniqueness of ξ ∈ Γ such that N0 consists of one curve
starting from ξ and disjoint from ∂Ω. Indeed if there exists another point η ∈ Γ
with the same property we can argue as before to get the existence of H ⊂ Ω which
yields a contradiction.
So we have proved that N0 is the union of two smooth curves in Ω: one is the
subset of the boundary Γ and the other is homeomorphic to the closed interval [0, 1]
(without self-intersection) and intersects ∂Ω at the two end points. They intersect
each other only in the point ξ. Moreover we have Mθ = ∅ and in any critical point
q ∈ Ω of u the Hessian has rank 2 (same argument of Proposition 2.1).
Up to a translation we can assume ξ = 0. We point out that for all q ∈ Γ, by
the Hopf boundary lemma and K = 0, it holds
ux = 0, uxx = 0, uy < 0.
Moreover, if q 6= 0 one has uxy 6= 0 otherwise, locally, ux is an harmonic polynomial
of degree at least 2 and this implies that there exists a branch of N0 entering in Ω,
a contradiction with the uniqueness of the point ξ = 0 with this property.
As in the proof of Case 2 of Theorem 3.1, let ε > 0 such that (3.3) and (3.4) are
verified. Furthermore, if the homotopy defined in (3.5) - (3.6) is not admissible,
then (3.7) and (3.8) still hold for some τε ∈ [0, 1] and qε = (xε, yε) ∈ ∂Ωε.
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Let us prove that uxxy(0) > 0 (this implies that Ky(0) = −u
2
y(0)uxxy(0)
|∇u|3
< 0).
Indeed, since uxy 6= 0 on Γ \ {0} we have uxy > 0 on { (x, y) ∈ Γ | x < 0 } and
uxy < 0 on { (x, y) ∈ Γ | x > 0 }. It follows uxxy(0) ≥ 0, but if equality holds we
can argue as in the proof of Lemma 3.2 to get a contradiction.
Next we can repeat the same argument as in Case 2 of the proof of Theorem 3.1
getting that the homotopy is admissible and deg(Ωε, T,0) = 1. Finally we apply
Corollary 2.6 to conclude as in the proof of Theorem 3.1. 
Remark 3.4. We observe that if ∂Ω contains more then one component home-
omorphic to an interval, then they are in a finite number: I1, . . . , Im. Moreover,
since the domain is convex, they are parallel at most at pairs. Then also in this case
it is possible to prove that for every θ ∈ [0, 2π), the nodal set Nθ is a smooth curve
in Ω homeomorphic to the closed interval [0, 1] (without self-intersection) which in-
tersects ∂Ω at the two end points of Nθ and in any critical point q ∈ Ω of u the
Hessian has rank 2.
Finally the proof of Theorem 1.2 easy follows.
Proof of Theorem 1.2. Let K := { p ∈ ∂Ω | K(p) = 0, uνt(p) = 0 } where ν is the
normal exterior unit vector and t the tangent one. Then define
Ωε := Ω \
⋃
q∈K
Bε(q),
with ε > 0 such that
B2ε(q1) ∩B2ε(q2) = ∅, for all q1, q2 ∈ K,
Ωε is star-shaped with respect to some p,
|∇u| 6= 0, in
⋃
q∈K
Bε(q) ∩ Ω.
The proof follows arguing as in the preceding theorems. 
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