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Abst rac t - - In  this paper, we consider the following nonlinear differential inequality: 
y(t) {~ (¢(t))' +/(~, ~(t))} < o, (El) 
where ~p and f satisfy some suitable conditions. Let y(t) be a nontrivial solution of (El). We show 
that the zeros of y(t) are simple; y(t) and y'(t) have at most finite number of zeros on any compact 
interval [a, b]. Moreover, we establish some nonlinear maximum principles, which extend some results 
of Protter and Weinberger. © 2003 Elsevier Science Ltd. All rights reserved. 
Keywords- -Zeros,  Nonlinear differential inequality, Osgood condition, Maximum principle, Bolz- 
ano-Weierstrass theorem. 
1. INTRODUCTION 
Let y(t) be a nontrivial solution of the nonlinear differential inequality 
y(t) {~ (y'(t))' + f(t, y(t))} _< 0 (E~) 
We are interested in the following question: "under what conditions does y(t) satisfy y2(t) + 
y'2(t) # 0 for every given t. Moreover, y(t) and y'(t) always have finite number of zeros on a 
given finite interval." 
In 1995, Wong, Yeh and Yu [1] afford a suitable criterion to confirm the above-mentioned 
problem for inequality with ~b(x) = x. The purpose of this paper is to generalize the results 
in [1,2], which include some maximum principles due to Protter and Weinberger [3]. 
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2. MAIN  RESULTS 
In order to discuss our main results, we need the following two lemmas (see, for examples, [4-6]). 
We omit the proofs. 
LEMMA 2.1. Assume that ¢ : N -~ ~ is concave and satisfies ¢(0) = 0. If ~b has the inverse, 
say ~)-i, then ~b -1 is convex and satisfies ¢-1(0) = O. Furthermore, we have the following 
results: 
(R1) ¢(zy) __ x¢(y), for 0 < x < 1 and y > 0, 
(R2) ¢(xy) < x¢(y), for x _> 1 and V > 0, 
(R3) ¢- l (xy)  _< x¢- l (y) ,  for 0 < x < 1 and y > O, 
(~) ~-~(zy)  > z¢ - l (y ) ,  ~or ~ > 1 and y > 0. 
LEMMA 2.2. Let 
(C1) Fc : [0, c] --, [0, oo) be positive and increasing on (0, e) for some c > O, 
(C2) h • L~([a,b]; [0, oo)), 
(c3) y • c([~,bl;[0,e]). 
Then, the inequality 
~a t 
y(t) <_ h(s)Fc(y(s)) ds 
implies 
( /b ) respectively, (t) < h(s)Fc(y(s)) ds , t•  In, b] 
Fc(s----) <- h(s) ds respectively, JO Fc(s) <- h(s) ds , t e [a, b]. 
In addition, if 
(C4) fo(ds/Fe(s)) = 00, then y(t) - 0 on [a, b]. 
Given c > 0, we say that a function f : [a, b] x [-c, c] ~ ~R satisfies an "Osgood condition" if 
there exist a function h satisfying (C2) and a function -Pc satisfying (C1), (C4) and 
If(t,Y)[ <_ h(t)Fc([y[), on [a,b] x [-c,c]. (1) 
THEOREM 2.3. MAXIMUM PRINCIPLE. Assume that 
(C5) ~b • C1(~; N) is strictly increasing, odd and concave, 
(C6) f • L~oc([a, b] x ~R; ~R), and f satisfies an Osgood condition with Re(O) = O. 
If y(t) ¢ 0 in the interval (a, b) with y(a) = 0 (respectively, (b) = O) and it satisfies inequal- 
ity (El) on [a, b], then y'(a) # 0 (respectively, '(b) # 0). 
PROOF. We prove only the case y(a) = O. Assume, to the contrary, that y'(a) = O. 
CASE (a). Suppose that y(t) > 0 on (a, b). It follows from (El) that 
~a t 
~b(y'(t)) ~ - f(s,  y(s)) ds, a.e., on [a, b]. (2) 
Since ~b is strictly increasing and odd, ~b -1 is also strictly increasing and odd. This and (2) imply 
/: [// ] y(t) <_ - ¢-1 f (u ,y (u) )du ds, on [a,b]. (3) 
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Since y(a) = 0 and Fc(O) = 0, there exists T1 > a such that 0 < y(t) < c and 0 _< Fc(y(t)) < 1 
for all t c [a, T1]. It follows from (1), (3), Lemma 2.1, and Jensen's inequality that 
on [a, T1]. 
on (a, b). 
CASE (b). 
which implies 
y(t) <_ f t ¢-1 [ff If(u, y(u))l d~] ds 
fat¢-l[fff h(u)Fc(y(u))du] ds 
f tfff¢-l[h(u)Fc(y(u))du] ds
f t(b - a)¢ -1 [h(u)F~(y(u)) du] du 
f t(b - a)Fc(y(u))¢-l(h(u)) du, 
Hence, by Lemma 2.2, 
Suppose that y(t) < 0 on (a, b). It follows from (El) that 
¢ (y'(t)) >_ - f(s, y(s)) ds, a.e., on [a, b], 
/: [/i ] y(t) > - ¢-1 f(u, y(u)) du ds, on [a, b]. 
y(t) = 0 on [a, T1]. This contradicts the hypothesis y(t) > 0 
(4) 
(5) 
Since y(a) = 0 and Fc(O) = 0, there exists T2 > a such that -c  <_ y(t) <_ 0 and 0 < Fc(-y(t)) <_ 1 
for all t E [0, T2]. It follows from (1), (5), Lemma 2.1, and Jensen's inequality that 
-y(t) < f t¢ - l  [faslf(u,y(u))[du ] ds 
<_ f t¢ - l  [fff h(u)Fc(]y(u)[)du] ds 
<_ ¢-1 [h(u)Fc(-y(u)) du] ds 
_< (b - a)¢ -1 [h(~)Fc(-y(u)) dul d~ 
< (b - a)F~(-y(~))¢-~(h(~))d~ 
on [a, T2]. Hence, by Lemma 2.2, 
on (a, b). 
Thus, by Cases (a) and (b), we complete the proof. 
If we consider the more generalized inequality 
y(t) {(r ( t )¢  (y'(t)))'+ f(t,y(t))} <_ O, 
y(t) = 0 on [a, T2]. This contradicts the hypothesis y(t) < 0 
(E2) 
where 1/r  E L l([a, b]; (0, oo)), then similar to the proof of Theorem 2.3, we can show the following. 
THEOREM 2.4. Let (C5) and (C6) hold. In addition, suppose that ¢ satisfies uper-multiplicative 
condition, that is, 
(C7) ¢(xy) _> ¢(x)¢(y)  for x, y > 0. 
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I f  y(t) # 0 in (a, b) with y(a) = 0 (respectively, (b) = O) and it satisfies (E2) on [a, b], then 
y'(a) # 0 (respectively, or y'(b) # 0). 
NOTE. Condition (C7) implies ~b -1 is submultiplicative, that is, 
¢ - l ( zy )  < ¢-l(x)~p-l(y),  for z ,y  > O. 
COROLLARY 2.5. Let (C5) and (Cc) hold. Then, every nontrivial solution of (El) has at most a 
finite number of zeros on [a, b]. 
PROOF. Assume, to the contrary, that there exists a nontrivial solution y(t) of (El) which has 
infinitely many zeros on [a, b]. Define Z(y) := {t 6 [a, b] I y(t) = 0}. By the Solzano-Weierstrass 
theorem, we see that Z(y) has an accumulation point to 6 [a, b]. Hence, y(to) = y'(to) = O, which 
contradicts Theorem 2.3. This contradiction completes our proof. 
COROLLARY 2.6. Let (C5) and (Cs) hold. Assume that 
(C8) p 6 C([a, b]; ~) and f (x ,y )  • 0 for (t, y) 6 [a, b] x {~\  {0}}. 
I f  y(t) is a nontrivial solution of 
(¢ (y ' ( t ) ) /  + p(t)y'(t) + f(t ,  y(t)) = 0, (E3) 
then y'(t) has at most a finite number of zeros on [a, b]. 
PROOF. Assume, to the contrary, that there exists a nontrivial solution y(t) of (E3) such that y'(t) 
has infinitely many zeros on In, b]. Define Z(y') := {t e [a, b] I y'(t) = 0}. By the Bohano- 
Weierstrass theorem, Z(y') has an accumulation point to 6 [a, b]. Hence, y'(to) = y"(to) = O. It 
follows from (E3) and (Cs) that f(to, y(to)) = O. Hence, y(to) = 0. That is, y(to) = y'(to) = O, 
which contradicts Theorem 2.4. This contradiction completes our proof. 
3. SOME APPL ICAT IONS 
Using our maximum principle, we can generalize some theorems in Chapter 1 of [3]. 
THEOREM 3.1. Let (C5) and (C6) hold. I f  
(C9) f ( t ,  y) is increasing with respect to y for each fixed t 6 [a, b], 
then, every nonconstant solution y(t) of (El) has no nonnegative local minimum or nonpositive 
local maximum in (a, b). 
PROOF. Without loss of generality, we may assume that y(t) has a nonnegative local minimum 
at to 6 (a, b). Hence, y'(to) = O. It follows from Theorem 2.3 that y(to) > 0, and hence, there 
exists tl 6 (a, b) such that to < tl and y(t) > y(to) > 0 in (t0,tl]. Let z(t) := y(t) - y(to) on 
[t0,tl]. Then, y(t) > z(t) > 0 in (t0,Q] and z(to) = z'(to) = O. Moreover, z(t) satisfies 
< z(t) {(~p (y'(t))) /+ f ( t ,y ( t ) )}  <_ 0 
on [to, tl], which contradicts Theorem 2.3. This contradiction complete the proof. 
Similarly, using Theorem 2.4, we have the following. 
THEOREM 3.2. I f  (C5)-(C7) and (C9) hold, then, every nonconstant solution y(t) of (E2) has no 
nonnegative local minimum or nonpositive local maximum in ( a, b ). 
On the other hand, applying Theorem 2.4, we can show the uniqueness of the initial value 
problem 
(r(t)y'(t))' + 9(t,y(t)) --- 0, t 6 [a, b], 
(IVP) 
y(a) = A, y'(a) = B, 
where 1/r 6 Ll([a, b]; (0, oo)). 
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THEOREM 3.3. Assume that there exists a function f ( t ,  y) satisfying (C6) such that, for any 
Yl , y2 c ~, 
(Clo) g(t, yl) -g ( t ,  y2) >_ f ( t ,  yl -Y2)  for each fixed t • [a,b]. 
I f  yl(t) and y2(t) are solutions of ( IVP) in (a,b), then Yl =- Y2 in (a,b). 
PROOF. Define y(t) = yl(t) - y2(t). Then y(t) satisfies the equat ion 
0 = (r(t)y'(t)) '  + g(t, yl(t)) - g(t, y2(t)) 
>_ (r(t)y'(t)) '  + f ( t ,  y(t)) 
with the init ial condit ions 
y(a) = y'(a) = 0. 
It follows from Theorem 2.4 that  there exists e > 0 such that  y -= 0 on [a, a+e) .  Th is  implies y(a+ 
e) = yt(a+e) = O. Repeat ing  the above-ment ioned argument,  we can conclude that  y - 0 on [a, b). 
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