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In this paper we generalize to Hilbert algebras the general theory 
of square-integrable representations of unimodular locally compact 
groups. We have two reasons for desiring to do this. The first is that 
we feel that Hilbert algebras provide the most natural setting for the 
theory of square-integrable representations. In particular, various 
aspects of the theory are elucidated in this setting, for example, the 
role played by the assumption of continuity which is usually placed 
on square-integrable positive-definite functions. Our second reason 
is that Godement has shown (see [9], [IO] and [6]) how to construct 
a Hilbert algebra from any trace on a unimodular locally compact 
group (and a similar result is true for C*-algebras [6]). We feel that 
it is desirable to have available a theory which is simultaneously 
applicable to all the corresponding representations, and not just to 
the special case of the left regular representation of a unimodular 
group. 
The exposition is organized in the following way. Section 1 contains 
basic facts about Hilbert algebras, most of which are well-known. 
In Section 2 we discuss self-adjoint idempotents in Hilbert algebras, 
along the lines first developed by Ambrose [2]. Many of our proofs 
in later sections are based on manipulation of self-adjoint idempotents. 
In Section 3 we elucidate and extend to Hilbert algebras Godement’s 
theorem [S] concerning the existence of square roots of continuous 
square-integrable positive-definite functions on unimodular groups. 
Section 4 is devoted to establishing the correspondence between 
square-integrable cyclic representations of Hilbert algebras and cyclic 
subrepresentations of the regular representation (Even for groups 
part of this correspondence seems to have been noticed previously 
only for irreducible representations). In Section 5 we extend to 
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Hilbert algebras the basic facts about square-integrable irreducible 
representations, and in Section 6 we establish the orthogonality 
relations for these representations by a method which we believe is 
new, and which we feel gives a more perspicuous proof of these 
relations even in the case of finite or compact groups. Section 7 
contains some results related to Dixmier’s question [5] concerning 
whether a square-integrable irreducible representation of a uni- 
modular group is always an isolated point in the reduced dual of 
the group. In particular, we give an example showing that the answer 
to the corresponding question for Hilbert algebras is negative. This 
section also contains a theorem about isolated points in the dual 
of a C*-algebra. In Section 8 we consider briefly the representations 
of Hilbert algebras which are defined by the appropriate analogues 
of square-integrable positive-definite functions on unimodular groups 
which are not essentially continuous. We conclude with an appendix 
containing a theorem concerning a commutation property of Friedrichs 
extensions of positive symmetric operators which is needed in 
Section 3. 
Throughout the paper we have tried to keep the exposition as 
elementary and self-contained as possible. Some of our proofs could 
have been shortened somewhat by appealing to the general theory 
of representations of C*-algebras, as Dixmier does in his very elegant 
discussion of square-integrable representations [6]. But in most of 
these cases the interested reader will find that by consulting [6] it 
becomes reasonably apparent how to make such an appeal, and we 
feel that it is useful also to have available the more elementary and 
self-contained proofs which we provide. 
Many of our results can undoubtedly be generalized to the quasi- 
Hilbert algebras of Dixmier [3], but we did not feel that such a 
generalization would be sufficiently interesting at the present time 
to warrant the additional complications which it would entail. 
We had originally developed our approach to the orthogonality 
relations only for finite and compact groups. We would like to thank 
Calvin C. Moore for asking us whether this approach would also apply 
to square-integrable representations of unimodular groups, thus leading 
us to make the investigation whose results are reported in this paper. 
1. BASIC PROPERTIES OF HILBERT ALGEBRAS 
For the purpose of completeness, and also to establish our notation, 
we will include here a number of basic definitions and results about 
Hilbert algebras. Except where otherwise indicated, proofs which 
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are omitted are elementary, and the interested reader should have 
no difficulty in supplying them. (They are also contained in [4] 
Chapter 1, Section 5.) 
1.1. DEFINITION. A Hilbert algebra is an algebra, A, over the 
complex numbers, with involution a -+ a*, on which there is defined 
an inner product, ( , ), (so that A is a pre-Hilbert space) such that 
i) (a, b) = (b*, a*) for a, b E A; 
ii) (ab, c) = (b, a*c) for a, b, c E A; 
iii) for each a E A the linear operator U, defined by 
U,b = ab, bEA, 
is continuous with respect to the pre-Hilbert space structure 
of A; 
iv) The elements ab, where a, b E A, are everywhere dense in A. 
For a E A we let 11 a 11 = ((a, a))l12, 
1.2. PROPOSITION. Let A be a Hilbert algebra. Then 
4 IIa*II = IIaIIf~a~A; 
vi) (ab, c) = (a, cb*) for a, b, c E A; 
vii) for each a E A the linear operator V, dejined by 
Vab = ba, bEA, 
is continuous, and 
viii) U,V,, = V,U, for a, b E A. 
We will let H(A), or just H when no confusion arises, denote the 
Hilbert space completion of A. By v) the involution on A extends to 
an involution on H, which we will also denote by *. By iii) and vii) 
the operators U, and V, extend to bounded linear operators on H, 
which we will denote by Ua and V, respectively. The map a + i7, 
(resp. a -+ VJ is an injective *-homomorphism (resp. *-anti- 
homomorphism) of A into the algebra of all bounded operators on H. 
Furthermore 
-- u,v, = vJTa for a, b E A 
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and 
pax)* = va*x* for aEA,xEH. 
Given a set M of operators on H we will denote its cornmutant 
by M’. 
1.3. DEFINITION. We will let 
and 
U(A) = {va : a E A}’ 
V(A) = (aa : a E A}‘. 
Then U(A) and V(A) are von Neumann algebras as defined by 
Dixmier [4]. In particular it is easily seen that they are closed in the 
strong operator topology. Also 0, E U(A) and F, E V(A) for a E A. 
1.4. DEFINITION. Given x E H we will let U, (resp. V,) denote 
the linear operator whose domain is A and which is defined by 
U,a = Tax (resp. V,a = oax) for a E A. 
1.5. DEFINITION; Let x E H. If U, (resp. V,) is a bounded 
operator, then x will be called left-bounded (resp. right-bounded), 
and the continuous extension of U, (resp. I’,) to all of H will be 
denoted by 0% (resp. r,J. 
The following series of elementary propositions leads to, among 
other things, the commutation theorem for Hilbert algebras, in the 
form given by Takenouchi (Theorem 5 of [2I]). 
1.6. PROPOSITION. Let x E H. If x is left-bounded (resp. right- 
bounded) and if T E U(A) (resp. T E V(A)), then TX is left-bounded 
(resp. right-bounded). In fact 
iTTr = Tt7, (req. pTr = TVJ. 
Thus the left-bounded (resp. right-bounded) elements of H form 
a dense submanifold in H which is invariant under U(A) (resp. 
V(A)), and {OS : x is left-bounded in H} (resp. (vz : x is right- 
bounded in H) is a left ideal in U(A) (resp. V(A)). 
1.7. PROPOSITION. Let x E H. If x is left-bounded (resp. right- 
bounded) then so is x*. In fact 
l7,* = @7,J* (resp. Vp = (VJ*). 
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1.8. COROLLARY. (Q. : x is left-bounded in H) (resp. {U, : x is 
right-bounded in H}) is a two-sided ideal in U(A) (req. V(A)). 
1.9. PROPOSITION. Let x E H. Then x is left-bounded if and only 
if x is right-bounded. In fact 
f7,y = (vz*y*)* (vesp. Fzy = (U,*y*)*) for y E H. 
Thus from now on we need only speak of bounded elements of H. 
1.10. PROPOSITION. Let x, y be bounded elements of H. Then -- 
u,v, = VJJ,. 
1.11. COMMUTATION THEOREM. 
U(A)’ = V(A), and V(A)’ = U(A). 
Proof. All that needs to be shown is that if S E U(A) and T E V(A) 
then ST = TS. But it is sufficient to check this on elements of A of 
the form abc = 17,VCb, where a, b, c E A, since these are dense in H. 
But for these elements the result follows easily from Proposition 1.10 
and Corollary 1.8. 
1.12. PROPOSITION. The set of bounded elements of Hforms a Hilbert 
algebra, if multiplication is dejined by 
xy = azy = Qx. 
1.13. DEFINITION. The Hilbert algebra of all bounded elements 
of H will be called the fulfillment of A, and will be denoted by A. 
If A = 2 we will say that A is full (other authors have used “maximal” 
and “achevee”). 
We remark that according to Proposition 1.6 2 is invariant under 
both U(A) and V(A). The following result provides a useful way of 
showing that elements of H are in A. 
1.14. PROPOSITION. If x, is a sequence of elements of A which 
converges to x E H, and if jl Oz. jj is uniformly bounded, then x E A 
and Ozn converges to 0, in the strong operator topology. 
It does not seem to have been noticed before that one obtains 
from this result the useful (see Propositions 5.3 and 8.2) fact that A 
is a Banach algebra with respect to an appropriate norm. 
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1.15. PROPOSITION. Define a norm, 11 ]I’, on A by 
II a II’ = II a II + II oL7 II. 
Then A- is a *-Banach algebra with respect to this norm. 
As an example of the usefulness of this fact, we employ it to give 
a simple proof of a theorem of Nakano (Theorem 2.5 of [15]). We 
will not need this result later. 
1.16. THEOREM (Nakano). If A = H then there is a constant, k, 
such that 
for all a, b E A. Thus the norm on A can be renormalized so that A 
becomes an H*-algebra. 
Proof. This follows from an application of the open mapping 
theorem to the identity map of ,?i with the norm 11 1’ into H with its 
Hilbert space norm. 
This concludes our list of elementary results concerning Hilbert 
algebras. But there is one non-elementary result which we will need 
in several relatively peripheral places to obtain information about A 
from information about A (see Proposition 3.3, the remark after 
Definition 3.13, Proposition 4.4, Theorem 7.5). Namely, it follows 
from the Commutation Theorem 1.11 and the von Neumann double 
cornmutant theorem ([q page 42) that U(A) (resp. V(A)) is the closure 
in the strong operator topology of {U, : a E A} (resp. {V, : a E A)). 
From this fact together with the Kaplansky density theorem ([4] 
page 46) one obtains a converse to Proposition 1.14. 
1.17. PROPOSITION. Let a c A. Then there is a sequence {an} of 
elements of A such that a, converges to a and 11 Oa, jl < /I U,II for all n. 
For the proof we refer the reader to page 71 of [4]. 
1.18. COROLLARY. Let a E 3. Then there is a sequence {a,} of 
elements of A such that a, converges to a and a,*a, converges to a*a. 
We conclude this section with two classical examples of Hilbert 
algebras. 
1.19. Example. Let G be a unimodular locally compact group, 
and let A(G) = C,(G), th e algebra of continuous complex-valued 
functions on G of compact support, with convolution as multiplication. 
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The involution on A(G) is defined by f*(x) = (f (x-r))-, and the 
inner product on A(G) is the usual inner product on L2(G) with 
respect to Haar measure on G. We will call A(G) (and, for reasons 
which will be evident in Section 7, not A(G) as is done in [6]) the 
Hilbert algebra of G. If G is commutative, then A(G) consists of 
exactly those elements of L2(G) w h ose Fourier-Plancherel transform 
is essentially bounded. 
1.20. Example. Let X be a locally compact topological space, 
and let m be a positive Radon measure on X whose support is all of X. 
Let A = C,(X), the algebra of continuous complex-valued functions 
on X of compact support, with pointwise multiplication. The 
involution on A is complex conjugation, and the inner product on A 
is the usual inner product on L2(X, m). Then the fulfillment of A is 
L2(X, m) n L”(X, m). Th is example is quite typical of commutative 
Hilbert algebras. Furthermore, many of the definitions and arguments 
which we will make concerning noncommutative Hilbert algebras 
will be motivated by this commutative example. 
2. IDEMPOTENTS IN HILBERT ALGEBRAS 
Many of our definitions and proofs in later sections will employ 
self-adjoint idempotents. One reason for the importance of Hilbert 
algebras which are full is that they contain many such idempotents. 
This section is devoted to proving this fact (first proved by Ambrose [2] 
and Nakano [IS]) d an examining some of its consequences. 
2.1. DEFINITION. An element x of H will be called selfudjoint 
if x* = x. An element e of 2 will be called an idempotent if e2 = e. 
2.2. PROPOSITION. Let a E A. Then Da is a selfadjoint operator if 
and only if a is self-adjoint. 
The following theorem is a slight variation on results in Section 3 
of [2]. 
2.3. THEOREM. Let A be a full Hilbert algebra, and let L be any 
nonzero left or right ideal in A (not necessarily closed in any sense). 
Then L contains a nonzero self-adjoint idempotent. 
Proof. We consider only the case in which L is a left ideal. Let 
a EL with a # 0, and let b = a*a. Then b EL, b # 0, and b is 
self-adjoint. Thus ob is self-adjoint and nonzero. Let J be a bounded 
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closed interval on the real line which does not contain 0 but whose 
interior meets the spectrum of 0, . Let f be the real-valued function 
on the real line defined by f (r) = l/r2 if r E J, and f(r) = 0 if I 4 J. 
By the spectral theorem we can form the self-adjoint operator 
T = f (D,)$ and T E U(A) since U(A) is closed in the strong operator 
topology. Furthermore, it is clear that T( 1!7~)” is the self-adjoint 
projection on the subspace of H corresponding to the part of the 
spectrum of Ob which lies in J. In particular, T( gJ2 # 0. Now 
Tb E A by Proposition 1.6, since A is assumed full. Let e = (Tb)b. 
Then e EL and g, = T( Ob)“. Thus e is a nonzero self-adjoint 
idempotent in L. 
In contrast to this result we remark that a Hilbert algebra which 
is not full need not contain any nonzero self-adjoint idempotents, 
as may be seen by considering Example 1.20 for the case in which X 
is connected and not compact. 
Throughout the rest of this paper, if A is a Hilbert algebra we will 
let E denote the collection of all the nonzero self-adjoint idempotents 
in 2. 
2.4. PROPOSITION. Let e, e’ E E. Then e and e’ are orthogonal if 
and only if ee’ = 0. 
2.5. DEFINITION. By a left-invariant subspace of H we mean 
a (closed) subspace L of H such that Vax EL for all a E A and x EL. 
Right-invariant and bi-invariant subspaces are defined similarly. 
It is easily seen that the orthogonal complement of a left-invariant 
(right-invariant) subspace is left-invariant (right-invariant). It is 
also easily seen that if PL is the orthogonal projection onto a left- 
invariant (right-invariant) subspace L, then PL E V(A) (PL E U(A)). 
From this observation and the Commutation Theorem 1.11 we have: 
2.6. PROPOSITION. If L is a left-invariant (resp. right-invariant) 
subspace of H, then TX EL for all x EL and T E U(A) (resp. T E V(A)). 
The following result, which is essentially Theorem 6 of [2], gives 
a useful relationship between invariant subspaces and the fulfillment 
of a Hilbert algebra. 
2.7. PROPOSITION. Let L be a left-invariant (right-invariant) 
subspace of H. Then L n A is a left (right) ideal in A which is dense in L. 
Proof. W e assume that L is left-invariant. Let PL be the projection 
on L. Since A is dense in H, it follows that P,A is dense in L. But 
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PL E V(A) and A is invariant with respect to V(A), so P,A C A. Thus 
PJ = L f7 A. 
If e E E, then (Ae)- = Fe(H) is a left invariant subspace of H. If e 
and e’ are orthogonal elements of E, then (Ae)- and (Ae’)- are 
orthogonal. These comments, Proposition 2.7, Theorem 2.3, and an 
application of Zorn’s Lemma prove: 
2.8. PROPOSITION. Let L be a left-invariant subspace of L. Then 
there is a family, F, of mutually orthogonal elements of E n L such that 
L = @ (Ae)- = @ VJH). 
EEF t=F 
If we let {iJ denote the net consisting of finite sums of elements 
of F, then we obtain: 
2.9. COROLLARY. Let L be a left-invariant subspace of H. Then 
L n A contains a net {ii} of elements of E such that Vijx converges to x 
for all x EL. 
2.10. PROPOSITION. If1 is a bi-invariant subspace of H, then I is 
self-adjoint, that is, if x E I then x* E I. 
Proof. Let {ii} b e as in Corollary 2.9. If a ~1 n A is given, then 
aij converges to a, and so iia* converges to a*. But iia* E I since I is 
bi-invariant, and so a* ~1. The proof now follows from the density 
of I n A- in I. 
These last results are, of course, closely related to the subject of 
approximate identities. 
2.11. DEFINITION. A net {ii} of elements of a Hilbert algebra A 
will be called a 
i) left (right) app roximate identity for A if iia (resp. aij) 
converges to a for all a E A; 
ii) two-sided approximate identity for A if it is both a left and 
right approximate identity for A; 
iii) bounded approximate identity if it is a two-sided approximate 
identity and 11 a$, 11 is uniformly bounded. 
We remark that if {ii} is a bounded approximate identity for A, 
then in fact Ut2,x and v!,x converge to x for all x E H. In particular 
(ii} is a bounded approximate identity for A. 
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By elementary arguments Godement showed (Lemma 1 on page 51 
of [9]) that every Hilbert algebra has a left approximate identity. It is 
well known that the Hilbert algebra of a unimodular locally compact 
group (Example 1.19) has a bounded approximate identity, con- 
sisting of positive functions of unit Haar integral whose supports 
approach the identity element of the group [II]. From Corollary 2.9 
we immediately obtain: 
2.12. PROPOSITION. Every full Hilbert algebra has a bounded 
approximate identity consisting of elements of E. 
Finally, we remark that, as mentioned by Dixmier (page 303 of [3]), 
by using the von Neumann and Kaplansky density theorems, it can 
be shown that every Hilbert algebra has a bounded approximate 
identity consisting of self-adjoint elements. We will not need this 
result. 
3. SQUARE ROOTS OF POSITIVE INTEGRABLE ELEMENTS 
In this section we extend to Hilbert algebras Godement’s theorem 
(Theorem 17 of [S]) concerning the existence of square roots for 
square-integrable continuous positive-definite functions on uni- 
modular locally compact groups. In the process of doing this we 
provide a proof which we believe is more perspicuous than Godement’s 
original proof, and we elucidate the role played by the assumption of 
continuity for positive-definite functions which is needed in 
Godement’s theorem. 
3.1. DEFINITION. Let A be a Hilbert algebra. An element x E H(A) 
will be called positive if 
(a*a, x) 2 0 for all a EA. 
Of course positive elements are self-adjoint. In fact one easily 
obtains the following seemingly stronger result. 
3.2. PROPOSITION. Let x E H. If (a*a, x) is real for all a E A, 
then x = x*. 
Proof. Clearly (a*a, x) = (a*a, x*) for all a E A. But from the 
density in H of elements of the form ab, where a, b E A, and from 
the usual polarization identity, it follows that the linear span of 
elements of the form a*a is dense in H. 
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For applications it is useful to know that in fact the positivity of x 
can be determined by looking just at elements of A. In contrast to 
Proposition 3.2, this fact does not seem to have an elementary proof. 
3.3. PROPOSITION. Let x E H. If (a*~, x) > 0 for all a E A, then x 
is positive. 
Proof. This follows immediately from Corollary 1.18, which 
depended on the von Neumann and Kaplansky density theorems. 
3.4 COROLLARY. Any square-integrable positive-deJinite function on 
a unimodular locally compact group G is a positive element qf the Hilbert 
algebra of G. 
Many of our techniques, including those associated with the next 
definition, are motivated by Segal’s theory of noncommutative 
integration [20] (but our actual arguments are much more elementary 
than those which Segal needs). For our purposes, the main idea is to 
let the set E of self-adjoint idempotents play the role of the measurable 
subsets of finite measure in a measure space. We can then try to 
imitate arguments which are suggested by the example of the Hilbert 
algebra of a measure space (Example 1.20). 
3.5. DEFINITION. An element x E H is said to be integrable if 
there is a constant, K, such that 
for all e E E. 
The next result is the key to understanding the role played by the 
assumption of continuity which is made on positive-definite square- 
integrable functions. 
3.6. PROPOSITION. Let x be a positive element of H. If there is 
a bounded approximate identity (ij> for A and a constant, k, such that 
(ij*ij , x) < k 
for all j, then x is integrable. 
Proof. Let e E E. Then for any j we have 
0 < ((if - eiJ*(i, - eiJ, x) 
= (iTi,, x) - (ij*ei, , x), 
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ao that 
(i,*e$ , x) < k. 
But ij+eij converges to e, and so (e, x> < K. 
3.7. THEOREM. Let G be a unimodular locally compact group, and 
let f be a square-integrablepositive-definite function on G. If f is essentially 
bounded in some neighborhood of the identity element of G (in particular, 
if f is continuous) then f is integrable with respect to the Hilbert algebra, 
A(G), OfG. 
Proof. Let f be essentially bounded by the constant k in a neigh- 
borhood U of the identity element of G. Choose a neighborhood I’ 
of the identity element of G such that IV-i _C U. Let {ii} be a bounded 
approximate identity for A(G) all of whose elements are supported 
in Y and satisfy Ij ii l/r < 1. Then a routine calculation shows that 
for all j. 
(ij**ij , f) < k 
We will see in Corollary 3.15 that the converse of this result is 
true, namely that any square-integrable positive-definite function on G 
which is integrable as an element of A(G) is equal almost everywhere 
to a continuous function. 
The main theorem of this section is that the positive elements of 
H(A) which have square roots are exactly those which are integrable. 
This theorem should be considered to be the analogue for non- 
commutative integration theory of the well-known fact that the 
positive functions in an Lz(X, m) which have pointwise square roots 
in L2(X, m) are the integrable positive functions in L2(X, m). 
We now begin the discussion leading to the proof of this theorem. 
Our first result can be interpreted as saying that the elements of 
U(A) which are of the form Da for some a E A are exactly those 
which are “square-integrable”. 
3.8. THEOREM. Let T E U(A). Then T = 0, for some a E A zf and 
only if there is a constant, k, such that 
II Te II G k for all e E E. 
Proof. If T = 0, for a E 2, then jl Te 11 = jj reu I/ < I/ a 11 for all 
e E E, so we can take k = II ~~11. 
Conversely, suppose that I/ Te II < k for all e E E. Applying 
Proposition 2.8, we let F = {ei}i,, be a maximal family of mutually 
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orthogonal elements of E, so that H = &(AeJ-. For each i EI 
let ai = Te, . It is easily verified that the ai are mutually orthogonal. 
If J is any finite subset of the index set I, then CiaJ ei is an element 
of E. Then, by the assumption that T is “square-integrable” 
Thus Ciel. ai converges to some element, X, of H. Then a routine 
calculation shows that for any 6 E A we have U,b = Tb. In particular, 
U, is a bounded operator, and so x E 2. It follows that T = U, . 
From this result it is easy to show the existence of square roots 
for integrable positive elements of H if they are in fact in a. 
3.9. THEOREM. Let a be a positive element of 2. Then a has a 
positive square root in A ;f and only if a is integrable. 
Proof. If a = b2 for some positive element b of A, then 
<e, a> = V, b2> = II eb /I2 d II 6 II2 
for all e E E, so that a is integrable. 
Conversely, suppose that a is integrable, so that there is a constant K 
such that (e, a) < K for all e E E. Now Ua is a positive operator, 
and so has a positive square root, S. We show that S is “square- 
integrable” (thus the square root of an “integrable” operator is 
“square-integrable”). In fact, for any e E E we have 
11 Se II2 = (S2e, e) = (a, e) < k. 
Thus S = Db for some positive b E A by Theorem 3.8. Since 
qp = (qy= i7,, it follows that a = b2. 
This theorem immediately implies the existence of a square root 
for any Haar-integrable continuous positive-definite function on 
a unimodular group. Also, in Section 5 we will see that the positive- 
definite functions arising as coordinate functions of square-integrable 
irreducible representations of a unimodular group G are in A(G), 
so that the above theorem would also immediately apply to such 
functions. But unfortunately the only proof that we know for the 
fact that such coordinate functions are in J(G) depends on knowing 
the existence of square roots for arbitrary integrable positive elements 
of H, and not just for those which lie in 2. We now proceed to the 
proof of this more general result. 
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As in the case of Godement’s original proof for unimodular groups, 
we will need to use the theory of unbounded operators. We will use 
without further reference the basic facts of this theory which are 
developed in [18]. The domain of an unbounded operator T will be 
denoted by D, . The following definition, which is tailored to our 
immediate needs, is analogous to a definition of Murray and 
von Neumann (see definition 4.2.1 of [14], and also [20]). 
3.10. DEFINITION. An unbounded operator T on H will be said 
to be afiliated with U(A) if 
i) D, 2 A and D,, > 2. 
ii) TV, > VaT for all a E A. 
We remark that the adjoint of any operator affiliated with U(A) 
is also affiliated with U(A). 
Let x E H. From now until the end of the proof of Theorem 3.14 
we will let U, denote the operator whose domain is A and which is 
defined by U,a = Tax for all a E A. This definition does not conflict 
with Definition 1.4 if we assume that A is full, which we could do 
at this point without loss of generality. 
3.11. PROPOSITION. For any x E H the operator U, is affiliated 
with U(A), and (U,)* 3 U,, . 
It follows that U, has a closure, which we will denote by C7, (we 
will see in Theorem 3.16 that Vz = (U%*)*). 
We now generalize Theorem 3.8 to unbounded operators. This 
generalization can be interpreted as saying that the operators affiliated 
with U(A) which are extensions of operators of the form U, for 
some x E H are exactly those which are “square-integrable”. 
3.12. THEOREM. Let T be afiliated with U(A). Then T > U, for 
some x E H if and only if there is a constant, k, such that 
II Te II G k for all e E E. 
Proof. The element x is defined exactly as in Theorem 3.8. But 
the proof that T > U, is somewhat more delicate than the proof of 
the corresponding fact in Theorem 3.8. For example it is here that 
the assumption that D,* > A will be needed. For the rest of the 
proof J will denote a generic finite subset of the index set I of the 
proof of Theorem 3.8. For any such J we let e, = CiEJ ei . Thus 
(e,> is a bounded approximate identity in 2, and furthermore, a 
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routine calculation shows that Te, = VeJx for all J. Let a, b E A. Then 
(eJa, T*b) = (Te.,a, b) = ( TVaeJ, b) 
= (TeJ , ba*) = (viJx, ba*). 
Taking limits, we obtain 
(Ta, b) = (a, T*b) = (x, ba*) = (Una, b). 
Thus Ta = U,a for all a E A, as desired. 
Square roots of elements of H can not be defined in exactly the 
same way as for elements of A. The appropriate definition is: 
3.13. DEFINITION. Let x and y be positive elements of H. Then y 
will be called a square root of x if 
(4 x> = (~a~Iy) t=<y*, Pay)*) = <~aY,Y)) 
for all a f A. 
We remark that again the non-elementary Proposition 1.17 is 
needed to show that in the above definition it is sufficient to consider 
only elements of A. But we will never need this fact. 
We now generalize Theorem 3.9 to elements of H. 
3.14. THEOREM. Let x be a positive element of H. Then x has 
a positive square root if and only if x is integrable. 
Proof. If y is a positive square root for x, then 
(e, x> = (~e~,y) = II ueey II2 d IIY II2 
for all e E E, so that x is integrable. 
Conversely, suppose that x is integrable, so that there is a constant, 
k, such that (e, x) < K for all e E E. Now U, is a positive symmetric 
operator which commutes with all the operators U, , a E 2, (and so 
with their adjoints, since (V,J* = ir,,). Let T be the Friedrichs 
extension of U, . We show in the appendix to this paper that T 
commutes with all the va , a E 2, and so T is affiliated with U(A). 
Let S be the positive square root of T. Then S is also affiliated with 
U(A). Furthermore, from the fact that x is assumed integrable, it 
follows by an argument identical to that in the proof of Theorem 3.9 
that S is “square-integrable” so that Theorem 3.12 is applicable. 
Thus S 2 U, for some positive y E H. We verify that y is a square 
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root of X. Let {i,} be a bounded approximate identity in A. Then 
for any a E A we have 
( Vay, y} = lim( Vay, VQ) = lim( Ufl, U,ij) 
= lim(a, U,ij> = (a, x) 
as desired. 
3.15. COROLLARY. Let f be a square-integrable positive-deJnite 
function on the unimodular group G. Then f is integrable with respect 
to the Hilbert algebra A(G) if and only iff is equal almost everywhere 
to a continuous function. 
Proof. If f is equal almost everywhere to a continuous function, 
then f is integrable by Theorem 3.7. Conversely, if f is integrable, 
then by Theorem 3.14 f has a square root, say g E L2(G). Then it is 
easily seen that f = g*g almost everywhere. But the convolution of 
any two elements of L2(G) is a continuous function (Theorem 20.16 
of [II]). 
In Theorem 3.14 above, the use of the Friedrichs extension can 
be avoided by using a theorem of Pallu de la Barr&e (see Theorem 3 
of [16]; also example 6 on page 79 of [J$J) which implies that the 
operator U, of Theorem 3.14 is in fact essentially self-adjoint. We 
will not need this theorem later, but because of its intrinsic interest 
we include a proof of it here which seems somewhat shorter than 
Pallu de la Barrier-e’s original proof. We can now revert to our original 
convention that D, = A. We recall that 0, is the closure of U, , 
so that 0, = (U.)**. 
3.16.. THEOREM (Pallu de la Barr&e). Let x E H. Then 
0, = (Uz’)“. 
The main step in the proof of this theorem is the following lemma 
which shows that in Hilbert algebras one has a process which is 
analogous to the process of truncating functions in the L2 space of 
a measure space to obtain bounded functions. 
3.17. LEMMA. Given y E H there is a resolution of the identity, 
{E(r)}, consisting of projections in V(A), such that E(r)y E A for all 
y 2 0 (in fact II TE(r)g II< r). 
Proof. The proof is similar to the proof of Proposition 14 on 
page 69 of [S]. Let TV* = PT be the polar decomposition of V,. , 
where P is a partial isometry, and T is a positive self-adjoint operator 
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(page 1249 of [7J). It follows from the definition of the polar decom- 
position that T is affiliated with V(A). Let {E(r)} be the resolution 
of the identity for the spectral decomposition of T. Then E(r) E V(A) 
for allr >, 0. Now (r,+)* = TP*, so that in particular VU C TP*. But 
V E($“)y = E(r)V, c E(r)(V,*)* = qqF*, 
and I/ E(r)TP* jj < r. 
Proof of Theorem 3.16. We show first that D,= I A. Given a E A 
we can find, according to Proposition 1.17, a sequence a, of elements 
of A such that a, converges to a and ra, converges to U, in the 
strong operator topology. Then Uza, converges to vax. Thus a E DOS 
and O,a = V,x. It follows that we may as well assume that A is full, 
so D, = A. We assume this for the rest of the proof. 
Wexhave seen in Proposition 3.11 that ( U,) * 2 U,, , and it follows 
that Dz C (US*)*. Th us what needs to be shown is that U, I (U%*)*. 
Let y E DC, *)* be given, and let {E(r)} be a resolution of the identity 
associated with y as in Lemma 3.17. Let yn = E(n)y for each positive 
integer n, soy, E A C DOG . Now, since we are assuming that D,, = ii, 
it is easily seen that U, * commutes with all operators in V(A), and 
in particular with the E(r). It follows that ( Ux*)* also commutes with 
the E(r). Then 
UzYn = ~JWY = (uz*)* JWY = w(U,*)*Y, 
so that U, yn converges to (U,,)*y. Since yn converges to y, it follows 
that y E DD;C . 
4. SQUARE-INTEGRABLE REPRESENTATIONS AND SUBREPRESENTATIONS 
OF THE LEFT REGULAR REPRESENTATION 
In this section we establish the correspondence between square- 
integrable cyclic representations of Hilbert algebras and cyclic 
subrepresentations of the left regular representation. By the left 
regular representation of a Hilbert algebra A we mean, of course, 
the representation a -+ ga of A on H(A). In general, a representation 
of a Hilbert algebra A will be, to begin with, a *-representation of A 
as an algebra of bounded operators on some Hilbert space. We will 
not need to impose any continuity requirement on representations. 
(In fact, it is not clear what type of continuity requirement might 
be desirable. Perhaps one’s first impulse is to require continuity with 
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respect to the norm 11 !7,jI on A. But if A is the Hilbert algebra of 
a unimodular group, Example 1.19, this is equivalent to restricting 
attention to those representations which are weakly contained in 
the left regular representation, which seems to be an unnecessary 
restriction.) On the other hand, as is usually the case when dealing 
with representations of algebras which need not contain an identity 
element, we do need to require some condition corresponding to 
the requirement that the identity element be carried by the representa- 
tion to the identity operator (i.e. that the representation be “essential”). 
The appropriate requirement for our purposes is contained in: 
4.1. DEFINITION. By a representation of a Hilbert algebra, A, 
we will mean a * -representation, R, of A into the algebra of bounded 
operators on some Hilbert space, K, such that there exists a bounded 
approximate identity {ii} for A for which R(iJ[ converges to f for 
all 5 E K (i.e. R(ij) converges to the identity operator on K in the 
strong operator topology). 
4.2. DEFINITION. Let R be a representation of A on K. For any 
vectors [, 7 E K the linear functional F,, on A defined by 
F&Q = VW 5>17) ae:A 
will be called a coordinate functional of R. 
4.3. DEFINITION. Let R be a representation of A on K. A vector 
[ E K will be called square-integrable if the coordinate functional F,, 
is continuous on A with respect to the pre-Hilbert space structure 
of A. In this case there is an element rd E H(A) such that 
F&4 = <a, rt> for all a E A. 
We will call rc the coordinate element in H(A) corresponding to 5. 
4.4. PROPOSITION. Let R be a representation of A on K. If [ is 
a square-integrable vector in K, then yE is an integrable positive element 
of H(A). 
Proof. For a E A we have 
<a*4 ~3 = OWE, Wt) > 0, 
so that by Proposition 3.3 (non-elementary) rc is positive. Now let 
(ij} be a bounded approximate identity for A such that R(i,)c converges 
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to 4. Then ($ij , rE) = (R(iJ5, R(i,)[), which converges to ([, e), 
and so rE is integrable by Proposition 3.6. 
4.5. DEFINITION. A cyclic representation of A will be called 
square-integrable if it has a cyclic vector which is a square-integrable 
vector. 
The main theorem of this section is: 
4.6. THEOREM. If R is a square-integrable cyclic representation of A, 
then R is unitarily equivalent to a cyclic subrepresentation of the left 
regular representation of A. Conversely, every cyclic subrepresentation 
of the left regular representation of A is a square-integrable cyclic 
representation of A, and in fact has a cyclic vector which is in A. 
Proof. The proof of the first assertion of the theorem follows 
traditional lines. Let t be a square-integrable cyclic vector for R, 
and let rE be the coordinate element corresponding to 5. Since rE 
is positive and integrable according to Proposition 4.4, it follows from 
Theorem 3.14 that rE has a square root, say y. Let L be the left- 
invariant subspace of II(A) generated by the cyclic vector y. Now 
<W5‘, 4) = <a, rE) = (if,y, y) 
for all a E A, and this is a sufficient condition for R to be equivalent 
to the representation of A on L (see Theorem 4.4.3 of [I7]). 
Conversely, let L be a cyclic left-invariant subspace of II(A), with 
cyclic vector y. We must show that L contains a square-integrable 
cyclic vector. As in Proposition 2.8 let F be a family of mutually 
orthogonal elements of E which generates L. Then y = CF U, y, 
and so Te y # 0 for only a countable number of elements e of F. 
But if V, y = 0, then it is easily seen that e is orthogonal to the 
subspace generated by y. It follows that F must be countable. Let the 
elements of F be indexed by the positive integers, and let 
Since (1 U,% 11 = 1 f or each n, it is clear that x E A. It follows that z 
is a square-integrable vector in L, since 
F,,(a) = (az, z} = (a, m*>, 
which is continuous on A. 
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Finally, we show that x is a cyclic vector for L. Now A n L is dense 
in L according to Proposition 2.7, and so it suffices to show that Az is 
dense in 2 n L. Let a E 2 n L and E > 0 be given. Now a = x:1. ae, , 
and so we can choose an integer m large enough so that 
II a - XL ae, II -=c E, Let b E A be defined by 
b = f 2”(1 + II e, II> ae, . 
?l=l 
Then it is clear that bz = CFZL1 ae, , so that 11 a - &a /I < E. Choose 
a sequence {b,} in A which converges to 14. Then b,x converges to bz, 
since x E 2, and so 11 a - b,x /I < E for some 12, as desired. 
4.7. COROLLARY. Let R be a square-integrable cyclic representation 
of A on K. Then the square-integrable vectors of K are dense in K. 
Proof. With notation as in the above theorem, it is easily seen 
that the elements of L n A are all square-integrable vectors in L. 
We remark that not all vectors in the space of a square-integrable 
cyclic representation need be square-integrable vectors, as is easily 
seen by considering the left regular representation of the Hilbert 
algebra of the real line. 
5. SQUARE-INTEGRABLE IRREDUCIBLE REPRESENTATIONS 
In this section we study the square-integrable irreducible represen- 
tations of a Hilbert algebra A, or equivalently, according to 
Theorem 4.6, the minimal left invariant subspaces of H(A). The 
principal results of this section are the fact that every vector in the 
space of such a representation is square-integrable, and the fact 
that the bi-invariant subspace of H(A) which is generated by a minimal 
left-invariant subspace is entirely contained in 2, and in fact becomes 
a simple H*-algebra ([I], [I3]) after its inner product is suitably 
renormalized. A number of the results of this section were originally 
obtained by Nakano [1.5], but by arguments which we feel are not 
quite as simple as those which we provide. 
Throughout this section M will denote a minimal left-invariant 
subspace of H. According to Proposition 2.8 M contains at least one 
element of E. 
5.1. DEFINITION. An element e of E is said to be minimal if there 
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exists no element cof E, F # e, such that ee = 8e = F, or equivalently, 
if there do not exist (necessarily orthogonal) elements e’ and e” of E 
such that e = e’ + e’. 
Standard arguments (see for example the proof of Lemma 27B 
of [13]) show: 
5.2. PROPOSITION. If e E M f~ E, then e is minimal, M = V,H, 
and e is the only element of E in M. Furthermore M n 2 = Ae is 
a minimal left ideal in A-. 
The following result is the principal fact about minimal elements 
of E which we will use in this section. 
5.3. PROPOSITION. If e is a minimal element of E, then eAe = Ce 
(where C denotes the field of complex numbers). 
Proof. On the basis of Proposition 1.15 and Proposition 5.2 this 
result is an application of Corollary 2.1.6 of [I7]. 
5.4. LEMMA. If e is a minimal element of E, then 
II ud II = (II ae Ml e IN1 uex II 
for all a E A and x E H. In particular 
II aae II = II ae II/II e II 
for all a E A. 
Proof. According to Proposition 5.3, given a E A we have ea*ae=se 
for some s E C. We determine s as follows: 
sll e II2 = (se, e) = (ea*ae, e) = I] ae 112, 
so that s = 11 ae ]\“/lj e 112. Then for any x E H 
II ~aaex II2= <~daeX, UP> 
= <s~24 oex> = (II a 112/11 e ll”>ll oex ll2. 
5.5. THEOREM. If e is a minimal element of E, then 2ie is closed in H. 
Thus if e E M n E, then M = Ae. In particular, M C A. 
Proof. If a,e converges to x E H, then II a,e I] is bounded. But 
then by Lemma 5.4 11 U,, 11 is bounded, and so x E 2 by Proposi- 
tion 1.14. But xe = lim(a,e)e = x, so that x E Ae. 
286 RIEFFEL 
5.6. COROLLARY. Every vector 5 in the space of a square-integrable 
irreducible representation of A is a square-integrable vector. In fact, 
the corresponding coordinate element re is in A-. 
Proof. By Theorem 4.6 we can assume that the representation is 
the representation on a minimal left-invariant subspace M of H(A). 
Using the fact that M is contained in A, it is easily seen that the 
coordinate element corresponding to any element a E M is aa*. 
Now let I denote the bi-invariant subspace of H which is generated 
by M, or equivalently, by e E M n E. We show that I is contained 
in A, and in fact becomes an H*-algebra after its inner product is 
suitably renormalized. 
By standard arguments (see for example the proof of Theorem 27C 
of [13]) one has: 
5.7. PROPOSITION. Let I be the bi-invariant subspace of H which is 
generated by M, or equivalently, by e E M n E. Then I is a minimal 
bi-invariant subspace of H. Furthermore, any two minimal bi-invariant 
subspaces of H are orthogonal. 
We remark that in general, however, a minimal bi-invariant sub- 
space of H need not contain minimal elements of E. In fact it will 
contain such elements, or equivalently it will contain minimal left- 
invariant subspaces of H, exactly when it corresponds to a factor of 
Murrey-von Neumann type I. Throughout the rest of this section I 
will denote a minimal bi-invariant subspace of H which contains 
a minimal left-invariant subspace of H, and so contains at least one 
minimal element of E. 
5.8. LEMMA. Let e and e be elements of I n E, with e minimal. 
Then II e II < II ~11. 
Proof. We show first that there exists a E A such that eae # 0. 
If not, then 
<bEa, e) = (bzae, e) = 0 
for all a, b E A, and so e is orthogonal to the bi-invariant subspace of H 
generated by E, contradicting the minimality of I. 
Now choose a E 3 such that eae f 0. Then by Lemma 5.4 
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and so 
Since ?ue # 0, it follows that 11 e11 < 11 ~11. 
5.9. COROLLARY. Any two minimal elements of I n E have the 
same norm, and any element of I n E is the sum of a jinite number of 
mutually orthogonal minimal elements of I n E. 
Combining this corollary with Proposition 2.8 and Theorem 5.5 
we obtain: 
5.10. COROLLARY. There is a family F of mutually orthogonal 
minimal elements of I n E such that I = BeEF Xe. 
Arguing as in the proof of Theorem 27F in [13], we obtain: 
5.11. COROLLARY. If I h as an identity element, then I is jinite 
dimensional. If A has an identity element, then every square-integrable 
irreducible representation of A is jnite dimensional. 
Now Weil has shown (page 70 of [22]) that a noncompact group 
has no finite dimensional square-integrable representations. Com- 
bining this fact with Corollary 5.11 we obtain the following well- 
known fact. 
5.12. COROLLARY. A nonjinite discrete group has no square-inte- 
grable irreducible representations. 
We now extend Lemma 5.4 to I. 
5.13. LEMMA. IfaEInx,thenII U,II ~IIall/lleII,whereeisany 
minimal element of I n E. 
Proof. Let F be as in Proposition 5.10. According to Corollary 5.9 
any two elements of F have the same norm. Now 
a = 1 ae, 
f?EF 
and the ae are easily seen to be mutually orthogonal, so 
II a II2 = C II ae l12. 
lEF 
Furthermore, for any x E H the V=,x are easily seen to be mutually 
orthogonal, and 
Tax = c v&c. 
B’F 
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Thus by Lemma 5.4 and the fact that 11 U,, 11 = 11 O,, /I 
S llF (II ae 112/11 e 2>11 x II2 = (II a 11”/11 e 2>11 32 II’. 
Thus II & II = II va II < II a Ml e II- 
5.14. THEOREM. Let I be a minimal bi-invariant subspace of H 
which contains at least one minimal element of E. Then I is contained 
in A-, and so is a minimal two-sided ideal in A-. Furthermore, I becomes 
an H*-algebra when given the renormalized inner product [ , ] defined by 
Ia, bl = (a, WI e 112, 
where e is any minimal element of I n E. 
Proof. The fact that I is contained in A follows from Lemma 5.13 
in the same way that Theorem 5.5 followed from Lemma 5.4. 
Consequently 
II oa II G II a Ml e II 
for all a E 1, or equivalently 
II ~b II < II a III ZJ II/II e II 
for all a, b E I. From this inequality it follows easily that I is an 
H*-algebra with respect to the inner product [ , 1. 
We can now appeal to the theory of H*-algebras ([I], [13]). In 
particular, since minimal elements of I n E have norm 1 with respect 
to the inner product [ , 1, it follows that I with this new inner product 
is isometrically isomorphic as an H*-algebra to a (possibly infinite 
dimensional) full matrix algebra with the Hilbert-Schmidt inner 
product. 
We will rephrase this fact in terms of square-integrable irreducible 
representations. If R is a square- integrable irreducible representation 
of A, if M is a minimal left ideal in A such that R is unitarily equivalent 
to the representation of A on M, and if I is the minimal two-sided 
ideal generated by M, then the usual arguments show that R is uni- 
tarily equivalent to the representations on all the various minimal 
left ideals of I, and is not equivalent to the representations on any 
other left-invariant subspaces of H. We will say that I is the minimal 
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two-sided ideal in A corresponding to R. We remark that any square- 
integrable representation, R, of A extends in an obvious way to 
a representation of A, which in the sequel we will not distinguish 
from R. 
5.15. PROPOSITION. If R is a square-integrable irreducible represen- 
tation of A on the Hilbert space K, and if I is the two-sided ideal in A 
corresponding to R, then R restricted to I is an isomorphism of I as an 
H*-algebra with the inner product [ , ] onto the H*-algebra of Hilbert- 
Schmidt operators on K with the Hilbert-Schmidt inner product. The 
kernel of R is A n Il. 
6. THE ORTHOGONALITY RELATIONS 
Our formulation of the orthogonality relations is motivated in part 
by the formulation given by Hochschild for the case of compact 
groups (Theorem 2.5 of chapter II of [12]). But the proofs which 
we will provide consist of little more than examining the isomorphism 
described in Proposition 5.15. 
If K is a Hilbert space, we will let Hs(K) denote the H*-algebra 
of Hilbert-Schmidt operators on K, and [ , ] denote the Hilbert- 
Schmidt inner product on Hs(K). Then, combining Proposition 5.15 
with the definition of the inner product [ , ] on I, we immediately 
obtain: 
6.1. PROPOSITION. Let R be a square-integrable irreducible represen- 
tation of A on K, and let I be the two-sided ideal in A corresponding 
to R. Then 
(6 b) = Wa), W41 
for all a, b E I, where d = 11 e \I2 for any minimal element e of I n E. 
6.2. DEFINITION. The constant d = [\ e II2 will be called the 
formal dimension of R. 
Proposition 6.1 generalizes Proposition 14.4.2 of [6], and is closely 
related to the Plancherel formula for unimodular groups (see 
Theorem 18.8.1 and Proposition 18.8.5 of [a). 
In analogy with a definition of Hochschild we have: 
6.3. DEFINITION. Let R be a square-integrable irreducible 
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representation of A on K. For any P E Hs(K) the linear functional 
Fp on A defined by 
will be called a representative functional of R. 
We hasten to remark that every coordinate functional of A 
(Definition 4.2) is a representative functional of A. In fact, if [, 17 E K, 
let P,, be the operator on K defined by P,,,(i) = (5, 5)~ for 5 E K. 
Then it is easily seen that 
[Q, PA = (Qf, 7) 
for any Q E Hs(K), and so EpEV = F,, . This remark is the key to 
deducing the traditional form of the orthogonality relations from 
the more general form which we shall give. 
It is clear from Proposition 5.15 that each representative functional 
is continuous on A, and so is represented by an element of H(A). 
6.4. DEFINITION. Given P E Hs(K), the element rp E H such that 
Fp(a) = (a, rp) for all a E A will be called the representatiwe element 
corresponding to P. For 5,~ E K we will write rh instead of rp, . 
If G is a unimodular group, and R is a square-integrable?rre- 
ducible representation of G (and so of A(G)) on K, and if 5,~ E K, 
then it is easily calculated that I~,, is the element of L2(G) defined by 
r&) = (R(g)t, T>- for all g E G. 
6.5. PROPOSITION. Let R be a square-integrable irreducible represen- 
tation of A on K, let I be the two-sided ideal in 2 corresponding to R, 
and let PE Hs(K). Then rp E I. In particular, every representative 
element of A is in A-. 
Proof. It is clear from its definition that rp is orthogonal to the 
kernel of R, which is A n IJ-. 
6.6. COROLLARY (THE FIRST ORTHOGONALITY RELATION). If R 
and R’ are inequivalent square-integrable irreducible representations of A, 
and if r and r’ are representative elements of R and R’ respectively, then 
and 
(I, Yl) = 0, 
YY) = 0. 
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Proof. The minimal two-sided ideals corresponding to R and R’ 
are distinct, and so orthogonal. 
This result generalizes the first orthogonality relation for uni- 
modular groups, as stated for example in Theorem 14.3.7 of [6]. 
Given a representative element rp of R, it is natural to ask for the 
relationship between R(rp) and P. The answer to this question is 
the crux of our proof of the second orthogonality relation. 
6.7. LEMMA. Let R be a square-integrable irreducible representation 
of A on K, and let P E Hs(K). Then 
R(TP) = (l/4 p, 
where d is the formal dimension of R. 
Proof. According to Proposition 6.1 
VW, WA = WW, YP) = UPWW, PI 
for any a E A. Since the range of R is all of Hs(K), the result follows. 
6.8. THEOREM(THESECONDORTHOGONALITYRELATION). LetRbe 
a square-integrable irreducible representation of A on K, and let P, 
Q E Hs(K). Then 
and 
(YP 7 YQ> = (u4[p~ Ql 
yPyQ = (lid) yPQ 9 
where d is the formal dimension of R. 
Proof. According to Proposition 6.1 and Lemma 6.7 
0-P , YQ> = 4Nr,), W,)l 
= 4(1/W’, WQI = U/W, 81 
which is the first equation. The second equation is a consequence of 
the calculation 
RR(rPrQ) = R@P) R(YQ) = (l/d)2PQ = (l/d) R(ypQ) 
and the fact that R is injective on I. 
Using the remarks after Definitions 6.3 and 6.4 it is easily seen 
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that this theorem generalizes the second orthogonality relation for 
unimodular groups, as stated for example in Theorem 14.3.3 of [6]. 
In closing, we remark that the approach to the orthogonality 
relations described above also gives what we feel is perhaps the 
most perspicuous proof of these relations in the case of representations 
of finite groups over a field whose characteristic does not divide the 
order of the group. For this case the orthogonality relations are 
formulated for an arbitrary semi-simple algebra, A, over a splitting 
field whose characteristic does not divide the dimension of any of 
the simple components of A. This is exactly the condition needed to 
insure that the bilinear form 
(a, b) = trace&,) U,bEA 
(where L denotes the left regular representation of A on itself) is 
nondegenerate. This bilinear form is used in place of the Hilbert 
algebra inner product we have used above. Of course in this case 
(as also in the case of compact groups with normalized Haar measure) 
one has the additional task of verifying that the formal dimension 
is equal to the actual dimension. (For compact groups this is rapidly 
done by using an argument due to Nachbin. See for example the 
second paragraph of the proof of Theorem 22.13 of [II].) 
7. THE SPECTRUM OF A HILBERT ALGEBRA 
In this section we define the spectrum of a Hilbert algebra, and 
then obtain some results related to questions of Dixmier [S] concerning 
the topological position of square-integrable irreducible represen- 
tations of a unimodular group in the reduced dual of the group. 
7.1. DEFINITION. By the C*-algebra of a Hilbert algebra A we 
will mean the operator norm closure of {U, : a E A} in U(A). It will 
be denoted by C*(A). 
We remark that in general C*(A) will be smaller than C*(A). 
7.2. DEFINITION. By the spectrum, a, of a Hilbert algebra A we 
will mean the spectrum of C*(A) (as defined for example in [6]). 
We remark that if A is the Hilbert algebra of a unimodular group G, 
then A^ is just the reduced dual of G (see 18.3.2 of [6]). 
The representation of C*(A) on H will be called the regular 
representation of C*(A). S ince this representation is faithful, it 
weakly contains all representations of C*(A). 
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To every square-integrable cyclic representation of A there 
corresponds a representation of C*(A), as can be seen by restricting 
the regular representation of C*(A) to a corresponding cyclic left- 
invariant subspace of H(A). We will not distinguish between such 
a representation of C*(A) and the corresponding representation of A. 
Dixmier showed [5] that every square-integrable irreducible 
representation of a unimodular group is closed in the reduced dual 
of the group. In exactly the same way we have: 
7.3. PROPOSITION. If R is a square-integrable irreducible represen- 
tation of A, then (R} is a closed subset of A^. 
Proof. According to Proposition 5.15 R(A) consists of Hilbert- 
Schmidt operators, and so R(C*(A)) consists of compact operators. 
The rest of the proof is the same as the proof in [5] or of Proposi- 
tion 184.1 of [6]. 
Dixmier asked [5] whether a square-integrable irreducible represen- 
tation of a unimodular group is always open in the reduced dual 
of the group. We will give an example to show that the answer to 
the corresponding question for Hilbert algebras is negative. This 
example does not answer Dixmier’s original question, but it does 
make it clear that group-theoretic arguments will be needed in order 
to answer Dixmier’s question. Before giving our example we obtain 
some criteria for a square-integrable irreducible representation to 
be open in a. As a preliminary we need the following result. 
7.4. THEOREM. Let B be a C*-algebra, and let R be an irreducible 
representation of B such that {R) is both open and closed in the spectrum, 
fs, of B. Suppose that either 
i) R(B) contains at least one nonzero compact operator or 
ii) R(B) is norm separable. 
Then any representation of B which weakly contains R in fact contains R 
as a subrepresentation. 
Proof. Let J = n {kernel S : S E f), S # R}. Since {A) is open, 
J # (0). Furthermore, the spectrum of J consists of exactly one 
point, namely the restriction of R to J (see Proposition 2.11.2 of [6J). 
It follows in particular that J is a simple C*-algebra. It is clear that 
J n (kernel R) = (01. Al so, J @ (kernel R) is a closed two-sided 
ideal in B (Corollaire 1.8.4 of [q) which properly contains the kernel 
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of R. Since {R) is closed in 8, the kernel of R is a maximal two-sided 
ideal in B (Proposition 3.1.4 of [6]), and so 
B = J @ (kernel li). 
In particular, R(B) = R(J). 
We would now like to show that J is elementary, that is, isomorphic 
to the algebra of all compact operators on some Hilbert space. If 
condition i) is satisfied, then, since R(B) = R(J), R(J) contains 
a non-zero compact operator. Since J is simple, it follows that R(J) 
consists entirely of compact operators. But since R is irreducible it 
follows that R(J) consists of all the compact operators on the space 
of R (by Corollaire 4.1.6 of [6]). S ince R is injective on J because J 
is simple, J is elementary. If on the other hand condition ii) is satisfied, 
then R(J), and so J, is also norm separable. Since 1 consists of only 
one point, it follows from a theorem of Rosenberg [19] that J is 
elementary. 
Suppose now that S is a representation of B which weakly contains 
R, that is, the kernel of 5’ is contained in the kernel of R. Then in 
particular S(J) # {0}, and so K’ = S(J) K # {0}, where K is the 
space of S. Now K’ is invariant under S and so defines a subrepresen- 
tation, S’, of S. Furthermore, it is clear that the restriction of S’ to J 
is essential (nondegenerate). Then, according to Theorem 4.10.24 
of [17], because J is elementary the restriction of 5” to J must contain 
the restriction of R to J as a subrepresentation. It follows easily that S 
contains R as a subrepresentation. 
It would be interesting to know whether this theorem is true 
without hypotheses i) or ii). 
7.5. THEOREM. Let R be a square-integrable irreducible represen- 
tation of the Hilbert algebra A, and let I be the minimal two-sided ideal 
of A- corresponding to R. Then the following conditions are equivalent: 
i) {R] is open in A; 
ii) 0, E C*(A) for all a ~1; 
iii) Da E C*(A) for some a ~1, a # 0; 
iv) There exists WE C*(A), W # 0, such that W(11) = (01. 
Proof. We show first that i) implies iv). Suppose that iv) does 
not hold. Then the representation of C*(A) on IJ- is faithful, and so 
contains R weakly. According to Proposition 5.15 R(a) is a Hilbert- 
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Schmidt operator for each a E A, and so we can apply Theorem 7.4 
to conclude that the representation of C*(A) on I1 contains R as 
a subrepresentation. But this is not possible since I contains all of 
the left-invariant subspaces on which the representation of C*(A) is 
equivalent to R. 
We show now that iv) implies iii). Let WE C*(A) be given, with 
W(Il) = {0} but W # 0. Then IV(a) # 0 for some a ~1. Let 
c = W(a). Th en c # 0, and c E I. We show that UC E C*(A). Since 
WE C*(A) we can find b, E A such that Ub, converges to W in the 
operator norm. In particular, I/ I!J~, // is uniformly bounded. Since 
a E I, we can find, according to Proposition 1.17, a, E A such that a, 
converges to a and 11 U2n 11 is uniformly bounded. Let c, = bEu, , so 
c, E A. We show that UC, converges in the operator norm to U, . Let 
P be the projection onto I. Then W = WP, and so 
G II wpua - WPQ II + II WG* - &,(“a, II 
< II VI II Ga - Ga, II + II w - gtlb, II II Es II, 
which converges to 0 since Up,, converges to tib, in operator norm 
by Lemma 5.13. 
It is easily verified that the set of a E I such that U, E C*(A) is 
a twosided ideal which is closed (by Lemma 5.13), and so coincides 
with I. Thus iii) implies ii). 
Since the left regular representation is faithful, it is clear that ii) 
implies iv). To conclude the proof we show that iv) implies i). The 
proof of this fact is just an adaptation of the proof of Proposition 2 
of [5] (or Proposition 18.4.2 of [6]) in which Dixmier proves an 
analogous result for integrable representations of unimodular groups. 
Let J be the kernel of the restriction to IL of the regular representation 
of C*(A). Then J n (kernel R) = {0}, and J # {O> according to iv). 
If S is any element of 8, then the kernel of S is a primitive ideal 
which contains J n (kernel R), and so (by Lemma 2.11.4 of [6]) 
contains either J or the kernel of R. Now since {R] is closed in A by 
Proposition 7.3, the only way the kernel of S can contain the kernel 
of R is if S = R. Thus 
n{kernelS:S~~andS#R}~J#{O}, 
and so A - {R} is not dense in A^. 
7.6. COROLLARY. If some nonxero representative lement of R lies 
in A, then {R} is open in A. 
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7.7. COROLLARY (Proposition 2 of [5]). If R is an integrable irre- 
ducible representation of a unimodular group G, then {R} is open in the 
reduced dual of G. 
We now give an example of a Hilbert algebra A which has a square- 
integrable irreducible representation which does not form an open 
subset of A^. Our example is closely connected with unimodular 
groups. In fact it is the Hilbert algebra constructed from a specific 
trace on a unimodular group in the manner described by Godement [9]. 
7.8. Example. Let G be a noncompact locally compact Abelian 
group, and let m be the sum of Haar measure on G and the positive 
point mass at the identity element of G. It is easily seen that m defines 
a trace on G in the sense defined by Godement (see also 17.2 of [6]). 
Let C,(G) denote the algebra of continuous functions of compact 
support on G, with convolution as multiplication, and with the 
involution of Example 1.19. Then with the inner product 
CL g> = 1 k**f > dm, f, g E G(G), 
C,(G) becomes a Hilbert algebra, which we will denote by A. 
A more transparent model for A is obtained by applying Fourier 
transforms. Let G be the dual group of G. Then m is carried to the 
measure h which is the sum of Haar measure on G and the positive 
point mass at the identity element, 2, of G. Furthermore C,(G) is 
carried to a dense subalgebra of Cm(G), the space of continuous 
functions on G which vanish at infinity, with pointwise multiplication, 
and the Fourier transforms of the elements of C,(G) are all square- 
integrable with respect to rit. The inner product on C,(G) is carried 
to the inner product 
Thus H(A) is isomorphic to L”(G, r;z>, and the regular representation 
of f E C,(G) becomes pointwise multiplication of L2(G, k) by f. In 
particular, C*(A) becomes Coo(G), and so a becomes G. But since G 
is not compact, G and so A has no isolated points. But A does have 
a square-integrable irreducible representation, namely the represen- 
tation on the subspace of L”(G, 4) consisting of the functions sup- 
ported at 2. (From these last considerations it is clear that more 
examples are obtained from Example 1.20 whenever there is a point 
of X which is not isolated but has strictly positive measure.) 
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In closing, we remark that it is reasonably apparent that results 
analogous to those which are contained in section 18.8 of [6] con- 
cerning the Plancherel formula for unimodular groups are also valid 
for Hilbert algebras A for which C*(A) is postliminaire and separable. 
8. REPRESENTATIONS DEFINED BY NON-INTEGRABLE 
POSITIVE ELEMENTS 
If x is a positive element of H(A), then one can use the positive 
linear functional on A corresponding to x to define a representation of 
A in the usual way (see for example Section 5 of chapter IV of [I7]). 
If x happens to be integrable, then it is easy to verify that: 
8.1. PROPOSITION. If x is an integrable positive element of H(A), 
then the representation of A defined by the linear functional corresponding 
to x is unitarily equivalent to the subrepresentation of the left regular 
representation of A generated by the positive square root of x. 
It is natural to ask whether one obtains additional representations 
of A by using positive elements of H(A) which are not integrable. 
The purpose of this section is to show that this is not the case. Since 
we do not consider this result to be of much importance we will only 
supply a sketch of the proof. 
Before giving a precise statement of the main result, we make 
some preliminary comments. Given a positive element x of H(A) we 
will let Hz denote the Hilbert space obtained in the usual way after 
equipping A with the pseudo inner product [ , lz defined by 
[a, bla = (b*a, x). 
We would like to know that the representation of A on Hz defined in 
the usual way is a representation by bounded operators. In the 
terminology of Rickart [17] we are asking whether the linear functional 
defined by x is admissible. 
8.2. PROPOSITION. The linear functional on A defined by any 
positive element of H(A) is admissible. 
Proof. It is easily verified that the linear functional defined by 
such an x is continuous with respect to the norm defined in Proposi- 
tion 1.15, and so Theorem 4.5.2 of [17] is applicable. 
The main result of this section is: 
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8.3. THEOREM. Let x be a positive element of H(A). Then there is 
an integrable positive element, y, of H(A) such that the representations 
of A on Hz and H, are unitarily equivalent. 
Proof. Let the positive operator V, be considered to have domain 
A, and let T denote the Friedrichs extension of V, . Then T is 
affiliated with V(A), and is “square-integrable” as in Theorem 3.12. 
Let {P(r)} denote the resolution of the identity for T, and define an 
operator S by 
s = TV(l) + T(I - P(1)). 
Then it is easily verified that S is positive, affiliated with V(A) and 
“square-integrable”. Thus S > V, for some positive y E H(A), 
according to Theorem 3.12. Furthermore it is easily seen that y is 
in fact integrable. To show that the representations of A on Hz and 
HY are unitarily equivalent, define a bounded operator J by J = W1t2 
where 
w = TP(1) + I - P(1). 
Then it is not difficult to verify that the restriction of J to A extends 
to a unitary operator from HU to Hz which intertwines the corre- 
sponding representations of A. In making this verification it is quite 
useful to remark that the completions of A and A with respect to 
[ , 1, coincide, and similarly for y. 
9. APPENDIX ON FRIEDRICHS EXTENSIONS 
In this appendix we give a proof of the following theorem which 
was used in the proof of Theorem 3.14. 
9.1. THEOREM. Let T be a symmetric semi-bounded operator on the 
Hilbert space H, and let B be a bounded operator on H. If both B and B* 
commute with T, then B commutes with the Friedrichs extension of T. 
Proof. For the definition of the Friedrichs extension we refer the 
reader to [18]. By the usual arguments we can assume that T is closed 
and positive. We let D, denote the domain of T. Of course B(D,) C Dr. 
Let [ , ] denote the inner product on D, defined by 
Lx, ~1 = <x, Y> + <TX, Y>- 
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The crux of the proof is to show that B, viewed as an operator on 
D, , is continuous with respect to [ , 1. The main step in showing 
this is: 
9.2. LEMMA. For all x E D, 
(TBx, Bx> < II B ll”(Tx, >. 
Proof. The operator C = I\ B \I21 - B*B is positive and commutes 
with T. Since T is assumed closed, the operator PI2 also commutes 
with T. Then 
11 B l12(Tx, x) - (TBx, Bx) = (CTx, x) = (TW2x, W2x) > 0. 
We now continue with the proof of the theorem. If we let 111 11 
denote the norm on D, defined by [ , 1, then it follows immediately 
from Lemma 9.2 that 111 Bx 111 < II B I/ 111 x 111 for all x E D, , so that B 
is continuous. Now let H,, denote the submanifold of H which is 
identified in the usual way with the completion of D, with respect 
to II/ 111. From the fact that B is continuous on D, it follows that B 
maps H, into itself. Furthermore, since B* commutes with T, it 
follows that B commutes with T*. In particular B carries D,, into 
itself. Thus B carries the domain of the Friedrichs extension, 
Ht, n D,* , into itself. Since the Friedrichs extension of T is defined 
to be just the restriction of T* to H, n D,, , and since B commutes 
with T*, it follows that B commutes with the Friedrichs extension 
of T. 
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