Abstract. The existence and uniqueness of a solution of a stochastic differential equation with a non-Lipschitz diffusion for cases of both centered and non-centered Poisson measures is proved. We prove that the pathwise uniqueness of a solution and the existence of a weak solution imply the existence of a strong solution for such equations.
Introduction
Many papers and monographs are devoted to studies of the existence and uniqueness of solutions of stochastic differential equations. In particular, these problems are considered in the books [1] and [2] for stochastic equations with Lipschitz coefficients and with a jump component or for equations with non-Lipschitz (Hölder) diffusion but without a jump component. Some results concerning the existence and uniqueness of weak solutions of diffusion type equations are obtained in [3] . Equations of this type with non-Lipschitz coefficients are considered in [4] . It is proved in [5] that the pathwise uniqueness and existence of a weak solution of diffusion type equations imply the existence of a strong solution.
In the current paper, we consider the following stochastic differential equation:
(1) Let (Ω, F, P) be a probability space equipped with a flow of σ-algebras F t and completed with all null random events of the σ-algebra F 0 . The Wiener process W (t), centered Poisson measureν(dt, dy), and noncentered Poisson measure μ(dt, dy) are adapted to the flow F t and are jointly independent; the random variable X(0) is F 0 -measurable. The coefficients a(x), g(x), q 1 (x, y), and q 2 (x, y) are nonrandom measurable functions. The drift coefficient a(x) is Lipschitzian, while the diffusion g(x) is Hölderian (the precise assumptions imposed on the diffusion coefficient are listed in the statement of Theorem 2.1). We show that the pathwise uniqueness and existence of a weak solution imply the existence of a strong solution for equation (1) and we prove the existence and uniqueness of a strong solution for this equation.
dX(t) = a(X(t)) dt + g(X(t)) dW (t)
+
Pathwise uniqueness
Along with equation (1) we consider the following stochastic differential equation: Remark 2.1. Assertion I of Theorem 2.1 is proved in [6] for q 2 = 0 under a non-Lipschitz condition imposed on R |q 1 (x, y)| Π(dy). Assertion II is obtained in [2] for the case of Lipschitzian drift and diffusion coefficients. The method of the proof of the corresponding results below is similar to that used in [6] and [2] .
Proof. First we prove assertion I of the theorem. Let the sequence of real numbers
be defined by the following conditions:
Obviously a n → 0 as n → ∞. Let ψ n (u), n = 1, 2, . . . , be a continuous function such that its support belongs to (a n , a n−1 ), 0 ≤ ψ n (u) ≤ 2ρ −2 (u)/n, and a n−1 a n ψ n (u) du = 1. Clearly such a function exists. Put
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be two solutions of equation (2) defined on the same probability space with the same flows and such that X 1 (0) = X 2 (0) = X. Then
Here and in what follows we consider separable versions of stochastically equivalent processes.
Since the coefficients of the equation are bounded, E |X 1 (t) − X 2 (t)| < ∞. Applying the Itô formula to the function ϕ n (x) we obtain (3)
The expectations of the first and last terms on the right hand side of the latter equality are equal to zero. We show this, for example, for the last term. Indeed, applying the Lagrange formula to ϕ n ∈ C 2 (R) we get
Taking into account the martingale properties of stochastic integrals, we see that the expectation of the last term of equation (3) is equal to zero, indeed. The same method proves this statement for the first term, too. Thus
where
Consider the term I 3 . Applying the Lagrange formula to ϕ n ∈ C 2 (R), we get
Passing to the limit as n → ∞ yields
This implies that E(|X 1 (s) − X 2 (s)|) = 0. Since this process is right continuous, X 1 (t) = X 2 (t) almost surely. Therefore the first statement of Theorem 2.1 is proved. Now we turn to the proof of the second statement of Theorem 2.1. Consider equation (1). Let τ 1 < τ 2 < · · · be sequential jumps of the Poisson process μ([0, t], R). Since the process μ is homogeneous with parameter m(R), only a finite number of jumps occur in every finite interval. Let τ 0 = 0. It is sufficient to prove the uniqueness of a solution of equation (1) 
given. Then the induction shows that a solution of equation (1) is unique in an arbitrary interval [0, τ k ] and [0,
Let X 1 (t) and X 2 (t) be two solutions of equation (1) 
[ , R) = 0 and thus the integral over the measure μ on the right hand side of (1) is equal to zero. Therefore we need to prove that X 1 (τ k+1 ) = X 2 (τ k+1 ). Let X * (t) be a solution of equation (2) 
This solution is unique, does not have discontinuities of the second kind, and thus is continuous almost surely at the point t = τ k+1 , since the random variable τ k+1 does not depend on X * (t), has a continuous distribution, and the number of points of discontinuity of X 1 (t) is at most countable. A solution of equation (1) at the point τ k+1 can be expressed in terms of X * (t) in the interval [τ k , τ k+1 ] as follows:
whereθ k+1 is a point of R such that μ(τ k+1 ,θ k+1 ) = 1. The equality
The existence of a strong solution
In this section, we prove that the pathwise uniqueness of a solution and the existence of a weak solution of equation (2) imply the existence of a strong solution of the same equation.
Let X = (X(t), W (t),ν(t, dy)) and X = (X (t), W (t),ν (t, dy)) be two solutions of equation (2) (generally speaking, these solutions are defined on different probability spaces) such that X(0) = x and X (0) = x almost surely, where x ∈ R. Denote by Z the Fréchet space of real-valued functions on [0, ∞) that are right continuous and have no discontinuities of the second kind. Let Z be equipped with the Skorokhod topology and let B(Z) be the Borel σ-algebra in Z. Further let P (dw 1 dw 2 dw 3 ) and P (dw 1 dw 2 dw 3 ) be the probability laws of the distributions of X and X in the space
Let P w 2 w 3 (dw 1 ) be a regular conditional probability P (dw 1 dw 2 dw 3 ) given w 2 and w 3 . This means that (i) for all w 2 and w 3 , P w 2 w 3 (dw 1 ) is a probability measure on (Z, B(Z)), (ii) for all B ∈ B(Z), the probabilities P w 2 w 3 (B) are B(Z)-measurable with respect to w 2 and w 3 , (iii) for all B, B , B ∈ B(Z),
where R 1 is a measure generated by W (·) and defined on (Z, B(Z)) (that is, R 1 is a Wiener measure) and where R 2 is a measure generated byν(·, dy) and defined on (Z, B(Z)) (that is, R 2 is a centered Poisson measure). Similarly we define P w 2 w 3 (dw 1 ) for P (dw 1 dw 2 dw 3 ). Let B t (Z) be the Borel σ-algebra generated by W (s) andν(s, dy), s ≤ t. The σ-algebras B t (Z × Z), B t (Z × Z × Z), and B t (Z × Z × Z × Z) are defined similarly. Denote by B ε , ε ∈ (0, 1], the σ-algebra of Borel subsets of R that belong to the set
Finally let B 0 denote the union of σ-algebras B ε over all ε ∈ (0, 1]. We need the following auxiliary result. Proof. Let P t w 2 w 3 (·) denote the regular conditional probability measure given B t (Z). This means that (i) for all w 2 and w 3 , P t w 2 w 3 (·) is a probability measure on (Z, B(Z)), (ii) for all B ∈ B(Z), the probability P (iii) for all B ∈ B(Z) and B ∈ B t (Z),
It is sufficient to prove that if B ∈ B t (Z), then P w (B) = P t w (B) almost surely. In its turn, this follows from w 3 ) is B(Z)-measurable and bounded.
Since w 2 and w 3 are processes with independent increments, we obtain from [7, pp. 19-21] that
where Φ 1 (s) and Φ 2 (s, y) are measurable and B s (Z)-adapted processes for all y ∈ R. Since (W (t), F t ) and (ν(t, A), F t ), A ∈ B 0 , are martingales, we conclude that
are also martingales. Then
Since (w i (t), B t (Z × Z × Z), i = 2, 3, are martingales and I B (w 1 ) is B t (Z × Z × Z)-measurable, we have
whence (4) follows. The lemma is proved.
Now we turn to the main result of this section.
Theorem 3.1. If a solution of equation (2) is pathwise unique, then a solution is unique in distribution.
Proof. We define a probability measure Q(dw 1 dw 2 dw 3 dw 4 ) on
(Z × Z × Z × Z, B(Z × Z × Z × Z))
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as follows: 
Similarly we prove that
, are the systems of martingales such that w 3 , w 3 t = t and w 4 (·, A), w 4 (·, A) t = tΠ(A), A ∈ B 0 . Since (X(t), W (t),ν(t, dy)) and w 1 , w 3 , w 4 are equivalent processes and the same holds for (X (t), W (t),ν (t, dy)) and w 2 , w 3 , w 4 , we conclude that there are two solutions (w 1 , w 3 , w 4 ) and (w 2 , w 3 , w 4 ) defined on the same probability space
Since w 1 (0) = w 2 (0) = x almost surely with respect to the measure Q, the pathwise uniqueness implies that w 1 (t) = w 2 (t) almost surely with respect to the measure Q, whence we derive the uniqueness in distribution. Also, P w 3 w 4 × P w 3 w 4 (w 1 (t) = w 2 (t)) = 1, whence we obtain the existence of F (w 3 , w 4 ) such that w 1 = w 2 = F (w 3 , w 4 ). According to Lemma 3.1, the mapping (w 3 , w 4 ) → F (w 3 , w 4 ) ∈ Z is B t (Z)-measurable. (2) is pathwise unique, and if there exists its solution (X(t), W (t),ν(t, dy)) such that X(0) = x ∈ R, then there exists a function
Corollary 3.1. If a solution of equation
F (w 1 , w 2 ) : w 1 × w 2 ∈ Z ×Z → F (w 1 , w 2 ) ∈ Z such that X(·) = F (W (·),ν(·, dy)) almost surely.
Main result
Below we prove the existence and uniqueness theorem for a strong solution of equation (1). We provide two proofs of this result. One of the proofs is based on Theorem 3.1 and its corollary, while the other one uses these results implicitly and is based on the classical theorem on the existence and uniqueness of a solution of an equation with nonLipschitz diffusion given in [4] . Therefore the second proof is explicit, while the first one uses our Theorem 3.1, which is of an independent interest. (2). Now we prove that a solution of equation (1) exists.
Denote by τ 1 < τ 2 < · · · < · · · < τ n < · · · the sequential stopping times that are the points of growth of the Poisson process μ((0, t], R). It is sufficient to construct a solution of equation (1) 
on every one of the above intervals, where τ is equal to 0, τ 1 , τ 2 , . . . and so on. A solution of this equation exists if X(τ ) is F t -measurable. We prove that this is the case, indeed.
for t ≥ τ n . Put X(t) = X (n) (t) for t < τ n+1 . Let θ n+1 be a point of R such that μ(τ n+1 , θ n+1 ) = 1. Now we define X(τ n+1 ) by the equality
Since X (n) (t) is F t -measurable, does not have discontinuities of the second kind, and is continuous with probability one at the point τ n+1 , we conclude that X (n) (τ n+1 ) is F τ n+1 -measurable. Similarly we prove that θ n+1 is F τ n+1 -measurable. Thus both terms on the right hand side of (5) are
Therefore one can construct an F t -measurable process X(t) step by step. This process is a solution of equation (1) Following a reasoning similar to Method I, we prove the same result for a solution of equation (7) and, respectively, of equation (6). Now we check that the sequence of solutions X (m) (t) of equation (6) is a fundamental sequence. We construct the functions ϕ n (x) as in the proof of Theorem 2.1. Consider the difference 
