The recovery of sparsest overcomplete representation has recently attracted intensive research activities owe to its important potential in the many applied fields such as signal processing, medical imaging, communication, and so on. This problem can be stated in the following, i.e., to seek for the sparse coefficient vector x of the given noisy observation y over a redundant dictionary D such that  y Dx n , where n is the for almost all models -e.g. Gaussian, frequency measurements-discussed in the literature of compressed sampling, but also provides a framework for new measurement strategies as well.
In this article, we introduced a simple and efficient way of determining the ability of given D used to recover the sparse signal based on the statistical analysis of coherence coefficients ,
I. Introduction
Formally, the problem of interest can be formulated into recovering the N-dimensional sparse signal from the corrupted n-dimensional observations  y = Dx n (1) where nN   D ( nN  ) whose columns have unit Euclidean norm are the general highly underdetermined measurement matrix or over-complete basis, 1 n  n is measurement error and assumed to follow the Gaussian distribution. The vector x is assumed to be (approximately) sparse, i.e., its main energy (in terms of the sum of absolute values) is concentrated in only a few entries. Is it possible to faithfully recover a nearly sparse signal x , one which is well approximated by its k largest entries, from incomplete (even highly incomplete) observation y corrupted by noise? Finding the sparse solution of equation (1) has get more and more interesting since the last two decades, and has played important roles in many applied fields such as medical imaging, signal/imaging processing, and others. Despite considerable progress in the relevant fields, some important questions are still open. We discuss this problem that have both a theoretical and practical appeal in this paper.
The early paper [2] [3] [4] [5] [6] Though this criterion can be rather easily calculated for any given measurement matrix D , this kind of analysis belongs to so-called worst-case or overwhelming pessimistic result.
Actually, the empirical results showed that it is just a simple but limited portrait of the ability of concrete algorithms to find sparse solutions and near-solutions, and far beyond the coverage of the above-described theoretical bound.  is the so-called RIP constant [10] . Though the elegant theorem, the trouble here is that it is unknown whether or not this property holds for given measurement matrix D , therefore the restricted isometry machinery does not directly apply in this setting. Of course, several efforts have been made to break up this bottleneck, e.g., [13] . for almost all models -e.g. Gaussian, frequency measurements -discussed in the literature, but also provides a framework for new measurement strategies as well. The novelty is that our recovery results do not require the restricted isometry property-they make use of a much weaker notion -for the signal.
The rest of this paper is organized as following. In section II, the statistical coherence-based RIP will be studied in detail, which shows that the ability of given D 
II. Statistical Coherence-based RIP
Concerned with the reconstruction of high-dimensional sparse signal from far fewer observations, the key or starting point is the analysis of upper/lower bound of 
Now the task left for us is to determine the probability condition of equation (3) 
From equation (5)  , one can straightforward get the following conclusion using the well-known Bernstein inequality [14] , in particular, Now we will summary this result in the following theorem, i.e.,
Theorem 1
Introducing the notation of , , 
with overwhelming probability.
Sketch Proof of theorem 1.
It is easily proved that the mean and variance of 
respectively. Substituting equations (8) and (9) into the so-called Bernstein theorem [14] , we can straightforward finish the proof of theorem 1.
From theorem 1, we can derive one important conclusion that the unique condition of sparsest solution to equation (1) 
). For D generated above, the corresponding condition is 25 k  with overwhelming probability. Obviously, there is important improvement on the results achieved previously.
APPROACH 2.
In the following we will provide alternative the analysis of 
which finishes the proof of theorem 2.
Theorem 2 tells us that the sparest solution to equation (1) is unique with overwhelming probability if 1 4
; in other words, the inequality of
holds on with overwhelming probability. Again, for the matrix D generated previously, in particular, i.i.d. zero-mean Gaussian random number with variance of 1/n, the corresponding condition becomes 4 n k 
. The estimate we have just seen is not isolated and the real purpose of this section is to develop a theory of compressive sensing which is both as simple and as general as possible.
III. Application in the stable reconstruction of sparse signal
Based on the statistical coherence-based conclusions (i.e., theorem 1 and theorem 2) derived above, in this section we will discuss its application in the l1-norm-regularized (12) where  is the upper bound of measurement error. Now our first task is to derive the corresponding recovery conditions that guarantee their stability. Afterwards, we will further turn to the discussion of separation of two different features which are sparse in two distinct dictionaries or frames, which can be generalized into the separation of several different features. Mathematically, this problem can be formulated into
It is noted that solving problem (13) is appealing in several applied applications as listed in the following two examples, i.e.,
(a) the robust sparse signal reconstruction, i.e.,
where the measurement error consists of two terms of e and n , n is the usual Gaussian noise with small value while e is the sparse vector of measurement error probably due to measurement mismatch or/and random malfunctioning of the instrument for measuring y , and other possible reasons. It is noted that there is no other knowledge about e .
(b) signal separation, i.e.,
The setting (15) allows us to study the signal separation, i.e., the separation of two distinct features Dx and Be from the noisy observation y corrupted by white noise n .
It should be pointed out that in equation ( Firstly, we consider the application of proposed theorem 1 (or theorem 2) for stably solving the problem represented by equation (12), which has been summarized in theorem 3, in particular,
Theorem 3
Introducing the notation of 
Sketch proof of theorem 3
Assuming thatx is the output of solving eq. (12) while 0 x is the true one. Introducing the notation of  h x x , then one has the estimation of 
