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Major innovations in semiconductor technology have led to the recent availability to 
the astronomical community of arrays comprising several thousands of detectors, each 
simultaneously sensitive to near infrared radiation. The application of these infrared 
array detectors to astronomy is revolutionising the way we see the sky at these wave- 
lengths. 
Whilst similar in concept to digital imaging arrays as used by optical astronomers, 
there are nevertheless many areas in which the design, implementation, and optimisation 
of imaging arrays used in ground based near infrared astronomy differ significantly from 
those applied to their optical counterparts. This thesis examines the requirements for 
detector arrays used for astronomical near infrared imaging, and in particular examines 
the operation and optimisation of the recently available SBRC 62 x 58 pixel indium 
antimonide hybrid focal plane array. I develop a model of this array that allows us 
to simulate its behaviour across a wide range of observational configurations, and how 
its inherently non-linear response to photon illumination may be characterised and 
compensated for. I also develop a model that allows us to predict the sensitivity of this 
detector array when used in the new near infrared imaging camera (IRCAM), recently 
commissioned at the United Kingdom 3.8 metre Infrared Telescope on Mauna Kea, 
Hawaii. 
Finally, I present novel infrared images of the Orion Nebula as obtained with IRCAM 
during the instrument commissioning. I examine the techniques used to make the ob- 
servations, and to reduce the many individual frames into one single continuous mosaic. 
I compare the new images with previous data, and discuss the nature of several new 
infrared sources seen in our images, particularly with regards young stars embedded 
in the gas and dust of the region. These large scale, seeing limited near infrared im- 
ages clearly demonstrate the large step forward taken by infrared astronomy with the 





Soon as the sound had ceased whose thunder filled 
The abysses of the sky and the wide earth, 
There was a change ... the impalpable thin air 
And the all-circling sunlight were transformed, 
As if the sense of love, dissolved in them, 
Had folded itself round the sphered world. 
My vision then grew clear, and I could see 
Into the mysteries of the universe. 
Spirit of the Hour 
"Prometheus Unbound" 
Percy Bysshe Shelley 
In 1978, a new generation of 2-4 metre dass dedicated infrared telescopes were near- 
ing completion, including the United Kingdom 3.8 m Infrared Telescope, the NASA 3m 
Infrared Telescope Facility, and the 2.3 in Wyoming Infrared Observatory. At the same 
time, infrared astronomical instrumentation was approaching the limits of its current 
line of development. Single channel photometers based on single element detectors of 
highly optimised semiconductor materials had almost reached their maximum theoret- 
ical sensitivity. 
In the following decade, no major new infrared telescopes have been built, and 
instrumentation for the infrared has remained dependent on the single element detector. 
In the same intervening period, the infrared has become recognised as a critical part 
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of the electromagnetic spectrum, particularly for studies related to the star formation 
process. Accordingly, infrared astronomy has become a major branch of astrophysical 
research, and the number of papers published annually in the field continues to rise 
steeply. 
Despite the burgeoning demand, technological advances have been slow, and only 
slight gains in overall sensitivity have been achieved. In concluding their review of infra- 
red instrumentation in 1978 however, Soifer and Pipher noted that in years to come, one 
technological advance would "... drastically affect infrared astronomy ... 
[and] should 
provide a major increment in the sensitivity of astronomical observations. " [131]. The 
technology is that of infrared arrays, and today they are finally a reality. 
After years of experimentation with various off-the-shelf detector materials and array 
technologies, infrared instrument builders now have access to several highly suitable 
types of detector array, and in the past year, common-user infrared cameras based on 
these arrays have become available at three major observatories. 
One such detector array is the SBRC 62 x 58 pixel array of indium antimonide (InSb) 
photo-diodes, read-out by a silicon switched FET or direct readout (DRO) multiplexer. 
One such camera is IRCAM, a multi-purpose 1-5µm imaging system for the United 
Kingdom 3.8 Infrared Telescope, on Mauna Kea, Hawaii. This camera system was de- 
veloped at the Royal Observatory Edinburgh under project scientist Dr. Ian McLean, as 
part of the ROE Infrared Array Project. During the design, development, construction, 
and commissioning of this system, I have been a member of the Infrared Array Project 
team, and the work presented in this thesis documents my contributions to that project. 
In chapter 2, we examine the technical background to the new infrared array tech- 
nology, and why it has been so long in coming, compared to the solid state detectors 
such as CCDs, as used by optical astronomers. We briefly review the basic principles of 
infrared detection, and the status of astronomical infrared instrumentation prior to the 
arrival of arrays. We examine the advantages and disadvantages of infrared arrays, 
and some of the parameters that are particularly vital to their use in astronomy. 
In chapter 3, we examine in detail the detector physics behind the SBRC 62x 58 InSb 
+ DRO array, with particular emphasis on deriving a detector model that can be used to 
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simulate the operation of the array. We use this model to examine the behaviour of the 
array in a range of likely astronomical observing conditions, with particular emphasis on 
the non-linear photon detection inherent in this array. We discuss the magnitude of the 
non-linearity in these likely regimes, and also how the non-linearity may be corrected. 
We also develop a model of the noise characteristics of the array, and apply it to actual 
data, in order to demonstrate the degree to which the array is limited by background 
shot noise, read noise, and residual spatial nonuniformities. 
In chapter 4, we discuss the development of SIRCAM, a software package designed to 
simulate near infrared imaging systems. The package was designed in order to anticipate 
the problems that may arise in these systems. Particular attention is paid to the very 
large range in sky background flux measured across the 1-5 µm region, and the thermal 
and non-thermal sources that give rise to it. We discuss the application of this package 
to IRCAM, and using the information discussed in this chapter, and the detector model 
ýnakQ derived in chapter 3, we sensitivity predictions across the wide range of observational 
configurations possible in IRCAM, from seeing limited imaging of point sources, to 
low resolution imaging of low surface brightness extended emission. We also show 
some simulated images, in order to prepare the reader for the kind of data that might 
be expected from this first generation infrared imaging system. We finally examine 
some problems associated with heavily undersampled imaging, in particular photometric 
errors and aliasing. 
In chapter 5, we present data obtained during the early part of the commissioning 
period of IRCAM on the UKIRT, in particular a 5.3 'x4.7 ' image of the Orion Nebula 
(M42), made at 2.2µm with seeing limited resolution. This image is a mosaic of 126 
individual IRCAM frames, and in the first half of the chapter we discuss the observing 
strategy and data reduction techniques used to obtain and combine these data. Exam- 
pies are given of the data at various stages of the processing, and comparisons of several 
possible reduction techniques are briefly made. The second half of chapter 5 is devoted 
to an examination of these data from an astronomical point of view. We compare it 
with previous maps and images of the region in order to assess the new imaging tech- 
nique. Using our new 2.21im image, and limited imaging of the same region at 1.6µm 
and 3.6 µm, we then discuss several new features seen in the region in the infrared. We 
discuss a cluster of infrared point sources that are located along the line of sight towards 
a secondary condensation in the molecular loud OMC-1, and discuss the possibility of 
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their being embedded in this condensation, providing its luminosity. We also discuss the 
discovery of new infrared point sources near to known Herbig-Haro-like objects, infra- 
red identifications of a dense cluster of compact radio sources, and the 2.2µm frequency 
function of 440 members of the extremely dense duster of low mass stars that surrounds 
the well-known Trapezium OB association. 
Appendix A lists the accurate positions of sources discussed in chapter 5, as derived 
from astrometric measurements from within the 2.211m image, which we have keyed 
into the fundamental astrometric frame of reference via specially commissioned far red 
Schmidt plates of the region. The positions are given at both B1950.0 and J2000.0 
equinoxes, and are accurate to ±1 RMS. 
Appendix B contains a brief summary of the image processing package Rapi2d, which 
was used to reduce the data presented in chapter 5, and was written by this author as 
part of his work on the Infrared Array Project. 
Appendix C contains copies of papers involving the author published during his 
postgraduate work. 
1.1 IRCAM 
Before proceeding into the body of this thesis, we shall briefly discuss IRCAM, the 
new common-user 1-5 µm infrared array camera, currently in operation on the United 
Kingdom 3.8 m Infrared Telescope, on Mauna Kea, Hawaii, and built at the Royal 
Observatory Edinburgh by the Infrared Array Project team. A copy of a paper more 
fully describing the instrument is to be found at the back of this thesis [99], and further 
detailed information is to be found elsewhere [141,120]. However, as the design and 
implementation of the camera system are not the subject of this thesis, we shall only 
briefly discuss it here, in order to introduce the specific features of the camera, which 
are relevant to this work, and to which we shall refer repeatedly throughout the thesis. 
At the heart of IRCAM is an SBRC 62 x 58 InSb + DRO infrared detector array, 
and this array is the subject of a detailed analysis in chapter 3 of this thesis. The 
detector array is housed inside a cryogenically cooled chamber known as the camera 
body. Also inside the camera body are two filter wheels, containing a wide range of 
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infrared interference filters. The range of filters includes the standard astronomical 
near infrared broad band set (J, H, K, L', M), and several narrow band interference 
filters, designed for imaging spectroscopy in the lines of, for example, the v=1-0 S(1) 
line of molecular hydrogen at 2.122µm, the Brry line of ionised hydrogen at 2.166µm, 
and the Bra line of ionised hydrogen at 4.05 pm. Also included is a special narrow band 
filter with a central wavelength of 3.6 pm, and a bandwidth of 1.8%. This latter filter is 
used for imaging at a wavelength where the thermal background flux seen through the 
conventional broad band filter saturates the detector array before it can be read out. 
The other main feature of IRCAM and of importance to this thesis, in particular to 
the SIRCAM modelling work in chapter 4, is the option of different pixel scales on the 
sky. Three different pixel scales are available by interchanging ZnSe lens modules within 
the camera body - the scale sizes are 0.6,1.2, and 2.4 -"/pixel. The former is used for 
high spatial resolution imaging, and point source photometry. The latter two scale sizes 
are designed to provide increased sensitivity to very low surface brightness extended 
emission. The 0.6 "/pixel mode almost fully samples the mean seeing on Mauna Kea, 
but the other two do not, and this undersampling has serious consequences for accurate 
photometry and unambiguous detection. 
Finally, the external optics. The camera body is supported on an optical table, 
which is in turn connected to the UKIRT Cassegrain focus instrument support unit 
(ISU2). The beam of converging infrared radiation coming down from the secondary 
mirror is intercepted by a dichroic mirror in ISU2, which deflects it through 90°. The 
beam is diverging again by the time it reaches a warm gold coated flat mirror on the 
IRCAM optical table. This folds the beam, before the beam proceeds on to a warm gold 
collimator. This collimates the beam prior to entering the cryogenic camera body in 
order that warm Fabry-Perot etalons may be placed immediately in front of the camera 
body, to provide higher spectral resolution than can be obtained with the narrow band 
filters alone. 
All the other components of IRCAM are essentially transparent, in that they do 
their job without affecting the astronomical performance of the camera. We shall not 
consider them further in this thesis, except to acknowledge the enormous effort that 
went into the design and implementation of the whole camera system. The people 




Infrared array technology review 
In this chapter, we shall briefly examine the background to the emergence of infrared 
array technology. We shall discuss the reasons why photon detection in the infrared 
is harder than in the optical, and why solid state imaging arrays for the infrared have 
taken so much longer to become available to astronomers. We shall discuss the consid- 
erable advantages that infrared arrays bring to astronomy, and the one or two minor 
disadvantages. We shall examine the basic operating criteria of infrared arrays, and the 
parameters that are most important for their application to ground-based astronomy. 
We shall discuss some of the issues that arise when arrays of infrared detectors are used 
as opposed to the conventional single element detector, with regards sky subtraction, 
DC integration, and pixel-to-pixel non-uniformity. 
Finally, we discuss the techniques used to manufacture infrared arrays, noting the 
various advantages and disadvantages associated with each. Before proceeding to exam- 
ine the SBRC InSb + DRO array in detail in the following chapter, we briefly mention 
the status of other arrays available for use in the near infrared, and possible future 
developments of infrared array detectors for astronomical applications. 
2.1 Detection of infrared radiation 
The infrared region of the electromagnetic spectrum straddles the boundary between 
regimes towards shorter wavelengths where light is generally treated in terms of photons, 
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and longer wavelengths, where the wave properties of light are considered most impor- 
tant. Infrared detection techniques cover the range the whole range of possibilities. In 
heterodyne systems for the sub-millimetre for example, wave interaction techniques are 
employed, as at radio wavelengths. In the mid and far infrared, bolometers rely on ther- 
mal effects, where the energy of the incoming radiation heats the detector, and creates 
a measurable change in its electrical properties. At the shorter infrared wavelengths, 
between 1 and 25µm, the effects on a semiconductor material of individual photons are 
measured. 
The many possible ways of detecting infrared radiation are reviewed in detail in 
many standard texts [79,158,159,77]. In addition, Gillett et at. [511 gave an excellent 
review of the detectors that were in use in infrared astronomy towards the end of the 
1970s. We shall briefly discuss the basic principles of photon detectors only, imme- 
diately concentrating on the internal photon effects, in which incoming photons free 
charge carriers within a semiconductor material, and which are employed by virtually 
all astronomical detectors used at wavelengths shortward of 251im. 
2.1.1 Intrinsic and extrinsic photon detection 
Photon detectors are made from semiconductor materials, where an incoming photon 
with sufficient energy will create an electron-hole pair, a free electron, or a free hole, 
depending on the mechanism employed. In intrinsic semiconductors, a photon with 
sufficient energy will create an electron-hole pair, with the electron entering the con- 
duction band, and the hole entering the valence band. This is known as the intrinsic 
effect. Extrinsic semiconductors are doped with impurities, and an incoming photon 
with insufficient energy to excite an electron-hole pair in the semiconductor itself may 
still be energetic enough to produce excitation at an impurity centre. Either a free 
electron-bound hole, or bound electron-free hole may result. This is known as the ex- 
trinsic effect. The intrinsic and extrinsic effects are illustrated in figures 2.1 and 2.2 
respectively. 
Probably the most important parameter when choosing a semiconductor material 
for a detector is the cut-off wavelength a,  i. e. the longest wavelength of illumination 
to which the material is sensitive. In the case of intrinsic materials, this is determined 
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Figure 2.1: Intrinsic effect Figure 2.2: Extrinsic effect 
by the semiconductor bandgap energy Eg, with the simple relation that A,,,, = he/E9. 
This is frequently written in the following units : 
(µm) = 
1.24 (eV) 
Eg (2. i) 
For example, indium antimonide has a bandgap energy of 0.23 eV at 77 K, and therefore 
has a cut-off wavelength at 5.4µm. We shall see later in this thesis that the bandgap 
energy is temperature dependent, and thus that the cut-off wavelength changes with 
detector temperature. 
For extrinsic materials, the cut-off wavelength is similarly defined by the ionisation 
energy E; of the impurity material in the host semiconductor. For example, arsenic 
doped silicon has an ionisation energy of 0.0537eV, and the corresponding wavelength 
cut-off can be calculated from above by substituting E, for ED, giving >, = 23.1 µm. 
Tables 2.1 and 2.2 give the bandgap energy and wavelength cut-off for a variety of 
intrinsic and extrinsic semiconductor materials respectively, with cut-off wavelengths 
ranging from the optical to the far infrared. 
The narrow bandgap necessary to detect infrared photons implies that these ma- 
terials must be cooled to much lower temperatures than semiconductors sensitive to 
optical radiation, in order to reduce thermally generated dark current. Typically, op- 
erating temperatures below the boiling point of liquid nitrogen at 77K are necessary 
for 1-5µm materials, and a liquid helium temperature of 4K is required for longer 
wavelength detectors. 
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Material T (K) Eg (eV) A. (µm) 
CdS 295 2.40 0.52 
CdSe 295 1.80 0.69 
CdTe 295 1.50 0.83 
GaP 295 2.24 0.55 
GaAs 295 1.35 0.92 
Si 295 1.12 1.11 
Ge 295 0.67 1.85 
PbS 295 0.42 2.95 
PbSe 195 0.23 5.40 
InAs 195 0.39 3.18 
InSb 77 0.23 5.40 
Pbo. 2Sn0.8Te 77 0.10 12.4 
Hgo. 8Cdo. 2Te 77 0.10 12.4 
Table 2.1: Intrinsic semiconductors 
Material : Impurity E; (eV) )1 (µm) 
Ge: Au 0.15 8.27 
Ge: Hg 0.09 13.8 
Ge : Cd 0.06 20.7 
Ge : Cu 0.041 30.2 
Ge : Zn 0.033 37.6 
Ge: B 0.0104 119.2 
Si : In 0.155 8.00 
Si : Ga 0.0723 17.1 
Si : Bi 0.0706 17.6 
Si : Al 0.0685 18.1 
Si : As 0.0537 23.1 
Si :P 0.045 27.6 
Si :B 0.0439 28.2 
Si : Sb 0.043 28.8 
Table 2.2: Extrinsic semiconductors 
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It is worth noting that as well as being the prime material for sensing optical radi- 
ation, silicon is used for virtually all other semiconductor devices, and thus it is a very 
mature technology. In contrast, the more exotic materials required for the detection 
of infrared photons have few applications outside of infrared detection, and thus their 
technologies are considerably less developed. 
Historically, lead sulphide (PbS) was the first detector used widely for infrared as- 
tronomy, but it was later superseded by indium antimonide, still the most widespread 
material for the near infrared [74]. In the 1960s and 1970s, mercury cadmium telluride 
(HgCdTe) became the preferred detector for many non-astronomical applications [70]. 
It is now a strong competitor for astronomical detectors also. It has the quality that 
the bandgap energy may be tuned, and therefore the effective wavelength cut-off is al- 
tered. This is done by altering the relative molar contributions of mercury telluride and 
cadmium telluride. The example listed in table 2.1 was a longer cut-off material -a 
2.5 pm cut-off is achieved with Hgo. 554Cdo. 446Te material [124]. 
2.1.2 Photoconductivity 
By placing an external electric field across the semiconductor detector, the charge car- 
riers liberated by the incoming photons may be separated before they have time to 
recombine. This creates a measurable photo-signal, detected either as a change in volt- 
age across an external load resistor, or as a change in current across the detector. A 
schematic diagram of a typical photoconductive geometry is shown in figure 2.3. Both 
intrinsic and extrinsic semiconductor materials are used to detect radiation through the 
photoconductive effect. 
2.1.3 Photovoltaic effect 
Unlike the photoconductive effect, the photovoltaic effect does not use an externally 
applied field to separate the charge carriers generated by photon excitation. An inter- 
nally created field provides the separation, usually in the form of a semiconductor p-n 
junction. Diffused into the material via standard techniques, the p-n junction creates 
a built-in electric field. Incoming photons may create electron-hole pairs, either in the 
junction itself, or in the bulk material. If the electron-hole pair sees the influence 
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Figure 2.5: Open circuit Figure 2.6: Reverse bias 
of the p-n junction electric field before recombining, the field will separate the charge 
carriers. This is illustrated in figure 2.4. 
With a constant photon flux, and with no external circuit placed across the detector, 
the detector will settle at a forward voltage known as the open circuit voltage, and this 
may be measured to infer the incoming photon flux, as shown in figure 2.5. This 
operation with no external circuit is the true photovoltaic effect. However, if a reverse 
bias is placed across the junction, a current will flow in the external circuit due to the 
detection of photons. This current may be detected as a change in voltage across an 
external load resistor, as shown in figure 2.6. In this configuration, the circuit is said to 
be operating in reverse bias photoconductive mode, although this is not to be confused 
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with the straightforward photoconductive effect discussed above. 
Virtually all astronomical infrared single element detector systems operate in the 
reverse bias mode. In order to minimise the effects of excess noise, including 11f com- 
ponents, the detector is held near zero bias, and the output photo-current flowing in 
the external circuit creates a voltage across a feedback resistor [57]. Careful electronics 
and amplifier design are required to maintain the detector near zero bias, but when this 
has been achieved, infrared detectors can be operated dose to the fundamental limit 
where Johnson noise limits operation [57]. An additional benefit of holding the detector 
at zero bias, and measuring the resulting photo-current, is that the displacement of the 
I-V curve down the current axis is linearly proportional to the photon flux, whereas the 
open circuit photo-voltage is not [77, p. 16]. 
By applying these techniques to high quality InSb photodiodes, Hall et al. [57] 
demonstrated a trans-impedance amplifier (TIA) design that allowed Johnson noise 
limited performance. Single element detector systems using this approach are still the 
norm for infrared photometers. 
Improvements in the TIA type design have been limited since its development. In the 
1-2.5um region, the photon background may be relatively low, and very high detector 
impedances (> 1011fl) are required to ensure the system is limited by the background 
shot noise, and not the detector Johnson noise. Then the feedback resistor used in 
the TIA circuit must be at least three times larger than the detector resistance, in 
order that its Johnson noise does not dominate [741. As detectors have improved, their 
resistances have increased, and it is difficult to find commensurately larger feedback 
resistors that maintain voltage linearity, critical for astronomical applications. Also, 
high photon fluxes can saturate the very large feedback resistor, and although this 
may be overcome by switching feedback resistors depending on the photo-current (e. g. 
the UKT9 photometer on UKIRT), the offset between the two resistors then must be 
calibrated. 
2.1.4 AC coupled detection 
Single channel detectors can only measure one point on the sky at a time. Because the 
infrared sky is bright and variable, and because the sources of interest are generally 
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much fainter than the sky, some method of rapid sky referencing is required to ensure 
that the sky background is adequately subtracted from the source signal. The chosen 
technique is that of `chopping'. The infrared beam is rapidly switched between the 
source position and a nearby reference position, by use of a small focal plane mirror 
or a wobbling secondary. This chopping between source and sky takes place at about 
3-10 Hz in the near infrared, and the output signals are phased with a reference signal 
from the chopper, and only the AC component is amplified, representing the source flux 
alone. In order to compensate for any asymmetries in the optics or linear gradients in 
the sky background, the source and sky beams are switched periodically, in a process 
known as `nodding'. 
The chopping technique allows for accurate cancellation of the background, but also 
reduces sensitivity to extended source emission where the chop throw is less than the 
scale length of the extended emission [86]. Indeed, this very feature may be used in 
complex regions to search for point sources, with small chop throws used to eliminate 
nebulous background [90]. However, the actual chop frequencies used are high and 
largely historically determined by the nature of early detectors, which were unstable. 
The chop frequency was chosen as a compromise between the settling time required 
due to internal detector RC time constants, and the desire to eliminate 11f noise [14]. 
In the near infrared particularly, excess sky noise does not degrade performance until 
much lower chopping frequencies are used [9]. 
2.1.5 DC coupled detection 
2.1.5.1 The AAO integrating circuit 
By the early 1980s, InSb photodiodes had improved considerably. Their stability was 
such that DC coupled measurements were possible using an integrating circuit. Barton 
and Allen (141 described a circuit in which the feedback resistance is replaced with a 
capacitor, on which the photo-current is integrated. The voltage across the capacitor 
is measured at the beginning and end of an integration period using a sample and hold 
circuit, after which the circuit is reset using a brief flash from an LED. From the 
change in voltage during the integration period, the accumulated photo-current and 
dark current is measured. 
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This system circumvents many of the problems associated with the TIA amplifier 
approach. By varying the integration time, saturation at high photon fluxes is avoided, 
and the wide range of integration times allows use for both slow chopping 
(N 1 Hz) 
photometry and rapid observations such as occultations, without loss of high frequency 
information, as no RC time constant is associated with the circuit. Rapid variations in 
the DC background cannot be handled by conventional AC lock-in amplifiers, but the 
Barton and Allen circuitry does not suffer from this problem, allowing them to scan 
across a whole atmospheric window at 1% spectral resolution in only a few seconds, 
reducing the effects of poor seeing or thin cloud. 
However, the most important aspect of the Barton and Allen circuit is its excellent 
DC stability, which allows it to be used in raster mapping experiments without frequent 
sky measurements. Sky measurements are made as required, depending upon the 11f 
component or sky noise at the wavelength of operation [9]. 
Based on their circuit, Barton and Allen built an infrared photometer spectrometer 
(IRPS) for the 3.9 m Anglo-Australian Telescope at Siding Spring, New South Wales. 
Although the telescope and site are not optimum for true thermal infrared observations, 
the AAT is a very high quality optical telescope, with an accurate telescope drive that 
can be used to make precise raster maps. Excellent results have been obtained in the 
non-thermal infrared between 1 and 3.5µm with the IR. PS. 
Many infrared sources have associated low surface brightness extended emission, 
and DC integrating raster mapping with the IRPS has proven very powerful at making 
high resolution images of galaxies [6], reflection nebulae [7], star forming regions [69], 
and so on. Imaging through broad band filters and narrow band circular variable filters, 
images of star forming regions in lines of ionised and molecular hydrogen, and nearby 
continuum have been superimposed using three colour overlay techniques developed by 
David Malin for optical photography, and spectacular false colour composites have been 
made [8]. Until the advent of true infrared imaging arrays, the IRPS represented the 
state-of-the-art in infrared imaging. 
35 
2.1.5.2 The Wyoming integrating preamplifier 
With a simpler version of the Barton and Allen approach, the astronomers of the 
Wyoming Infrared Observatory (WIRO) have built a DC integrating system for their 
2.3 m telescope located on Jelm Mountain, outside Laramie, Wyoming. The reasons for 
implementing this system were much the same as for Barton and Allen, again with an 
emphasis on the DC stability required for raster mapping. 
In their circuit, Hackwell, Grasdalen, and Gehrz [56] replaced the Barton and Allen 
LED reset mechanism with a simple reed relay. Rather than sampling the voltage on 
the capacitor at the beginning and end of an integration cycle, the Wyoming circuit 
amplifies and low pass filters the output, and samples it with an analogue-to-digital 
converter at l kHz, synchronised with the raster scanning telescope. Software is used 
to calculate a least squares fit to the slope of the voltage change on the capacitor, thus 
deducing the magnitude of the photo-current and dark current. This is in place of the 
sample and hold circuitry used by Barton and Allen, replacing most of the electronics 
with software, and equally sensitive results are achieved. 
The Wyoming group have developed sophisticated techniques for computer con- 
trolled mapping [53], and this system has been used for many imaging experiments 
both with conventional bolometers [55], in the near infrared, using the DC integrating 
preamplifier (e. g. [129,34]). 
2.2 Infrared array detectors 
Despite progress made with DC integrating systems, and accurately controlled tele- 
scopes for raster mapping, these systems are still essentially limited by the fact that 
only one detector is used. There are methods of increasing the efficiency of single ele- 
ment detector systems through the use of multiplex masking [86], but these techniques 
only gain in the system noise limited regime. With increasingly sensitive detectors, the 
background limit becomes easier to reach, eliminating the gain of such techniques. 
One obvious way to increase observing efficiency and effective sensitivity is to image 
the scene with many detectors simultaneously. Next, we shall examine the advantages 
and disadvantages that infrared array detectors have compared to single channel instru- 
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ments. 
2.3 Advantages and disadvantages of array detectors 
2.3.1 Advantages 
Although the gain associated with using large numbers of detectors simultaneously is 
evident, the advantages of infrared arrays are many, some more obvious than others. 
We shall briefly discuss some of them here. 
2.3.1.1 Multiplex advantage 
For an experiment that requires an image to be made with seeing limited resolution to a 
given sensitivity limit, an infrared array with NxN pixels will complete the experiment 
N2 times faster than a single element detector, if each pixel of the array is as sensitive as 
the single element detector. Alternatively, in the background limit, an array of NXN 
pixels will reach a sensitivity limit N times fainter than a single element detector, if 
both use the same total amount of integration time to image a certain fixed area. As 
arrays are already being manufactured with numbers of pixels in the range 4000-16000, 
the multiplex advantage is dearly large. 
2.3.1.2 Spatial resolution 
Whilst it is possible for single element detectors to achieve very high (seeing limited) 
resolution, it is not simple to make an accurate raster map at this resolution, due to 
long term telescope drifts and seeing variations. Images made with infrared arrays are 
immune to such first order drift, as all pixels in the image are seen simultaneously. 
2.3.1.3 Geometric stability 
An infrared array has a defined physical distance between each of its pixels that can be 
relied upon to remain fixed during the taking of an image. Thus the relative positional 
accuracy of sources within one frame can be extremely well defined. 
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2.3.1.4 On-chip integration 
One of the most important qualities associated with infrared arrays is their DC stability, 
and their ability to integrate flux from the scene until enough background flux has been 
collected to overcome the system (read) noise. In this way, experiments at almost any 
spatial or spectral resolution can be made background limited with a long enough on- 
chip integration time, provided 11f components in the background do not dominate. 
2.3.1.5 Simultaneity 
Even if drifts in the sky background imply 11f noise, the effect is considerably reduced 
with infrared arrays, as every pixel is imaging the scene simultaneously. Thus, each 
detector in the array will see the same total integrated sky flux level at the end of an 
integration period, as long as the detectors are sufficiently linear, and spatial variations 
in the sky on scales smaller than the array size are smoothed during the same period. 
The same advantage applies to working in bad weather, where changes in extinction 
will be roughly equal for all pixels in the array. 
2.3.1.6 Optimal background rejection 
Single channel photometers are generally used with apertures large enough to allow for 
telescope drift and seeing variations. This often results in excess background flux being 
measured also, reducing the effective signal to noise for point sources. Infrared arrays 
with small pixels limit the background seen per pixel, and optimum sky subtraction can 
be done in software after the image is taken, with point source profile fitting or aperture 
photometry parameters chosen to suit the data a posteriori rather than a priori. In this 
way, the maximum signal to noise for point sources is obtained, providing accurate flat 
fielding can be performed. 
2.3.1.7 Off-line optimisation 
In the background limited case, small pixels may be binned in software to increase the 
signal to noise to low surface brightness sources, achieving exactly the same signal to 
38 
noise as would be obtained by a single channel photometer with a large beam, also 
operating in the background limit. As many sources are likely to be structured at some 
level however, software may be used to optimise spatial resolution in regions of higher 
intensity, and sensitivity in regions of lower surface brightness, with variable binning. 
This option is not available with single channel devices. Again, this is a form of a 
posteriori optimisation that is only available with arrays. 
2.3.1.8 Large area coverage 
The large number of pixels not only implies that images of a fixed area may be made 
much more quickly than with a single element detector, but also that very large scale 
survey experiments are possible. That is, we can either consider a 64 x 64 pixel array to 
be 4000 times quicker than a single element detector, or 4000 times larger. In addition to 
surveys, a large simultaneous spatial coverage means that only an approximate location 
for a source need be known, in the case of I RAS error boxes for example, and it is likely 
that the source will fall somewhere on the array if the telescope is pointed at the centre 
of the error box. 
2.3.2 Disadvantages 
There are some disadvantages to infrared arrays, but most are minor, and may be 
overcome quite easily. 
2.3.2.1 Expensive 
Infrared arrays are still relatively expensive, and this prevents them being generally 
available to the user community. However, many of the major observatories in the world 
are committed to building infrared camera systems, and the detector array represents a 
minor fraction of the total cost of building a common-user infrared array camera around 
one. 
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2.3.2.2 Software intensive 
Relative to conventional infrared systems, array cameras are software intensive, both in 
terms of the instrument control, and data reduction and analysis. However, this is a 
minor problem, as optical astronomers are well accustomed to controlling and reducing 
data from CCD arrays with up to 1000 times as many pixels as the current generation of 
infrared arrays. The problem does not really lie with the infrared arrays, but more with 
the infrared astronomers, who are not used to handling such large amounts of data. 
2.3.2.3 Electronic intensive 
The statement applied to software is true also for electronics. However, the complexity 
of running infrared arrays may be somewhat greater, due to the hybrid nature of the 
arrays. Also, at high thermal backgrounds, very fast electronics will be required in order 
to read out the array before saturation. 
2.3.2.4 Read noise limited at low backgrounds 
In the case of an extremely low sky background, the small pixels of an array may remain 
read noise limited at the end of an integration. In this case, pixels cannot be binned 
up to achieve the same sensitivity as would have been achieved using a single element 
detector using a large enough beam that it was background limited. For current array 
detectors, with read noises on the order of 400 e- RMS, over 1.6 x 105 background 
photoelectrons must be collected before the detector is background limited. This may 
take many minutes even for ground based broad band imaging systems, and the problem 
becomes much worse for high resolution spectrometers and space based systems, where 
the backgrounds will be orders of magnitude lower. 
Much lower read noise array detectors are under development, and these will help in 
this area. An alternative technique is to use small arrays of very large pixels, specially 
designed for detecting low surface brightness extended flux in ultra-low backgrounds. 
40 
2.3.2.5 Pixel-to-pixel calibration 
When making a raster map with a single element detector, no compensation for detector 
non-uniformity needs to be made. In contrast, the individual detectors of an array will 
have slightly different responses, and these variations must be compensated for in order 
to calibrate the image. This is done by flat fielding, i. e. dividing a source image by an 
image taken of a uniformly illuminated source. This process is discussed at length in this 
thesis. Users of optical CCDs are well accustomed to the flat fielding process, and the 
resulting data are only compromised if the pixel-to-pixel variations cannot be completely 
removed. Current infrared arrays are relatively non-uniform, but can be precisely flat 
fielded by using a piece of adjacent sky as the uniformly illuminated source. As we shall 
see later in this thesis, perfect flat fielding is possible with this technique, leaving the 
data limited by background shot noise alone, as is the case for single element raster 
maps. 
2.4 Infrared array architectures 
Arrays of individual detectors with individual preamplifiers can be made, and some 
early military applications employed thousands of such individually wired detectors [70]. 
However, in astronomy, individual detectors have rarely been used in arrays bigger than 
ten or so (e. g. [150]). Questions of reliability and complexity become prohibitive if very 
many detectors are used in this way. 
With the development of the charge-coupled device (CCD) at the beginning of the 
1970s, integrated arrays of silicon detectors sensitive to optical radiation quickly became 
available. Infrared array detectors based on the same principle soon followed [70], by 
substituting narrower band gap semiconductor materials such as indium antimonide for 
silicon. 
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During the 1970s, much development infrared array technology occurred, largely 
sponsored by the military. Two basic approaches emerged that are of use in astron- 
omy, namely monolithic arrays, and hybrids. A third technique, using Schottky barrier 
platinum silicide arrays, has not been of great importance to astronomy due to a very 
does 




2.4.1 Monolithic arrays 
Similar to an optical CCD, which is fabricated completely out of silicon, both the photon 
detection process and the subsequent multiplexed read out taking place in the same 
material, monolithic infrared arrays substitute an infrared sensitive semiconductor for 
silicon, such as indium antimonide or extrinsic silicon [119]. These so-called IRCCDs 
proved relatively successful, and some were evaluated for astronomical purposes [97]. 
However, optimising exotic semiconductor materials such as InSb and HgCdTe for the 
best imaging performance and multiplexing read out circuitry proved difficult, and the 
monolithic detector has now been largely superseded by the hybrid approach. 
2.4.2 Hybrid arrays 
OF 
Hybrid arrays separate the detection of the infrared photons and the read out the 
resulting electrical signals. Highly optimised infrared sensitive detector arrays are mated 
to silicon multiplexers via metal interconnects, known as `bump-bonds'. In this way, 
the detector array and read out mechanism can be optimised separately, and brought 
together when fully tested [103]. Figure 2.7 shows a schematic representation of a hybrid 
array, with the infrared sensitive array illuminated from above, and on converting the 
photons into charge carriers, the signal is injected into the silicon multiplexer beneath 
through the bump-bonds, where it is accumulated before being read out. 
The actual detector part of the infrared sensitive array (e. g. the p-n junction for 
photovoltaic arrays) must be on the side facing the silicon multiplexer to allow injection 
of the photocharge into the output circuit. Thus, the photon illumination takes place 
at the backside of the array, and through the bulk material. If the material is too thick, 
the photogenerated charge carriers may recombine before diffusing to the front surface, 
where they are sensed. Thus, in order to ensure high quantum efficiency, the material 








column addressing/ output signal 
Figure 2.7: Schematic representation of a hybrid array 
2.4.2.1 Read-out schemes for hybrids 
A range of read out schemes for hybrid arrays is available, including CCDs, charge 
injection devices (CIDs), switched FET (SWIFET) arrays, and so on. The various 
approaches are covered at length in the literature, and are well reviewed by Milton [103]. 
We will only briefly mention the main techniques used. 
CCDs have been frequently used, but must be surface channel devices in order to 
allow the charge generated in the infrared material to be injected into the silicon. These 
CCDs are often noisier than optical CCDs, which have a buried channel architecture, 
due to problems associated with surface trapping and so on [38]. However, infrared 
arrays read out with silicon CCDs have the advantage of having a linear response to 
photon flux [122], an important factor in their favour for astronomical applications. 
Large well depths may be obtained by using the CCD as the charge storage site, which 
is useful under high background conditions [37]. 
Indium antimonide CID hybrid arrays have been manufactured and array sizes of 
up to 128 x 128 have been demonstrated [49], and tested under astronomical condi- 
tions [40,128]. The arrays tested suffered from various problems, including response 
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time lag and non-linearity. 
Switched FET or (SWIFET), also known as Direct Read Out 
(DRO) multiplexers 
are becoming used increasingly [13,66]. These employ an 
X-Y addressing scheme to read 
out the detector array, rather than a charge transfer system 
like that of CCDs. The 
advantages of this approach include simplicity and compact size, allowing 
for small area 
detectors [66]. The circuit is self integrating, and the changing bias during an integration 
leads to an inherent non-linearity [66]. The SBRC 62 x 58 InSb array is read out via a 
silicon DRO known as the CRC228, and made by Hughes - this same multiplexer array 
is used for a range of hybrid type arrays, including the indium antimonide photovoltaic 
array, and several types of extrinsic silicon photoconductive arrays. We shall be dealing 
with the SBRC InSb + DRO in detail in chapter 3. 
2.4.3 Schottky barrier arrays 
Schottky barrier arrays made by platinum silicide (PtSi) and palladium silicide (Pd2Si). 
They have not been considered useful to astronomy due to their very low quantum 
efficiency [80], but have two advantages over other current infrared array technologies. 
We shall briefly describe their operation [271. 
Schottky barrier arrays are made by depositing a thin layer of platinum or palladium 
onto silicon, forming a silicide layer. The silicide layer is deposited in such a way as 
to form the electrodes of a CCD. Infrared radiation with wavelengths longer than 
1.1 µm enters the backside of the detector and passes through the silicon substrate. The 
radiation is absorbed in the silicide layer, and charge carriers may be given sufficient 
energy to cross the metal-silicon Schottky barrier. These so-called `hot holes' are injected 
into the silicon substrate as photocurrent. As the holes accumulate in the silicon, a 
net negative charge accumulates on the silicide, which may be read out via the CCD 
electrodes. 
Thus in this way, the image integrates directly on the output silicide electrodes [27]. 
The major disadvantage of the technique is that the quantum efficiency is very low, in 
the range 1-8% [80]. However, two advantages do result. The array is very uniform, 
as the conversion from infrared photons to charge is almost independent of the doping 
of the substrate [27]. For real time applications, where no pixel-to-pixel gain or offset 
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corrections can be made, the Schottky barrier array is highly competitive. Additionally, 
as the technology is based on that of optical CCDs, large pixel formats have 
been 
demonstrated, up to 256 x 256 [78]. 
2.5 Important detector parameters 
In this section, we shall examine the most important parameters that must be considered 
when an integrated infrared array is considered for use in astronomy. This type of 
discussion has been covered in the literature, (e. g. [50]). and we shall only briefly 
summarise the most important points here. We shall refer to the values of the parameters 
that apply to the SBRC array throughout, in order to assess whether it meets the 
necessary criteria. 
2.5.1 Number of detectors 
Since we have decided that arrays of detectors are a `good thing', we should naturally 
wish to have as many detectors as possible in our array. Optical CCDs have typical 
pixel formats in the range 320 X 512 to 800 x 800, with arrays of 2048 x 2048 pixels 
likely to be available soon [71]. Infrared arrays are some way behind in this regard, with 
64 X 64 arrays representing the norm of the current generation. Arrays of 128 x 128 and 
25G x 25G pixels are under development by most manufacturers, and are likely to become 
available soon [13). Already, the 64 X 64 pixel arrays represent a multiplex advantage 
of 4000 over the single element detectors still in general use, and there appear to be 
no fundamental reasons why infrared arrays should not catch up with optical arrays in 
terms of numbers of pixels. 
2.5.2 Read noise 
In order that the detector can become limited by the shot noise on the background, 
the well depth must be large enough that enough background photo-electrons can be 
collected to overcome the RMS read noise, RN. This can be trivially stated as : 
Well depth > RN2 
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Thus, for a well depth of 106 e', we require a read noise of much less than 1000 e- RMS. 
The SBRC array has a well depth dose to 106 e and a read noise noise of N 400 e 
RMS, and thus is background limited once the detector has been filled to about 20%. 
2.5.3 Dark current 
In order that we may be limited by the shot noise on the sky background and not that 
on the dark current, we simply require that the dark current be at least two or three 
times lower than the background photocurrent. 
This is easily achieved for ground based instruments, imaging through broad band 
filters. We shall see later in this thesis that the lowest background photocurrent an- 
ticipated for broad band imaging with IRCAM on the UKIRT is N 1500e/sec/pixel, 
and the dark current seen in the InSb arrays is as low as 100e-/sec/pixel at 35K. 
However, in higher spectral resolution imaging, spectroscopy, and space based applica- 
tions, the background photocurrents may be much lower (10-20 e /sec/pixel), and dark 
currents must be further reduced [671. Short wavelength cut-off HgCdTe arrays, have 
demonstrated dark currents as low as 2e-/sec/pixel at 65K, and for very low back- 
ground instruments, the detector material cut-off should be carefully chosen to match 
the longest wavelength of interest, in order not to integrate excess dark current arising 
due to the unnecessarily small band gap. 
2.5.4 Quantum efficiency 
Infrared arrays have been developed for a number of non-astronomical purposes, many 
of which are not fundamentally limited by the brightness of the source of interest, and 
thus the number of source photons detected per second is not the major concern. In 
many cases, real time detector uniformity is of greater importance [27]. However, in 
astronomy, the fundamental sensitivity limit is imposed by the background shot noise, 
as we are prepared to go to great lengths to correct for pixel-to-pixel non-uniformity. 
In the background limited case, the signal-to-noise is proportional to the square root of 
the quantum efficiency, and thus the highest quantum efficiency possible is desired. 
High quantum efficiency is available with most near infrared detector materials, at 
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between 0.3 and 0.7 [50]. Suitable application of an anti-reflection coating to the SBRC 
InSb array prevents excessive reflection due to the large change in refractive index at the 
air-detector interface, increasing the peak quantum efficiency to as high as 0.9 
(Orias, 
private communication). 
2.5.5 Well depth 
The well depth is not of critical importance itself, provided other parameters can be 
matched correctly. As we have already seen, we require a well depth much largerthan 
the square of the read noise. The other constraint is that the well does not 0 up so 
fast on thermal background that it cannot be read out before saturating. 
The SBRC array has a well depth of N 106 e-/pixel. At wavelengths beyond 3.6 µm, 
and at pixel scales of 0.6 ", we shall see later that this well depth is not enough to allow 
a read out before saturation at the current maximum read rate used by IRCAM. 
In general, the well depth is linearly proportional to the capacitance of the detector, 
as is the read noise. Detectors used in future high resolution spectroscopy and space 
based instruments will have the pixel capacitance reduced in order to reduce the read 
noise. As the backgrounds are low in these situations, a large well depth is not impor- 
tant. It is important however that the background limit can be reached reasonably fast, 
to prevent the need for excessive on-chip integrations. 
2.5.6 Linearity 
For accurate astronomical photometry, we require that the detector be linear in its 
response to photon flux, or at least calibratable, in the case of non-linear detectors. 
ºws 
Hybrid arrays with CCDs are in principle very linear [1221, although this not 
A 
always proven the case [381. The DRO approach is inherently non-linear with respect 
to photon flux [66], but as we shall see later in this thesis, it is largely calibratable, 
and should not present a fundamental limitation to the application of DRO arrays to 
accurate photometric work. 
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2.5.7 Uniformity 
Uniformity of response is important in cases where raw images are to 
be used. However, 
as astronomers are willing to process their data off-line, 
including flat fielding, the 
importance of inherent non-uniformity is reduced. Nevertheless, it is likely that the 
fractional non-uniformity left after flat fielding will be proportional in some way to the 
inherent non-uniformity of the device, and thus the higher the initial uniformity the 
better. 
As we have mentioned, platinum silicide Schottky barrier devices show the lowest 
inherent non-uniformity, on the order of 0.3% [80]. This is nearly an order of magnitude 
better than achieved by other infrared array technologies. HgCdTe arrays coupled to 
CCD multiplexers exhibit non-uniformities on the order of 5% [122]. In the case of 
hybrid arrays using DRO multiplexers, variations in the quantum efficiency from pixel- 
to-pixel, and variations in the gains of the individual MOSFETs are responsible for the 
raw non-uniformity. We shall discuss residual non-uniformity of the SBRC array in 
detail later in this thesis, and how it is minimised by suitable flat fielding techniques. 
2.5.8 Dynamic range 
As the range in brightness of astronomical sources is very large, we would like the 
detector to have a large dynamic range. This parameter is basically specified in terms 
of the read noise and well depth, the maximum dynamic range for one individual image 
being given by the well depth divided by the read noise. The dynamic range increases 
as the square root of the number of images added. 
The SBRC has a well depth of about 106e-, and an RMS read noise of about 
400e-. The maximum dynamic range per image is therefore N 2500. In the presence 
of background flux, the dynamic range is reduced. 
2.5.9 Fill factor 
An important parameter associated with array detectors is the fill factor : that is, the 
fraction of the area occupied by each detector that is actually sensitive to illumination. 
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This fraction should be maximised for the following reasons : 
" to increase the effective throughput of the system, by detecting the largest possible 
fraction of the photons incident on the array 
" to minimise the effects on photometric accuracy that occur when point sources 
are not fully sampled [84] 
" to minimise the effects of aliasing that are inherent in an array imaging system 
[24] 
The first of these is obvious; the larger the fraction of the total area that is sensitive to 
illumination, the higher the throughput, and the greater the total system sensitivity. 
If a particular detector design has a low fill factor, other techniques can be employed 
to minimise the photometric errors at least, especially at low spatial resolution. Having 
a large image blur relative to the pixel size, photometric errors caused by the positions 
of stars on the array may be reduced. By defocusing some part of the camera optics, 
the incoming point source profile may be suitably blurred. However, this technique will 
probably introduce coma and other field aberrations when a fast lens is defocused, and 
would produce unsatisfactory images. A second option is that known as micro-scanning. 
Here, the field of interest is moved relative to the detector array several times in right 
ascension and declination, by fractions of a pixel each time, effectively blurring the 
image in a controlled fashion. Micro-scanning may be performed by moving the whole 
telescope [841, or probably more accurately by careful control of a chopping secondary 
mirror. The scanning can either take place continuously during an on-chip integration, 
resulting in a blurred image after read out, or the scanning can take place between on- 
chip integrations, with a stack of slightly offset images added together later in software. 
Micro-scanning is better than optical defocusing, as it also helps overcome aliasing, 
whilst retaining the higher resolution [241. We shall discuss the problems associated 
with low fill factor, and the micro-scanning technique that can be used to overcome 
them further in chapter 4. 
Fortunately, a high fill factor is often inherent in a hybrid design infrared array, 
where the potentially opaque diode and gate structures are on the underside of the 
chip, and the surface facing the incoming photons is free of obscuration. However, care 
must be taken that an extremely high fill factor does not lead to excessive pixel-to-pixel 
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crosstalk, and some small fraction may have to be sacrificed to a perimeter gate, which 
controls crosstalk. Even with such a gate, the SBRC array has an effective area 
fill 
factor in excess of 90% [1161. 
2.6 The SBRC 62 x 58 InSb + DRO array 
Infrared array technologies have matured considerably over the past few years, and the 
current state of the art is reviewed in a recent edition of Optical Engineering entitled 
`Infrared Focal Plane Arrays' [2]. A wide range of these technologies are at last becoming 
available to the astronomical community. An excellent overview of the detector arrays 
and the instrumentation based around them is to be found in the proceedings of a 
recent workshop held in March 1987, in Hilo, Hawaii entitled `Infrared Astronomy with 
Arrays' [165]. 
In the 1-5 µm region, the best array technology currently commercially available is 
the SBRC 62 x 58 InSb + DRO array. Manufactured by the Santa Barbara Research 
Center, this array is a hybrid type, with a backside illuminated InSb detector array 
bump-bonded to an X-Y addressed switched FET output multiplexer. This array is 
currently in use at UKIRT, NOAO, CTIO, and other sites, and is being considered for a 
range of new instrumentation, including spectrometers and space based cameras [98,41]. 
We shall be discussing this array in detail in the following chapter. 
2.7 Drives towards new technologies 
The development of new infrared array technologies is very rapid. Whilst much of the 
impetus is still military, an increasing amount of development work for astronomy is 
being undertaken. We shall briefly discuss these latter drives. 
The current astronomical drives are towards highly sensitive array detectors for use 
in space based instrumentation. Two major cryogenically cooled infrared space tele- 
scopes are being developed - NASA plan to fly the Space Infrared Telescope Facility 
(SIRTF) towards the middle of the 1990s [155], whilst the European Space Agency is 
already building ISO, the Infrared Space Observatory, due for launch in 1992/3 [76]. 
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Both projects rely heavily on the development of detector arrays for use in the ultra- 
low background environment of space, and are pushing the limits of the technology far 
beyond what is required for ground-based use [156,127]. In addition, second generation 
instruments are already being developed for the Hubble Space Telescope, with an em- 
phasis on short wavelength detector arrays, as the HST is not a cryogenically cooled 
telescope. Finally, infrared arrays will be required for the proposed Large Deployable 
Reflector (LDR) space telescope [156]. 
In all cases, the technology developed will undoubtedly be applied to ground-based 
astronomy, both during the test phases, and beyond. Also to be considered from the 
ground-based perspective is the next generation of large telescopes, some already being 
built, and many in the planning stages. Virtually all of these telescopes are being 
designed with both optical and infrared instrumentation in mind, and infrared cameras 





The SBRC array model 
3.1 Introduction 
In this chapter we shall discuss some of the semiconductor physics that describes the 
operation of the SIIRC array. The SIIRC array is a hybrid type -- it comprises a 62 x 58 
array of photo-voltaic diodes implanted into bulk indium antimoulde, and a silicon 
multiplexer chip that employs the direct read-out (DRO) technique (manufactured by 
Hughes Carlsbad and known as the CRC228). At SIIRC, the InSb array is turned 
over, and bump-bonded to the DRO via indium interconnects. The InSb is illuminated 
from the back, through the bulk material, and thus must be thin enough to allow 
charge carriers generated in the bulk to diffuse to the p-n junction, where they are 
detected. The thinning is done mechanically, after the InSb array has been bonded to 
the DRO multiplexer. An epoxy resin is used to fill the space between the two arrays, 
and to relieve the stress caused by the thinning process. Figure 3.1 shows a schematic 
representation of the physical layout of the SBRC array. The architecture of the SDRC 
array has consequences for its use in infrared astronomy, most importantly with regards 
the linearity of the device. The SBRC array has an inherently non-linear response to 
varying levels of photon illumination, and independently, the dark current generation 
rate is also non-linear. Eliminating the combination of these two effects is of prime 
importance to the astronomical user, who is interested in the accurate determination of 
the relative brightnesses of sources across a 
large dynamic range. 
In order to assess the varying degree of non-linearity, 
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Figure 3.1: Physical layout of the SBRC array 
model of the array circuitry, allowing various input parameters to be presented to the 
model, each set identifying a likely observing regime. Secondly, the development of such 
a model will aid the search for a suitable linearisation algorithm. Thirdly, such a model 
can be used in the overall simulation system SIRCAM, as described in chapter 4, as 
part of the overall goal of deriving predicted system sensitivities. 
3.2 Circuit outline 
The designers of 2-dimensional arrays of detectors are faced with the same basic problem 
as applies to all detectors - how to turn the photo-generated current into a measurable 
output. As we have seen previously, progress in single element detector technology 
led to the development of DC stable systems, and the use of integrating pre-amplifiers 
in which current produced in a PV InSb diode is integrated as a voltage ramp on a 
capacitor. The change in the charge stored between the start and finish of a defined 
integration period is a measure of the current flowing in the diode, and thence the level 
of illuminating photon flux during that same integration period. ' 
Given the multiplexed nature of 2-dimensional arrays, it is easily seen that observing 
54 
i 










Detector Output Ill 
substrate 
Vi 
Figure 3.2: Unit cell diagrams for the SBRC array 
efficiency is greatly enhanced if the photo-current can be similarly integrated, such that 
all pixels are simultaneously making measurements during the cycle time necessary to 
read out the whole array sequentially. The complexity of such integrating circuitry is 
limited however by the need to provide such a circuit for each diode within the centre 
to centre spacing of the detectors. Hence the circuitry tends to be simple. 
One such simple circuit is known as the Source Follower per Detector (SFD), also 
known as the Direct Readout (DRO) circuit. This circuit is easy to operate and will 
fit into a suitably small area (<_ 40µm [66]). The particular DRO circuit circuit used 
to readout the SBRC array is the CRC228, developed by Hughes Carlsbad Research 
Center, a sister division of SBRC. Figure 3.2 shows the unit cell circuit for InSb diode 
array and CRC228, and the equivalent unit cell diagram we shall use whilst developing 
our detector model. 
Examining these figures, the theory of operation may be seen. At the beginning of 
an integration period, the reset switch is dosed, back biasing the detector to an initial 
voltage V,, and charging up the effective capacitances C& j and CFET. The reset switch is 
then opened. The currents generated in the diode are Iph,, t,,,, due to incoming photons, 
and 'dark, the dark current. These act to discharge the capacitance. After a certain 
Tphoton 
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integration time the output voltage, Vj;,, ai, is sampled, indicating the voltage remaining 
on the circuit. The detectors may be reset at this point to start a new integration. There 
is a non-destructive read out option, where the voltage is sampled without resetting the 
detector. Taking the difference between the voltages sampled at the beginning and end 
of the integration period should, in principle, allow the magnitude of Ipri,,, +I rk to 
be deduced. It should be noted that two output lines are used in the CRC228, such 
that pairs of columns are read out simultaneously. 
However, as we shall see, both Idark and Cd t are functions of the bias voltage Y, 
and by definition in this circuit, the bias voltage changes during an integration. Thus 
the discharge of the total node capacitance is not trivially described. 
We now examine the equation of discharge for the unit cell. We are concerned with 
the voltage sampled at the MOSFET, and thus with the rate of change of this voltage, 
dV/dt. This work follows from previous work by Vampola [149] for other detector 
systems, and additional work by Minshull and Dotts [104], all at SDitC. 
The charge Q on the circuit is given by the product of the capacitance and voltage : 
Q=Cxv 
By differentiation we obtain : 
(3.1) 
dQ = CdV+ VdC 








The change in the charge, dQ, is due to the flow of a current Idet, for a time dt. Thus : 
dQ = Id gdt 






(3.4) dt C+v ) 
This is the basic `equation of motion' for the unit cell discharge. We next investigate 
the nature of the components of this equation. We have adopted the convention that a 
reverse bias has negative sign. As we shall see 
below, in reverse bias, the detector current 
has negative sign. Thus, in order to make the reverse 
bias discharge towards zero, we 
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require the signs as shown. Throughout the following analysis, we shall maintain the 
convention that a reverse bias voltage has a negative sign. 
3.3 Detector current 
The detector current, Idet, has two components, namely 
Idark, the dark current, and 
Iphoton, the photo-generated current. The use of a minus sign rather than a plus sign 
here is explained later (see page 72). 
Idet = Idark -'photon 
(3.5) 
3.3.1 Dark current 
The dark current, Ij, k, is seen in the absence of 
incoming photon illumination, and is 
due to thermal generation of charge carriers within the semiconductor. We shall analyse 
the two main components of the dark current, namely the diffusion current and the 
generation-recombination (G-R) current. 
We shall specifically exclude other sources of 
dark current, including general surface effects, and bulk and surface tunnelling currents. 
These latter effects are hard to treat analytically, but may in fact become the dominant 
sources of dark current below 40K in InSb [142]. Section 3.3.2 briefly examines these 
other current sources, and derives an order of magnitude estimate for one, namely 
tunneling current. 
3.3.1.1 Diffusion current 
Diffusion current arises when carriers are generated or recombine in the bulk semicon- 
ductor material, away from the p-n junction. Without the influence of an electric field 
to move them, the carriers diffuse through the material. In a detector under reverse 
bias, minority carriers arriving near the depletion region will then be swept across the 
junction by the electric field present there, generating a reverse current. Under forward 
bias, majority carriers arriving at the junction will see a reduced potential barrier, and 
they will be swept across the junction. Arriving at the other side of the junction, the 
majority carriers now become minority carriers; they combine with majority carriers 
57 
supplied at the front contact, and result in a forward current. 
The diffusion current may be written as [149] : 




where V is the detector bias, Vt is the `thermal voltage' (kT/q), and Iodi ff 
is given by : 
Iod; 
» NA 




where Adt is the detector area 
n; is the intrinsic carrier concentration 
k is Boltzmann's constant 
T is the detector temperature 
q is the electronic charge 
µ = D,, /Vi, where D. is the minority carrier diffusivity on the n side of 
the p-n junction 
µp = Dp/V , where Dp 
is the minority carrier diffusivity on the p side of 
the p-n junction 
r is the minority carrier lifetime on the n side 
rp is the minority carrier lifetime on the p side 
ND is the ionized donor concentration on the n side 
NA is the ionized donor concentration on the p side 
These equations show the functional dependence of the diffusion current. Of note is 
that : 
" Iod; » 
depends on p,,, µp, r,,, rp these parameters are process dependent and dif- 
ficult to control 
" IOd; fj 
depends on ND, NA-these parameters are optimisable during processing, 
and may be altered in order to reduce the dark current 
" Iod; ff is proportional 
to n, 2, the square of the intrinsic carrier concentration-this 
; ,: is an important point which we shall return 
to later, 
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3.3.1.2 Generation-recombination (G-R) current 
Generation-recombination, or G-R current arises in the depletion region of the p-n 
junction, due to the emission and capture of charge carriers through mid-band traps 
(see (167, page 98] and [134, pages 35,89]). Both the minority and majority carriers are 
detected, as they are swept out of the depletion region in opposite directions by the 
electric field. The general form of the current is given by [149] : 
IG-R = IOG_R(1- V/V6i)2 (ev/zv* -1) (3.8) 
with'00_k given by : 
Ioa_R - 
Adetn" V `2e, (1+1 ll 
2r Lq `Na Nn /1 
(3.9) 
where Vb; is the diode built-in voltage (see below) 
ro is the effective depletion region minority carrier lifetime 
ej is the static dielectric constant for the given semiconductor 
material (= 17.7eo for InSb) 
co is the permittivity of free space (= 8.854 x 10.12 F/m) 
Note the similarity between the form of the G-R current and the previous equation for 
diffusion current. The extra factors of two that appear in the G-R current are due to 
the fact that both the minority and majority carriers are detected, as opposed to only 
one or other, depending on the sign of the bias, being sensed in diffusion current. The 
additional term (1- V/Vb, )1/2 in the G-R current is due to the fact that it arises in the 
depletion region. Thus the magnitude of the G-R current will depend on the volume of 
the depletion region, and thence, for a fixed detector area, the width of the depletion 
region. This width, W, of an abrupt junction is given by [134, page 529] : 
W-[! f. (i-V/Vb)I NA + 
Nn/J 
(3.10) 
As we shall see later, the typical SBRC doping gives an acceptor doping level (NA) 
about 104 times larger than the donor doping level (ND), and it is safe to assume the 
abrupt junction approximation in these circumstances. The width of a junction with 
these doping levels is around 1 pm at a reverse bias of -250 mV. This equation gives us 
the (1 - V/V, )1/2 dependence of the G-R current. Note also the critical dissimilarity 
between the form of the diffusion and G"R currents - the former is proportional to n; 2, 
and the latter to n, only. This will be shown to be of great importance later. 
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3.3.1.3 Total dark current 
Combining the diffusion and G-R currents, we obtain the total dark current, Idark 
Idark = Iod; ff(eV/Vt - 1) + Ioc_R(1- V/Vb; )' (e%'/2 -1) (3.11) 
Next we shall rewrite the forms of Iod; ll and I00_R in more accessible terms, 
in particular 
Ro, the dynamic detector impedance. 
3.3.1.4 Dynamic detector impedance 
The dynamic detector impedance at zero bias, or R0, is obtained by evaluating the 
derivative of the the detector current I with respect to the voltage V at zero bias thus : 
IO-1 =I (3.12) dV V=o 
Differentiating equation 3.11, with respect to V, and evaluating the result at zero bias, 
we obtain: 






ýIoai» + IoG-R/2) (3.13) 
Thus we obtain . R0, the dynamic detector impedance at zero bias as : 
p_ =(( 
2V (3.14) aý 2I0dilf +I00-R) 
Now, jumping ahead slightly, we will take it that Ro is a highly temperature sensitive 
parameter. As we shall see, & depends on n;, the intrinsic charge carrier concentration, 
which as we shall also see, has a strong temperature dependence. As noted earlier, the 
two dark current mechanisms have different dependencies on n;, and thus different 
dependences on the detector temperature. We shall now introduce the concept of two 
dynamic detector impedances, one each for diffusion and G-It current. The combined 
Ro will be a superposition of the two in parallel. We will see that there are two separate 
temperature regimes in which diffusion and G"R current dominate, and within these 
regimes, the combined Ro will reduce effectively to that of the dominant current. Thus, 
for the two regimes, we obtain : 
= I0"""" 








Rearranging and substituting into equations 3.6 and 3.8, we have : 
Idsff 
V 
(eV/VO -1) (3.17) 
diff 
Ic-R = p2V (1- V/V6; )ß (ev/2"t - 1) (3.18) ROG-R 
3.3.1.5 Temperature dependence 
We have already mentioned that the dark current is dependent on the temperature, and 
we shall now examine this topic more rigorously. 
In equations 3.17 and 3.18, the temperature dependent parameters are V, Vb , and 
most importantly, R0. We see why when we examine the explicit forms of these param- 
eters. The `thermal voltage', V, is defined as : 
V- kT/q 
The diode built-in potential, Vb,, is given by : 
(3.19) 
Vb; =V 1n 
NAND) (3.20) 
n; 2 / 
This is the built-in potential for an abrupt junction rather than a continuous junction 
(see [134, page 75]), applicable to SBRC diodes as mentioned previously. By rearranging 





3.21 dr» Adetgni2 NA ND 
() 
4V ro [Les 11 ll 2 (3.22) eR Ades Mbil 4'" NA 
+ ND/J 4 
Examining these four equations, we see that Y has a linear dependence on the tem- 
perature T; V; depends on T via V and ln(1/n; 2) - these two dependences roughly 
cancel (see figure 3.4)., As mentioned earlier, Rodill, has has, a dependence on =1/n; 2, 
whereas Rae_R depends on 1/n; only. As we shall now-see, it is the intrinsic carrier 
concentration, n,, that is the critical parameter in controlling the two Ro s, and thus 
the two corresponding k'dark"currents, due'to a very strong temperature*dependence: 
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The intrinsic carrier concentration, n;, is given by Yang [167, pages 12 and 13] as : 
22 , 
*, 27rmpkT 'E kT ni =2 
(27rmkT\ 
h2 h2 eý- a/ 
) (3.23) 
where mit is the effective mass of the minority carriers on the n side of the junction 
(electrons) 
mp is the effective mass of the minority carriers on the p side of the junction 
(holes) 
E. is the semiconductor bandgap 
h is Planck's constant 
The effective mass constants for InSb are [134, pages 847,849 : 
mit = 0.015 me 
mp=0.390m, 
where m, is the mass of an electron, 9.11 x 10-31 kg. 
It is worth noting here that the bandgap of semiconductors is, in general, slightly tem- 
perature dependent, often represented empirically with an equation of the form : 
Eg=Ego+OT (3.24) 
For indium antimonide the empirically determined constants Ego and ß are 0.24 eV 
and -2 x 10-4 eV respectively (where 1 eV = 1.6 x 10-19 J) [149]. Using these values, 
we can derive the intrinsic charge carrier concentration, n;, for InSb as a function of 
temperature, T, including the temperature dependence of E9, thus : 
ni = 3.26 x 1O14Tz e(-1400/T) 
[cm-3] (3.25) 
Note the use of the unit cm'3 for n; - it is not an SI unit, but is used here, as it is the 
semiconductor industry standard. Figure 3.3 shows the steep temperature dependence 
of n; for InSb across the temperature region in which the SBRC array is typically 
operated. 
Now we can substitute for n; in equations 3.21 and 3.22, in order to examine the 
explicit temperature dependence of Ro,; 11 and Rea_R for InSb. 
k/ )2 (F 
n 
/701 'ýlýPl TPý s 
-1 














30 35 40 45 50 
Temperature (K) 




4k7-o 1+123.27) [2Ea( 
--3.26 
X NA ND 
Although there is a temperature dependence in Va;, it is relatively slight. Figure 
3.4 shows the variation of built-in diode voltage VbJ with temperature for an InSb p-n 
junction with typical SBRC doping levels of NA = 1019 cm`3 and ND = 1015 cm'3. 
It can be seen that Va does not change by more than 20% across a wide range of 
operating temperatures -- as the V term in equation 3.20 decreases with temperature, 
the ln(NAND/n; 2) term increases, with approximate cancellation between the two. 
Thus it is the temperature dependencies arising from n; that are dominant in de- 
termining the changes in dark current with temperature. We can collect the essentially 
constant terms in order to simplify equations 3.26 and 3.27. 
Rodill = Kd, ffx T_ 
i e(2800/T) (3.28) 
Roa_R = KG_fl x T-2 e(1400m (3.29) 
The values of Ifdif f and Kc_R are approximately constant with temperature and are 





1.06 x 1029Ade: NA ND 
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Figure 3.4: Temperature dependence of the built-in diode voltage 
KG-R = 
4kro 2c. 
+ TO J2 3.26 x 1014Adag2Vjs Lq \NA 
However, we rarely have sufficiently detailed knowledge of the manufacture and process- 
ing of the semiconductor material to be able to calculate the values of Kd; f1 and IKK_R 
from the material constants, as given above. Rather, we tend to make measurements of 
the actual detector Ro at a few fixed temperatures, and then use the previous equations 





T-; e(2soo/T) (3.30) 
(To- 
2 e(2800/To ) 
Roa_R (T) _ 
ROo-R (To) 




where Rad. ff 
(To) and Roo-j, (To) are the values of Rod; ff and Roo-it measured at a 
fixed temperature To. In practice, this entails taking advantage of the fact that diffusion 
and G-R current dominate in separate temperature regimes as mentioned earlier, and 
that measuring the total Ro in either regime will effectively measure just the dominant 
impedance for that regime. 
Figure 3.5 shows the cumulative'R0 for InSb across a range of temperatures, as- 
suming values of Rad; l, =2X 105 fl/pixel at 140 K and Roa_R ='1010 St/pixel'at 77 K. 
64 



















(RO)G_R of 77 K- 1010 0/pixel 
(RO)aIH (RO)eift at 140 K-2x IOS 0/pixel 
Pixel area - 65µm x 65µm 





60 80 100 120 140 160 180 
Temperature (K) 
Figure 3.5: Temperature dependence of the dynamic detector impedances 
These values are typical of the Ro's measured for SBRC processed InSb diodes of area 




Figure 3.6 shows the relative contributions to the dark current by the diffusion and 
G-R currents as a function of temperature for the same detector parameters. We can 
see that above about 130 K we are dominated by diffusion current. As the detector is 
cooled, the charge carrier concentration, n;, drops off steeply, and the diffusion current, 
depending on n12, decreases more rapidly than the G-R current, which depends on 
n;. Between 110K and 40K, it is G-R current that dominates. Figure 3.7 shows the 
predicted number of G-R dark current electrons generated per second as a function of 
temperature in an SBRC InSb diode, with a typical Rao_R at 77 K of 1010 fl/pixel, and 
at a typical mid-well reverse bias of -100 mV. We can see that the model predicts 
currents on the order of 107e-/second/pixel at 77K, and for a typical well-depth of 
106 e-, the array would have to be read-out ten times a second in order to prevent the 
diodes saturating. Thus, operating the array at liquid nitrogen temperatures (77 K) 
would be highly unsatisfactory, and lower temperatures must be used. Around 60K, 
the dark current is decreasing dramatically, by about an order of magnitude for every 
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Figure 3.6: Temperature dependence of the dark current 
5K temperature drop. 
3.3.2 Low temperature dark current sources 
180 
If the dark current were due to generation-recombination and diffusion mechanisms 
alone, then figure 3.7 shows us that it should be less than 1 e-/sec/pix at 40 K. However, 
it is known that significantly larger dark currents are present at this temperature, and 
well below. At 35K, the actual dark current is on the order of 100 e-/s/pix at a 
reverse bias of 250 mV (McLean, private communication), and SBRC have measured 
dark currents in the range 25-125 e-/s/pix at 7K (Hoffman, private communication). 
To account for the dark current observed at these low temperatures, we must find 
mechanisms other than diffusion and generation-recombination. 
Such a dark current source should be non-thermal, and roughly independent of detec- 
tor temperature, given the approximate constancy between 35 and 7 K. Several possible 
non-thermal sources can be identified in this particular kind of detector array [142] : 
" band-to-band tunneling 
(RO)a_a at 77 K- 10'0 0/Pixel 
(RO)ajrr of 140 K-2x 105 0/pixel 
Pixel area - 65µm x 65µm 
Acceptor concentration - 1019 cm -3 
Donor concentration - 1015 cm-3 
Detector bias - -100 millivolts 
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Acceptor concentration - 1019 cm 3 
Donor concentration - 1015 cm -3 
Detector Was - -100 millivolts 
Temperature (K) 
Figure 3.7: Temperature dependence of the G-R current in InSb 
" trap-assisted tunneling 
9 surface region tunneling 
. surface leakage 
" leakage through the gate oxide 
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Although the basic physics behind these mechanisms is understood, they cannot easily 
be characterised, as their magnitudes are critically dependent upon the material pa- 
rameters and fabrication design of a given detector. However, following the work of 
Thom and Yang [142], we can at least examine the first of these mechanisms, band-to- 
band tunneling current, and attempt to discover whether the observed dark current is 
consistent in magnitude and behaviour with that mechanism. 
Band-to-band tunneling is a quantum phenomenon, and detailed discussions are 
to be found elsewhere [167, p. 100)[134, p. 513]. Briefly, tunneling occurs in heavily 
doped p-n junctions, where the Fermi level lies within the conduction or valence band, 
and when there are electrons in the n-type conduction band with the same energy as 
empty states in the p-type valence band, as shown in figure 3.8 for forward bias. If the 
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Figure 3.8: Forward tunnelling Figure 3.9: Reverse tunnelling 
depletion region has a large enough electric field across it, there is a finite possibility that 
an n-type conduction band electron will quantum tunnel its way through the potential 
barrier into an empty state in the p-type valence band, resulting in a forward current. 
For a detector in reverse bias (the situation applicable here), the converse is true, and 
with p-type electrons having the same energy as empty conduction band states on the 
n-type side of the junction, a reverse current will flow under high enough reverse bias, 
as illustrated in figure 3.9. 
Apart from a slight dependence via the band gap energy E8 and the diode built- 
in potential VV;, tunneling current is roughly independent of temperature, as required. 
However, it is a strong function of the doping levels and reverse bias, which determine 
the electric field across the junction. We can adapt Thom and Yang's formula for the 
band-to-band tunneling current as follows 
_ 
q2m* MEV -rm* E exp Nt 
4 rh2E A 2hi ME 
e /second/pixel (3.33) 
det q 
where E is the maximum electric field of a plane step junction 
= 2(Vb; -V )1W Volts/metre 
M is the field factor (see below) rt 
The field factor M gives the ratio of the average electric field in a real detector to that 
which would be found in an ideal plane junction. M will be >- 1, as the theoretical field 
is always exceeded due to increased fields around the detector perimeter, junction curva- 
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ture and material non-uniformity. M must be empirically determined for each detector 
design, and has been measured as being 1.3 ± 0.2 for a large variety of detectors [142]. 
We will treat M as a free parameter in the following fit to the low temperature dark 
current seen in the SBRC array. 
Now we shall calculate the tunneling current for a given set of detector parameters, 
in order to see whether or not the actual detected dark current is consistent with this 
mechanism. Observed dark currents at 35 K for FPA061, a low-doped array, are approx- 
imately 100 e-/sec/pix at both 250 and 125 mV reverse bias. For a low-doped SBRC 
array, the applicable doping levels are NA = 1019 cm'3 and ND = 5x 1014 cm'3. We take 
a reverse bias of 250 mV, a temperature of 35 K, and a detector area of 65 x 65 pm. The 
junction width W is calculated to be 1.4µm, and the electric field E as 7.1 x 105 V/m. 
The bandgap Eg is 0.223 eV at 35 K. This reduces equation 3.33 to 
Nt = -8.51 X 1019 M exp[-103.55/M] e-/second/pixel (3.34) 
The number of electrons generated per second per pixel is very sensitive to the field factor 
M; for M=1.1, Nt = 10-21 e-/sec/pix, and for M=1.5, *t = 10-10 e-/sec/pix - 
thus across the range of possible values of the fitting parameter M, the tunneling 
current changes by eleven orders of magnitude. However, it is immediately obvious 
that the predicted dark currents are far too small to account for the observed dark 
current. Additionally, calculating a value of Nt for a similar set of model parameters, 
but lowering the reverse bias to 125 mV, the dark current drops by over five orders of 
magnitude for any given value of M, again inconsistent with the observed approximate 
constancy of dark current versus reverse bias. 
We must conclude that the residual dark current seen in the SBRC array is not 
due to band-to-band tunneling. The other possible mechanisms listed above, although 
understood theoretically, are very difficult to quantify, as they are extremely detector 
dependent. However, effects associated with the detector surface, and with structures 
surrounding the detector could easily lead to currents of the observed magnitude. The 
invariance of the dark current with reverse bias would indicate an effect associated with 
some parameter that remains fixed as a function of reverse bias, ' the gate voltage for 
example, which controls the surface potential, and thence surface leakages. The study, 
of surface leakage mechanisms and their, control via the gate voltage are discussed 
detail elsewhere [121, p. 220-223. 
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Finally, there is the possibility that the residual dark current may in fact be due to 
photons, either a low level leak from outside the cryostat getting past the blanked off 
filter wheels that are used when making a dark current measurement, or some internal 
source, such as a wire, or a leak from the preamplifier. This possibility can be tested 
by making dark current measurements with a cold cover placed directly over the array. 
Such a test has not yet been performed at the UKIRT since the delivery of the science 
grade arrays. 
3.3.3 Summary of dark current mechanisms 
In astronomy, we are often dealing with far lower photon backgrounds than those typi- 
cal for detectors in terrestrial applications. Thus we wish to reduce the dark current as 
much as possible, in order that it should not be the dominant background current. Very 
low dark currents (N 10-100e-/second/pixel) are achievable for InSb detectors at tem- 
peratures within the range 4-77 K, that is, temperatures achievable with liquid nitrogen 
and helium. As discussed above, the SBRC arrays have demonstrated dark currents as 
low as 100 e-/sec/pixel at 35 K, at which point G-R current has disappeared, and other 
effects have become dominant. By cooling further, the total dark current should con- 
tinue to fall, albeit with a less steep dependence than for G-R current. Therefore further 
cooling should, in principle, bring further sensitivity gains. There are several reasons 
why this is not done however. Firstly, there is some evidence that the quantum efficiency 
of incorrectly processed InSb may begin to fall off steeply with temperature, and this 
effect should be avoided [126]. Secondly, the silicon multiplexer may begin to behave 
strangely at excessively low temperatures -this is the so-called ̀ silicon freeze-out', 
and staying above 30K will reduce the chance of this happening. Both these effects 
have been overcome in the most recent SBRC arrays : the quantum efficiency remains 
high well below 30 K, and even though the multiplexer does freeze out at about 30 K, 
it recovers below 20 K and has been seen to function well at temperatures even as low 
as 3.2 K (Hoffman, private communication).. The main reason for not operating below 
30 K however is simply that, for devices employed in ground based imaging camera sys- 
tems at least, a dark current around 200 e7/sec/pixel will be well below the background 
, photo-current for all but the most extremely, high spatial and spectral resolutions, at, 
short wavelengths, and therefore further cooling is unnecessar ' 'ý 
.,. 
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This will not necessarily be the case for space based cameras or ground based high 
resolution spectrometers however. The dark current problem needs to be re-evaluated 
for instances where the expected background photon flux may be on the order of 1 pho- 
ton/sec/pixel. Extra cooling may prove the answer, but also, careful choice of detector 
semiconductor will be important. Equation 3.23 showed that the square of the intrinsic 
carrier concentration (n; 2) increases exponentially as the semiconductor bandgap de- 
creases. As we have seen, diffusion current depends on n'2, and G-R current on n;, so 
therefore using 1-514m detectors in a2 pm spectrometer, for example, will mean unnec- 
essarily integrating excess dark current that arises due to the small bandgap that gives 
the 5 µm photon cutoff. Choosing a detector material with a 2.5 µm wavelength cutoff 
(e. g. HgCdTe) will reduce the dark current accordingly. Thus, matching the detector 
material precisely to the wavelength region of interest will be of greater importance in 
ultra low background instrumentation, in order to beat the dark current problem. 
3.3.4 Photo-current 
The second component of the total diode current arises when the diode is exposed to 
illumination. Photons with energy greater than or equal to the semiconductor bandgap 
(Ey > Eg) hitting the diode will create an electron-hole pair, with a fractional efficiency 
rj, known as the quantum efficiency. Diffusion will take the photo-excited charge carriers 
towards the p-n junction, where the junction electric field will separate them. With 
no external circuit attached to the diode, no current can flow; the photo-generated 
charge carriers collect on either side of the junction, causing a shift in the diode Fermi 
potentials - this voltage change is the open circuit voltage [167, p. 150]. With an 
external circuit, a current may flow. Under zero external bias, a current will flow - 
this is the short circuit current. The magnitude of the photo-current is simply : 
'photon = %I0 
where t is the quantum efficiency 
0 is the flux per pixel of photons with E., > E9 
(3.35) 
The photo-current, Iphoto,,, is generally regarded as a linear superposition on the dark 
current, Idark, and independent of detector bias, V. In the convention we have adopted, 
the photo-current has negative sign if the positive direction is taken to be the direction 
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of flow of the dark current under forward bias. Hence the minus sign in equation 3.5, 
which we restate here : 
Idet(V) = Idark(V) -'photon 
It is these assumptions that the photo-current depends linearly on the photon flux, 0, is 
independent of the diode bias, V, and also that highly linear feedback resistors are used, 
that leads to the linearity of AC-coupled single element InSb detectors. Additionally, 
such detectors are typically operated near zero bias, which minimises the influence of 
dark current and reduces 11f noise. Note however, that these assumptions are not 
always valid. It is known that they may break down under high flux illumination 
levels, and also when G-R current is a significant contributor to the overall dark current 
(see [121, p. 228]). However, equation 3.5 can still apply under most circumstances 
despite these effects, and we shall assume the equation to be valid. 
3.3.5 Detector I-V curves 
In this section, we shall present some current versus voltage (or I-V) curves calculated 
from the model developed so far. In order to derive some representative curves, we have 
taken the following detector parameters, known to be typical of individual InSb diodes 
in normally doped SBRC 62 x 58 arrays [149,142] : 
Junction area = 65µm x 651jm 
Rod; 
» =2X 105 fl/pixel (at 140 K) 
Roo_R = 1010 St/pixel (at 77 K) 
NA = 1019cui-3 
ND = 1015 cm-3 
q=0.7 
Before we proceed, note again the convention that reverse bias voltages have negative 
sign, and that negative dark current flows for a reverse bias on the detector. 
Figure 3.10 shows an I-V curve for an unilluminated p-n junction at a temperature 
of 140 K, such that diffusion current dominates. Note that, as for all unilluminated 
diodes, the curve passes through the origin, i. e. no dark current is generated in an 
unbiased diode. Also note that, after the diode is at a sufficiently large reverse bias, the 
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Figure 3.10: I-V curve for an uniluminated diffusion current dominated diode 
exponential term in equation 3.6 tends to 0, such that the diffusion current saturates 
at -Lodi f f. That is, the dark current becomes independent of the reverse bias, at high 
temperatures, and at sufficiently high reverse bias. 
Figure 3.11 shows an I-V curve for an unilluminated diode at 50 K, where G-It 
current is dominant. Again, the curve passes through the origin, but as the reverse 
bias is increased, the dark current does not stop increasing. This is because, after the 
exponential term in equation 3.8 has saturated, the (1- V/Vb; )1/2 term continues to 
grow, as the width of the depletion region grows with reverse bias. This implies that, 
at temperatures between 40 and 100 K, where G-R is the dominant current source, the 
dark current is a function of the reverse bias and therefore changes as the diode is 
discharged. This is the non-linearity in the dark current mentioned at the beginning of 
the chapter. 
Figure 3.12 illustrates the effect of illuminating the p-n junction with photons, with 
the detector at 50 K, where G-R current is dominant but small. The photo-current is 
just a linear superposition on the dark current, as discussed above, and displacing the 
I-V curve to more negative currents. As. we shall see later, ̀ when in reverse bias, the., 
dark current and photo-current act together to discharge the diode, but when discharged 
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Figure 3.11: I-V curve for an unilluminated G-R current dominated diode 
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Figure 3.12: I-V curve for an illuminated diode 
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and passing through zero bias, the dark current and photo-current will begin to flow in 
opposite directions, ending in a balance where no net current flows. On the I-V curve, 
this is seen as the point on the positive V axis where I=0, and is equivalent to the 
open circuit voltage. This effect is seen to be of consequence later. Finally, at zero bias, 
note how the I-V curve is displaced below the zero current axis - this is the short 
circuit current. 
3.4 Detector capacitance 
We have now dealt with the detector current, Idee, the top term in equation 3.4, and 
next we must deal with the term on the bottom, that due to the detector capacitance. 
There are four main contributions to the total capacitance of the detector we outlined 
in section 3.2. These are due to the gate and junction capacitances of the diode itself, 
the capacitance of the readout MOSFET beneath, and any stray capacitances coupled 
into the circuit. 
Ctota! = Cfn + Cgate + CFET + Crtray (3.36) 
The magnitude of the detector gate capacitance, Cgaie, depends on the length of the 
perimeter of the detector and the gate voltage, but is independent of the bias. Thus it is 
constant throughout an integration. The gate capacitance for a single SBRC array pixel 
has been measured to be N 0.3 pF (Hoffman, private communication). The capacitance 
of the silicon MOSFET, CFET, is also fixed with respect to the detector bias, and is small 
relative to the junction capacitance of the detector itself. The MOSFET and any stray 
capacitances have been found to total N 0.05 pF (Hoffman, private communication). 
The junction capacitance, Cj,,, is the largest component of the total capacitance, and 
as it is a function of the detector bias, it is the major source of non-linearity. We shall 
examine it next in detail. 
3.4.1 Junction'capacitanceý`ý` `ý"ý 
The p-n junction acts like a parallel plate capacitor, storing charge when a voltage is 
placed across it. The " capacitance is afunction of the area of the detector, 'Adet, the 
width of the junction, W, and of the'-static dielectric constant of the material in the 
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junction, e., [134] : 
Es Adet can =W (3.37) 
As the width W is a function of the reverse bias V (equation 3.10), the junction capac- 
itance changes with the reverse bias : 
1ý 




= Adet L2vbi& 
ýE 
+1 
(1- V/Vbi) s (3.38) 
Figure 3.13 shows the change in capacitance with reverse bias for a single SBRC array 
pixel with typical parameters. Note that it is this change in capacitance that is the 
primary cause of detector non-linearity in photon dominated regimes (i. e. Idark ^' 0), 
and some indication of the scale of the non-linearity can be deduced from the change 
in capacitance seen in this figure. The other important parameter in determining the 
junction capacitance is the donor doping concentration ND, although this obviously 
remains fixed for a given temperature. From figure 3.14, we can see that the junction 
capacitance drops with the donor concentration. A so-called normally doped array has 
ND = 1015 cm'3, and has a junction capacitance of about 0.7pF, whereas a low doped 
array has ND N4X 1014 cm'3, with a lower junction capacitance of 0.4 pF. The main 
consequence of lower doping is to reduce the junction capacitance, which in turn leads 
to lower read noise due to a reduced kTC component; smaller charge storage capacity 
as discussed below; and lower non-linearity, due to a decrease in the ratio of the bias 
dependent junction capacitance to the bias independent capacitance terms. Note finally 
that the junction capacitance is only weakly temperature dependent through Va;. 
3.4.2 Total capacitance 
Adding the bias dependent junction capacitance to the other smaller and fixed com- 
ponents, Cgate, CFET, and Catray, we obtain the total diode capacitance. Recalling 
equation 3.4, we also need to know the partial derivative of the capacitance with re- 
spect. to the bias. As only the junction capacitance is bias dependent, we differentiate 
equation 3.38 to obtain : 
___ _c 
qe, 3 (1- VlVaI) ' (3.3J) 8V 2 
[2Vbi3(t 
76 
Junction capacitance for an InSb p-n junction 
Pixel area - 65µm x 65µm 
Detector temperature - 50 K 
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Figure 3.13: Junction capacitance as a function of bias 
Junction capacitance for on InSb p-n junction 
Detector bins -- 250 millivolts 
Pixel area - 65µm x 65µm 
Detector temperature 50 K 
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Figure 3.14: Junction capacitance as a function of doping 
77, 
If we represent the fixed (bias independent) capacitances by a total capacitance Cj; s, 
and the junction capacitance at zero bias by CO, given as : 
i s 
Co = Adet 
[2vb( qE+ 3.40) 
ýi 




3.4.3 Charge storage capacity 
Before proceeding, another point worth noting briefly about the capacitance of the unit 
cell is that it effectively determines the storage capacity of the integrating detector, 
known as the `well depth'. Recalling equation 3.1, we see that the charge held on the 
diode Q, is proportional to the detector capacitance C, and the initial reverse bias V. 
During an integration period, dark and photo-generated electrons are created, and the 
total number of these electrons that we can ̀ store', i. e. the number of electrons required 
to discharge the reverse bias, is trivially found by ; 
We ll depth _CxV (3.42) 
q 
where q is the electronic charge. Obviously, as we have discussed above, the capacitance 
of an SBRC pixel changes as the diode discharges, and this simple relation is not exactly 
true. 
The other important parameters that help determine the well capacity are the doping 
levels, NA and ND. For high enough values of the acceptor concentration NA,, the 
depletion region can be considered to be an abrupt step junction, and the capacitance 
becomes a function of the smaller donor concentration only. Equations 3.38 and 3.20 
determine this dependence, and the charge storage capacity as 'a function of the donor 
concentration is shown in figure'3.15:: Note that for a normally doped SBRC array, 
ND 1015 CM-3, whilst for a low doped array, ND 4X 1014cm'3, corresponding to 
charge storage capacities of 1.6 X 106 e'' and 1.2 X 10g e7 respectively, ' each assuming a; ', 
fixed capacitance component of 0.35pF in addition to the junction capacitance. _ý ' 
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Figure 3.15: Charge storage capacity as a function of doping 
3.5 Overall detector discharge equation 
We are now in a position to write down an explicit form of equation 3.4, that is, the 
so-called ̀equation of motion', that describes the voltage discharge with time, of a single 










C1. +Co((1-V/Vb)-s +zyvb-j, (1-V/Va1) 
As we can see, the resulting model is non-trivial, and its derivation has revealed 
some interesting points, which we summarise here. 
" The dark current is not constant for all reverse biases. In the diffusion current 
dominated regime above 130 K, the dark current remains constant if the discharge 
is restricted, and the detector is reset before reaching (say) 40 millivolts reverse 
bias. In astronomical applications however, the detector temperature will always 
be below 77K. Between 77 and 40K, generation-recombination current will be 
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dominant. G-R current is not fixed at any point in reverse bias, due to the 
increasing width with reverse bias, of the depletion region in which the G-R current 
arises. 
" Even when the detector is highly photo-current dominated, and the non-linearity 
of the dark current becomes unimportant, the rate of detector discharge is still not 
a linear function of the incoming photon flux, due to the increase in the effective 
capacitance of the unit cell as the reverse bias is discharged. 
" There is considerable temperature dependence, particularly in the dark current 
terms. Even when the dark current is `frozen out', or negligible relative to the 
photo-current, there remains a weak temperature dependence in the detector ca- 
pacitance, via the diode built-in voltage, Vb;. Thus, in order to be able to hope to 
calibrate such devices, strict temperature control is essential, such that the various 
temperature dependent parameters remain as constant as possible throughout the 
astronomical and calibration observations. 
Next we shall examine some example diode discharge curves, both in terms of the 
instantaneous rate of voltage discharge (dV/dt), and the diode discharge as a function 
of time. 
3.5.1 Instantaneous diode discharge rate 
Here we look at example curves, showing the instantaneous rate of voltage discharge, 
dV/dt, for a single SBRC array pixel, as calculated from equation 3.43. For a completely 
linear detector, dV/dt would be constant - that is, as the detector integrated, the rate of 
change of the measured signal would be constant throughout the integration, neglecting 
variations due to inconstant photon fluxes for example. This is not the case for the 
SBRC detector. 
Figure 3.16 shows one extreme case, with an initial dark current 103 times larger 
than the photo-current. The model detector temperature was taken as 65 K to produce 
a large dark current (N 3.5 X 105 e-/second/pixel), and although this is a very large 
current, unlikely to be seen in practice, it is the ratio of dark current to photo-current 
that is important here. One situation in which such large dark currents may occur is 
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(Ra)a at 77 K 1010 0/Pixel 
Detector temperature - 65 K 
Pixel area - 65µm x 65µm 
Fixed capacitance - 0.35pF 
Acceptor concentration - 1019 cm -3 
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Photon flux per pixel - 500 y/s 
Quantum efficiency " 0.7 
Ratio of I., to initial Ia -1: 103 
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Figure 3.16: Instantaneous dV/dt - G-R dark current dominated 
when IRCAM is operated in stand-by mode. That is, with no liquid helium available, the 
detector would operate at pumped nitrogen temperatures, providing a low sensitivity 
survey mode for use in conjunction with other instruments. 
Note that the rate of discharge decreases by almost a factor of two between -250 
and -50 mV - the (1 - V/Vbj)1/2 factor in the width of the depletion region comes 
into effect twice, as both the dark current generation rate and the effective conversion 
of current to voltage change depend on this factor. Then, below -40 mV, the rate of 
discharge decreases exponentially, as the dark current falls away near zero bias. At zero 
bias, the rate of discharge is virtually zero, with a very small residual discharge due to 
the small photo-current. 
Figure 3.17 shows the opposite extreme, with a photo-current some 103 times greater 
than the initial dark current. This model uses a detector temperature of 50 K, giving a 
dark current on the order of 350 e- /second/pixel. Even though the detector temperature 
will generally be lower in practice, the actual dark current will not drop much lower for 
the SBRC array - essentially we are using an elevated detector temperature to simulate 
the currents independent of temperature (surface, tunnelling) which dominate the dark 
current below 45 K. Either way, the curve well illustrates the photo-current dominated 
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Detector temperature - 50 K 
Pixel area - 65µm x 65µm 
Fixed capacitance - 0.35pF 
Acceptor concentration " 101s CM -3 
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Photon flux per pixel -5x 105 y/s 
Quantum efficiency - 0.7 
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Figure 3.17: Instantaneous dV/dt - photo-current dominated 
0 
case. The value of photo-current chosen is typical of that which may be expected when 
imaging at K on the UKIßT, with large (2.4') pixels. 
The rate of discharge drops by a factor of only 50% in this example, between full 
reverse bias and zero bias, as the factor (1 - V/Va)1/2 is only seen once, due to the 
changing junction capacitance. The rate of discharge continues to fall passing through 
zero bias, but does not drop to zero. This has a consequence that we shall discuss 
shortly. 
The final example is given in figure 3.18, and shows the intermediate case, where 
dark and photo-current are equal. The resulting curve is simply a combination of the two 
previous examples, with the almost linear decrease in rate of diode discharge between 
full reverse bias and -50 mV, an exponential decay below -40 mV, but not zero on 
passing through zero bias. Note that this combination of dark and photo-currents is 
fairly typical of the situation that might arise=when imaging through a FabryPerot 
etalon, and that the discharge rate (N 10-4 V/s) implies a very long integration time to 
reach, say, half well (N 20 minutes). 
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Instantaneous dV/dt (discharge rate) for InSb + DRO detector 
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Figure 3.18: Instantaneous dV/dt - dark and photo-current equal 
3.5.2 Diode discharge curves 
Next we shall examine the discharge of a detector with time. For this a second order 
Runge-Kutta algorithm was used to numerically integrate dV/dt with respect to time. 
Taking the same three basic regimes outlined in the previous section (dark current 
dominated, photo-current dominated, and equal dark and photo-current), the following 
three figures show the voltage on a detector as a function of time. 
Figure 3.19 shows the dark current dominated case, with the same parameters as 
used in figure 3.16. Again, the chosen detector temperature of 65 K means a larger than 
usual dark current, and thus a shorter than usual diode discharge time. But, as stated 
above, it is the ratio of dark to photo-current that is important here. The curve is not 
straight, due to the non-linearity effects, and asymptotically approaches zero bias. In 
11 the limit of zero photo-current, the diode would fully discharge after an infinite time 
only, if G-R or diffusion were the only source of dark current. '-, 
Figure 3.20 shows the photo-current dominated case. The parameters are typical 
T 
of those likely to be encountered when imaging on the UKIRT at K with'a plate scale 
ypical of 2.4' /pixel, and the resulting diode discharge time of a few seconds is t of 
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Discharge of an InSb + ORO detector with time 
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Figure 3.19: Diode discharge with time - G-R dark current dominated 
integration times used under such conditions. Note how the diode discharges through 
zero bias, and then continues out into forward bias. The forward bias diode then 
generates forward dark current, i. e. in the opposite direction to that seen in reverse 
bias, and opposite to the photo-current. At some value of forward bias, depending upon 
the magnitude of the photo-current, and the temperature of the detector, the dark and 
photo-currents will balance, and the diode will remain fixed at this forward Was, not 
changing with time. Some of the consequences of this effect are discussed in the next 
section. Again, some qualitative measure of the non-linearity can be assessed from the 
deviation of the discharge curve from a straight line, the linear case. 
Finally, figure 3.21 shows the interim case, with dark and photo-currents roughly 
equal. Again, the diode discharges non-linearly, passing through zero bias before settling 
at some fixed forward bias saturation value. Note that the final forward bias value is less 
than for the previous case, where the photo-current was 103 times larger. As discussed 
above, this interim regime is typical of Fabry-Perot imaging, and the very long discharge 
time is confirmed. 
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Figure 3.20: Diode discharge with time - photo-current dominated 
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Figure 3.21: Diode discharge with time -- dark and photo-current equal 
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3.5.3 Forward bias saturation 
We have seen that a reverse biased diode illuminated with photons will not stop 
discharging at zero bias, but will in fact run to forward bias, where a final saturation 
value is reached when the forward bias gives enough forward dark current to balance 
the reverse photo-current. It has been suggested that leakage effects may prevent this 
phenomenon occurring, with the diode settling at zero bias. However, if the effect 
does occur, it raises the interesting possibility that some crude estimate of the source 
brightness may be obtained, even when the detector is saturated. 
There are two basic cases where saturation due to photo-current might be encoun- 
tered. Firstly, there is the case where both bright and faint objects are observed in the 
same field of view. Integrating long enough on-chip on the sky background to obtain 
background limited sensitivity on the fainter sources may well result in the brighter 
sources saturating. As the brighter sources are more likely to have had previous infra- 
red photometry, they would be useful as standards against which to calibrate the faint 
sources. 
The second case arises when the background is so bright that the array cannot be 
read out before saturation occurs. When photon background rates get very large, as is 
the case when thermal emission from the telescope and atmosphere is seen longward of 
3 µm, it is possible that the detector will completely discharge before the electronics have 
had time to read it out. For example, with a minimum read time for the full array of 
32 milliseconds, the current IRCAM system cannot handle photo-currents greater than 
about 3x 107 e-/second/pixel, assuming a well depth of about 106 e'. These limits are 
considerably exceeded when attempting broad band imaging longward of 4µm on the 
UKIR. T, with any reasonable pixel scale. 
Thus it might be thought that no photometric information could be obtained in 
either of these situations. However, by letting the array saturate, and by simply non- 
destructively reading the voltage on each pixel many times (i. e. many repeated mea- 
surements without resetting), it is possible that some indication of the magnitude of the 
photo-current can be derived from the forward saturation voltage. 
However, on further analysis, it appears that this capability would be of limited 
astronomical use. Figure 3.22 shows the final forward bias reached as a function of 
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Figure 3.22: Final saturation forward bias versus photon flux 
photon flux. We can see that for fluxes greater than 104 photons per second per pixel, 
the forward bias reached is proportional to the logarithm of the flux, explained by an 
exponential dependence of the forward dark current on the forward bias. A factor of 
ten increase in the photo-current brings only a 40% increase in the forward bias, and 
thus this method provides a very poor output signal contrast. In the situation where 
a bright source saturates well before the sky and fainter sources, it may prove possible 
to retrieve some limited photometry for the saturated brighter source. The second 
situation is worse for the following reason. At the thermal wavelengths where this 
technique would be applicable, the flux from astrophysical sources is extremely faint 
compared to the terrestrial background, and therefore combining this inherently low 
input signal contrast with the logarithmic form of the output signal contrast, it seems 
unlikely that this technique would be of any use. 
Finally, although this technique may be of some limited use in the former situation, 
we have not discussed the practical considerations uch as flat-fielding and linearisation 
in this highly non-linear region of the detector discharge curve. The difficulties that 




From the detector model derived in this chapter, we have seen why the SBRC array 
has a non-linear response to photon flux, and why the dark current is not a constant 
with respect to detector bias. From high thermal background imaging, to ultra-low 
background near-IR high resolution spectroscopy, and space borne imaging, there will 
be a range of situations where, say, the dark current may be dominant, or the source 
photons are minor perturbations on a high background, or the source photons cover a 
large dynamic range above both the dark current and background photo-current. All 
these situations may arise within the one instrument - IRCAM, for example, is capable 
of 3.5µm broad band imaging, where the photon background is very large; narrow band 
imaging at Br-1, with the detector cooled to 35 K, at which point a large range of source 
photon fluxes will dominate the low photon background and dark currents; and broad 
band H imaging in the standby survey mode, where liquid helium is unavailable, and 
the detector operates at a pumped nitrogen temperature of N 50 K, with dark current 
dominant. 
As an introduction to a quantitative assessment of the non-linearity, we have ob- 
tained some data which show the problem graphically. Figures 3.23 and 3.24 show the 
output signal as a function of time from an SBRC array illuminated with a flat and 
constant flux. The data in the former figure were measured for a low doped SBR. C 
array (FPA061) inside IRCAM, whilst the source of illumination was the inside of a 
warm cryostat cover seen through the K broad band filter. The data in the latter figure 
were generated using the detector model given in equation 3.43, using detector material 
parameters typical of a low doped array. In both figures, a linear extrapolation of the 
initial rate of change of output signal is compared with the actual output signal as a 
function of time. Whilst the units on the y-axes of the two figures are not directly com- 
parable, the most important points are that both used an initial reverse bias of -250 
millivolts, and that both discharged close to 80% of the full well. Thus they are directly 
comparable in terms of their deviation from linearity. 
We can see that the actual data and simulated data compare well, and that the non- 
linearity in both cases is smooth and well behaved. Thus we can be fairly confident that 
the modelling gives an accurate representation of the non-linearity in an actual device, 
and also that it should be possible to remove this smoothly varying non-linearity either 
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Figure 3.23: Measured non-linearity for a low doped SBRC array 
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Figure 3.24: Predicted non-linearity for a low doped SBRC array 
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by numerical or analytical techniques. 
Next we shall quantitatively evaluate the degree of non-linearity that may be ex- 
pected across the wide range of likely observational conditions, before examining some 
algorithms and calibration techniques that may be used to reduce the non-linearity. 
3.6.1 The linear case 
Firstly, we need to define 'non-linearity'. We do so by addressing the linear case, then 
defining non-linearity as a deviation from this linear case. 
In astronomy, we are concerned with finding the relative intensities of astronomical 
sources within an image, and across a series of images. The basic input parameter is the 
photon flux from the source arriving above the atmosphere for each pixel in an image. 
What the `system' gives us is an electrical signal, voltage for example, for each pixel in 
the image. The output signal is a function of the input photon flux the pixel quantum 
efficiency q (which we also use to conceal the atmospheric and optical transmission in 
this example), the dark current rd, the detector and system electrical gain G, and the 
system electronic offset 0. We define a totally linear system, in which the photo-current 
and dark current are independent, and where the signal S output after an integration 
time t is given by : 
S=0+ Gt(Id /q + no) (3.44) 
In the following analysis, we keep t fixed for all pixels, but all the other parameters may 
vary from pixel to pixel. In order to obtain the photon flux '0 from the signal S for a 
given pixel, we proceed as follows. 
Firstly, we abandon the idea of deriving the value of 0 in absolute units - this is 
difficult, and in astronomy we are largely concerned with relative measurements, with 
one or two key absolute calibrations to zero-point the measurements. We begin by 
integrating for time t in the dark, i. e. with no light falling on the array, in order to 
measure the detector dark current. This gives us a signal Sd : 
Sd =0+ Gt(Id. /q) (3.45) 
Next we integrate for the same time t on a flat field, i. e. a field for which the photon 
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flux of is the same for all pixels. The signal obtained is Sf : 
S1 =0+ Gt(Id I4 + -qc5j) (3.46) 
We now wish to reduce the three ̀ observations', S, Sd, and Sf to give the ratio 4/q5ß, 
a relative photon flux, such that all pixels in the array may be compared in terms of 
these linear units. First we subtract the `dark' observation from both the source and 
flat field frames : 
S- Sd = (0 + Gt(Id I4 + 1i0)) - (0 + Gt(Id I4)) 
= Gtgo (3.47) 
Sf - Sd = (0 + Gi(Id I4 + 1901)) - (0 + Gt(Id I4')) 
= Gtrjcbf (3.48) 






The image is now calibrated in relative photon flux units, with all pixel to pixel variations 
nominally removed. The final step is to remove the background photon flux 4b, due to 
non-astronomical thermal and non-thermal emission sources in the beam. After flat 
fielding, the background flux over the given image is determined to be 4b/cJ, and then 
the final relative astronomical intensity value in a given pixel 4' is : 
01 _ (0/0f) - (cb6/cf) (3.50) 
The values of ¢' across the image should now tell us the relative intensities of the 
astronomical sources within that image, if the conditions of linearity and parameter 
independence assumed are true. 
Thus, if two objects in the image have absolute extra-atmospheric intensities in the 
ratio 2: 1, then their calculated 01. values should be in the same ratio. - If in fact, after 
the reduction process outlined above, the ratio of the two values of 0' is (for example) 
'Mote that at this stage we would usually rescale the resulting image, multiplying it by the median 
value of a fixed region of the Si - Sa image in order to allow comparison between images calibrated 
with different flat field images we omit this resealing step here for clarity, its omission not affecting 
the final result 
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1.7: 1, then we could say the `system' was 30% non-linear. We can more formally say : 
For a system measuring two input photon fluxes c51 and ¢2, and outputting the values 
¢1 and c'z after reduction, we define the non-linearity r as : 
12 02- 
r=1- [(c -ßl1/( O1c1)l (3.51) 
This figure, r, is measure of the practical non-linearity of an astronomical system, i. e. 
it is the deviation from linearity after corrections for system offset, system gain, dark 
current, and quantum efficiency have been made on a per pixel basis, by a method 
that assumes a linear and independent system. It is a normalised non-linearity that is 
undefined when ý1 = 02, as opposed to the more usual definition, where this special 
case gives a non-linearity of zero. The definition presented here has the quality that 
for a non-linear system it reduces to zero nowhere, but will reduce to zero for a linear 
system. For the rest of this section, unless otherwise stated, any figure given relating 
to the non-linearity of a system will be taken to imply the parameter r as defined in 
equation 3.51. 
3.6.2 Non-linearity of the InSb + DRO array 
We have seen in this chapter that the SBRC InSb + DRO array is inherently non-linear 
in its response to photon illumination due to the dependence of the circuit capacitance on 
the discharging reverse bias. High photon fluxes give smaller output signals than would 
be anticipated by a linear scaling of the signal output by pixels illuminated by lower 
photon fluxes. The dependence of the dark current on the reverse bias complicates the 
situation further - the integrated dark current contribution to the total output signal 
of a pixel under high illumination will be less than for a pixel under low illumination, as 
the high flux will more rapidly discharge the reverse bias, thus making Ic_n decrease 
more quickly. 
Thus, the assumptions made in deriving the linear reduction procedure in the pre- 
vious section are not true for the SBRC array, and we would expect the non-linearity 
parameter, r, to be non-zero if that method were followed. 
We shall now examine the degree of non-linearity, r, as a function of the major 
parameters input to the model of the SBRC array given In equation 3.43. There are 
-1 11 ,I five effective regimes of operation which we shall concentrate on-: 
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9 Regime 1- high background photon flux, where dark current is negligible, and 
the photon flux from astronomical sources is only a minor perturbation on the 
background (e. g. thermal imaging, J1 > 3µm) 
" Regime 2- medium background photon flux, dark current again negligible, but 
with astronomical source fluxes ranging from a small fraction of the background 
to much greater than the background (e. g. broad-band imaging, A<2.5 µm) 
" Regime 3- low photon background flux, smaller than the dark current, and 
astronomical source fluxes ranging from a fraction of the dark current to many 
times the dark current (e. g. high spectral resolution imaging, A<2.5µm) 
Regime 4- low photon background flux, smaller than the dark current, and with 
astronomical source fluxes small compared to the dark current (e. g. high resolution 
faint object spectroscopy, A<2.51im) 
9 Regime 5- interim case, with background flux, dark current, and astronomical 
source flux all roughly equal (this could arise at a transition between any of the 
other four regimes) 
We have graphed the non-linearity parameter r as a function of input photon- flux 
for each of these regimes. The figures are derived as follows. The relevant model 
detector parameters are input, including initial reverse bias, detector temperature, Ios 
for both G-it and diffusion current, acceptor and donor concentrations, pixel area, fixed 
capacitance, quantum efficiency, and on-chip integration time. A dark current exposure 
is simulated. Then a background photon flux is input, and a background + dark current 
exposure simulated. Lastly, a range of source photon fluxes is chosen, and for each one, a 
source + background + dark current exposure is made, using the same integration time 
throughout. The data are `reduced' according to the method outlined in section 3.6.1, 
and the non-linearity r calculated according equation 3.51. 
In each case, the input model parameters are given in the figure. Two numbers of 
interest arising from the model are the initial dark current, i. e. the dark current at the 
starting reverse bias, and the maximum final diode voltage. The latter number is a 
measure of how dose to discharged the detector came in the specified integration time 
in the case of dark + background + the largest requested source flux. The detector 
was not allowed to saturate for any given flux. Throughout, the integration time was 
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chosen such that the miniuni reverse bias any pixel reached was between -50 and -70 
millivolts, starting at an initial reverse bias of -250 millivolts. In this way, 80% of the 
available dynamic range was used, sufficient numbers of charge carriers were integrated 
to overcome read noise for at least the brightest sources, and potential problems oc- 
curring near zero bias were avoided. Under actual observing conditions, some sources 
might be allowed to saturate in order to integrate for longer on faint sources, and on 
the background. This does not affect the general results presented in the non-linearity 
curves however, as any given combination of background, source flux, and dark current 
may be found by looking at the various curves. 
It is worth noting again that the actual magnitudes of the dark current, background 
photon flux, and range of source fluxes are not important; it is the ratios of these 
components that is important. Thus the integration time used is merely given as a 
guide, and this number may scaled according to the absolute magnitude of the currents. 
In figure 3.25, we have simulated Regime 1, where the dark current is negligible, the 
background high, and the source fluxes only a small perturbation on the background. 
Thus the dynamic range in the output signals is small, with all source signals sitting 
on a large pedestal due to the background - the non-linearity is about 0.2%, for a 
source photon flux 100 times smaller than the background. Similarly, in figure 3.28 a 
maximum non-linearity of about 0.2% is found in in Regime 4, where dark current is 
dominant, the background is low, and the sources are faint. 
Contrast this with the situation where the range of source photon fluxes is large, the 
background low, and the dark current negligible, which we have defined as Regime 2- 
the results are shown in figure 3.26. The dynamic range in the output signals is large, 
and so is the non-linearity. A non-linearity of 10% is seen in this regime, typical of 
broad-band imaging observations. Note that an on-chip integration time of 1.5 seconds 
is used, in order not to saturate on the brightest source. However, the background is 
low, and would require an on-chip integration time around 20 seconds in order to be 
shot noise limited, as opposed to read noise limited. So, the array may be read out more 
rapidly to allow (for example) wide dynamic range stellar photometry, or alternatively, 
the background might be integrated up to overcome the read noise, in order to provide 
the maximum sensitivity to very faint sources near the background. In the former case, 
a wide dynamic range is obtained at the expense of linearity, and the latter case gains 
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Figure 3.25: Non-linearity versus source flux - Regime 1 
faint object sensitivity and linearity at the expense of dynamic range. 
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Figure 3.27 shows the non-linearity in Regime 3, where the background is low, 
the dark current larger, but with a wide range of source fluxes again dominating the 
discharge. This is essentially analogous to Regime 2, and again, the maximum non- 
linearity is about 10%. 
Finally, figure 3.29 shows the non-linearity obtained in Regime 5, where the dark 
current, background and source photo-currents, all have roughly the same magnitude, 
as may arise at a boundary between any of the other regimes. This mixed situation 
gives a maximum non-linearity of about 6%. 
To summarise : 
" When the range of source photon fluxes gives only a small perturbation on either 
the dark current or the background photo-current (Regimes ' 1"and '4), the non-, -, 
', 
linearity is small, and typically less than 1%. 
" When the brightest source fluxes are much greater than the dark current or back-` 
ground flux, and the output signal -dynamic range is large (Regimes 2 and 3), so 
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Figure 3.26: Non-linearity versus source flux - Regime 2 
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Figure 3.28: Non-linearity versus source flux - Regime 4 
Deviation from linear photon response for an InSb + DRO detector 
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is the non-linearity, at up to 10%. 
" In a mixed situation (Regime 5), non-linearities anywhere from 0.1 to 10% can be 
anticipated. 
In the following section, we shall examine two algorithms that may be used to com- 
pensate for the non-linearity discussed here. We shall examine their effectiveness in 
removing the non-linearity seen in Regimes 1 to 5, and the advantages and disadvan- 
tages that arise when applying practical implementations of the correct algorithms to 
real data. 
3.7 Linearity correction 
In this section, we shall discuss two separate approaches to solving the non-linearity 
problem. Each approach has distinct advantages and disadvantages, and we shall at- 
tempt to evaluate algorithms corresponding to each approach, in an effort to determine 
the most suitable calibration procedure for practical use. Both approaches and general 
algorithms are due to Alan Hoffman of SBRC [66], but the specific algorithms, their 
implementations, and application to model and actual data are due to this author. 
Firstly we shall derive the two solutions, and then we shall examine their effectiveness 
in removing the non-linearity seen in each of the five regimes discussed in the previous 
section. We shall also discuss the relative merits and dismerits of each solution, in the 
context of compensating for the non-linearity of real data. 
A third approach to correcting for the non-linearity of the SBRC array has been 
discussed by Fowler et at. [42], but this technique corresponds to the analytical solution 
discussed later in this section, in the limiting case of zero dark current. 
3.7.1 A general numerical solution 
The complex equation derived to describe the voltage discharge of the unit cell proves , 
- 
very difficult to solve analytically for the photon flux the desired quantity. However, 
we may be able to obtain a numerical solution as follows. ' . .' -' ., 
98. 




















Flux level ýý 
A" 
20 40 bU 
Time (seconds) 
Figure 3.30: Measurement of S versus t for 01 and 02 
We can represent the the voltage discharge rate dV/dt as a linear superposition of 
a voltage dependent dark current term h(V) and a photo-current term, comprising of 
the photon flux 0 and a voltage dependent photon gain term g(V). This gives us the 
general representation 
dV 
= h(V) + 9(V )» (3.52) 
In fact, as we will be deriving a general numerical solution, we can replace the specific 
notion of voltage V with a more generalised output signal S, which may be the number 
of ADUs stored by the computer. This gives us : 
dS 
= h(S) + 9(S)ß T= 
(3.53) 
We make no assumptions as to the theoretical forms of h(S) and g(S) : that is, we make 
no a priori assumptions about the type of detector being used. 
We calibrate as follows. Taking a fixed initial bias, and a fixed detector temperature 
(ensuring a fixed dark current term), we measure the output signal S as a function of 
time t, for two fixed illumination levels 01 and 4h, as represented schematically in figure 





as functions of time t. However, what we want is these as functions of the output signal 
S, which shall assume to be possible at this stage, although we shall discuss this point 
in detail later. This allows us to write the two equations : 
dS(S) Ij, 
= h(S) + g(S)i (3.54) dt 
dS(S) I= 
h(S) + g(S)02 (3.55) dt 102 
Manipulating these equations, we can derive the photon gain term g(S) and the dark 







02- dS(S) I (02 - 01)-1 (3.57) 
Thus, we can now use these expressions for g(S) and h(S) to numerically integrate 
dS/dt for any given integration time and photon flux in the following fashion : 
s(t=o) = So 
s(at) = So + [h(So) + g(So)q ] at 
S(T + bt) = ST `i' [h(ST) + g(ST)O] bt 
In this way, a series of numerical integrations would be made, for a range of photon 
fluxes, each with the same integration time. These data would be fitted to obtain a 
function 0= «(S), such that the input photon flux can be derived from the output 
signal for the given integration time. 
This technique has the apparent problem that two calibration flux levels (q51 and 
02) must be used, and their (relative) brightnesses known. This would prove difficult 
to provide in practice, with any degree of accuracy. However, by setting 01 to zero by 
blanking the detector off and taking a series of dark current exposures, and by replacing 
4 with some unknown flat-field flux c1, the forms of g(S) and h(S) reduce to : 




L, ) ý1 (3.58) 
S) = 
dS(S) I (3.59) h( 
dt dark 
Thus, after the numerical integration procedure described above, in which the output 
signal S is calculated for a range of input photon fluxes 0 at one fixed integration time, 
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these fluxes are known only as ratios of the unknown flat-field flux (4/¢1). Only a 
relative calibration is obtained. However, this is the common astronomical situation, 
and is acceptable. Absolute calibration takes place by similar observations of standard 
stars. 
It is important to note that many photon fluxes can be calibrated from several 
measurements of one single fixed flux via the assumption that both h(S) and g(S) 
depend on the signal level only, and not on the actual value of the photon flux. That 
is, the two functions depend only on how much of the well has been filled, and not how 
rapidly it got to that state. 
3.7.1.1 Practical implementations 
The advantage of this numerical technique is that is completely generalised. No a priori A 
knowledge about the forms of h(S) and g(S) is assumed from knowledge of the detector 
physics. Therefore, this method may be applied to any detector type. The accuracy of 
the technique is discussed in section 3.7.3 below. 
There are however two major disadvantages. Firstly, a lot of data must be collected 
in order to ensure accurate determinations of the h(S) and g(S) functions : images at 
many different integration times for both the dark current and flat-field cases must be 
obtained. This may prove time consuming, although for a stable detector system, the 
calibration frames could be obtained at dusk and dawn. Secondly, the reduction of the 
data to the h(S) and g(S) functions, the subsequent numerical integrations of dS(S)/dt 
for a range of photon fluxes, and the final fit of q= ¢(S), all take considerable amounts 
of computer time, as the whole procedure must be carried out for each pixel in the 
detector array individually. Timing tests are discussed below. 
In a practical implementation of this algorithm, one way of minimising the necessary 
computer time is to use polynomial representations of the various functions throughout. 
This proves difficult almost at the first hurdle. As discussed above, the first step is to 
obtain two series of timed exposures, one with no illumination, and the other illumi- 
nated by a flat-field. In each case, the data may be fitted. with a polynomial, to give' 
the function S =, S(t). However, at the next stage, it is not dS(t)/dt that is required, ' ; 
but dS(S)/dt (see equations 3.54 and 3.55). This is because we wish to know the rate, 
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of change of signal as a function of the signal itself, not as a function of the integra- 
tion time. To obtain dS(S)/dt from S(t) for a general polynomial fit is not simple - 
dS(t)ldt is evaluated, and for a number of values of t, both S(t) and dS(t)ldt are nu- 
merically evaluated, and then a fit is made to the resulting data, giving a polynomial 
fit to dS(S)/dt. This can be inaccurate if not enough values of t are chosen, but time 
consuming if many are chosen. 
An alternative technique can be used that involves manipulation of polynomial Co- 
efficients only. In this way, the derivation of dS(S)/dt for the dark and flat-field cases, 
and thence h(S) and g(S) is simpler and faster. However, it does involve the assumption 
that the initial polynomial fit is sufficiently accurate at second-order only. Firstly, the 
signal S is fitted as a function of the time t: 
S(t) =a+ bt + ct2 
This is differentiated with respect to t to give : 
dS(t) 
= b+2ct 
Then the same data are fitted the other way, to give the integration time t as a function 
of the signal S: 
t(S) = a' + b'S + c'S2 
Substituting for t gives us : 
dS(S) 
_ b+2c(a'+6'S+c'S2) dt 
= (b + 2ca') + 2cb'S + 2cc'S2 
=A+ BS + CS2 
where the final polynomial coefficients A, B, C are evaluated merely by manipulating the 
original coefficients of S(t) and t(S). These derived coefficients are then manipulated 
to form the polynomial coefficients of the two functions h(S) and g(S), according to 
equations 3.56 and 3.57. 
Whilst this small trick speeds up the overall initial reduction process (from raw 
data to h(S) and g(S) functions), the major time penalty is still incurred in the second 
procedure, the numerical integration of S from h(S) and g(S) for a number of photon 
fluxes. °_, ... 
102 
3.7.1.2 Timing tests 
As can be seen from the discussion above, any practical linearisation procedure based 
on this general approach logically divides into three routines. The first routine would 
derive the h(S) and g(S) functions from the raw data. One such derivation per night's 
data should be enough. The second routine determines the function ý= 4(S) for a 
given integration time, by generating a series of numerical integrations with a range 
of input photon fluxes for that particular integration time. These data would then be 
fitted with a polynomial to give the required curve. This procedure would be lengthy, 
but would necessarily be repeated each time the on-chip integration time was changed, 
potentially up to fifty times per night's data. The final process of deriving the input 
flux from the output signal will be quite fast, as it involves a trivial manipulation of 
the polynomial coefficients of the applicable ¢(S) function, and would be necessary for 
each individual frame read out of the array. 
In order to assess the speed of this generalised algorithm, three routines were coded 
to perform the three steps discussed above (GENCAL1, GENCAL2, and GENCAL3). 
Each algorithm works on a per pixel basis, and therefore its speed depends on the size 
of image being handled. Throughout, we assume an image size of 62 x 58 pixels. 
Using a routine (NL) based on the non-linear discharge equation derived earlier in 
this chapter (equation 3.43), the output signal as a function of time was simulated for 
2 sets of 10 calibration images, one integrating on dark current alone, and the other on 
a flat field source. These images were input to GENCALI, which then reduced them 
to the polynomial coefficients of the g(S) and h(S) functions. Using a second order 
polynomial, this fitting procedure took 51 seconds of Vax 11/780 CPU time. 
The routine GENCAL2 was then used to numerically integrate the g(S) and h(S) 
functions for a range of input fluxes, each at the same fixed integration time. The speed 
of this process depends heavily on the number of fluxes considered, and the number of 
steps used in the numerical integration. From tests, 10 flux levels and 25 integration 
steps are found to yield sufficiently accurate results for a well-behaved non-linearity. 
Using these numbers, GENCAL2 took 475 seconds of 11/780 CPU time to calculate 
the output signals at each flux level, and an additional 11 seconds of CPU time to fit a 
second order polynomial to the each pixel, yielding the relative photon flux as a function 
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of output signal, for the given fixed integration time. 
Finally, GENCAL3 took these polynomial coefficients as input, and an image with 
the same fixed integration time, again simulated by NL. The routine converted the 
image from output signal units to relative photon units in less than 0.5 seconds of CPU 
time. 
To summarise : 
" the initial calibration data could be obtained once per night if the detector system 
remained stable and at a constant temperature - the reduction to the g(S) and 
h(S) functions would be performed once only, and would take N1 minute of CPU 
time. 
" numerically integrating the g(S) and h(S) functions against photon flux for a 
given integration time takes N 10 minutes of CPU time, and would have to be 
performed once for each time the on-chip integration time was changed during a 
night. 
" the final conversion of each image from output signal units to relative photon 
units is fast, and adds no overheads when compared to more traditional reduction 
procedures. 
3.7.2 A specific analytical solution 
Although the numerical solution discussed in the previous section has the benefit of mak- 
ing no a priori assumptions about the physics that determines the detector discharge, 
the method requires both a large amount of calibration data and a large amount of 
computer time in order to apply the linearity correction. As mentioned before, the gen- 
eral detector discharge equation is not directly solvable, but some specific forms of the 
equation do exist for which it is possible to derive an analytical solution. Such equa- 
tions, by necessity, make a priori assumptions about the nature of the physics governing 
the detector, thus reducing the effective application of any solution to detectors which 
obey these assumptions. However, we shall see that any loss of generality is more than 
compensated for by the speed with which such an algorithm will calibrate an image. ; 
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We shall now examine a particular solution applicable to the SBRC InSb + DRO 
arrays; that is, photo-voltaic detectors that self-integrate. Again, the basic algorithm 
is due to Alan Hoffman of SBRC (66], but the implementation and analysis are due 
to this author. It should be noted that Hoffman's paper on this topic contains several 
typographical errors - we believe the discussion presented here is correct. 
We begin by rewriting equation 3.53 in terms of the rate of change of the charge on 
a detector: 
-d= 'dark - 'photon 
(3.60) 
where Q is the charge on the detector capacitance C, and the photo-current Iphoto _ 
r qo. Note the sign convention " In reverse bias, Q and Idark are negative, and both the 
dark and photo-current terms act to discharge the detector, i. e. Q -+ 0. 
The form of the capacitance is assumed to be as given in equations 3.36 and 3.38, 
in terms of its fixed and bias dependent components, as : 
C=Cfir+Co(1- Ul 2 (3.61) 
\ 
where Cj;, is the fixed (bias independent) part 
Co is the zero bias junction capacitance 
As we have seen, it is the change in the junction capacitance as a function of the reverse 
bias that is the main source of the detector non-linearity, and a major assumption of 
this analytical calibration technique is that we can determine its form by measurement 
or analysis. We shall discuss this further below, but at this point, we assume we know 
the form of C= C(V). 
Before proceeding, we make the following definitions. We define three quantities SS, 
SF, and SD, as the signal (in data numbers for example) measured at the output of the 
camera system after equal integration time exposures on the source, a flat field, and 
blanked off, respectively. Assuming a known initial bias of Y, a total gain G in DN/volt 
(i. e. the detector MOSFET gain times the system electronic gain), we can calculate the 
corresponding final detector voltages (Vs, VF, VD) for each exposure from : 
Ss = G(VS - V) 
SF = G(VF - v) (3.62) 
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SD = G(VD - V") 
noting that V, ", VS, VF, VD are all negative. These may be rearranged to give : 
VS = (SS/G)+Vi 
VF = (SF/G) + V" (3.63) 
VD = (SD/G)+Vi 
We now define the charge stored on the detector capacitance at the beginning of each 
integration as Q;, from the initial bias and our assumed knowledge of the form of the 
detector capacitance : 
Qi = Vi xC(V) 
and we similarly define the charge remaining on the detector after each integration as : 
Qs = Vs x C(Vs) 
QF = VF X C(VF) (3.64) 
QD = VDXC(VD) 
With these definitions, we now discuss two specific cases; one with a constant, bias 
independent dark current, and one with a generation-recombination (G-R) type dark 
current. 
3.7.2.1 Bias independent dark current case 
Here we shall assume that the dark current is constant throughout the discharge. This 
may be true if the dark current is dominated by surface effects, or if it is actually a low 
level residual photon leak. For constant dark and photo-current, the charge remaining 
after an integration time T is given by : 
Q= Q1+TdQ 
Qi - T(Idark -'photon) 
= Qt - T(Idark - IWO) 
Thus, if the source and flat fields have photon fluxes 4s and cF respectively, and for 
the dark current exposure OD = 0, then we have : 
Qs = Qi - T(Idark - ? 7gOS) 
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QF = Qi - T(Idork - 71QgF) (3.65) 
QD = Qi - Tldark 
This equations can be trivially manipulated to obtain the linear ratio of the source flux 




(3.66) 7F - 
(QS 
QF - QD 
In practice, we would probably rescale the resulting ratio by the median of the level in 
the dark current subtracted flat field frame, in order that source frames calibrated with 
different level flat fields could be more easily compared. Before discussing this result 
any further, we shall proceed with the more complex case of a G-R type dark current. 
3.7.2.2 Generation-recombination dark current case 
The constant dark current case examined above may apply in very low temperatures 
regimes, but between 40 and 120 K, it is expected that the generation-recombination 
(G-R) dark current mechanism will dominate diffusion, tunneling, and surface effects. 
Recalling equation 3.18, the form of G-R current is given by : 
IG-R °j 
(1 )2 (_i) (3.67) 
Vbi 
where Raa_R is the applicable value of the zero bias dynamic impedance, Ro. For a 
reverse bias of >_ 40mV, the term ev"2vß --º 0, and by expanding the term (1- V/Vb$)1'2, 
we obtain an approximation to the G-R current as : 
Vl (3.68) IG-R =- 
2VRO (1- 
2V6i/ \ 
Now, in order to provide a solution to equation 3.60, we need a term in the charge Q 
in the expression for the dark current, rather than in the voltage V. In order to do 
this, we make a substitution into the G"R current equation that assumes C(V) = Co 
for all V, where Co = C(V = 0). This appears somewhat strange, as it is the very 
fact that C(V) 0 Co that is the source of the non-linearity. In fact, it is simply 
an ad hoc assumption which leads to an easily solved differential equation, and no 
physical significance is attached (Hoffman, private communication). However, Hoffman 
has shown that making this assumption leads to an error in the resulting G-R current 
compared to the true G-R current of only N 5% between 25 and 275 mV reverse bias [66]. 
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Therefore, we proceed, changing equation 3.68 thus : 




Then, recalling that Q= C(V) x V, we can can rewrite this as : 
IG-R =- Ro \1 2 Co bi / 
(3.70) 




2V (1- Q)- 
770 (3 71) dt Ro ` 2CoVb; 
This differential equation may be solved (by using f (ax + b)'ldx =ä log(ax + b)) to 
give the charge QT remaining on the detector after an integration time T: 
6XRO bi ++ 2\ 
1 (3.72 
11 VT (''° 
QT = Q- COVb; 
(ýRo 
+ 2J 1e 
er 
The actual details of this equation are not important. If we continue, by inserting 
QT = QD for 0=0, and QT = Qs and QT = QF for 0= OS and OF respectively, we 
obtain the following : 
QD = (Qi-2CoVbi)e-covbiJ'o + 2CoVai (3.73) 
VT 
Qs = Qi - CoVbI 
(1? o + 2)) e- + CoVbi 
ýl4oiRo +2 (3.74) 
t 
QF = 
(Qi-cavb; 14Oe Ro + 2J 
/e+ý, oVbi 
t)qOiRo +2) (3.75) 
(3.76) 
These equations can be manipulated to give us the simple result that : 
(QS -) (3.77) 
7F QF - QD 
Thus, the same trivial calibration algorithm applied to the constant dark current case 
(equation 3.66) may also be applied to data in which generation-recombination is the 
dominant dark current mechanism. Therefore, the simple normalisation process dis- 
cussed provides a fast method of linearising data from the SBRC array, under a range 
of likely circumstances. In the intermediate temperature range 40-120K, G-R. current 
is accounted for. Below 40 K, as long as the dark current is zero or constant with bias, 
the algorithm should also work. Even if the low temperature dark current is a residual 
photon leak, the same process will apply. Only if the dark current exhibits dependence 
on the bias other than that of G-R current (e. g. tunneling), will the algorithm be less 
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satisfactory. Note however that any such error will probably be small for ground-based 
imaging cameras at least, as the photon background should virtually always dominate 
the low temperature dark current, and because the algorithm will correct the funda- 
mental non-linearity (i. e. the dependence of the capacitance on reverse bias) regardless 
of the form of the dark current. 
3.7.2.3 Practical considerations 
We can see that the specific algorithm outlined above is entirely analogous in form to the 
simple linear reduction procedure discussed in section 3.6.1, with the simple exception 
that we apply a bias dependent normalisation factor to each term, effectively linearising 
the data before we dark subtract and flat field. How is the simple algorithm implemented 
in practice? We require three basic data frames; the source frame, a flat field frame, and 
a dark current exposure. This must all start at the same initial bias, and have the same 
on-chip integration time, with the detector at a fixed temperature throughout. The 
latter two calibration frames ideally should be comprised of many more co-adds than 
the source frame, to reduce their noise contribution. This is probably feasible for the 
dark current frame, which can be obtained `off-line' during dusk or dawn, assuming the 
detector remains stable. As seen elsewhere in this thesis however, the best flat fielding 
is obtained when using sky frames taken very close in time to the source frames, and 
once the number of sky and source co-adds are equal, additional noise reduction is hard 
to come by. At this point, equal numbers of sky and source co-adds are recommended, 
noting that in future, suitable median stacking algorithms may be used to generate a 
low noise ̀ master' sky flat from a whole nights data. 
The reduction steps are as follows i: . 
Firstly, all three frames are divided by- the 
relevant number of co-adds, to normalise them to one co-add. Then we must convert our 
output signals (in DN for example) into the final charge on the detector (Qs, QF, QD) 
according to equations 3.62-3.64. ' In order, to do so, we need to know V", , 
the initial 
bias; G, the total system gain; and the form'of the capacitance C(V):. The initial bias 
V" should be known, but losses in the external' electronics and the detector reset may,, 
result in uncertainties of 10 %. The gain Gis comprised of two (components; the mean 
detector MOSFET gain, and the electronic'gain in converting the ' array output voltage 
into data numbers. Both should be relatively easy to measure accurately. Finally, the 
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form of C(V) must be known. We can determine it either by measurement or analysis. 
In the former case, we can take a series of exposures on a fixed brightness source, with 
a range of integration times. Converting to voltage via V and G as above, we can 
obtain a polynomial fit to the rate of change of voltage as a function of the voltage. 
Provided the experiment is heavily photon dominated, this curve will effectively give 
us C(V), as dV/dt = K/C(V), where K is the constant photo-current. Alternatively, 
we can calculate the form of C(V) analytically, by assuming it comprises a known fixed 
part Cj; s, and a bias dependent junction capacitance C,,  which we can calculate from 
equation 3.38, provided we know the detector area, temperature, and doping levels. 
After converting all our output signals into charges, we dark subtract and flat field as 
in equation 3.66, probably followed by a rescaling by the median dark subtracted flat 
field value, as mentioned previously. The result should be an image with the value of 
each pixel directly proportional to the photon flux falling on it. 
Whilst it would appear that the number of a priori assumptions that must be made 
about the specific detector parameters would tend to make the final linearisation process 
prone to error, it can be seen that these parameters tend towards first order cancellation 
in equation 3.66. Hoffman [66] has shown that this is indeed the case. In a simple error 
analysis, he shows that for a 10% error in the assumed value of V" for example, an 
change in the output flux ratios of less than 1% would be expected for a wide range of 
fluxes. The accuracy of the technique is assessed in section 3.7.3 below. 
3.7.2.4 Timing tests 
In order to assess the speed of this technique, a routine (SBRC. LIN) was implemented. 
This algorithm takes as input raw source, flat field, and dark frames, along with values 
of the initial bias, MOSFET gain, and detector temperature. From the estimated bias 
and gain, the algorithm converts each frame to on-chip voltage units. Then, from the 
temperature and the SBRC array modelling software used throughout this chapter, the 
algorithm calculates the theoretical capacitance as a function of voltage, in order to 
convert from voltage to charge units. Then the simple algorithm given in equation 3.66 
is applied, followed by a rescaling. The output result is an image calibrated in relative 
photon units. 
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Apart from the conversion from raw signal to charge, this procedure is identical to 
the usual linear reduction case, and therefore takes only a little longer to execute. The 
routine SBRCI, IN was timed to take 1 second of Vax 11/780 CPU time to calibrate 
a given 62 x 58 pixel image. As the same dark and flat field frames are likely to be 
used to calibrate several different source frames, some savings could be made by pre- 
processing the frames into charge units in a separate routine. This saving is minor, and 
not considered worthwhile for interactive use. 
3.7.3 Accuracy of the linearisation algorithms 
In this section, we shall briefly examine the accuracy of the two algorithms when applied 
to data from the five different observing regimes discussed in section 3.6.2. 
For each of the five regimes, we have taken the same parameters used to derive 
figures 3.25 to 3.29 and have then used the two algorithms to linearise them. The im- 
plementations of the algorithms are identical to those discussed above, in sections 3.7.1 
and 3.7.2, but working on a single pixel basis only. It should be noted that in the case 
of the analytical algorithm, the required values of the initial reverse bias, gain, and 
dependence of the capacitance on reverse bias, were all made equal to the actual values 
used by the model. Thus the linearity correction seen here represents the ideal case, 
and actual results may be somewhat worse. 
Finally, non-linearity (r) is derived before correction, and then after correction by 
each algorithm. The results of these simulations are presented in figures 3.31 to 3.35. 
3.7.3.1 Results 
The first point arising from the figures is that both algorithms do indeed reduce the 
non-linearity from its uncorrected value. The second, point however, is that neither 
algorithm is consistently better than the other. 
In Regime 1, the thermal imaging case, ' the source fluxes are only minor perturba- 
tions on the background flux, and the uncorrected non-linearity is about 0.2% at most. 
The analytical technique slightly reduces the non-linearity, but the numerical technique 
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Figure 3.33: Comparison of linearisation algorithms - Regime 3 
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Figure 3.35: Comparison of linearisation algorithms - Regime 5 
reduces it by an order of magnitude. 
In the non-thermal broad band imaging case Regime 2, the source fluxes dominate 
the dark current and background. Although the analytical case is better over much of 
the source flux range, it is important to note that when the uncorrected non-linearity 
exceeds 10%, the analytical algorithm leaves a residual non-linearity still as large as 5%, 
whilst the numerical algorithm is never worse than 2%. 
Regime 3 is the high spectral resolution imaging case, with low background, a mod- 
erate dark current, and a large range of source fluxes. The uncorrected non-linearity 
again exceeds 10% at worst, and again, the analytical solution can do no better than 
a 5% residual non-linearity. The numerical algorithm is consistently better, but still 
leaves a residual non-linearity of 3% in the worst case. 
In the case where both the background and source fluxes are dominated by the 
background, Regime 4, both techniques result in slight improvements, and keep the 
residual non-linearity below 1% at worst. The analytical technique is slightly, better, ',,, 
than the numerical. 
Finally, in Regime 5, the mixed case, where all three's ources of current are roughly 
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equal, the numerical technique is better, keeping the residual non-linearity below 3% 
when the uncorrected value has reached 6%. The analytical technique is only slightly 
worse, resulting in a maximum residual non-linearity of 4%. 
3.7.3.2 Discussion 
Neither of the two techniques is far better than the other. The numerical technique is 
the most accurate of the two in the situations where the uncorrected non-linearity is 
worst, and manages to keep the maximum residual non-linearity at or below 3% in all 
cases. The analytical technique results in a maximum error of 5% in the broad band 
imaging regime (Regime 2), but gives fairly similar results to the numerical technique 
elsewhere. 
The reasons for the somewhat inconsistent results are unclear. Certainly the as- 
sumptions made by the analytical algorithm, and the low degree polynomial fit used 
by the numerical algorithm means that neither algorithm can be expected to provide 
perfect calibration. Of the two techniques, the numerical algorithm has the most poten- 
tial for improvements in accuracy, by taking more calibration data, and using ahigher 
degree polynomial fit. This would further increase the already considerable reduction 
time however. 
3.7.4 Summary of results from linearisation tests 
In this section, we have derived a realistic non-linearity parameter, that describes the 
non-linearity after full data reduction. The SBRC array is seen to result in values of 
10% in the worst cases, and generally less than 1%. We have also discussed two separate 
approaches to non-linearity correction. Both approaches have been implemented and 
tested on realistically modelled data from the SBRC array. 
The numerical technique has the advantages of being completely detector indepen- 
dent, free of a priori assumptions, and able to keep residual non-linearity at or below 
3% across the wide range of observational regimes. For many situations, the residual 
non-linearity is less than 1%. This approach has the disadvantage of requiring a fairly 
large amount of calibration data, and the use of a large amount of computer time in 
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the several steps taken to linearise a given image. Nevertheless, the latter disadvantage 
is not fundamental, and a better optimised implementation and faster computer would 
make this the preferred technique, due to its generality and potentially higher accuracy. 
The analytical technique is much faster than the numerical technique, and in the 
ideal case, not much less accurate. It too keeps the residual non-linearity to less than 1% 
in many situations, although a maximum non-linearity of 5% is seen in some extreme 
cases. However, the technique has the disadvantage of making a priori assumptions 
about the physics of the detector involved, and is therefore only really applicable to 
reverse biased photovoltaic detectors. It also requires that a user make estimates of sev- 
eral important parameters, and even though errors in these parameters tend to cancel, 
any such errors will still degrade the results presented here, which were derived for the 
ideal case. 
To summarise, we can see that the inherent non-linearity of the SBRC array may 
result in errors of up to 10% in the relative brightness of two sources within the same 
image. However, this maximum value occurs only in the extreme situation where one 
source is almost at full well whilst the other is close to zero well. The uncorrected 
non-linearity is below 2% in many, less exacting situations. In addition, we have exam- 
ined algorithms that can be used to reduce the maximum residual non-linearity to 3% 
or less in all cases, with more typical errors being well below 1%. However, reducing 
the maximum non-linearity even further still may be difficult, and we must await the 
results of suitable tests with real SBRC array data to fully evaluate the effectiveness of 
the algorithms discussed here. 
Finally, it is worth noting that all the data simulated in this section assumed a 
normally doped array, for which the variable junction capacitance is quite large. Lower 
doped arrays, with their correspondingly lower junction capacitance, will have even 




We have derived a model for the discharge of a single detector, and have discussed the 
various parameters that are relevant to the optimum use and calibration of an array 
of these detectors. Next we must tackle the question of noise, which breaks into two 
logical sections. The first of these continues the approach thus far, and considers the 
noise processes at the level of the single pixel, i. e. the uncertainties that arise when 
we watch one pixel discharging. Secondly, we recognise that we are dealing with not 
one such detector, but a whole array of them, and that we must tackle uncertainties 
that arise due to differences between individual pixels in the array, due to partly to 
manufacturing and processing inhomogeneities. 
3.8.1 Noise for an individual pixel 
The sources of noise in AC-coupled, non-integrating infrared detectors have been covered 
at length in the literature (see [51] for example). Such analyses are generally oriented 
to circuitry employing a photovoltaic diode coupled to a feedback resistor or trans- 
impedance amplifier, in which the detector operates near zero bias, and the open circuit 
voltage due to photon illumination is monitored across the feedback resistor at a fairly 
high frequency. The variations in this voltage are considered as a function of frequency 
and bandwidth, and various well known figures of merit, such as the noise equivalent 
power, as thus derived. The four main sources of noise that are considered in such 
analyses are : 
" shot (Poisson) noise associated with statistical variations in the generation and 
drift of dark current carriers across the p-n junction 
" shot noise associated with statistical variations in the arrival rates of source and 
background photons, and thus with the rate of generation of photo-current 
" Johnson noise associated with resistances in parallel with the detector - note 
that there is no Johnson noise due to the non-ohmic dynamic impedance RQ of 
the detector itself 
" 11f noise - that is, noise which tends to increase as the, sampling frequency is 
lowered -- it is largely dependent on the detector manufacture process, and is not, 
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well understood 
However, the classical approach to rigorous noise analysis is not of too much assistance 
when we come to integrating detectors. The effective sampling frequency is often widely 
variable, ranging from a few tens of Hz at thermal wavelengths, through to perhaps 
hundredths of a Hz in low background applications, and figures such as the NEP, usually 
normalised to 1 Hz, can become somewhat misleading, as they are highly dependent on 
the nature of the actual application required of a detector. The integrating nature of 
such detectors tends to smear out the Johnson noise due to stray resistances, and 11f 
noise components are often decreased through the DC stability of the detector circuit. 
We are still however involved in a counting process, whether it be of dark current charge 
carriers, or those generated by photons, and the shot noise associated with them remains 
of importance. We also introduce the additional component that arises each time we 
read and reset the detector, the read noise. 
3.8.1.1 Read noise 
The read noise (vr) is defined as the RMS deviation on a signal read out of a pixel after 
zero integration time. That is, measuring and resetting the pixel many times, with a 
short an interval as possible between resets, there should be no contribution from dark 
or photo-generated charge carriers. The signal should therefore be zero, although in 
practice, some system offset is usually included. In either case, this signal will have an 
associated RMS noise, and this is the read noise. The read noise is generally quoted in 
RMS electrons, but is actually measured as a noise voltage, and is converted to electron 
units via the output circuit capacitance. 
It is worth noting that the measurement of read noise is subtly different in practice 
for an array of the SBRC type, compared to the way it is evaluated for optical CCDs. 
A charge coupled device clocks the charge collected under each individual pixel out 
through a single charge sensitive amplifier at one corner of the array. In the rapid read, 
zero signal situation, the read noise is defined as the RMS deviation in the sensed output 
voltage as measured for a large number of pixels. In arrays of the SBRC type, each 
pixel is bump-bonded to its own source follower MOSFET below, namely those'in the 
CRC228 multiplexer for the SBRC array. This is essentially an amplifier of gain just less 
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than one, which gives a direct voltage measure of the charge on a particular pixel, when 
it is accessed via the X-Y shift register multiplexer. If we measured the read noise in a 
fashion analogous to that for a CCD, that is as the RMS deviation from the zero signal 
voltage for a large number of pixels, then we would in fact be measuring the variation 
in gains of the individual MOSFETs across the array. This noise will in general be 
much larger than the actual read noise of any given MOSFET, due to inhomogeneities 
in the manufacturing process. Thus the true read noise is evaluated by making a series 
of very short blanked-off exposures, and taking the RMS deviation on the output signal 
for each detector individually. In practice, although the MOSFET gains in an SBRC 
array may differ substantially, the read noise is quite similar for the great majority of 
the pixels, notwithstanding the occasional `noisy' pixel. This method should also be 
used for CCDs also, in order to define the true read noise of a single pixel [92]. 
Whilst state of the art optical CCDs have demonstrated read noises as low as 5-10 e- 
RMS [92], integrating infrared arrays have some way to go yet in matching such figures. 
The read noise of the SBRC 32 x 32 InSb + Si CCD array used by the University of 
Rochester group has been given as < 1500 e- RMS [38], and this is typical of the array 
detectors previously available [106,23]. One of the problems in using silicon CCDs to 
read out a hybrid array is that the CCD generally needs to be a surface channel device 
in order to be able to inject the charge generated in the detector substrate into the 
CCD wells. Surface channel CCDs are noisy, and optical CCD detectors are usually 
of a backside illuminated, buried channel design to minimise noise due to surface 
trapping effects. The SBRC 62 x 58 InSb + CRC228 array is newer technology however, 
and recognising the importance of read noise as a critical parameter to astronomers 
dealing low photon backgrounds, the array was specified to have a noise floor of 100 µV 
RMS, which translates to 625 e- RMS, assuming a typical detector capacitance of 1 pF. 
Fowler et al. [42] found a noise of 7714V RMS for an SBRC array (which they translated 
to 575 e- assuming a capacitance of 1.2 pF), and which they concluded arose in the InSb 
detector rather than the silicon readout. However, as this noise appears not to be a 
function of detector bias or gate bias, it may be associated with the integrating mode 
of the DRO (Hoffman, private communication). Measurements made of lower doped 
SBRC arrays used in IRCAM have shown read noises as low as 375e- RMS. 
Finally, the read noise is generally considered as a noise floor, independent of the in- 
tegration time. As mentioned above, the dominant read noise may arise in the CRC228 
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circuitry, and it is felt that the CRC228 read noise may be due to 11f noise in the 
MOSFET [104, page 2] and there is some limited evidence that the read noise may in- 
crease for integration times above one second (McLean, private communication). Nev- 
ertheless, it is obviously a poorly understood phenomenon as yet, and we are unable 
to model it at this point. Thus we henceforth assume that the read noise constitutes a 
noise floor, constant with integration time. 
3.8.1.2 Shot noise 
The other major source of noise in an integrating detector is the statistical noise due 
to variations in the rate of generation of charge carriers, due to both dark current 
and photo-current, the so-called ̀shot noise'. A Poisson distribution in arrival rates is 
generally assumed for such ̀ counting' experiments, such that, if N individual events are 
registered, the variance c2 = N. 
If we integrate on-chip for a time t, we will in general have collected charge carriers 
due to the source flux (¢, ), the background flux (¢b), and the dark current (Id), each 
with an independent shot noise given by : 
a; = N. _7Jq, t 
arb = Nb = 77c5bt 
Qd = Nd = Idt/q 
where N. is the number of source charge carriers collected 
Nb is the number of background charge carriers collected 
Nd is the number of dark current charge carriers collected 
q is the quantum efficiency 
q is the electronic charge 
Note that it is the total number of charge carriers generated by each source that is 
important, and not the rate of generation - for example, changes in the instantaneous 
dark current are not important, as long as the total number of charge carriers generated 
over the integration time is known. 
As the noise contributions are independent, they add quadratically to give the total 
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shot noise : 
s2zs ashot = Qs + Qt, + Qd 
_ 770it + 1706t + IdtI4 
3.8.2 Spatial noise 
(3.78) 
Another critical noise component needs to be considered when discussing arrays of si- 
multaneously integrating detectors. This is a noise due to pixel-to-pixel non-uniformity, 
and is referred to as spatial noise. The main causes of spatial non-uniformity are prob- 
ably due to defects in the detector crystal structure, and slight variations in the mask 
used in the photo-lithography process to create the array, generating pixels of slightly 
different size and quality. Adjacent pixels may individually be background limited, but 
slight differences in quantum efficiency and readout gain between the two pixels could 
mean that the background limited performance is not realised, as the theoretical con- 
trast limit between the pixels is masked by pixel-to-pixel variations across the image. 
In astronomy, we are willing to correct for pixel-to-pixel variations in sensitivity - the 
flat fielding process - but even after such corrections, residual spatial noise may be 
present, still limiting the effective sensitivity. 
In order to examine the effects of spatial non-uniformity, we shall derive an expres- 
sion for the spatial noise that may be added to the noise components discussed for an 
individual pixel. Then we shall study the methods used to remove spatial noise, and 
the degree to which they may be successful. 
For CCD-type detectors, the only spatial non-uniformity usually considered is the 
pixel-to-pixel variation in quantum efficiency, 17. However, the SFD read-out mechanism 
employed by the SBRC array means we should also consider variations in pixel-to-pixel 
MOSFET gain, G. Non-uniformity in this term is generally greater than in the quantum, 
efficiency for the SBRC array, and thus must be considered. ... 
Adapting the analysis of Mooney and Dereniak (105], we proceed as follows. '- Illu- 
minate an array, of N pixels with a uniform flux 4, and consider the variance, a p, 
in 















where r1; j is the quantum efficiency of the i, jth diode 
G; 1 is the electronic gain of the i, jth diode 
vG. is the variance in the product of the quantum efficiency and gain 
for each diode across the array 
Even though non-uniformities in the quantum efficiency and the MOSFET gain are 
probably uncorrelated, the former arising in the InSb detector material and the latter 
in the silicon multiplexer, in practice it is difficult to separate the two effects. Thus, in 
characterising a hybrid array of this type under astronomical conditions, it is the Grp 
product that determines the total output spatial variations, and the combined variance 
vp is the parameter we shall deal with. 
The most important point to realise about spatial noise that takes the form shown 
in equation 3.79 is that it can be the limiting factor in determining the ultimate signal 
to noise for a system. Spatial noise relates to the contrast between adjacent pixels; thus 
when we have a uniform background falling on the array and it generates spatial noise, 
we are interested how much additional flux is required to fall on a given pixel such that 
it can be distinguished from its neighbours. If the mean background flux is ¢b, and 
the additional flux is 0 then the extra signal falling on the pixel of interest is roughly 
Ggo, t, and the signal to noise is given by 
S_ Gi ¢, t 
N- ýetzQý 
}(3.80): U Ob 
where U is the non-uniformity, defined as a, p/Gq. We can immediately see that for 
S/N = 1,4, ý Uqb, i. e. a fixed fraction of the sky brightness. Thus, in any situation 
where spatial noise is dominant, the faintest object distinguishable is defined only by the 
uniformity of the'array and the intensity of the background; this limit is independent of 
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the integration time. Integrating for a longer period will not result in an increased signal 
to noise for any source. The only way to reach fainter objects or increase the signal to 
noise on any given object is to reduce the value of U, the non-uniformity. This implies 
either an intrinsically higher uniformity device (e. g. PtSi Schottky barrier detectors) 
and/or accurate flat fielding techniques which will reduce the residual non-uniformity, 
hopefully to a level at which other more fundamental noise sources dominate. 
3.8.3 Total noise 
Now we can combine the effects of read noise, shot noise, and spatial noise so that we 
may examine the overall noise for an array of integrating detectors. In order that all the 
noise sources are referred to a common point, we recall that spatial noise includes the 
effect of variations in the MOSFET gain across the array, and that the spatial noise was 
calculated post-MOSFET. The other noise sources were calculated pre-MOSFET, and 
the variance of each of these sources must be multiplied by a factor of G2 to normalise 
them post-MOSFET. In this way, the total variance ototal is determined2 
(3.81 °total - C2(°2n +'i&ýt + Tobt + Idt/4 + U2v72ý6t2) 
Note that this variance defines the noise for a source of brightness 4, sitting on a 
background 4b, with mean dark current Id, read noise a,,,, and with a spatial non- 
uniformity U, in a raw frame. This is not a particularly helpful way of characterising 
the noise of real interest, namely the noise left after the data have been reduced. It is 
this noise which determines the actual astronomical sensitivity of the system. 
We shall use a reduction technique similar to that outlined in section 3.6.1 to derive 
the final noise. Even though this method assumes a linear detector, the actual steps 
performed are very similar to those used when linearity corrections are included (see 
section 3.7), and the propagation of the noise sources will be substantially similar.. -yf } 
Firstly we drop the spatial noise term from the analysis. Whilst this may, seem 
strange after having decided that spatial noise may be very important, we must realise V.; 
'Note that we no longer refer explicitly to the mean quantum efficiency and mean gain across the 
array-this is implicit and is to prevent cluttering the following equations. Since we have now quantified 
the spatial noise in terms of U, replacing the actual values of G and q with their means will be valid for 
any given pixel as long as U is not too great (a few percent) 
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that we do not understand the way in which the errors due to non-uniformity propagate. 
That is; if a perfect flat field were used to correct for the pixel-to-pixel sensitivity 
variations, there would be no residual non-uniformity left, and the remaining noise on 
the data would be due the other effects alone. However, as discussed in section 3.10, 
some residual non-uniformity generally remains in practice. We shall reintroduce the 
spatial non-uniformity at the end of the analysis in the form of U, the residual non- 
uniformity. 
Assume a fixed on-chip integration time of t for every exposure. At this stage, we 
will analyse the case of one co-added exposure only. We shall see later how the noise 
may be reduced by co-adding many dark, flat-field, and source exposures. Assume the 
system offset 0 to be fixed and similar for every pixel. The dark signal SD in a given 
pixel and its variance aD are : 
SD =0+ GIdt/q (3.82) 
aD = G2 
(Idt/q + arn) (3.83) 
The signal SF and variance vF for the flat field frame, taken on a piece of blank sky 
near the source field, is similarly defined : 
SF =0+ Gt(IdI9' + 710b) (3.84) 
tF = G2 
(Idt/q + atn + ý46t) (3.85 
Similarly for the signal SS and variance os in the source frame : 
Ss =0+ Gt(Id/9 + i(Ob +O j)) 
(3.86) 
crs = G2 
(Idt/q 
+ Qrn + 170bt 'F io, t) 
(3.87) 
Now, following the procedure of section 3.6.1, we subtract the dark frame from both 
the flat field and source frames, noting that the errors simply add in quadrature, at this 
stage : ý_ý,. 
SF - SD .= Gtný6 (3.88) 
Q(F_D) = G2 
(2Idi/q + 2vr2 +' 1JObt) 
.., 3.89) 
SS, - SD = GttJ(4b + 4, )... (3.90) 
22 a (S D) G2 
(2Idt/q + 20 ý"_iic6bt + 17 It 
Next we divide the dark subtracted source frame by. the dark subtracted flat field frame. ' 
Then we rescale the result by the mean of the dark's I ubtracted flat field frame. Lastly, 
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we subtract the mean sky value from the data. This may be obtained from the image 
frame itself, or from the flat field frame, which was taken on a nearby patch of sky. We 
assume the latter case here. This leaves us with a resealed and sky subtracted image, 
which is what we want. Note that the errors add in a slightly more complex fashion here, 
as we are dividing one frame by another. The resealing and sky subtracting processes 
are assumed to be noiseless, as only a single scalar is used in each case, which may be 
determined from many pixels. The results are : 
X SF- SD) - SF - SD =Gh7O, (3.92) 
CSS - SD 
SF - SD // 
02 = G2 
(2Idt/4 
+ 2Qrn + 1]t(ob + 0. ) + 
[q5, +cb}2 (2Idt/q + 20 + rl06t) (3.93) 
It is here that we reintroduce the spatial noise in the form of U,., the residual spatial 
non-uniformity. The variance resulting from this is given by analogy to equation 3.79 : 
Qp= Ur G2-q 2O t2 (3.94) 
Adding this term into the noise expression, we can now write down an expression for the 
signal to noise obtained for a source of flux 0, on a background Ob, with dark current 
Id and read noise a,,,, in this case after reduction : 
Signal = GrjO, t 
Noise =G Z1r f]2cbt2 + 
(2Idt/q + 2c +''lt(4b + 4. )) 
1/2 
+ I. 
08 4b Ob 12 (2Iat/q + 24n + 714bt) (3.95) 
Before looking at this equation and discussing its component parts, we shall introduce 
the final variable, as promised earlier : this is the number of co-added exposures that 
go to make up each output frame. That is, in order to reduce the effects of read noise 
and temporal noise, many on-chip exposures may be co-added in computer memory. 
The number of co-adds may be different for the source, flat field, and dark current 
measurements - the `calibration' frames may have many more co-adds than the source 
frame in order to reduce the extra noise added during the reduction- procedure. 'For 
example, co-adding N dark current exposures should reduce the shot and read noise 
components in the mean dark current frame by a factor of v/N, thus reducing the noise 
added by the dark subtraction process. If we denote the number of co-added exposures 
that go to make up the final source, flat field, and dark current frames by Ns, NF, and 
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ND respectively, we can rework the previous analysis, and arrive at a modified version 
of the previous equation accordingly : 
Signal = NSGi7c, t 
Noise =G NSUr ti2¢bt2 -}- (a) 
(Ns(Idt/q + aºn + iIt(Ob + 09») + (b) 
2 
ND (Idtlq + ern) + (c) 
(0. + Obl Ns (Idt/4' + Orn + r)cbbt) + (d) l Ob J NF 
(0, + Obl Z Ns ]1/2 




Although this equation may appear somewhat daunting, it is in fact quite simple. The 
source of the noise components inside the G[... ]1/2 can be explained as follows 
" component (a) is the residual non-uniformity term - note that it has a factor NS 
in it, implying that in a regime dominated by spatial noise, the signal to noise is 
independent of the number of co-added frames, similar to the way that it was seen 
to be independent of integration time in section 3.8.2. 
" component (b) is due to the shot noise and read noise in the raw source frame 
itself. 
" component (c) is due to the noise in the dark current frame which was subtracted 
from the source frame, scaled according to the number of exposures co-added - 
note that for ND = Ns, this term adds with equal weight to term (b), but if 
many dark current exposures are made (ND > Ns), then the noise added by this 
component is much reduced. 
" component (d) is due to the noise in the raw flat field frame. Note the two scaling 
factors - the term [(0, + Ob)/Ob]2 arises when the source frame is divided by the 
flat field frame, the result being rescaled by multiplying by the mean value in the 
flat field frame. This factor shows that for faint sources component 
(d) contributes just as much noise as component (b), and that when ý, > ¢6, the 
noise from component (d) will dominate that from component (b). That is; for 
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bright sources, where you might expect the signal to noise to be limited by shot 
noise on the source itself, it is in fact limited by the shot noise on the background, 
i. e. the noise in the flat field. Thus, in order to increase the signal to noise on the 
source frame in this case, the other factor (NS/NF) must be made smaller; that 
is, NF must be made > NS. 
" component (e) is due to the noise on the dark current frame subtracted from the 
flat field frame - the comments attached to components (c) and (d) are relevant 
here also. 
Having derived a general expression for the theoretical signal to noise, we can discuss the 
ways in which this signal to noise may be modified by changes in the various parameters 
which go to make it up. To do this, we define a set of regimes in each of which a certain 
noise source is assumed to be dominant. In the following sections, we assume in each 
case that the number of co-adds used for each of the dark, flat field, and source frames 
is the same, for the sake of simplicity. It is evident from equation 3.96 that by taking 
many more dark and flat field co-adds than source co-adds, the final errors in the reduced 
source image will be minimised. This point is addressed further where relevant below. 
The first four sections deal with the case of 0, < Ob, i. e. the source flux being a small 
perturbation on the background, such that we are looking at the sensitivity to faint 
objects. In each section we examine how the signal to noise depends on the relevant 
parameters. We examine how the signal to noise changes as a function of the area of a 
pixel subtended on the sky, the area of the telescope, and how the signal to noise may 
be improved for faint diffuse sources by adding up the signal over several pixels-the 
'binning-up' procedure. 
3.8.3.1 Read noise limited 
The read noise limited regime occurs when o,.  > Idt/q, ticb, t and tjýbt, and the residual 
spatial noise is negligible. In the limit, equation 3.9G contracts to : 
Signal = NS tjO t 
Noise = 2a (3.97) 
This gives us the following dependencies 
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S/N increases as the square root of the number of co-adds 
increases linearly with the 
increases linearly with the 
decreases linearly with the 
increases linearly with the 




area imaged by a pixel 
area of the telescope 
increases as the square root of the number of pixels averaged together 
For the SBRC array with a typical read noise a,.,, N 400 e RMS, an individual pixel 
will be read noise limited until the well is filled to N 4002 electrons, i. e. until about 
N 1.6 x 105 charge carriers have been generated by the dark and/or photo-currents. As 
the well depth is typically N 106e-, read noise can easily be overcome. By filling to 
half well before reading out, the read noise becomes negligible, and the device dynamic 
range remains large. The read noise dominated case may arise where high time reso- 
lution is required in speckle observations for example, or if magnitude of the dark and 
photo-currents are both so small that the integration time taken to fill to half well is 
impracticably long, as may be the case for very high resolution spectrometers operating 
in the 1-2.51im range. 
3.8.3.2 Dark current shot noise limited 
This case occurs when Idl q> -q4, and q0b, and with the residual spatial noise negligible. 
Enough charge carriers must be integrated to overcome the read noise as discussed above. 
Then equation 3.96 is reduced to 
Signal = NSt 'ii. 
Noise 2 (Id/gII12 
This gives us the following dependencies : 
S/N increases as the square root of the number of co-adds 
increases as the square root of the integration time 
increases linearly with the source brightness 
decreases as the square root of the dark current 
increases linearly with the area imaged by a pixel 
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(3.98) 
increases linearly with the area of the telescope 
increases as the square root of the number of pixels averaged together 
Cooling the SBRC array to 40 K reduces the mean dark current to N 100 e-/sec/pixel. 
Only in very few imaging applications in the 1-5.5µm region will the photon back- 
ground be that low. High resolution spectroscopy between 1 and 2.5µm may result in 
background photo-currents as low as N le-/s/pixel, however. Dark currents in InSb 
are unlikely to fall that low even at 4 K, so in order to avoid being dark current noise 
limited, larger bandgap semiconductor detectors (e. g. Hgo. 554Cdo. 44eTe) should be used. 
3.8.3.3 Background shot noise limited 
This case arises when t1c b> Id/q and rho with the spatial noise negligible, and enough 
charge carriers integrated to overcome the read noise. Equation 3.96 reduces to : 
Signal = Nsr7t 09 
Noise =2 [0b]1/2 
This gives us the following dependencies : 
S/N increases as the square root of the number of co-adds 
increases as the square root of the integration time 
increases linearly with the source brightness 
decreases as the square root of the sky background brightness 
increases as the square root of the area imaged by a pixel 
increases as the square root of the area of the telescope 
increases as the square root of the number of pixels averaged together 
(3.99) 
This situation will be the one most frequently encountered in imaging applications in 
the 1-5.51im region, as long as the spatial noise remaining after the flat fielding process 
is negligible. It provides the theoretical limit to faint object sensitivity that can be 
achieved, background limited performance. Once a system achieves this performance, 
it is doing as well as any other system can on the same telescope, provided the sky 
background brightness is as low as possible, and that no high emissivity sources are 
seen in the beam at thermal wavelengths. If a system is background limited, then the 
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chosen pixel field of view is irrelevant, as the increase in signal to noise for diffuse sources 
as the n pixels are added together is Vn-, and the increase in signal to noise as the area 
A of sky imaged by each pixel is increased is vrA-. As A oc n, there is no advantage in 
using bigger pixels initially, as the same signal to noise may be achieved by binning up 
smaller background limited pixels until the desired signal to noise is reached. In fact, 
as soon as the diffuse emission becomes dumpy, smaller pixels win, as they reach the 
required signal to noise with fewer pixels in the bright dumps, keeping the flexibility of 
variable spatial resolution binning across the image. 
3.8.3.4 Source shot noise limited 
This situation should arise when r)¢, > Id/q and' cbb, as long as residual spatial noise is 
negligible, and the read noise is overcome by integrating enough charge carriers before 
reading out. Note that our assumption of c, < cb is no longer true, by definition, and 
we must be more careful when reducing equation 3.96 to : 
Signal = NStit 0, 
ir is 1/2 
Noise = (46 + cb, ) + 10, 
b 
ý6 
I ý6 (3.100) 
This gives us the following dependencies : 
S/N increases as the square root of the number of co-adds 
increases as the square root of the integration time 
increases as the square root of the area imaged by a pixel 
increases as the square root of the area of the telescope 
increases as the square root of the number of pixels averaged together 
The usual assumption made made for sources much brighter than the background is 
that the signal to noise increases as the square root of the source brightness; that is, 
that we are limited by the shot noise on the source photons themselves, the theoretical 
limit. However, careful examination of equation 3.100 reveals that this is not the case 
for arrays which have to be flat fielded. The first term in the noise (46 + c, ) would 
suggest that, for 0, > 4b, the overall signal to noise would increase as the square root 
of the source brightness. But it is the second term that is critical, the term introduced 
in the flat fielding process. It can be seen that as c, becomes very much larger than 
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¢6i the ((c, + cbb)/412Ob term increases as the square of 0, : that is, the signal to 
noise achieved tends asymptotically towards a fixed limit. That limit is the set by the 
background photon shot noise in the flat field frame. Thus, it does not matter how 
much brighter than the background a source is in the source frame, the signal to noise 
achieved is set by the signal to noise in the flat field frame. This gives us a due as to 
how to improve the overall signal to noise. As stated earlier, co-adding many more flat 
field and dark exposures than source exposures will reduce the final error. In this case, 
equation 3.96 shows us that the signal to noise for a bright source is proportional to 
NF, where NF is the number of co-added flat field exposures. 
3.8.3.5 Residual spatial noise limited 
This is the case where, after flat fielding has taken place, the residual spatial noise 
dominates the noise due to all the other terms. In this case, equation 3.96 reduces 
simply to :ý 
Signal = 0, 
Noise = UrOb (3.101) 
This gives us the following dependencies : 
S/N does not increase at all with the number of co-adds 
does not increase at all with the integration time 
does not increase at all with the area imaged by a pixel 
does not increase at all with the area of the telescope 
increases linearly with the source brightness 
decreases linearly with the sky background brightness 
increases as the square root of the number of pixels averaged together 
For a given ratio of source to background intensities, the only way to increase the signal, 
to noise (which is independent of integration time, telescope size, pixel size, and number 
of co-adds) is to decrease the residual spatial non-uniformity Ur. This may be done by 
binning-up pixels, or, more effectively by stacking many images taken with slight field'''', 
centre offsets, as this does not compromise the spatial, resolution. ', Note however, that . 
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the same must be done for the flat field in this case, as it is obvious by analogy to the 
discussion of section 3.8.3.4 that a high signal to noise frame will be compromised if 
the flat field frame has lower signal to noise, even though this effect does not appear 
explicitly in equation 3.96 due to the way in which we dealt with spatial noise in deriving 
that equation. 
3.9 Noise characteristics of the SBRC array 
Here we shall discuss the characteristics of noise components seen in an SBRC array 
when in use in an astronomical situation. We shall do this by reducing some astronom- 
ical data, finding the final noise in the sky background, and then inputting the relevant 
noise components into the model of equation 3.96 to predict the noise that should be 
seen. This will allow us to decide : 
" if the theory developed in section 3.8 is valid for the SBRC array 
9 the magnitude of the inherent spatial non-uniformity U 
" the magnitude of the residual spatial non-uniformity U, after the data have been 
processed 
9 how well the IRCAM flat fielding technique works and the implications for more 
effective calibration 
The data we shall examine were all obtained on the 19th April 1987 with IRCAM 
on the UKIRT, as part of a photometric calibration experiment. The following system 

















We shall examine three data taken through three different filters, each with a different 
n 
on-chip integration time and number of co-added exposures. In each case, the number of 
co-added exposures used to obtain the sky or flat field frame was the same as the number 
used for the source frame. However, the number of dark current exposures co-added was 
different in each case, with an important effect on at least one result, as we shall see. 
Throughout, the data frames are normalised by dividing each by the number of co-adds 
used. In this way, equation 3.96 is slightly modified by the inclusion of a 1/NS term at 
the beginning of both the signal and noise expressions. The fact that a different number 
of co-adds was used for the dark frames is embedded in the main noise expression itself. 
Throughout, statistics are presented as the data are reduced. The median and standard 
deviation were evaluated over a clean area of the array seeing only sky; we are not 
interested in the sources in the image, just the noise on the background. We use the 
median to be sure that odd bad pixels do not affect the results. However, in every case, 
the median value was very close to the mean, indicating that no bad pixels were in fact 
included. This means that the standard deviation is a valid estimate of the true noise, 
also unaffected by bad pixels. 
The numbers we need to derive in each case are : 
" the mean dark current 
" the mean photo-current 
" the final noise on the background actually arrived at after reduction 
We assume a read noise of 375e- R. MS throughout, as determined from repeated mea- 
surements of a single pixel with a very short integration time. Errors in this assumption 
will not be important, as each data set is in fact background limited. 
3.9.1 Example 1: K broad band 
The first example looks at data obtained looking through the K broad band filter. The 
data are :- 
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Frame Filter Tint No. co-adds 
Bias - 0.13s 10 
Dark - 8s 10 
Sky K 8s 13 
Source K 8s 13 
Each frame is divided by the relevant number of co-adds, and statistics are taken in a 
box in a clean area of size 5x 15 pixels, lower left corner at pixel 55,34. The results 
are : 
Bias Median = 34824 DN Q= 379 DN 
Dark 42174 407 
Sky 51815 445 
Source 51856 447 
We assume that the bias frame does represent the zero signal level, as its integration 
time of 0.13 seconds is negligible compared to the 8 seconds of the dark frame. We 
subtract the bias frame from the dark frame, and statistics are taken in the same box 
in the resulting frame : 
Dark - Bias Median = 7403 DN o= 192 DN 
We multiply by the gain of 24 e'/DN, and divide by the on-chip integration time of 8 
seconds to obtain the mean dark current of 22,209&/second/pixel. This is very high 
for an operating temperature of 33.5 K, and is probably due to an electroluminescent 
effect on the detector chip rather than true dark current. However, we can still use this 
number in the analysis, as it. will obey shot noise statistics as does real dark current. 
Next we need to find the photo-current. We subtract the dark current frame from 
both the sky and source frames, noting that this also removes the bias offset. The 
statistics for the resulting frames are : ''. 
Sky - Dark Median - 9508 DN Q- 253 DN 
Source - Dark 9541 254:. 
It is the photo-current in the source frame we are interested in, even though it is very 
close to that of the sky frame, as we are taking statistics in a clear region of background 
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in both. We multiply the median of the selected region in dark subtracted source frame 
by the gain and divide by the on-chip integration time, to give the mean photo-current 
of 28,623e-/second/pixel. Note that this is about 2.5 times higher than expected for 
this imaging mode at K (see chapter 4). 
Next we flat field the data. We divide the dark subtracted source frame by the dark 
subtracted sky frame. Then we re-scale, multiplying by the median value found over 
the defined box in the sky frame. Statistics in the resulting flat fielded frame give : 
Flat fielded source Median = 9540 DN Q= 16.0 DN 
Note how the noise was dramatically reduced in the fiat fielding process. The flat field is 
obviously very good, as the result constitutes a noise of N 0.2% of the sky background, 
better than the usual CCD result of 1%. 
Next we can use the figures derived in the analysis to predict the noise figure from 
the model. We can then compare the result with the noise of 16.0 DN actually obtained. 
In this case, where we have only background flux, NS = NF, ND # Ns, and where we 
have normalised each frame by dividing by the number of co-adds, equation 3.96 reduces 
to : 
Noise NS NSU rj2cbt2. }. 
2NS{Idtl q+o+ ? ]tob) + 
2ND iýý 
ND 
(Idtl Q+ ýrn) (3.102 
We use a read noise of 375 e- RMS, a mean dark current of 22,209e-/sec/pixel, a mean 
background photo-current of 28,623e-/sec/pixel, Ns = 13, ND = 10, and the gain of 
24e-/DN (which implies G= 1/24 DN/e'). As, by definition, we do not yet have a 
value for U,., we assume it is zero, evaluate the noise expression, and then attribute any 
excess noise to U,.. Putting the numbers into the noise equation gives a predicted noise 
figure of 16.03 DN. 
This is the 'same result as was found after reducing the actual data. Thus, ' any 
contribution from residual spatial non-uniformity must be very small indeed. In order 
to increase the predicted noise result from 16 DN to 17 DN, the parameter U,. would need 
to be '6x 10'4;. Therefore, it probably fair to say that we have reduced the residual', ",,, 
135 
spatial non-uniformity to < 0.05% in this data set, and that we are definitely limited 
by the shot and read noise components. However, before drawing any conclusions, we 
shall reduce the other two data sets, in an attempt to confirm the result presented here. 
3.9.2 Example 2: J broad band 
The data used in this example are : 
Frame Filter rnt No. co-adds 
Bias - 0.13s 10 
Dark - 4s 10 
Sky i 4s 50 
Source i 4s 50 
We follow exactly the same reduction procedure as for the first example. The statistics 
box used this time is a5x 15 pixel box, lower left corner at pixel 46,34. The statistics 
for the normalised frames are : 
Bias Median = 34748 DN o= 306 DN 
Dark 38643 333 
Sky 58415 389 
Source 58491 392 
The bias frame is subtracted from the dark current frame. The statistics for the result 
are: 
Dark - Bias Median = 3887 DN -a= 152 DN 
This gives a mean dark current of 23,319e-/second/pixel. This is slightly higher than 
for the previous example, probably due to a combination of taking a different box in 
this example, and the non-linearity of the dark current, which', causes it to decrease as 
the diode is discharged - as this data has aný-on-chip integration time of only 4 seconds, 
the mean dark current will be slightly higher than in the previous example, where the 
on-chip integration time was 8 seconds. Next, we subtract the dark current frame from 
the sky and source frames. The statistics in these frames are 
. _'- 
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Sky - Dark Median = 19839 DN a= 333 DN 
Source - Dark 19912 335 
The mean photo-current is 1.1947 x 105 e-/second/pixel. This is about a factor of 100 
times higher than it should be at J, and is due to a red leak in the J filter (see chapter 4). 
Next we flat field as before. The statistics in the renormalised result are : 
Flat fielded source Median = 19907 DN Q= 12.3 DN 
This is a very low noise, corresponding to 0.06% of the sky background level, dose 
to the best ever obtained with optical CCD detectors. Using a read noise of 375 e- 
R. MS, a mean dark current of 23,319e-/sec/pixel, a mean photo-current of 1.1947 X 
105 e-/sec/pixel, NS = NF = 50, ND = 10, G= 1/24 DN/ e', and again assuming 
Ur is zero until proved otherwise, we calculate the predicted noise from equation 3.103, 
arriving at a result of 11.44 DN. This is very dose to the actual noise figure again, within 
1 DN. In fact, examining the flat fielded data fra. ne another area of the array was found 
to be clean. This area was larger, containing three times as many pixels as the control 
box - this larger box had a final noise of 11.51 DN, even closer still to the predicted 
noise of 11.44 DN. Therefore, it is true again that any residual spatial non-uniformities 
left after flat fielding are very small, and that the noise performance in this example is 
also completely explained by shot and read noise alone. 
3.9.3 Example 3: narrow band L 
In this example, we choose data with a much higher background rate, and with many 
more co-added frames. The data used were taken through the narrow band L filter at 
3.6µm, and are: 
Frame Filter Tint No. co-adds 
Dark - 0.13s 10 
Sky nbL 0.13s 1000 
Source nbL 0.13s 1000 
Note that we do not have a bias frame this time. This is because an on-chip integration 
time of 0.13 seconds was used for the dark current, sky, and source exposures, and thus 
137 
a bias frame would be just the same as the dark frame. The statistics box used this time 
is a5x 15 pixel box, lower left corner at pixel 55,34. The statistics for the normalised 
frames are : 
Dark Median = 34835 DN a= 337 DN 
Sky 46139 259 
Source 46185 259 
In this example, we simply use the mean dark current derived in the second example, 
i. e. 23,319e-/sec/pixel. As the amount of dark current integrated in 0.13 seconds is 
very small (i. e. 3,031 e-/pixel), an error in this assumption will not be important, as 
the noise in the dark current frame will be heavily dominated by read noise. Next we 
subtract the dark current frame from both the sky and source frames, with the statistics 
for the resulting frames as follows : 
Sky - Dark Median = 11324 DN or = 323 DN 
Source - Dark 11366 323 
This gives us a mean photo-current in the source frame of 2.0983 x 106e-/sec/pixel. VI"es 
This is approximately 50higher than predicted for this filter (see chapter 4). Dividing n 
and re-scaling, we flat field the source frame, the statistics for the result being : 
Flat fielded source Median = 11367 DN a=6.0 DN 
Again, this is extremely good flat fielding accuracy, , 0.05% of the sky background. We 
now calculate the predicted noise value for these data. Taking a read noise of 375 e' 
ItMS, a mean dark current of 23,319e-/sec/pixel, a mean photo-current of 2.0983 X 
106 e'/sec/pixel, NS NF = 1000, ND = 10, G= 1/24 DN/ e', and setting U,. to 
zero initially, we arrive at a predicted noise of 7.2 DN from equation 3.103. This is 
slightly higher than the actual noise result, but still dose. That the actual data should 
have less noise after reduction than the theoretical prediction is a surprise. At least 
it again implies that there is no contribution from residual spatial non-uniformity, but 
quite why the result is less noisy is unknown. In fact, in another dean part of the 
array, the noise falls as low as 4 DN. Note however that the dominant source of noise in 
the reduction process is the read noise in the dark current frame. This is because the 
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number of co-adds used in the dark current frame was much smaller than used in the 
sky and source frames, and the NSIND term became much larger than NS in the noise 
equation. Thus the term due to dark subtraction dominates the noise equation, and as 
the shot noise on the dark current accumulated in 0.13 seconds was small relative to the 
read noise, the read noise dominated the final result, even though the source and sky 
frames were heavily shot noise limited. If ND had been 1000 also, the predicted noise 
would have been significantly reduced, to about 1.4 DN. Thus, an extra two minutes 
integration time (1000 x 0.13 s) spent integrating on a dark frame (which constitutes 
an overall increase in time spent of 50%, or less if the overheads involved in starting a 
frame of any length are accounted for) would have brought a final signal to noise gain 
of approximately five. 
3.9.4 Conclusions from noise examples 
From the data analysed in the three examples above, we can draw the following con- 
clusions about the behaviour of noise in fully reduced data from the SBRC array, and 
about the predictive powers of the model detailed in equation 3.96 : 
" The noise obtained over a range of astronomical conditions is fully consistent with 
theoretical predictions based on read noise, and dark current and photo-current 
shot noise components alone. 
is The residual spatial non-uniformity (U,. ) appears to be completely negligible in 
the situations discussed above, at a level of < 0.05% of the sky background. 
" No additional noise mechanisms appear to be necessary to explain the noise ob- 
tained in the actual data. This implies that il f components in the either the' 
sky or detector are minimal, at least on the timescales detailed above (N several 
minutes). .... ', 
" The flat fielding process used seems highly satisfactory, reducing all systematic 
errors well below the noise levels expected from read and shot noise. 
" Care must be taken that the noise after reduction is not compromised by insuffi- 
cient signal to noise in the calibration frames. This means that at least the same 
number of co-adds should be used for dark and sky 
, 
frames as used forthe source 
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frame itself, and that additional gains in signal to noise would be possible if the 
number of co-adds used for the calibration frames were greater than those used 
for the source frames. 
" With a relatively stable and low dark current, it should be possible to take a whole 
series of frames with a range of integration times and each with a large number 
of co-adds, before observing begins. Spot checks on the dark current during the 
night will indicate whether or not it is drifting. 
" The same procedure would prove difficult for sky frames used as flat fields, as the 
extremely accurate flat fielding no doubt owes much to the fact that the flat field is 
an exposure taken on the sky nearby spatially and temporally to the actual source 
frame, as discussed in section 3.10. Increasing the number of co-adds used 
for sky frames over the number of co-adds used for the source frames would be of 
diminishing benefit, as the signal to noise in the source frame becomes dominant, 
at the expense of wasted on-source integration time. Thus, keeping the numbers of 
co-adds equal for sky and source frames is recommended as a simple compromise. 
" The SBRC array appears to be relatively free of unexpected noise components. As 
it is the most sensitive array of its type, and the UKIRT is the largest dedicated 
infrared telescope in the world, on the best site, the results that may be achieved 
with their combination would appear to be unrivalled at this time. 
Finally, we note that little has been said about the inherent spatial non-uniformity of 
the SBRC array, that is, the pixel-to-pixel variations that exist in raw data frames. 
This is because at this time, it is thought that the noise seen in raw data frames is 
probably due to the electronic processing of the output data, rather than inherent non- 
uniformities. The limited evidence for this stems from the fact that even after the very 
shortest integration time, there is a large noise figure. If the array is reset and read 
out very rapidly in the dark, each pixel should be at the same voltage it started at, 
no discharge having taken place. The sample and reset voltages will be equal for each 
pixel, and even though these voltages may be different across the array due to real gain 
differences from pixel-to-pixel, the result output by the processing electronics should 
be zero in all cases, leading to a noise free image. The fact that this is not true leads 
us to believe that the noise may be due to insufficient common mode rejection at the 
twin sample and hold (SH) units that form the difference signal between the sample and 
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reset voltages. The two voltages arriving at the SH units sit on a pedestal voltage, the 
magnitude of which is a function of the gain of the MOSFET of each pixel and therefore 
differs across the array. If the SH units are incorrectly balanced, then they will allow a 
fraction of the pedestal voltage through, despite both SH units being presented with the 
same voltage. As the pedestal varies across the array, the voltage allowed through the 
SH units will vary, causing a noise. This noise should disappear in the data reduction 
process, as it seems to do, but makes it very difficult to derive the inherent pixel-to-pixel 
non-uniformities. Data from SBItC would indicate that the value of the inherent spatial 
non-uniformity U, is on the order of 5% [116]. 
3.10 Flat fielding 
The SBRC arrays in IRCAM do not appear to be limited in any way by spatial non- 
uniformity. We shall now discuss how residual non-uniformities may still persist after 
flat fielding, and how their effects may be reduced in practice, thus explaining why the 
method used in IRCAM is so good. 
3.10.1 Flat fielding optical CCDs 
Once a detector is manufactured, the inherent spatial non-uniformity U is defined. The 
flat fielding technique assumes that by illuminating the detector with a uniform flux, a 
template of the pixel-to-pixel gain differences can be obtained, and subsequent exposures 
on sources of interest can be divided by this template, in order to normalise out the 
gain differences. We shall examine the ways in which optical astronomers employ this 
technique, beginning from the raw method, which uses diffusely illuminated exposures 
of the inside of the dome to provide a flat field. 
" Using the dome lights (usually tungsten at 3000 K) leads to differences between 
the colour temperatures of the source and flat field fluxes This is important, as 
the device quantum efficiencyva. riations are often wavelength dependent 
" Filtering the flat field source may provide the correct colour temperature, but still 
provides a poor analogue to the source flux, which generally consists of sources 
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with a range of black-body temperature spectra on top of a night sky background 
mainly of narrow emission lines 
The sky may be used as a flat field source, but for optical CCDs there are the following 
disadvantages. 
" CCD detectors have quite large area coverage, and it is impossible to find a blank 
piece of sky. Several sky flats must be taken in order to remove stars and other 
objects from the field. 
" The sky may be quite faint in the optical, and thus it takes a long time to get 
a high enough signal to noise flat field that it will not significantly degrade the 
signal to noise of the source frame. 
" The best flat fielding is done when the intensity of the flat field is similar to the 
intensity of the source being flat fielded, due to non-linearities in the detector. 
Thus, whilst faint objects near the sky background are well catered for with sky 
flats, brighter objects are not. Two different illumination levels may be required to 
bracket the range of object brightnesses, and this may take a long time, integrating 
on sky alone. 
" During the long integration time typical of CCD exposures, the spectrum and 
intensity of the night sky may change dramatically, and a sky flat obtained either 
before or after the source frame may be inadequate. 
" Lastly, there are many monochromatic emission lines in the night sky spectrum 
at the red end of the optical. Thinned backside illuminated devices have a de- 
tector substrate just deep enough to allow detection of the longest wavelengths, 
which penetrate deep before being detected, but not so deep that the electron-hole 
pairs generated close to the surface by the more energetic short wavelength pho- 
tons recombine before diffusing to the p-n junction. Thus, the material is almost 
transparent to the long wavelength photons. Thinned devices are often mounted 
on glass plates, and photons which penetrate the detector may be reflected at the 
detector-glass interface, where a large change in refractive index occurs. This pro- 
motes multipath interference effects in a process as ̀ fringing'. The fringes created 
may modulate the imaged background by up to 100%, and are very difficult to 
remove in the flat fielding process. 
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Two groups using optical CCDs have consistently obtained lower residual spatial non- 
uniformities than the usual limit of 1%, and it is worth briefly examining their techniques 
in order to determine the best way to flat field an infrared array. 
3.10.1.1 Drift scan 
The Cambridge group use the `drift scan' technique [164]. This involves taking images 
with the telescope right ascension drive slowed or turned off, and with the CCD columns 
aligned exactly east-west. As the astronomical scene drifts through the focal plane in 
a westerly direction, the charge packets stored under each pixel are slowly clocked out 
along the columns of the array at such a rate that a given accumulated charge packet 
effectively stays beneath the same point in the astronomical scene. On reaching the 
end of the column, the charge packet is read out as normal, and a continuous strip scan 
image is built up in the computer. In this way, the pixel-to-pixel variations along the 
length of a column are eliminated. Then the column-to-column sensitivity variations are 
removed by comparing the median value of each column. Combined with a technique 
that tries to account for large scale variations in the sky background, it is possible to 
realise background limited performance with this technique, as opposed to the spatial 
noise limited performance usually achieved-a limit of 0.1% of the sky background is 
quoted as the residual non-uniformity [58]. 
3.10.1.2 Adaptive modal filtering 
The SBRC array does not have a CCD-type readout, but rather an X-Y shift register 
addressing scheme. Thus the drift scan technique is not viable. The second technique 
is however. It is known as ̀ adaptive modal filtering', and is due to Tyson [146]. This 
technique is less sophisticated in terms of the actual observations, but is much more 
sophisticated in the data analysis. Many frames are taken of an object field, with each 
image offset from the last by small and random amounts. Flat field frames are made by 
looking at a diffusely illuminated surface through the required filters. To generate the 
master source frame, all the individual frames are flat fielded, and then registered up on 
a bright point source and stacked. The final value for each pixel in the image (x, y) plane 
is determined by forming the mode of all the values for that given point in space in the 
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stack (z) plane. Taking the mode eliminates the fringes due to the lines in the night sky, 
as they stay fixed on the array as the objects move around. Bad pixels and cosmic ray 
hits are also removed in this way. The residual spatial non-uniformity is reduced in this 
way by the square root of the number of stacked images, as are all the read and shot 
noise components. Whilst this is the basic principle, the software is more sophisticated 
than described : setting various threshold parameters, the process is iterated upon 
several times, and residual non-uniformities of 0.03% of the sky background have been 
reported, at which point the system is background limited [146]. 
3.10.2 Flat fielding the SBRC array 
The default method of flat fielding the SBRC array in IRCAM is as follows. In a DC 
analogue to chopping, images with the same integration time and number of co-adds 
are made of a piece of blank sky close to the object of interest. Sky images of this kind 
are made regularly, after one or just a few source frames. These sky frames are used as 
the flat field with the following advantages : 
" As the sky is used, the intensity and spectrum of the flat field will be very close 
to that of the background in the source frame. Also, as the sky backgrounds 
can be very bright in the infrared, objects tend to be small perturbations on the 
background, reducing the errors due to colour difference and non-linearity. 
" The time between source and sky frames will typically be short (N minutes), due 
to the relatively short on-chip integration times used in the infrared. Thus the 
spectrum and intensity of the flat field will have varied little from that seen in the 
source frame. This short on-chip exposure time means that high signal to noise 
flat fields may be obtained easily. 
" In contrast to the 1 pm wavelength cut-off of silicon, where the sky background 
is dominated by the monochromatic emission lines, the long wavelength cut-off of 
InSb is at 5.5µm. The background there is dominated by the smooth black-body 
spectrum of thermal emission from the warm optics. Thus fringing is less likely 
to occur, as the highly structured emission lines are dominant in the 1-2.5µm 
region, where the typical thickness of InSb used in a backside illuminated detector 
is completely opaque. 
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" The limited spatial coverage of current infrared arrays (N 1'x1 means that 
nearby areas of sky clear of any point sources brighter than NK= 169L 0 may be 
found fairly easily-even if not, a few randomly centred and stacked sky frames 
would allow the elimination of any unwanted sources with techniques similar to 
those of Tyson discussed above. 
" As the spatial coverage is currently limited, extended sources will often fill the 
field-of-view, and accurate sky determination from within the source frame may 
be difficult or impossible. As with AC chopping, this technique provides an almost 
real-time monitor of the local sky brightness, as long as intensity changes are linear 
between two sky exposures, and the sky value for the intervening frame can be 
obtained by interpolation. This technique sky determination is a compromise 
nevertheless -- the best way to determine the sky level is from within the source 
image itself, as intensity variations in the sky level become irrelevant as long as 
all the pixels integrate over the same variations. 
As we have seen in section 3.9, the -flat fielding of the SIIRC arrays in IRCAM is 
extremely good, no doubt due to low levels of inherent spatial non-uniformity in the 
detector itself, and the high quality of the flat fields provided by the process discussed 
above. There are improvements yet to made to this process, such as median stacking 
and spatial offset frames, and the fiat fielding accuracy will be enhanced further. 
Integrating infrared arrays that reference the sky infrequently could potentially gain 
a factor of two in total integration time and root two in background limited sensitivity 
over chopping AC photometers. Using the flat fielding technique we have outlined above, 
this gain is lost, as we spend just the same fraction of the time on the sky with the 
array as we would with the photometer. By stacking a whole nights worth of flat fields, 
we could retrieve the factor of root two in sensitivity. We should be able to gain yet 
another factor of root two, if the flat fields could be obtained off line, during dusk or 
dawn. As we have discussed above however, dome flats are unlikely to be as good as 
sky flats, and the factor of two may be lost again. Clearly then, we need to assess the 
quality of the various flat fielding techniques more rigorously, in order to properly define 
the advantages and disadvantages of each technique. As with optical CCDs, much effort 
will be expended in finding better and better ways to flat field infrared array detectors. 
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3.11 Conclusions 
In this chapter, we have developed a model of the detector physics that govern the 
operation of the SBRC 62 x 58 InSb + DRO array as used in IRCAM and other as- 
tronomical near infrared imaging cameras. This model has allowed us to explore the 
parameter space within which useful astronomical data may be obtained. We have used 
the model to examine the inherent non-linearity of the SBRC array in detail. Using a 
definition of non-linearity that applies to the the signals measured from astronomical 
sources after data reduction, we have found that the non-linearity is well behaved and 
below 10% in virtually all observing regimes. 
We have discussed techniques that may be used to remove the non-linearity, and 
have developed practical implementations of a numerical technique that assumes no 
prior knowledge of the detector physics, and an analytical approach which is applicable 
to the self integrating detector only. Both techniques have been applied to model data 
and have been found to correct well for the non-linearity, in all but the most extreme 
cases, with 3% and 5% being the maximum residual non-linearity left after correction 
by the numerical and analytical techniques respectively. The residual non-linearity was 
found to be below 1% for a wide range of likely situations. 
We have also developed a noise model for integrating array detectors, taking into 
account the propagation of noise through the astronomical data reduction process. Using 
this model, we have analysed some typical imaging data, and have found that the noise in 
the background after reduction is completely explained by read noise, and sky and dark 
current shot noise components. When using a sky frame taken close in time to the source 
frame, almost perfect flat fielding is seen to be possible, with no contribution to the final 
noise from residual spatial non-uniformity across the array. This excellent background 
limited imaging performance is consistent with the architecture of the infrared hybrid 
array, the nature of the sky background, and the frequency of obtaining sky frames. 
To conclude : from a theoretical point of view, the SBRC array exhibits excel- 
lent characteristics for astronomical near infrared imaging. The main problem is with 
non-linearity, but this is generally correctable. Limited available data from detector 
arrays currently in operation indicate that the modelling carried out in this chapter 
describe the arrays well. Further effort is required to fully understand the nature of 
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low temperature dark current sources, that dominate below 40 K, when diffusion and 
generation-recombination currents have been cooled out. Finally, more data is required 
from actual arrays in a laboratory environment, in order to fully confirm or deny the 
modelling presented here, and a rigorous characterisation process should be carried out, 
particularly at low temperatures and low photon backgrounds, as will be encountered 







As we have seen in previous chapters, the problems associated with infrared imaging are 
many. The nature of the sources observed, the constraints imposed by ground-based 
astronomical techniques, and the relative complexity of the detector technology em- 
ployed, all create a large number of possible observational circumstances. To anticipate 
the problems and limitations that will arise in all these situations is not a simple task. 
Whilst designing and implementing a first generation infrared imaging camera, we have 
simultaneously developed a software simulation system, known as SIRCAM (for Simu- 
lated IRCAM), to help us do so. The system has been described briefly elsewhere [95], 
but in this chapter we shall examine in detail the motivations and methods of, and some 
sample results from SIRCAM. 
4.2 Motivation 
The SIRCAM system was developed in order that the many possible observational 
configurations of an infrared imaging system could be explored, with these motivations 
in mind : 
" To provide input during the design stages of the IRCAM system, such that the 
optimally efficient astronomical instrument would arise 
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9 To estimate the likely levels of photon flux illumination arriving at the detector 
from both astronomical and background sources, in order that the actual system 
could be checked for poor throughput and background leakage 
" To derive predicted figures of merit for various observational configurations in such 
a way as to allow the real camera system to be configured in the most efficient 
manner for any given application 
" To model the behaviour of the detector array, in order that its operation be opti- 
mised 
" To examine the calibration algorithms necessary to reduce data output from the 
detector array to relative photon flux units 
" To provide realistic data with known input parameters, in order to test the effec- 
tiveness of data reduction and analysis techniques 
In the first part of this chapter, we shall examine the way in which input astronomical 
photons are converted into detected infrared images by a camera. A `recipe' is given 
for calculating the effects of the various components that go to make up a ground- 
based infrared imaging system, resulting in a photon flux falling on the detector array. 
This flux is detected and converted into an electronic signal by the array, this signal 
then being stored and examined in a computer. Throughout, examples are given that 
generally apply to the IRCAM 1-51im camera, which employs an SBRC 62 X 58 InSb 
+ DRO array, and which is used on the 3.8m United Kingdom Infrared Telescope, 
on Mauna Kea, Hawaii. However, the SIRCAM system has been implemented in a 
generalised and modular fashion, and should in principle be able to simulate a large range 
of other infrared instrumentation. It has in fact been used elsewhere to simulate the 
performance of single-element infrared photometers, designs for mid infrared cameras 
and instrumentation for future very large telescopes, and has been adapted to simulate 
infrared spectrometer designs based around two dimensional detector arrays [94,151]. 
The second part of the chapter presents some of the results output by the SIRCAM 
system. We give predicted background fluxes and some guide to their possible variability. 
In particular, various estimates of the sensitivity of IRCAM are given, across its large' 
range of operating configurations, in order to provide a guide to observing with the 
camera. Also, ̀  some realistic simulated images are presented, in order to provide some 
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feeling as to the quality of the data that can be expected from IRCAM in its many modes. 
Finally, we discuss some of the problems that may arise in the low spatial resolution 
modes of IRCAM, particularly with regards photometric accuracy, and aliasing. 
4.3 Components 
Here we shall list the component parts of SIRCAM which are simulated in order to 
convert input astronomical photons into an electronic signal. 
9 Astrophysics - the simulation of astrophysically realistic numbers of phötons 
arriving above the atmosphere for a variety of sources 
" Atmosphere - the effects of attenuation, emission, and blurring processes in the 
atmosphere above the telescope 
" Telescope -- the way in which flux is collected by the optical components of a 
telescope, and the attenuation and emission that arises in it 
" Camera -- a description of the cold optical components of a cryogenic camera, 
including re-imaging plate scales and cooled interference filter profiles 
" Detector - the way in which the detector array responds to input photons, and 
the sources of dark current and noise inherent in the detector 
The last section - the detector - is dealt with in detail in chapter 3. The modelling of 
a generalised infrared focal plane array has not been attempted at this stage, due to the 
complexity and differing approaches of the various manufacturers involved. Thus, the 
only detector model dealt with in this thesis is that for the SBRC 62 x 58 InSb + DRO 
array, the array used by IRCAM. The SIRCAM system has been coded in such a way, 
however, that it will be possible to interface future detector models to the back-end of 
the other simulation modules., In this chapter, we merely use the results of chapter 3 to 
provide the conversion of photons arriving at the detector array into output electronic 
signals. These numbers, combined with the noise model developed in chapter 3, are 
used to derive the` sensitivity figures presented later in this°chapter.: 
'.. } `_ . 
4.4 Astrophysics 
In the first section we shall detail the various ways in which astronomical objects are 
`simulated' in SIRCAM; that is, the ways in which an astrophysically meaningful image 
may be created and input to the SIRCAM system. In principle, many parameters 
could be associated with such an image - each point on the sky could be described in 
terms of its spectrum, polarisation, time variability, and so forth. In order to simplify 
the problem, we have considered an image to be represented by the number of photo- 
electrons per second measured at the detector array. Next we discuss how the correct 
number of detected photo-electrons per second per pixel is calculated. 
I 
4.4.1 Model stellar spectrum 
Although SIRCAM is capable of working at high spectral resolution, many of the sim- 
ulations are performed considering only results pertinent to broad-band filter measure- 
ments. As such, only a relatively simple stellar flux model is used to generate the 
number of photons across the spectral bandwidth requested. An empirically derived 
black-body formula for the spectrum of Vega is used as detailed below. 
Vega is a bright, nearby AOV star, and is used to zero-point the astronomical mag- 
nitude system by defining Vega to have a brightness of OT O at all wavelengths. The 
brightnesses of all other stars are calibrated in relative terms through this definition, 
at least for broad-band filter measurements. Considerable effort has been expended in 
attempts to obtain an absolute flux calibration for Vega at all wavelengths, including 
at near-infrared wavelengths [111]. Vega has an infrared excess longward of 1.24 pm 
when measured fluxes in this range are compared to values derived from model stellar 
atmospheres and interferometrically measured stellar diameters. This excess is prob- 
ably due to a cool dust shell [111]. By comparing the flux measured from Vega with 
that measured from a calibrated black-body furnace across the near infrared, Mountain 
et al. [111] have derived an empirical black-body formula that is accurate to within a 
few percent across the near-infrared, at least for broad-band filters. The derived black- 
body formula has been re-normalised into SI photon units, and is given in equation 4.1: 
9.885002 X 10"8 
A4(cxp(1.4388 X 10'6/A) - 1) 
photons/sec/m2/m (4.1) 
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Figure 4.1: Extra-atmospheric flux from a Om 0 star 
Although the empirical formula given in equation 4.1 has no physical significance and 
will not be accurate in the presence of strong stellar lines in Vega's spectrum (e. g. Pp 
at 1.282pm), it is nevertheless a useful way of calculating the extra-atmospheric flux 
from a zeroth magnitude star. For a star of magnitude matar through a given filter, the 
intensity I, tar is found in the usual way from the corresponding value for Vega through 





Figure 4.1 shows the number of photons arriving above the atmosphere per second per 
square metre of collecting area per micron of wavelength from a OT O star across the 
near-infrared, as derived from equation 4.1. 
At this stage, SIRCAM runs in a spectral mode. The model stellar spectrum is 
calculated for a star of the required brightness, and the resulting spectrum is then con- 
volved with all the atmospheric and instrumental absorption, transmission, reflection, 
and quantum efficiency parameters discussed later in the chapter. This gives a detected 
spectrum; i. e. for each bin of the spectral range, the number of photo-electrons detected 
per second is known. The final step is to convolve this spectrum with the profile of 
which ever filter has been chosen. The resulting spectrum is then binned to give the 
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total number of photo-electrons per second detected for the given star through the given 
filter. SIRCAM now switches to spatial mode, where the given detected flux is spread 
throughout a 2-d image as discussed below. 
This simple empirical model has some problems simulating the flux arriving from 
cool or heavily embedded sources. The problem arises due to the fact that magnitudes of 
sources are generally referred to a single monochromatic wavelength, and the definition 
of this effective wavelength relies on the assumption that the spectral dependence of 
the source across a wide bandpass filter is substantially similar to that of the standard 
star across the same bandpass, and that the atmospheric transmission does not change 
dramatically across the bandpass. The spectrum of most stars can be approximated by a 
single black-body. A black-body at a temperature of 3000 K will peak at about 1 {gym, and 
will drop according to the Rayleigh-Jeans approximation (a'4) into the infrared. Thus, 
all stars with an effective black-body temperature > 3000 K will decline in the infrared 
with the same spectral dependence - virtually all stars lie above this temperature. For 
these stars, a linear scaling of the flux from Vega according to equations 4.1 and 4.2 will 
be accurate for any given infrared wavelength. However, for sources with black-body 
temperatures below 3000K (e. g. solar system objects) or with spectral dependencies 
other than that of a black-body (e. g. a source emitting with a power law spectrum, or 
a source deeply embedded in dust), this scaling may break down. In order to correctly 
predict the flux from an object with a significantly different spectral dependence from 
that of Vega across a wide bandpass, a colour correction term is required. These colour 
corrections are treated in more detail elsewhere [144,59,63], and it is seen that the colour 
corrections to be applied may be as little as a few percent for cool stars through the 
standard filters, ranging up to factors of two or three for very cool objects. In the 
context of this work, however, we shall ignore these corrections. All we are attempting 
to do at this point is simulate imaging systems, and thus the basic figure of interest is 
the total number of photons detected from a given source through a given filter. Using 
the Vega model for reddened or cool sources may result in slight errors in this number, 
but we really only require it to be correct to the right order, to say ±25%. From the 
model spectrum, we know how many photons per second we input to the system, and as 
long as we use a consistent model throughout, we should be able to work back from the 
number of detected photo-electrons to the input photon flux. Work in this area would 
be necessary in order to properly simulate spectroscopic applications. 
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4.4.2 Point sources 
The simplest image to simulate is a field of point sources. In order to be able to simulate 
images of the same star field at various spatial resolutions and through any of the broad 
band filters, we use simple catalogues. These catalogues hold a defined number of stars, 
each with a position on the sky in some arbitrary units, and each with a list of broad band 
magnitudes. When we come to generate an image, the pixel scale, broad band filter, and 
position on the sky are input, and from the catalogue, the brightness of each star and its 
position relative to the detector array are calculated. From the model stellar spectrum 
above, and the wavelength dependent optical transmission and reflection calculated 
below, the number of detected photo-electrons per second is calculated for each star. 
Having calculated the number of photo-electrons per second detected by the detector 
array that represents a star of a given magnitude, we now have to spread this flux across 
the array. This is done according to a seeing profile. The form of the seeing profile used 
by SIRCAM is discussed below. After having input the flux from each star, a constant 
background flux is added, as calculated from the SIRCAM background predictor. An 
example simulated star field is shown towards the end of this chapter. 
4.4.3 Extended emission images 
Extended emission is often seen in the infrared. The large area coverage, large number 
of pixels, and simultaneous integration qualities attached to infrared arrays make them 
ideal for imaging extended emission at high spatial resolution. We need to simulate 
such extended emission at various intensity levels in order to provide some feel for the 
sensitivity of a camera operating at different image scales, noting also that the time and 
intensity sensitivity extrapolations that apply to point sources are different for extended 
emission. 
In creating simulated extended source images, the following reasons determined the 
image size and spatial structure scale. At 2.4' /pixel, the SBILC array of 62X58 detectors 
subtends a field-of-view of N 150 11 x 150 ', neglecting vignetting. Thus, we require our 
simulated image to be at least that big. The highest spatial resolution mode of IItCAM 
is 0.6 '/pixel. At this scale, we roughly fully sample the image blur due to seeing. 
Thus, details in the original (extra-atmospheric) image are required at or below the 
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seeing level. Taidng both requirements together, an image of size 512 X 512 pixels with 
structure scales as small as one or two pixels, roughly satisfies the demand. Several such 
images were created by overlaying random polynomials, smoothing to get rid of edges, 
and then running a deconvolution algorithm to sharpen up the (non-existent) original 
details. Their actual structure is astrophysically meaningless, but do have structure at 
the required spatial scale, and have a typical dynamic range of surface brightnesses. 
To convert the standard image into an input SIRCAM image, the following steps 
are followed. Firstly, depending on the chosen image plate scale, a sub-section of the 
image is extracted, corresponding to the field-of-view of the detector array. Then, a 
brightness range of the input source at the required wavelength is specified. Using the 
Vega model spectrum convolved with the optical components and detector quantum 
efficiency discussed below, we calculate the number of photo-electrons that would be 
detected per second per pixel from a given contour in the model surface brightness 
image, and the image is multiplied by the relevant scalar to normalise its intensities to 
the correct extra-atmospheric levels. The correct background flux level for the given 
wavelength and pixel scale is also calculated, and added as a uniform constant to the 
array. Finally, the image is smoothed with a seeing profile. Examples of simulated 
extended emission images are shown towards the end of this chapter. 
4.5 Atmosphere 
In this section, we shall discuss the role played by the atmosphere whilst making astro- 
nomical observations in the infrared, and the ways in which the various components are 
simulated in SIRCAM. The three basic aspects we shall look at are : 
" the `seeing', the effective blurring applied to the incoming astronomical photons 
by turbulence in the atmosphere 
" the attenuation of astronomical light by absorption in the atmosphere 




Atmospheric turbulence degrades the spatial resolution that can be obtained with an 
imaging system, well below the level set by the diffraction limit of all but the very 
smallest telescopes. The diffraction limit (1.2A/D) for a4m optical telescope operating 
at 0.5 pm is N 0.03 ", whereas the typical full"width at half-maximum (FWHM) of an 
atmospheric blurred point source is N1. This atmospheric blurring is known as the 
`seeing', and is due to fluctuations in the refractive index of the air in turbulent elements, 
where the turbulence is described by a Kolmogorov power spectrum - full reviews of 
seeing theory are given elsewhere [168,30]. There are three parameters of importance 
that we shall discuss here : 
" the typical seeing for Mauna Kea 
" the wavelength dependence of the seeing 
" the functional form of the seeing profile 
4.5.1.1 Optical seeing on Mauna Kea 
It 
The median seeing at optical wavelengths on Mauna Kea is about 1-1.5' FWHM [1521. 
However, for a substantial fraction of the time (N 30%), the seeing is less than 1 1-1 
FWHM, with values lower than 0.5 ' reported as often as 15% of the time at the CFHT 
[1, page 5-1]. High winds worsen the seeing, as do poor thermal control in the dome, 
guiding errors, and other image motions; it has been suggested that the `intrinsic' site 
seeing may be as good as 0.4 ' FWHM on average [1, page 5-2]. 
4.5.1.2 Wavelength dependence 
An important figure of merit associated with the seeing is Fried's parameter ro, which 
is roughly numerically equivalent to the diameter of a telescope which would have an 
Airy disk of the same size as the disk of a star blurred by seeing. Thus, as the seeing 
gets better, to gets bigger -- for example, for 1 'seeing, to =5 cm, and for 0.5' seeing, 
ro = 10 cm. The to parameter is weakly wavelength dependent, with to a a8/5 [30]. 
As the RMS angular blur depends on A/ra; the seeing exhibits a A-1/5 dependence. 
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Thus, for seeing of 1" FWHM at 0.5µm, the seeing at 2 jim will have improved slightly 
to - 0.75" FWHM. The diffraction limit for a4m telescope at 2 µm is 0.12 
the gain in seeing in the infrared is really only appreciable for telescopes larger than 
1m at wavelengths longer than 2µm, as the diffraction limit trades off against the 
seeing improvement. In order to take full advantage of these gains with high resolution 
imaging instrumentation, however, infrared telescopes need to be figured to the same 
high accuracy as optical telescopes [25]. 
4.5.1.3 Point source profile 
In order to simulate the effect of the atmosphere on point sources and high spatial 
resolution extended emission, we need to know the approximate functional form of the 
seeing. A Gaussian profile is frequently assumed, but it is known that a much better fit 











x is the distance in the x direction from the profile centre 
y is the distance in the y direction from the profile centre 
r.,, ry are fitted radii in the x, y directions 
pes, py are fitted scale factors in the x, y directions 
(4.3) 
A Lorentzian profile of the form shown in equation 4.3 fits stellar profiles as observed 
with linear solid-state detectors much better than a Gaussian, accounting well for the 
observed extended wings [33]. The profile is also known to be a close approximation to 
the theoretical profile given by a telescope with a central obscuration looking through" 
a turbulent atmosphere characterised by_ the Kolmogorov power spectrum (118]: ' By, 
fitting the profile given in equation 4.3 to stellar images as measured with an optical 
CCD detector, with seeing between 1 and 4.5 FWHM, Diego [33] has derived values 
for the fitted parameters rr, ry, p,, p,,, and Pas a function of the seeing FWHM = these 
. 
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Figure 4.4: P versus FWHM Figure 4.5: N versus FWHM 
are shown in figures 4.2 to 4.5. These are the values used by SIRCAM when simulating 
a point spread function with a given FWHM. It should be noted that Diego omitted 
one important point from his paper : the parameters shown in the figures are in units 
of 0.33' , the size of the CCD pixel used to derive them, and the user must be careful to 
convert the x and y coordinates to these units before generating the Lorentzian profile 
(Diego, private communication). 
Two problems arise when simulating a stellar profile. Firstly, the Lorentzian profile 
of equation 4.3 is not easily normalised; that is, it is not simple to integrate the function 
between +oo and -oo in both x and y to determine the normalisation factor .N that 
sets the volume integral to one. We need such a normalisation factor in order to be 
able to spread a known amount of flux over the profile. Given the changing nature 
of the profile with the FWHM, the only way to obtain such a normalisation factor is 
lorentsian p1, pt, paromN«. 
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Figure 4.3: p,,, p, versus FWHM 
t. onntsian N parameter 
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numerically. By generating profiles with the form of equation 4.3 using the parameters 
of figures 4.2-4.4, truncating the profiles at a radial distance of 10x FWHM where 
I' = 10- Io, and then summing the flux under the profile, the normalisation factor N 
was empirically determined as a function of the seeing FWHM, and is shown in figure 
4.5. In order to allow simple calculation of the normalisation parameter N as a function 
of the seeing FWHM, a polynomial was fitted to the data shown in figure 4.5. A cubic 
fit was used, with a mean deviation of the normalisation parameter determined by the 
fit being about 0.3% from the actual normalisation parameter : 
N= -2.72020 x 10-2 F3 + 1.51278 F2 - 0.233191 F-7.02060 X 10-2 (4.4) 
where F is the full width at half maximum (FWHM) of the seeing profile. Thus, for the 
specified seeing FWHM, the volume normalisation parameter is evaluated, and used to 
ensure that the sum of the flux under the profile is normalised to one. 
The second problem is due to undersampling. The IRCAM plate scales are such 
that the seeing disk is only marginally fully sampled (0.6' /pixel) or heavily undersam- 
pled (1.2,2.4 "/pixel). By evaluating the intensity of the Lorentzian at the centre of 
each pixel and assuming that the mean intensity for the whole pixel is the same, leads 
to serious errors as the profile changes significantly and non-linearly across the pixel. 
Thus the concept of `virtual pixels' was introduced. That is, each real (physical) pixel 
is sub-divided into an array of virtual pixels, where the fineness of the sub-division is 
determined by the seeing-to-pixel scale ratio. The Lorentzian profile calculation is per- 
formed for each virtual pixel in turn, for each of which the change in the profile is small 
and can be assumed to vary linearly, before binning up all the virtual pixel values to 
derive the flux falling on the real pixel. It has been empirically determined that a virtual 
pixel size 1/10th the seeing FWHM gives very accurate results - this is equivalent to 
five times oversampling, and is equivalent for a Gaussian profile to four virtual pixels 
per a. For 1' FWHM seeing with a plate scale of 0.6' /pixel, each real pixel is divided 
into a6x6 array of virtual pixels, whilst at 2.4 '/pixel, a 24 X 24 sub-array would be 
used. 
The concept of virtual pixels is useful elsewhere, particularly when considering the 
profile of a pixel, where cross-talk, dead-space, and intra-pixel variations are relevant. 
For example, in sections where we refer to fill factor, we simulate a dead'space around 
the outside edge of the detector using virtual pixels that are defined as having zero 
1G0 
quantum efficiency. 
4.5.1.4 Seeing used by SIRCAM 
The SIRCAM model uses a Lorentzian profile as described above. Taking into account 
the slight gain with wavelength, and the fact that the UKIRT is unlike the CFHT 
and not an optimum optical telescope, values of 1-1.5' FWHM are typically used in 
SIRCAM simulations. 
4.5.2 Atmospheric transmission 
Astronomical photons will be transmitted by the atmosphere to varying degrees, depen- 
dent on the wavelength of the photons. The optical region from 0.35-0.8µm is almost 
completely transparent, but the atmospheric transmission spectrum becomes complex 
as we enter the infrared longward of 1µm, with several windows and opaque regions 
defined by various molecular species, notably water vapour and carbon dioxide. In order 
to calculate the fraction of the extra-atmospheric flux that is transmitted for any given 
wavelength and thus available for detection by the telescope and instrument, we need 
to know the spectral dependence of the atmospheric absorption. Also, the non-thermal 
processes which give rise to the so-called ̀ nightglow' (see section 4.5.4) occur in the 
mesopause, well above the lower atmosphere or troposphere where the great majority 
of the absorption takes place. Thus we also need to know the atmospheric transmission 
spectrum in order to calculate the night sky brightness between 1 and 2.5µm. Finally, 
the atmosphere radiates as a black-body, with higher emissivity in the more opaque re- 
gions of the spectrum. As shown in section 4.5.3, we can use the transmission spectrum 
of the atmosphere to calculate the black-body flux emitted, which becomes important 
longward of 2.5µm. 
Rather than using a measured atmospheric transmission spectrum, we have chosen 
to use model spectra, as generated by the IRTRANS model, fully described by the 
authors, Traub and Stier [145], elsewhere [110], and summarised here. 
IRTRANS uses the Air Force Cambridge Research Laboratories (AFCRL) atmo- 
spheric absorption line parameter data base, which holds information on over 109,000 
Al 
known transitions of 02,03, H20, CO, C02, N20, and CH4, which have wavelengths 
between 0.76 pm and 3.26 mm. The data base lists the wavenumber, line strength, pres- 
sure broadening coefficient, and lower state energy level-the IRTRANS model then 
takes these data along with input column abundances, effective temperatures and pres- 
sures of each molecular species, and calculates the atmospheric transmission spectrum. 
To do this, the model assumes a single isothermal layer (Curtis-Godson) approxima- 
tion, in which the well-mixed species (02, CO, C02, N20, CH4) are assumed to have an 
effective pressure one half that of the base pressure, and for H2O and 03, the effective 
pressure is assumed to be the atmospheric pressure at which the column abundance 
of each species has dropped to half its base value. The latter two species are not well 
mixed, with water vapour lying at the bottom of the atmosphere, and ozone occurring 
high in the atmosphere only. This approximation is known to be very accurate for both 
weak and strong lines, with intermediate lines showing errors of up to 5% in the line core. 
For well-mixed species, the mean error for well-mixed species is well under 1%, when 
averaged across a line profile. It would be useful, however, to replace this Curtis-Godson 
approximation with a multi-layered model when deriving the atmospheric emission, as 
the atmosphere is not truly isothermal (see section 4.5.3). 
The absorption line profile used in IRTRANS is as follows. The simple case assumed 




where a is the wavenumber at the given point in the line 
ao is the wavenumber of the line centre 
a is the pressure broadened width, dependent on the pressure and temperature 
of the atmosphere 
However, the simple Lorentzian is probably in error in the far wings of particularly 
strong lines, and the Lorentzian is only a first approximation. Also, thermal velocities 
of the molecules will result in Doppler broadening in the cores of lines, particularly those 
in the near-infrared. In this case, a Voigt profile is used to give the Doppler broadening : 
FD(Q) = p-17-1/2 exP["(ci - °a)/ß]2 (4.6) 
where ß=4.30 x 10-Tao(T/M)1/2 
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Molecule Column abundance (cm2) Pressure (mb) Temperature (K) 
02 2.66 x 1024 300.0 228.0 
03 7.28 x 1018 36.4 219.0 
H2O 4.02 X 1021 506.0 252.9 
CO 8.88 x 1017 300.0 228.0 
CO2 4.13 x 1021 300.0 228.0 
N20 3.18 X 1018 300.0 228.0 
CH4 1.91 x 1019 300.0 228.0 
Table 4.1: IRRTRANS parameters used for Mauna Kea-4.2 km 1.2 mm H2O 
M is the molecular weight 
T is the temperature 
i 
The effective line profile used by IRTRANS is a convolution of the Lorentzian and Voigt 
profiles. The Voigt profile reduces to the Lorentzian profile under certain conditions, 
and the Lorentzian is used in such cases as it is simpler to calculate [145]. 
The main input variables to the IRTRANS model are the atmospheric parameters; 
the column abundance, effective temperature, and effective pressure for the molecular 
components. The main source of variation in these parameters is the altitude of the 
observatory site, as this determines the amount of atmosphere above the telescope. 
These atmospheric parameters have been determined for Mauna Kea [145,110], and are 
listed in table 4.1, with a typical Mauna Kea water vapour value used. Note that the 
effective temperatures and pressures used for the water vapour and ozone are different 
to those used for the other components-neither are well-mixed in the atmosphere, with 
water vapour lying close to the surface, and ozone being a high altitude component. 
When calculating atmospheric transmission spectra for SIRCAM, all the parameters 
listed in table 4.1, except the amount of water vapour, were taken as fixed. In order 
to use SIRCAM with different atmospheric parameters, at another observatory site for 
example, the IRTRANS model would have to be re-run with the relevant parameters, 
and the output transmission spectrum substituted accordingly. 
The two atmospheric variables accessible to the user of SIRCAM are the amount 
of water vapour and the airmass. Absorption in the atmosphere due to water vapour 
1G3 
is often the limiting factor in making millimetre, sub-millimetre, mid- and far-infrared 
observations. Less critical in the near-infrared, water vapour absorption nevertheless 
has an important influence on the L' and M filters. Water vapour has a scale height of 
approximately 2 km - Mauna Kea is at an altitude of 4.2 km, and thus the atmospheric 
water vapour content there should be about 10% of the sea-level value. The median 
value for the precipitable water content of the atmosphere above Mauna Kea is 1.2 mm, 
never much above 4 mm, and for a substantial fraction of the time (25%) at or below 
0.5 mm [22]. In SIRCAM, a water vapour of 1.2 mm is typically used, with any of the 
values 0.3,0.6,1.2,2.4,3.6,4.8 - mm available 
in the stored atmospheric data-base. 
The second variable is the airmass, defined as the secant of the zenith angle. The 
path length of the atmosphere through which astronomical photons must pass increases 
proportionally with the airmass, as the telescope looks at greater and greater zenith 
angles, and therefore the atmospheric column abundances rise in proportion to the air- 
mass. Often the assumption is made that the transmission of the atmosphere T for a 
given airmass A can be found from the zenith transmission To by T=T. This is 
approximately true as long as the transmission remains unsaturated, but various at- 
mospheric absorption lines are saturated at the zenith, or become so as the airmass 
increases, and this assumption breaks down. In order to provide a better airmass de- 
pendence, IRTRANS spectra were generated for a range of airmasses (1.0,1.25,1.5, 
1.75,2.0), between the zenith and 60° over. 
Thus, a grid of 30 1-5.514m atmospheric transmission spectra were generated for 
SIILCAM, at a spectral resolution of 10-3 pm. Any combination of water vapour (0.3- 
4.9 mm) and airmass (1.0-2.0) can be chosen by the user, and if the values are coincident 
with an actual calculated spectrum, that spectrum is used, otherwise the required spec- 
trum is interpolated from the actual spectra with parameters surrounding those chosen. 
As the transmission is not necessarily a linear function of the water vapour and airmass, 
a bi-cubic spline interpolation algorithm is used (NAG routine E01ACF). Although time 
consuming, the interpolated spectra are high accurate. Comparing interpolated spec- 
tra with actual IRTRANS output, the interpolation with airmass is shown to b©-correct 
with a peak error of 0.5% and a mean error of 0.1%, the interpolation with water vapour. 
A 
shows a mean error of about 0.5% in transmission. The errors are largest in the less . 
transmissive regions of the spectrum, and therefore are not too important.: 
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Figure 4.6 shows the two spectra used by SIRCAM, that is the (0.3 mm water vapour, 
n 
airmass 1.0) and (4.8 mm water vapour, airmass 2.0) cases, in order to demonstrate the 
range in atmospheric transparency that can reasonably be expected for Mauna Kea. 
Note that aerosol and molecular scattering have not been included in the IRTRANS 
model. The effects of these components may be important at the shorter wavelengths, 
but are not discussed further here. More information may be found elsewhere [110,96]. 
i 
4.5.3 Atmospheric thermal emission 
Just as the lower atmosphere absorbs astronomical photons, it also emits black-body 
photons with an emissivity depending on the atmospheric opacity for any given wave- 
length. A rigorous thermal emission model of the atmosphere would account for the 
differing temperatures of the various molecular and atomic components in the various 
atmospheric layers, but a good approximation for the emissivity can be obtained by 
applying Kirchoff's Law to the IRTRANS spectra calculated with the single isothermal 
layer Curtis-Godson approximation, and taking one minus the transmission for each 
wavelength [145]. Whilst this models the emissivity well, it is not so easy to decide on 
one single effective black-body temperature. Above Mauna Kea, the majority of the at- 
mospheric components have effective temperatures of about 228 K, with the exceptions 
of ozone (213 K) and water vapour (253 K), as shown in table 4.1. The water vapour is 
the main problem, as it is responsible for much of the absorption in the 3-5 Jim region, 
where the thermal emission of the atmosphere rises steeply. Thus, in order to maximise 
the likely atmospheric thermal emission, the black-body emissivity is ''obtained as dis- 
cussed above, and the effective black-body temperature is taken as the temperature of 
the water vapour. Errors in these assumptions are not likely to be of great importance 
in the near-infrared, as shortward of the room temperature black-body peak at around 
13µm, the thermal background is dominated by the telescope and warm optics, some,,,, 
20 K warmer than the effective water vapour temperature. ', Further discussion of this 
complex issue may be found elsewhere [96, page 40j. 
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4.5.4 Non-thermal emissions 
There are two major sources of non-thermal radiation that dominate the near-infrared 
night sky from 1-2.51im. The first is the polar aurora, due almost exclusively in the 
near-infrared to emission lines from the N2 molecule, excited by highly energetic solar 
wind particles hitting the upper atmosphere [148]. Even though the aurora can be very 
bright, it is largely confined to polar regions, reaching peak intensity between 20-25° 
from the Earth's magnetic poles-at the latitude of Mauna Kea (19.5° N), the aurora is 
almost entirely negligible, occurring over 103 times less frequently than in polar regions 
[161, page 3-79]. 
The dominant source of non-thermal radiation from the near-infrared sky above 
Mauna Kea is the so-called ̀airglow', which has three main components at night, when 
it is known as the `nightglow' : 
" OH* vibration-rotation bands 
" O2(alllg - X3Eg) IR atmospheric bands 
" the near-infrared nightglow continuum 
4.5.5 The hydroxyl molecule OH* 
Emission lines of the vibrational-rotational spectrum of the excited hydroxyl molecule, 
011*, were first identified astronomically in the optical red by Meinel [101], and are 
often referred to as the Meinel bands [102]. The bands are formed as excited 011* 
molecules in the vibrational levels v= 1-9 relax to the ground state, OH. The 011* is 
formed in a thin layer of atmosphere at the boundary between the mesosphere and lower 
ionosphere (known as the mesopause) at about 90 km altitude from reactions between 
various atmospheric components that have been photochemically dissociated during 
the day by short wavelength solar photons. There are several production mechanisms 
involved [88], the major route being : 
H+ 03 -º 011* + 02 (4.7) 
vs <9 
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The production and subsequent quenching mechanisms for the OH* molecule involves 
reactions between 0,02,03, H, 112,1102, and N2, and are temperature dependent, 
as are final population level distribution in the excited molecule. Thus predicting the 
emission intensities of the various branches and lines is complex, and the theoretical 
spectrum is not yet well known [88,135]. However, it is felt that the smaller Ov transi- 
tions, which give rise to the infrared lines, are well modelled, and that it is the optical 
spectrum, arising from the the larger Ov transitions, where theoretical problems still 
exist (Llewellyn, private communication). In order to provide some estimate of the likely 
emission from this molecule in our modelling, we have adopted the following parameters 
as the best guess 
i 
" the wavelengths of the bandheads (Q-branch) and RI, Rz, Pi, and P2 series of 
lines for each band that radiates in the near-infrared (the v'-v" = 9-5 branch of 
the Ov =4 group, and all the Av = 3,2,1 branches) as listed by Chamberlain 
[28, pages 368-375] 
" the relative intensities of the lines and branches within each band as calculated 
by Chamberlain for a mean rotational temperature of 225 K [28, pages 556-557] 
" the total absolute intensities for each branch as calculated by Llewellyn, Long, 
and Solheim [88] 
Note that the intensities of atmospheric radiation phenomena such as the airglow are 
usually given in Rayleighs (it), a unit describing photon emission from a volume of 
atmosphere in the following manner [123, page 28] : 
"If the surface brightness B is measured in units of 106 quanta cm'2 s'1 
sr-1, then in Itayleighs, R, the surface brightness is 4irB. " 
The factor of 4wr conceptually arises when a detector a swept around the surface of a= 
sphere containing the radiating volume of atmosphere. Note that the Rayleigh involved 
here is Lord Rayleigh IV, who studied airglow, rather. than, his better, known father,,, -, 
Lord Rayleigh III, who studied scattering. 
In order to make the units more applicable to SIRCAM, the OH* emission intensities 
given above have been converted from Rayleighs into photons per second per square 
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Figure 4.7: Intensity spectrum of OH* emission used by SIRCAM 
metre per square arcsecond - the conversion is : 
I (in 7/s/m2/ '2) _ 0.0187 It 
(4.8) 
Figure 4.7 shows the derived intensity spectrum of the OH* emission. This is in terms 
of the number of incoming photons above the lower atmosphere, and is referred to the 
zenith. Next we need to examine the various ways in which the actual photon fluxes 
may vary, as it is changes in the emission that limit may observational accuracy, rather 
than the actual level of the emission itself. 
4.5.5.1 Zenith angle dependence 
The OH* emission arises in a thin (N 10 km) layer at about 00 km altitude [88], and 
increases in intensity with zenith angle, as the telescope looks through a longer_path- 
length in the emitting layer. The form of the increase with zenith angle is given by the 
van Rhijn function, V [123, page 77] 
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where r is the radius of the Earth (6.4 x 106 m) 
h is the height of the emitting layer above the Earth's surface 
z is the zenith angle 
For zenith angles of < 45° and emitting layers with altitudes of < 100 km, V is approx- 
imated by the airmass, sec(z), but at greater zenith angles and/or higher altitudes, the 
value of the van R. hijn function is slightly less than the airmass. 
4.5.5.2 Altitude of site i 
As the emission arises in a layer about 90 km high, there is no decrease in this source of 
background at the higher altitude ground based sites. In fact, the total observed photon 
emission will probably be greater at these higher sites, as the tropospheric attenuation 
is decreased. This higher background might to indicate a lower final signal-to-noise at 
first sight, but recall that the error introduced by background subtraction increases only 
as the square root of the background. Thus if the atmospheric attenuation is halved at a 
higher site, then twice as many background and astronomical photons are detected-the 
resulting signal-to-noise increases by a factor of V2-. 
4.5.5.3 Geographical location 
The mean intensities of some optical nightglow emission lines (e. g. 01 6300A and 6364A) 
show some geographical variations, due in this example to the location of the geomag- 
netic equator-indeed, Mauna Kea is in a particularly bright 01 location [123, pages 
66-67]. However, the intensity of the OH* emission is apparently uncorrelated with 
geographical location, at least between 45° N and 45° S [132]. 
4.5.5.4 Seasonal variations 
There is some evidence for a slight seasonal variation in the overall intensity level of 
the OH* emission, rising by up to 50% in the autumn [137]. Such effects are in general 
small, and also Mauna Kea is thought to lie in the zone of minimum amplitude. - 
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4.5.5.5 Diurnal variations 
The diurnal variations in the OH* emission are complex, but as a rough approximation, 
the mean daytime and nighttime levels can be considered equal. Changes are thought 
to be due to the solar semi-diurnal tides in the atmosphere, downward transport of 
atomic constituents as the atmosphere cools, and changes in relative atomic ratios as 
the sun sets and rises, altering the photo-dissociation rates [137]. Modelling of the 
diurnal variations is yet to fit the observations fully [108], and there also appear to be 
seasonal and geographical components to the diurnal variations (not to be confused with 
seasonal and geographical variations per se [157) - the only features worth noting here 
are that there appears to be a sharp dip in emission intensity immediately after supset, 
rising back quickly, before falling slowly to a `pre-midnight dip', recovering around 2am, 
and then falling slowly away again towards dawn. Such variations are small relative to 
those discussed next. 
4.5.5.6 Other temporal variations 
The most important temporal variability in the level of the 011* emission intensity 
appears to be due to the motion of gravitational waves in the upper atmosphere. Evi- 
dence for wave structure in the large scale OH* emission has been shown photographi- 
cally (1071, and more recently with intensified TV cameras [140], in the optical far red. 
These formations have similar structure to noctilucent clouds which also arise in the 
mesopause - the latter are only infrequently seen, whereas OH* wave structures will 
appear on most nights. 
The wave systems are quite complex in structure, with parameters anywhere in the 
following ranges : total extent up to 106 km2; length of individual waves up to 600 km; 
crest-to-crest wavelength between 5 and and a few hundred kilometres; peak-to-trough 
intensity amplitude ratio as high as 2; horizontal velocity from 10-100ms-1, with wave 
phase velocity and local wind velocity superimposed. Several such wave systems with 
different extents, wavelengths, and velocities can be superimposed simultaneously, lead. 
ing to a highly spatially and temporally variable pattern. The source of the perturba- 
tions in the mesopause which leads to the propagation of these internal acoustic gravity 
waves is as yet unknown, but may be linked to solar and lunar tides in the atmosphere, 
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changing meteorological conditions, or auroral activity [136]. 
Waves of 50 km wavelength moving across the field of view at 15 ms-1 can mean 
a factor of two change in the observed OH* emission intensity in half an 
hour -- this 
is consistent with some reports of observed near-infrared background changes at 
Kitt 
Peak (Rieke, private communication). Others have reported very stable near-infrared 
backgrounds, which may also be possible, as OH* structure is not present every night. 
Also, there is probably a smaller scale structure variability within the individual waves, 
as yet unobserved. These variations will be relevant to astronomical observations with 
typical fields of view of one arcminute or less. 
i* 
4.5.5.7 Spectral variability 
Not too important for broad-band imaging observations, but relevant to high resolution 
near-infrared spectroscopy, is the variability in the spectral structure of the OH* emis- 
sinn. Changes in relative line and band intensities will limit the accuracy of removal of 
telluric contaminations from astronomical spectra. Such changes occur as the rotational 
temperature of the 011* varies. Also, the relative rotational temperature from branch 
to branch is not well known, and only the lowest level and brightest P branch lines 
are thought to have a Boltzmann distribution, the upper levels not being in thermal 
equilibrium with the local atmosphere [81]. 
All these factors make for complicated spectral variations. Within a given band, the 
rotational temperature may change by as much as 50 K in as little as a few hours, i. e. 
the timescale typical of gravitational wave motions [32], and changes are known to occur 
on all timescales, from minutes to years. A 50 K change in the rotational temperature 
of any given band can alter the absolute intensity of the higher level lines by as much 
as 100%, as the level population distribution is changed. Even the lower level lines can 




4.5.5.8 Overall variability 
As we have seen, the intensity of the OH* emission can be highly variable on timescales 
of minutes to years, with several factors of two variation possible, both temporally and 
spectrally. Both types of variation are likely to be important to broad-band imaging, and 
particularly so to near-infrared high resolution spectroscopy with integrating detectors, 
where the on-chip integration times may be very long [151]. 
4.5.6 02 IR atmospheric bands 
The 02 IR atmospheric bands are relatively limited in spectral extent and intönsity 
compared to emissions from the 011* molecule, but are worth including here for their 
potential impact on the J broad-band filter background. 
There are two main bands radiated by the 02 molecule in the near infrared - 
the (0,0) and (0,1) bands at 1.27µm and 1.58µm respectively, arising as molecular 
oxygen drops from the a1A9 level to the X3E9 - level. There are three main mechanisms 
for creating excited 02 in the 'A. level - the first is by photo-dissociation of the 
ozone molecule and is only applicable during daylight or twilight, with the other two 
responsible for the nightglow. The second mechanism is due to the recombination of 
atomic oxygen in the presence of any molecular or atomic third body M [123, page 59] : 
O+O+M-ºO2(10g)+M (4.10) 
The observed covariance of 02 and OH* emissions lead to the recognition of a third 
mechanism, namely the reaction between vibrationally excited 011* molecules and 
atomic oxygen (89] : 
OH* +0_H+ 02(1Ag), (4,11) 
The total intensity of the two bands is about 100kR, with the 1.2714m band being some 
50 times brighter than the 1.58µm band [147]. The observed ground level ratio will be 
much closer however, as the 1.2714m band is heavily self-absorbed by 02 molecules in the 
11 lower atmosphere [43]. A problem arises here due to this seif-absorption. , The SIRCAM 
model works at a maximum spectral resolution of 10'3 µm, and at this resolution the 
attenuation of the 1.27µm band is poorly simulated. Using asingle 10'3um wide bin: 
at 1.27µm containing the 100kR flux predicted for the line, and passing it through 
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the smoothed absorption spectrum, greatly overestimates the amount of flux arriving 
above the telescope. Even working at higher spectral resolution would not answer all 
the uncertainties, as the rotational temperature of the 02 molecules responsible for the 
emission in the mesopause will be different to that for the molecules responsible for 
the absorption lower in the troposphere, and the relative contributions of the various 
components of the It and P branch lines would be difficult to calculate. 
The effort required to adapt SIRCAM to the very high spectral resolution required 
to solve this problem is not acceptable, considering that IRCAM is in general an imag- 
ing system, rather than a spectrometer, and therefore very high spectral resolution 
simulations are largely unnecessary. However, for two reasons, it is important to input 
an approximate solution into SIRCAM. Firstly, the potential impact on the J 
broad 
band filter is large, given the high intrinsic brightness of the 1.27µm band above the 
atmosphere, and the low OH* brightness and non-existent thermal contributions seen 
through that filter. Secondly, in the imaging spectroscopy mode, IRCAM uses a Fabry- 
Perot etalon to achieve spectral resolutions N 1000, corresponding to N 10-3 pm at J, 
at which point the spectral structure of the 02 bands may become of concern. 
Examining a ground-level airglow spectrum showing the 02 1.27µm band along 
with several of the OH* bands [147], the 1.27µm band appears to be as bright as the 
Q branch of the OH* (8,6) band. The simulated spectrum shown in section 4.5.5 above 
gives a brightness of this OH* Q branch of about 20 kR, indicating that the 02 1.27 Jim 
band is attenuated by about a factor of five in the lower atmosphere. This is consistent 
with other reports of the ground-level brightness of the 1.27µm band [43]. Thus, in the 
SIRCAM model, the 1.27µm band is artificially attenuated by a factor of 4.5 above the 
atmosphere, to a brightness of 22kR, with the subsequent atmospheric transmission of 
about 0.9 giving an overall attenuation of five. The 1.58µm band is left unaltered at a 
level of M, as it is not self-absorbed. Note that this issue of self-absorption does not 
apply to the OH* emission discussed in section 4.5.5, as there is little or no, OH in. the 
lower atmosphere. _.. . ,.. 
Y.. ö:. ý'., _ . 
=. 
The 02 IIt atmospheric bands arise in the mesopause alongside the OH* bands, with 
which' they show some correlation as mentioned above Thus, the previous , discussion`; - 
on intensity' variability of the'OH* bands is assumed to roughly apply tothe 02 bands 
also. In fact, the intensity of the5v 02 
, 
bands has been shown to vary, by as much as a,: 
174 _ 
factor of six in a few nights [115]. 
4.5.7 The nightglow continuum 
For completeness, we include the so-called `nightglow continuum', even though its contri- 
bution to the total intensity is small for most applications. Both the nature and intensity 
of the near-infrared continuum are poorly known - the reaction of NO +0 --+ NO2+hv 
responsible for the observed continuum shortward of 7000A [28, pages 543-545], extends 
at low level into the near-infrared, and radiative association of atomic oxygen to form 
vibrationally excited 02 has been suggested to explain a possible rise of the contirplum 
into the infrared [163]. Subsequent observations have demonstrated no such rise, and 
have the left the origin and intensity of the continuum in doubt [115,130]. 
The main reason for the confusion is the low level of the emission and difficulties 
in removing contamination by the OH* lines. We shall adopt a fairly low and constant 
value of 15,000 R. / µm throughout the near-infrared [130], noting that this translates to 
only 3000 -y/s/ '2/µm on the UKIItT, meaning it will be notable only at J, or at very 
high spectral resolutions elsewhere. 
Variability is not of great importance given the low intensity, but factor two changes 
in intensity can be seen in less than half an hour, again on the same timescale as the 
gravitational wave motions [130]. As noted above, some of the possible mechanisms 
might indicate covariance with the intensity of the OH* and 02 emissions. 
4.5.8 Total non-thermal emission 
The total non-thermal emission spectrum is calculated by adding the OH*, 02, and 
infrared continuum spectra. The result is completely dominated by the OH* emission, 
with the only noticeable addition being the single bright 02 line at 1.27µm. It is worth 
noting that there are `fudge factors' built into SIRCAM which allow each component 
of the nightglow spectrum to be scaled by a different constant, in order to simulate the 
possible temporal variations. No simulation of the spectral structure changes is made 
at this time., 
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4.5.8.1 Comparison with actual sky background data 
Now that we have derived a model of the near infrared emission spectrum, we should 
like to compare it with actual measurements of the sky background. However, such 
measurements of the absolute sky background flux seen at astronomical observing sites 
between 1 and 2.5µm have been rare. The simple reason for this was the lack of sensitive 
DC coupled instruments. The chopping technique used with AC coupled detectors 
removes the absolute sky level, leaving only the source flux and sky noise. Some single 
element detectors have been used in a DC coupled fashion to measure the background, 
but only as an integrated brightness through a broad band filter [50]. In fact, the poor 
understanding of the spatial and spectral structure and variability of the near infrared 
sky background was one of the main motivations of this work, as these parameters will 
become increasingly important as infrared integrating arrays are applied to imaging, 
and particularly spectroscopy. 
A low resolution spectrum of the near infrared sky brightness above Mauna Kea 
has been obtained using a DC coupled single element detector and a CVF on the IRTF 
(Tokunaga, private communication). However, this spectrum suffers from low spectral 
resolution (N 3%), and contamination shortward of 1.6µm-by lunar scattering, and 
longward of 2.3 pm due to poor removal of the steeply rising thermal background from 
the warm optics, making accurate comparison between it and the model data difficult. 
More useful is a recent spectrum obtained by Alan Moorwood at ESO in Chile, using the 
integrating array spectrometer, IRSPEC [106]. The spectrum is reprinted in figure 4.8 
with the permission of Alan Moorwood and shows a portion of the H window at a 
resolution of approximately 1000, and was obtained with a6 If x6' aperture on the 
ESO 3.6m telescope pointed at the zenith. Instrumental offsets were cancelled by 
observing with the spectrometer slit open and closed, and flux calibration was obtained 
by observing a photometric standard star, and assuming a smooth energy distribution 
for the star in the near infrared (Moorwood, private communication). 
Für comparison, we have smoothed the equivalent wavelength range of the model 
non-thermal emission spectrum derived above, to the resolution of Moorwood's spec- 
trum, converting the flux into matching units'of Rayleighs per micron. This is shown 
in figure 4.9. We can immediately see that the correspondence between the observed 
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Figure 4.8: IRSPEC spectrum of the near infrared sky background 
Section of SIRCAM model OH spectrum 
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Figure 4.9: Comparison SIRCAM model spectrum 
177 
In detail, some line ratios are somewhat different, and several lines appear to be missing 
from the model spectrum. However, these differences may easily be accounted for by 
considering the complexity of the emission processes discussed above, if the rotational 
temperature used for the model was different to that of the mesopause at the time the 
actual data were obtained, for example. 
4.5.8.2 Conclusions 
Although this comparison examines only a limited portion of the near infrared sky back- 
ground, it tends to suggest that it is well modelled by this work. There are discrepancies 
s 
between the model used here and work done by others [1351, but this is mainly confined 
to the higher Ov transitions, which give rise to emission shortward of 1 µm (Llewellyn, 
private communication). Thus, bearing in mind that the previous sections on temporal, 
spectral, and spatial variability show that factors of two change in absolute intensity axe 
easily possible, the model non-thermal emission spectrum derived here may be used to 
derive a reasonably accurate indication of the near infrared sky background that may 
be expected between 1 and 2.51im at low and high spectral resolutions. 
4.5.9 Lunar scattering 
The moon is effectively a low albedo mirror for the sun, and illuminates the night 
sky with a colour temperature of 5900 K, peaking at about 0.5µm. Therefore, in the 
infrared, the lunar spectrum follows the Rayleigh-Jeans approximation, falling off as 
A'. This flux may be scattered into the beam, and be detected. At the altitude of 
Mauna Kea, the scattering is due to molecules and high stratospheric aerosols [161, 
page 3-61), both small compared to the wavelength of near-infrared radiation-it is 
valid to assume Rayleigh scattering, again with a a'4 dependence. Thus the cumulative 
wavelength dependence of the sky brightness will be as A-8, falling off sharply into the 
near-infrared, and the only filter significantly affected by lunar scattering is the J filter 
at 1.2µm. Obviously, the total amount of flux detected will depend on the lunar phase, 
the altitude of the moon, and the angular distance of the moon from the point in the 
sky being imaged. As these parameters are very variable, lunar scattering has been 
excluded from the SIRCAM model. 
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4.6 Telescope and warm optics 
In this section we shall discuss the role played by the telescope and other warm optics. 
These components sit at ambient temperature and are responsible for focussing the 
incoming radiation (astronomical photons and the sky background) into the cryogenic 
instrument. This radiation is attenuated by the imperfect reflections and transmissions 
in this optical train, and also, a further thermal background is added as the warm optics 
radiate black-body photons into the beam. Three important parameters are associated 
with the warm optics : 
" the reflectivity or transmission of each component, which determines the fraction 
of the photons arriving above the telescope which reach the cold instrument 
" the emissivity of each component, which determines the black-body radiation 
added to the beam 
. the temperature of the warm optics, the other parameter that determines the 
amount of black-body radiation 
The reflectivities, transmissions, and emissivities are treated spectrally, as these param- 
eters may vary according to wavelength, depending on the materials used. Also, the 
question of `dirt' is addressed; that is, the lowering of reflectivity or transmission and 
corresponding rise in emissivity due to oxidation, tarnishing, and dust contamination. 
The SIRCAM model allows many warm optical configurations to be simulated, but 
we shall concentrate here on the optical train relevant to this thesis, namely IRCAM 
on the UKIRT on Mauna Kea. The UKIRT operates as a Cassegrain reflector, with 
primary and secondary mirrors. A tertiary dichroic mirror folds the beam through 90°, 
after which two gold mirrors fold and collimate the beam prior to entering the IRCAM 
,, <... . a. , cryostat 
through an entrance window. 
due to the secondary `underfilling' the primary. That is, whilst conventional optical tele- 
scopes have secondary mirrors somewhat bigger than needed to intercept the converging 
beam from the primary in order not to waste any astronomical photons, an infrared tele- 
scope has a secondary mirror smaller than the size of the primary beam at the intercept 
point. This is to prevent the secondary viewing the support structure and floor beyond 
the edge of the primary - these are highly emissive room temperature sources which 
would raise considerably the thermal background seen by the instrument. The central 
hole in the primary has a diameter of 1.023 m, and thus the effective collecting area 
of the primary, A1.,, is 9.924 m2. This area along with the solid angle of sky imaged 
by each pixel, St'ix, forms the basic All product for the system, a conserved quantity. 
Thus, although it is in fact the underfilled secondary that is the effective system stop, 
we shall use At, 111,1z as the All product for all optical components in the system. 
The spectral reflectivity lip(, \) of dean aluminium is shown in figure 4.10 [161, page 
7-81]. The UKIRT primary is re-aluminised annually and washed regularly, but never- 
theless the primary is probably the dirtiest component in the system due to oxidation of 
the aluminium and its exposed up-facing position making it prone to dust collection, for 
which Mauna Kea is well-known. As a first approximation, this `dirt' is assumed to be 
grey, i. e. that the attenuation due to the oxidation and dust has no spectral dependence. 
Multiplying the spectrum shown in figure 4.10 by a constant `dirt factor' between 0 and 
1 simulates this effect. A typical value used for the primary dirt factor (PDF) is 0.95. 
This approach is used for the following components also. The dirt factors used through- 
out the modelling have been taken from a previous study, in which SIRCAM was used 
to simulate and analyse the emissivity of the UKIRT as measured with a single channel 
photometer [94]. It should however be noted that the `dirt' is probably not grey, but 
that it exhibits a wavelength dependence (Lee, private communication). 
The imperfect reflectivity is due to absorption by the aluminium and the dust on 
the aluminium, and thus the emissivity of the primary may be found from Kirchoff's 
law, by taking one minus the (dirty) spectral reflectivity. 
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4.6.2 Secondary 
The hyperbolic secondary mirror is also aluminium coated glass, with a spectral re- 
flectivity R, (A) as for the primary. Due to its downwards facing position however, the 
secondary stays very dean, and the dirt factor for the secondary (SDF) will be dose to 
unity. Again, the emissivity is found via Kirchoff's law. 
Two potential problems arise at the secondary. Firstly, the central hole in the pri- 
mary mirror is seen as a highly emissive source of thermal background by the secondary. 
To eliminate this extra background, a small off axis flat mirror replaces the central sec- 
tion of the hyperbolic secondary, such that a clear area of the primary and thence the 
sky is seen, rather than the central hole. Secondly, the support structure which holds 
the secondary in place, known as the spider, must have a minimal cross-sectional area 
in order to minimise its contribution to the thermal background, as it lies in the beam 
as seen by the primary. This is so for the UKIItT, and it can be shown that a simple 
cross-shaped spider with a cross-section of 1 cm and emissivity of 1, will increase the 
total thermal flux emitted by the warm optics by about only 3%, and thus has been 
neglected in the SIRCAM model. It is true in general that infrared telescope designs are 
mechanically very open, such that minimal additional thermal background radiation is 
added. 
4.6.3 Dichroic 
The UKIRT design employs a 95° incidence mirror in the converging beam just above 
the Cassegrain focus, in order to fold the beam through 90° and out to a side-looking 
instrument mounted on the ISU2 instrument support unit. By using a calculated thick- 
ness of gold film on a glass substrate, a beamsplitting or dichroic mirror is formed, with 
the optical radiation passing straight through a guide camera mounted at the Cassegrain 
focus, and the infrared radiation folded out to the bent Cassegrain focus as desired. The 
spectral reflectivity of the UKIRT dichroic mirror Rd(A) is shown in figure 4.11 (Lee, 
private communication). 
The dichroic is washed or replaced quite frequently, but nevertheless picks up dust. 
due to its upfacing position. A typical dirt factor (DDF) of 0.98 is used. 
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Figure 4.10: Reflectivity of aluminium Figure 4.11: Reflectivity of dichroic 
Kirchoff's law does not strictly apply to the dichroic, as the imperfect reflectivity 
is due to transmission losses as well as absorption losses at the shorter wavelengths. 
However, by 2.5µm, where its thermal emission becomes appreciable, the dichroic is 
essentially a solid gold mirror, at which Kirchoff's law does hold. Thus, Kirchoff's law 
is used in order to find the emissivity of the dichroic. 
4.6.4 Other warm optics 
There are three additional warm optical components to be considered in the IRCAM 
design. Two gold mirrors are used to fold and collimate the beam prior to entering the 
cryostat through a calcium fluoride window. The reflectivity of gold Ry(a) is flat across 
the 1-5.5µm region and is shown in figure 4.12 [161, page 7-81]. A typical dirt factor 
(GDF) of 0.99 is used for these side-looking, easily accessible and maintained mirrors. 
The emissivity is found via Kirchoff's law. 
The entrance window of the cryostat is made of uncoated calcium fluoride (CaF2) 
which has a single surface transmission of 0.97 [5] - the effective transmission TW(A) 
for the 3 mm thick window is shown in figure 4.13. The window dirt factor (WDF) is 
set to unity, as the side-looking window is well protected from dust by the camera front 
baffle tube. 
The emissivity of the window is essentially zero. Its transmission losses are due to 
reflection at the air-CaF2 boundaries, not absorption in the CaFzt and thus Kirchoff's 
law does not apply. 
182 





Figure 4.12: Reflectivity of gold 
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Figure 4.13: Transmission of CaF2 
4.6.5 Temperature of the warm optics 
For simplicity, all the `warm' optical components described are assumed to be at the 
same temperature, namely the ambient temperature of the dome. The ambient air 
temperature on Mauna Kea is low at around 0°C, with diurnal variations of 1-2°C, and 
only slight seasonal variations [109]. As long as the optics are shielded from the direct 
heating of the Sun, the thermal emission will be both low and stable, advantageous 
in reducing background shot and 11f noise components. This is in contrast to lower 
altitude continental sites such as Kitt Peak, where diurnal variations can be 10-20°C, 
and the seasonal range can be as much as 40°C (4, page 5-11]. 
For the majority of SIRCAM simulations, Mauna Kea ambient temperatures of 0- 
2°C (273-275 K) are assumed for the telescope and warm optics. 
4.6.6 Overall transmission and emissivity 
The overall spectral transmission T, for the warm optics train is found by mul- 
tiplying together the individual reflectivity or transmission spectra together, each one 
having been multiplied by the relevant dirt factor. 
Twarm(A) = Rp(A). PDF. R. (J1). SDF. Rd(A). DDF. (Rg(A). GDF)2 T,. (A). WDF (4.12) 
The overall spectral emissivity ewarm(A) is found by multiplying together the spectra 
and dirt factors for, those components assumed to obey Kirchoff's law (i. e. all those 
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Figure 4.14: Emissivity profile for the UKIRT and IRCAM warm optical train 
except the CaF2 window), and then subtracting the resulting curve from one. 
Swarm(, \) = 1- (R (A). PDF. R, (Al). SDF. IZd(A). DDF. (R9(71). GDF)2) (4.13) 
From this equation, we can derive the spectral dependence of the warm emissivity. 
Figure 4.14 shows the spectral dependence of the emissivity of the warm optics ewarm(A) 
for the observational configuration discussed. This curve is important, as the shot 
noise on the thermal background emitted by the telescope and warm optics will mainly 
determine the performance of the camera at wavelengths longward of 2.5µm. Note 
the turn up in emissivity at shorter wavelengths, due to the reduced reflectivity of the 
aluminium primary and secondary mirrors, and of the dichroic beam splitter. " This is 
unimportant, as very few thermal photons will be emitted by the warm optics shortward 
of 2.5µm. 
4.6.7 Total warm background 
We can now predict the spectrum of the total background flux, comprising of the non- 
thermal emission from the mesopause, thermal emission from the lower atmosphere, and 
the thermal emission from the warm optical components: '-, 
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Figure 4.15: Background flux just inside cryostat window 
We have calculated the spectrum seen just inside the CaF2 window with the following 
parameters. We have assumed nominal levels of non-thermal emission, and a lower 
atmospheric temperature of 253 K. An airmass of 1.5, and a water vapour of 1.2 mm have 
been used. We have used the standard IRCAM warm optical train of primary, secondary, 
dichroic, gold flat, gold collimator, and CaF2 front window. All these components have 
been given the dirt factors mentioned above, and the warm optical train is assumed to 
be at a temperature of 275 K. For the warm optical train, the emissivity was calculated 
as one minus the transmission, as discussed above. 
The resulting spectrum is shown in figure 4.15. We can immediately see the two 
portions of the near infrared, the non-thermal and the thermal. The non-thermal, short- 
ward of 2.5µm, is characterised by a bright, spectrally highly structured background, 
whilst the background in the thermal section beyond 2.511m is much brighter still. It is 
characterised by the smooth blackbody function of the warm optics, superimposed with 
slight structure from atmospheric thermal emission. It is a spectrum such as this that 
now enters the cold instrument. 
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4.7 Camera 
The optical components that definitely require cooling in an infrared instrument are 
the filters and all following optics. The reason for this is simple -a room temperature 
black-body curve at 273 K peaks at about 13 pm and thus near-infrared instruments 
(1-5.5µm) are sensitive to the Wien part of this black-body. The steep exponential 
rise of the Wien section means that the largest numbers of photons will be emitted 
near the detector long wavelength cut-off. Thus most of these room temperature black- 
body photons will be filtered out by (say) a 2.21im filter, but then the filter must be 
cooled such that the long wavelength photons are not just re-emitted by the side of the 
filter facing the detector. Similarly, all optical components which follow the filter must 
be cold enough not to radiate more than a very small number of photons at the long 
wavelength cut-off of the detector material. IL is easy to show that, in order to reduce 
the total number of black-body photons emitted by the internal camera optics to levels 
below typical InSb dark currents, the optics must be cooled to N SO K [120]. In this 
section, we assume that the cold optics (filters and lenses) merely attenuate the input 
beam, without addition of any extra thermal flux. Also, the whole internal cryogenic 
chamber is assumed to be cold enough not to add any thermal background either. 
4.7.1 Filters 
The cooled filters provide the wavelength selection. Both broad and narrow band inter- 
ference filters are used in IRCAM, to provide spectral resolutions from 1-30%. In most 
cases the relevant broad filter is used to block a narrow band filter, as the latter may 
have leaks well away from the wavelength they were designed to pass. 
The spectral transmission profiles for the standard OCLI near-infrared filter set 
(J, H, K, L', M) are shown in figures 4.16 to 4.20 (Mountain, private communication). 
These profiles were measured at 77K - the bandpass of interference filters moves to 
shorter wavelengths as the filter is cooled. This is due to the filter contracting at 
lower temperatures, reducing the path length between the interference layers, and thus 
decreasing the wavelength for which the filter acts constructively. A filter will typically 
move by about 2% shortward in wavelength when cooled from room temperature to 
liquid nitrogen temperature [3]. 
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Figure 4.16: J filter profile 
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Figure 4.18: K filter profile 
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Figure 4.17: H filter profile 







Figure 4.19: L'filter profile 
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Figure 4.22: AR-coated ZnSe Figure 4.23: AR-coated InSb 
In addition to the standard broad band filters, non-standard narrow band filters are 
also used. At the time of writing, the actual filter profiles were not available, and in 
order to use them in our simulations, we have modelled several such filter profiles. The 
most commonly used is the narrow band L (nbL) filter, which has a 1.8% FWHM at 
3.6 pm, and it is shown in figure 4.21. These model filter profiles are not expected to 
be very realistic, but should transmit the correct amount of flux to within 50% at least, 
and hence we have used them in the simulations that follow. 
4.7.2 Lenses 
The lenses are used to focus the collimated beam onto the detector. In the current 
IRCAM design, three basic plate scales are available -- 0.6,1.2, and 2.4 '/pixel. The 
0.6 and 2.4 '/pixel scales are achieved with doublet lenses, whilst the intermediate plate 
scale is achieved with a singlet. All the lenses are made of zinc selenide (ZnSe), and 
are anti-reflection coated with a standard ITT AR coating, G4116/7. The transmission 
profile for a single AR-coated ZnSe lens is shown in figure 4.22, and the transmission 
profile for a doublet will be the square of this profile (Harris, private communication). 
4.8 Detector 
The detector is the final component. A full description of the SBIC G2 x 58 InSb +" 
DRO array is given in chapter 3, and the detector model described there is used by SIR- 






CAM in order to calculate the way that photo-electrons are processed. Firstly however, 
the detector material must convert the incoming astronomical and background photons 
into photo-electrons. The fraction of photons converted into photo-electrons is given 
by the quantum efficiency q. The raw semi-conductor quantum efficiency may be in- 
creased significantly with the use of a an anti-reflection coating, which reduces dielectric 
reflection losses Figure 4.23 shows the spectral dependence of the quantum efficiency 
for an AR-coated SBRC array at 77K as measured at SBRC (Orias, private communi- 
cation). Note that as yet SIRCAM does not deal with the temperature dependence of 
the quantum efficiency, discussed further in chapter 3. 
4.9 Prediction of background and source fluxes 
In this section we shall make some predictions of the detected photocurrents from both 
the sky background and a star of given brightness for IRCAM through each of the 
standard filters in the 0.6 '/pixel mode. The corresponding background figures for the 
1.2 01 and 2.4 -"/pixel modes can be calculated by scaling proportionally to the pixel area. 
We use the information gathered so far on atmospheric transmission, atmospheric 
emission, thermal emission, optical throughput, and so on. These predictions are made 
in the spectral mode of SIRCAM, and we begin by discussing the basic method. 
4.9.1 Method 
All the various optical transmission, reflectivity, and absorption spectra are input at a (Qsolution 
spectral of 10-3 µm. Similarly the non-thermal sky background spectrum is input. The 
user chooses a particular atmospheric spectrum, defined by. the water. vapour content 
and airmass. Also chosen are the ambient temperature, the effective sky temperature, 
the pixel scale, and the optical dirt factors. 
The non-thermal sky emission spectrum is convolved with the atmospheric transmis- 
sion spectrum, and the atmospheric thermal emission is added, assuming Kirchoff's Law, ', ' 
by taking one minus the transmission to be the emissivity. This gives the background,,,, --_` 
flux arriving above the telescope. The total warm optical throughput is calculated, 'and 
the sky emission spectrum is attenuated accordingly. The--warm optical thermal emis-' 
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sion is added, again by assuming that one minus the transmission equals the emissivity. 
This now gives the total background flux entering the cold instrument. This spectrum 
is then convolved with the cold throughput, defined by the lenses and detector quantum 
efficiency. We assume no flux is added by the cold optics. 
We now have a spectrum of the unfiltered background flux in terms of photo-electrons 
per second per spectral bin per unit area per unit solid angle. Then, for each filter in 
turn, we convolve this spectrum with the cold filter profile, then summing across the 
profile to give us the normalised total detected background flux for the filter. Lastly, 
these numbers are multiplied by the telescope collecting area, pixel area, and fill factor, 
in order to scale the background to the telescope and instrument configuration in use. 
At the same time, a scaled version of the Vega model spectrum is similarly convolved 
with the atmospheric transmission, the warm throughput, the cold throughput, and each 
filter profile, in order to calculate the signal detected through each filter for a star of 
known brightness per unit collecting area. Multiplying by the telescope area, this is 
scaled accordingly. 
Thus the final results from this routine are the detected background flux in photo- 
electrons per second per pixel, and the total detected stellar flux in photo-electrons per 
second, through each filter. 
4.9.2 Predicted backgrounds for the 0.6 "/pixel mode 
Obviously, the range of the free parameters is large, and here we shall present figures for 
one representative configuration only. We have predicted the background photocurrent 
in electrons per second per pixel that should be seen by IRCAM in the 0. G' /pixel 
imaging mode, on the UKIRT on Mauna Kea. The backgrounds for the other pixel 
scales can be calculated by scaling in proportion to the pixel area imaged on the sky. 
We have used the following parameters : 
" IRCAM on the 3.8 m UKIRT on Mauna Kea 
" 0.6' /pixel image scale 
" Warm optical temperature 275K, effective sky temperature 253 K, , "and water 
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Filter Signal (e-/sec/0.6 pixel) 
1.00 1.25 1.50 1.75 2.00 
J 1044 1280 1507 1727 1938 
H 3935 4883 5813 6724 7614 
K 8482 9111 9719 10305 10870 
nbL 1.22 x 106 1.23 x 106 1.25 X 106 1.26 X 106 1.28 X 106 
L, 2.85x107 2.94x107 3.03x107 3.10x107 3.17X107 
M 1.43 X 108 1.48 x 108 1.52 X 108 1.56 X 108 1.59 x 108 
Table 4.2: Predicted sky background for IRCAM on UKIRT vs. airmass 
vapour content of 1.2 mm 
" Nominal OH*, 02, and infrared continuum non-thermal emission intensities 
" Dirt factors for the primary, secondary, dichroic, and gold mirrors of 0.95,1.00, 
0.98, and 0.99 respectively 
In table 4.2 we give the resulting background photocurrent per pixel as a function 
of airmass. Note that the backgrounds in the non-thermal (1-2um) regime change 
almost proportionally to the airmass, whereas the much larger thermal backgrounds 
seen between 3-5.5µm do not change much, as they are dominated by emission from 
the telescope and warm optics. The background seen through the K filter is mainly 
thermal emission, with some non-thermal emission varying with the airmass. 
It is important to note the backgrounds predicted for the thermal wavelengths. As- 
suming a full well depth of 106 e', the detector array will saturate in less 35 milliseconds 
at L', and in about 7 milliseconds at M. As IRCAM currently uses a minimum read out 
time of 32 milliseconds, and given that these backgrounds do not allow for any slight 
baffling problems, it is apparent that imaging at L' and M will be impossible in this ob- 
servational configuration. Saturation may be prevented by using narrower band filters, 
such as the nbL filter, or by stopping down the present filters to reduce the throughput. 
Either solution implies a loss of signal to noise, but some imaging capability at these 
wavelengths would be better than none. 
Also note the relatively low predicted background photocurrents for the non-thermal 
filters. At J, over five minutes on-chip integration is required to fill to half well, and thus 
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Filter Signal (e-/sec) 
1.00 1.25 1.50 1.75 2.00 
J 8.55 x 109 8.45 x 109 8.37 x 109 8.30 x 109 8.23 x 109 
H 6.57 X 109 6.55 x 109 6.53 x 109 6.51 x 109 6.49 x 109 
K 5.76 X 109 5.71 x 109 5.67 X 109 5.63 x 109 5.59 x 109 
nbL 3.25 x 108 3.21 X 108 3.17 x 108 3.13 X 108 3.09 x 108 
L' 2.95 X 109 2.88 x 109 2.81 x 109 2.75 x 109 2.69 x 109 
M 7.53 x 108 7.08 X 108 6.69 x 108 6.36 X 108 6.07 x 108 
Table 4.3: Predicted signal from OT O star on UKIRT vs. airmass 
become background limited. We can see that the K background is about double that 
at H, but because it is mainly thermal emission from the telescope, we would expect K 
to be far more stable than H, at which wavelength the background is due to the highly 
variable non-thermal emission processes. 
4.9.3 Predicted stellar fluxes 
Using the same model parameters as given above, we have also predicted the total num- 
ber of photo-electrons per second detected from a Om0 star. Again, we have predicted 
this number for each of the standard filters, and again as a function of airmass. The 
results are shown in table 4.3 
Note that through the filters in the cleaner windows (J, H, K), only small changes 
(5-10%) in detected flux are seen between 1 and 2 airmasses. This confirms the low 
value of extinction seen for these filters. (83), although as mentioned earlier, we have 
neglected the role of molecular and aerosol scattering in our simulations, and values of 
extinction predicted from our modelling would underestimate that actually seen. -At M, 
the change in detected flux is - 20%, due mainly to the highly structured water vapour 
absorption seen through this filter, which increases with airmass; 
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4.10 Sensitivity predictions 
We are now able to provide some astronomical sensitivity predictions, by drawing to- 
gether the following components that we have derived or simulated in previous sections 
in this chapter, and from the detector modelling in chapter 3: 
" the incoming flux from a source of known brightness 
" the total background flux, comprising atmospheric thermal and non-thermal emis- 
sion, and thermal emission from the warm optics 
" atmospheric and optical transmission 
" atmospheric seeing profile 
" detector characteristics, including quantum efficiency, dark current, read noise, fill 
factor, well depth, and spatial noise 
" the model for the noise present after full data reduction 
4.10.1 Parameters and methods 
Combining all this information, we can derive a variety of sensitivity figures, as discussed 
below. However, before doing so, we shall list the most important parameters as follows : 
" IRCAM on the 3.8m UKIRT on Mauna Kea, with an ambient temperature of 
275 K 
"a telescope airmass of 1.5, an atmospheric water vapour content of 1.2 mm, a 
seeing FWHM of 1.5' , and nominal non-thermal atmospheric emission flux levels 
. an AR-coated low doped SBRC 62 x 58 InSb + DRO array, with a dark current of 
100 e-/sec/pixel, a read noise of 375e- RMS, and a mandatory read out at N1 
well (5 x 105 e`). An area fill factor of 0.9 is assumed. 
The actual sensitivity calculations are made as follows. We ̀ reduce' the data according 
to the standard linear technique discussed at length in chapter 3: the source and sky 
frames (each of equal on-chip integration and number of co-adds) both have a dark frame 
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(also same on-chip integration time and number of co-adds) subtracted, to remove the 
offset level and dark current. The source frame is then divided by the sky frame to 
flat-field it, followed by a rescaling and sky subtraction. In this case, the signal-to-noise 
(S/N) is calculated according to equation 3.96. 
Beginning with the first source frame, the on-chip integration is continued until 
the desired S/N is reached for the given input flux. If this S/N is not reached before 
either (a) the detector is filled to z well or (b) a maximum specified on-chip integration 
time is reached, the array is assumed to be read out, and a new on-chip integration 
commences. This continues until the desired S/N is finally reached. The maximum 
on-chip integration time is only reached at J and through the H2 v=1-0 S(1) narrow 
band filter where the background is low - the maximum is specified as 300 seconds. 
The final total integration time given includes the time taken to obtain all the source 
frames, and a corresponding number of sky frames with equal on-chip integration time. 
Not included is the time taken to obtain the a similar set of dark current frames. The 
sky frames are included as the best noise performance is achieved only when using quasi- 
simultaneous sky frames as the flat-field, and using `off-line' flat-field exposures of the 
dome for example has not yet been proven as effective. The dark current frames can be 
obtained during dusk or dawn, as the dark current is low, and these frames are really 
measuring the stable bias offset. 
Whilst these assumptions are reasonably realistic, there is dearly some leeway for 
improvement in reducing residual noise, by median stacking of the sky frames, or by 
obtaining many more dark current exposures off-line, for example. Nevertheless, the 
figures derived with this technique provide useful indications of the sensitivity of IRCAM 
on the UKIRT, with the following precautions : 
" It must be stressed that the sensitivity figures presented here are essentially de- 
tection limits, as opposed to measures of photometric accuracy. That is, a 20v 
detection here implies that a source can be seen at a level twenty times the noise. 
The conventional infrared wisdom would be to invert' this number and say that 
the source brightness has been defined to an accuracy of 1/20th or 5%. Although 
this method is roughly valid for an AC-coupled photometer, it cannot be applied 
to infrared imaging, where the accuracy to which a source's brightness is known is 
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defined considerably differently, dependent upon the accuracy of the sky measure- 
ment, the pixel scale, the fill factor, and the reduction technique. This comment 
is particularly relevant to point sources, and is discussed in more detail below. 
" Although the non-linearity of the SBRC array is of importance when attempting 
accurate relative calibration, it can be neglected in this context, as it only im- 
plies an effective attenuation of the brighter sources by N 5%, thus not seriously 
affecting sensitivity predictions. 
" The examples given of extended source imaging in emission lines do not include 
the time taken to image the same source at a nearby continuum wavelength, 
required in order to remove the underlying continuum emission. This process 
will effectively double the time taken to image emission line sources with any 
appreciable continuum. 
" Finally, even though these predictions are as realistic as possible, they still rep- 
resent an ideal case, and the presence of 11f noise, residual structure in the flat- 
fielded frame, or low level extended nebulosity in the source frames, may degrade 
the actual astronomical results to some extent. 
4.10.2 Extended sources 
It is relatively easy to determine what is meant by the sensitivity of a camera to an 
extended source of a given surface brightness. We shall assume it means the level to 
which a pixel containing the given source brightness rises above the local noise. We have 
calculated the total integration time taken to reach both 3 and 20v (S/N =3 and 20) for 
a range of surface brightnesses, for each of the standard near infrared broad band filters, 
as well the nbL narrow band filter at 3.6 pm, and two representative emission line filters, 
namely the H2 v=1-0 S(1) filter at 2.122µm in the non-thermal, and ßra at 4.05 pm in 
the thermal infrared. These figures are only shown for the 0.6" and 2.4 "/pixel modes, 
as the corresponding figures for the 1.2 '/pixel mode may be calculated by suitable 
interpolation. The results are shown in figures 4.24 to 4.39, and also shown on the 
figures is the detected sky background, and the longest on-chip integration time used 
in each case, virtually always determined by the time taken to fill to z well on the sky 
background. 
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4.10.2.1 Discussion 
We shall now briefly discuss the results. Firstly for the non-thermal wavelengths, J, H, 
K, and the H2 v=1-0 S(1) line. There are three sections to each curve, starting with 
the section for the brighter fluxes, where the time taken to reach a given signal-to-noise 
asymptotically tends towards a constant value, regardless of the flux. As discussed in 
section 3.8, this is because the S/N for the brighter sources is determined by the accuracy 
of the the flat field, and not the source shot noise. On the intermediate section of the 
curves, we are read noise limited, and the S/N for a given source improves proportionally 
with time. Put another way, the faintness limit seen at a fixed sensitivity decreases with 
time. The third section of the curves is the background limited regime, where the S/N 
improves as the square root of time, or in these diagrams, the faintest surface brightness 
seen at a given S/N improves as the square root of time. The slight inflections in the 
curves between the read noise and background noise limited regimes occurs at the point 
when we change from a single on-chip integration to multiple co-adds, each of the latter 
being background limited in general. 
The thermal filters (nbL, L', M, Bra) show a small read noise limited section at 
the very short integration times, but rapidly move into the background limited regime, 
improving as the square root of time. It is worth noting at this point that of the thermal 
imaging configurations shown, many are actually impractical for the current IRCAM 
due to the excessively high read rates required - these are nbL 2.4 '/pixel, L' 0.6' 
and 2.4 '/pixel, M 0.6" and 2.4 '/pixel, and Bra 2.4 '/pixel. Clearly, imaging through 
the current broad band L' and M filters is impossible at any of the available scale sizes, 
and for true thermal imaging to be possible, steps must be taken to reduce the thermal 
background, either by stopping down the current filters, or using narrow band filters 1 
instead. However, as the nbL-and Bra are' background linütedat 0.6 '/pixel; binning ýý. 
these modes in software would reach the corresponding sensitivity limits predicted for 
the 2.4- pixel mode, the only disadvantage being that the total ' field- of view in the 
0.6 'pixel mode is substantially less than ia' the wide field mode., *- 
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4.10.2.2 Comparisons 
In order to assess the kinds of observations that should be possible if these sensitiv- 
ity predictions are borne out in practice, we will now examine some typical surface 
brightnesses for a range of sources. 
Imaging of nearby normal spiral galaxies in the near infrared (J, H, K) is of in- 
terest as these wavelengths trace the distribution of late type giants, which delineate 
the underlying mass distribution of these galaxies, in contrast to optical (B, V) light, 
which trace the younger 0 and B stars predominantly located in the star forming spiral 
arms [133]. For M31 for example, at a distance of 20 Kpc out along the major axis, the 
K surface brightness has fallen to N 199 O/ "2, with aH-K of about OT O [17]. At K 
in the 0.6 "/pixel mode, IRCAM should be able to make a 3o detection to this level 
in N 1000 seconds, whilst a 20o detection would be possible in N 2000 seconds in the 
2.4 -, /pixel mode. With a typical J-K of N 1`: '0 [133], the same sensitivity limits could 
be reached for aJ surface brightness of 20 0/-,, 
2 in about half those times. Similar 
surface brightnesses have been measured at similar distances from the nuclei of several 
nearby spirals (e. g. NGC7331, NGC4565, NGC4216, NGC7814) [133], indicating that 
high spatial resolution infrared imaging for these galaxies is now possible. 
Is 
In a more extreme example, it thought that a detection limit of KN 20T 0 is likely to 
give a reasonable chance of detecting primaeval galaxies, for a wide range of evolutionary 
scenarios, or will at least help constrain galaxy evolution models in the event of a 
significant null detection [871. Assuming an integrated magnitude of K= 20T O evenly 
distributed over 5 square arcseconds (N 2.5" diameter), we obtain, a surface brightness 
of N 21': ' 75 at K. Clearly, from figure 4.28, we'can see that even a 3o detection will take 
a very long time with IRCAM in the 0.6 /pixel mode., A 3v detection may be possible 
however in about 30 minutes in the 2.4 '/pixel mode. In the latter case however, much 
of the flux will"fall in a very few pixels, making it" hard to distinguish from random 
bad pixels and cosmic ray; events. Some slight gains may.: be obtained"by 
r" 
improved 
dark subtraction and flat fielding, but probably not significantly, ̀- as ý we are' basically 
: ;. 
background limited already. Note however that primaeval galaxy models are relatively 
uncertain, and integrated fluxes as bright : as , K, "18m 0 are "possible (Yates, private, 
communication), bringing them well within the detection limits predicted here :,,, n`_ 
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Extended emission in the H2 v=1-0 S(1) line at 2.122pm is seen in many galactic 
star forming regions [20], and as well as spectroscopy, high spatial resolution imaging in 
this line will be important in determining the exact geometrical relationships between 
outflows, shocks, ionisation fronts, and excitation sources. The Orion Nebula is the 
brightest known source in the H2 S(1) line, and is well studied at this wavelength [21]. 
With a typical surface brightness of 10-20 W/cm2/ '2, it should be easily observable with 
IRCAM, and indeed this experiment has already been performed successfully. More 
typical and challenging is the H2 S(1) emission associated with the highly luminous 
outflow in the DR21 star forming region [46]. This emission has been observed in a 
large beam to a 3o outer contour of 5x 10-23 W/cm2/ '2. A similar 3o detection at 
this level should be possible with IRCAM in N 200 seconds in the 2.4 "/pixel mode, or 
1 hour in the 0.6 "/pixel mode. 
Near infrared H2 emission has also been detected in extragalactic systems, including 
the Seyfert galaxy NGC1068 [143] and luminous starburst galaxies such as NGCG240 
and Arp220 [73]. In NGC1068, a mean surface brightness of 4.4 x 10-22 W/cm2/ '2 was 
observed in an 8- diameter aperture, whilst mean surface brightnesses of 7.5 x 10_22 
and 1.25 x 10-22 W/cm2/ '2 were observed in 5 11 diameter apertures on the nuclei of 
NGC6240 and Arp220 respectively. If these do in fact represent the mean surface 
brightnesses, then we could expect to obtain a signal-to-noise of 20 in 1000 seconds and 
1 hour on NGC6240 and NGC1068 in the 0.6' /pixel mode, whilst the fainter Arp220 
would reach an S/N of 20 in about 1000 seconds in the 2.4 '/pixel mode. Of course, it 
is likely that the sources will be structured within the 8' and 5' beam sizes. In this 
case, the emission knots would be detected more quickly. 
Finally, the Bra line of ionised hydrogen at 4.05 pm has a typical mean surface 
brightness of N5x 10-21 W/cm2/ 2 over a5' diameter aperture in many galactic HII 
regions (Geballe, private communication), and IRCAM should be able to achieve a 3a 
detection at this level in 1000 seconds in'the 0.6 "/pixel mode. The galactic centre has 
been imaged in the Bra line by the University of Rochester group [39], dearly indicating 
s ,.., .dr. 'art ` i. t: , r"- , -rt, , y',., 
that such experiments are possible with infrared array, cameras. Their outer"contour _ 
level Fof N4 k'10-20 W/cm1 / 12 should betdetectable at the 20o level in 600 seconds 
by IRCAM' in the 0.6 pixel mode. The R. öchester group made observations at" ten 
positions in the galactic centre, observing at two nearby continuum wavelengths also, _- 
all within one hour. These observations were made with a pixel scale of 0.42" pixel on- _. ; .ý 
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the 3m IRTF, and although a direct comparison between their data and our predictions 
is not possible due to insufficient information in their paper, the IRCAM prediction is 
probably correct to within a factor of two. 
4.10.3 Point sources 
It is considerably harder to define a predicted sensitivity to point sources for an imaging 
system. Whether a point source is seen or not depends on the seeing and pixel scale, 
as this will affect the spread of the source photons over the array. When discussing a 
`detection' sensitivity, should the signal be defined as the integrated flux from the whole 
star, and if so, over what number of pixels should this signal be calculated from? Is the 
noise is defined as the RMS variation in the sky, over which the source must be `seen', 
or is it the noise on some measurement of the sky which is subtracted from the source? 
After some experimentation with various ways of calculating a suitable `figure of merit', 
we have decided to use the following definition of point source detection. We define the 
point source sensitivity much as for the extended sources discussed above, in that we 
calculate the degree to which a, given pixel is detectable above the local noise. However, 
rather than the simple case where the source flux in the pixel of interest is simply 
defined by the surface brightness in magnitudes per square arcsecond (for example), we 
define the source flux as that contained in the brightest pixel in a typical seeing profile. 
For example, with 0.6 '/ pixels and a seeing FWHM of 1 ', approximately 20% of the 
total stellar flux falls within the bounds of the brightest pixel, with the remaining 80% 
distributed in the other, fainter pixels. In the current definition, it is the peak pixel 
that we are trying to detect above the local noise. 
This approach is not without problems however, which must be noted. For well sam- 
pled seeing profiles, the peak pixel contains much the same fraction of the, total stellar 
flux regardless of precisely where on the pixel the profile centroid lies. In undersampled 
modes, this is not the case. For example, in the 2.4 "/pixel mode, the peak pixel bright- ` .' 
ness may vary by a factor of 4, depending on whether the profile centroid lies at the 
centre of a pixel, or at the intersection of four pixels. The question of incomplete area aý 
fill factor worsens this situation. 
Also, it must be noted that a detection of a point source in the 2.4 '/pixel mode must =. 
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Scale size Centre Intersection Mean 
0.6 "/pixel 0.239 0.151 0.195 
1.2 "/pixel 0.632 0.212 0.422 
2.4 '/pixe1 0.950 0.198 0.574 
Table 4.4: Fraction of total point source flux contained in brightest pixel 
regarded with extreme suspicion, if the detection is based on one one imaging position 
only. The flux from a point source in this mode will often fall almost completely within 
one pixel, but with almost 4000 pixels in the array, we also expect statistically to see 
about 10 single pixel 3o deviations from the mean sky level, and cosmic ray events 
could easily simulate higher signal to noise detections. A suspected detection of this 
kind must be confirmed by moving the array on the sky and seeing if a source again 
appears in the same place relative to fixed features on the sky. 
In order to provide some representative sensitivity predictions, we have simulated 
Lorentzian seeing profiles with a FWHM of 1.511 , placing the profile centroid at 
the 
centre of a pixel, and then at the intersection of four pixels, assuming an area fill factor 
of 0.9 -throughout. 
Taking the mean of the two peak pixel brightnesses, we define 
the mean fraction of the total stellar flux that falls within the brightest pixel, and 
multiplying the incoming stellar flux by this fraction gives us the flux we then try to 
detect above the local noise. This fraction was calculated for each of the three scale 
sizes, and the results are presented in table 4.4. 
It is important to note that although using this mean peak pixel fraction parameter 
will not lead to any unreasonable errors for any position of the profile centroid in the 
0.6 '/pixel mode, it may well be seriously in error for the undersampled scale sizes, in 
particular the 2.4 "/pixel mode, where the peak pixel may be almost two times greater 
or three times less than the mean, depending on exactly where the star lands on the 
array. However, some indication of the variation in sensitivity is given by the ranges 
listed in table 4.4, and this should be instructive to anyone surveying for point like 
sources in the 1.2 and 2.4 pixel modes. 
From what we have discussed, it is dear that sensible point source sensitivities in the 
2.4 '/pixel mode are very difficult to define, and we do not present figures for this mode. 
Some indication of the quality of 2.4 '/pixel imaging observations of point sources may 
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be obtained by examining the simulated images later in this chapter. 
We now look at the sensitivity figures derived under these assumptions. We show 
the point source sensitivity for each of the near infrared filters (J, H, K, L', M) and the 
narrow band L filter also, in the higher resolution scale sizes, 0.6' and 1.2' /pixel. The 
results are shown in figures 4.40 to 4.51. 
It is important to stress again that the sensitivity figures shown here are only de- 
tection limits, and do not represent photometric accuracy. The photometric accuracy 
actually achieved for point sources will rely heavily on the reduction techniques used, 
depending on whether aperture of profile fitting photometry is used, for example, and 
on the accuracy to which the source and sky fluxes can be determined in the presence 
of residual flat field structures, ghosting, and non-linearity. The area fill factor will also 
be important in determining photometric accuracy, particularly in the undersampled 
modes [84]. We shall explore this problem further below. 
4.10.3.1 Discussion 
The origin of the various sections of the point source sensitivity curves presented is as 
discussed for the extended sources above. Note the one small difference for J in the 
0.6 and 1.2 "/pixel modes : for very bright stars, the sensitivity curve actually turns 
up, implying that the brighter the source the longer it takes to detect it to a given level. 
Whilst this might appear strange at first, the reason becomes apparent on examination. 
When the source is much brighter than the background, it will determine the maximum 
on-chip integration time, if saturation is to be avoided. As the source grows brighter, this 
on-chip integration time grows shorter, and the amount of sky background flux collected 
in the corresponding sky frame grows smaller. The level in the sky frame becomes less 
well determined, and as it is used as the flat field, the overall noise increases, reducing 
the signal-to-noise for the bright source. Clearly though, this presents no fundamental 
limit to the measurement of bright sources, as the corresponding on-chip integration 
times are short, and more sky frames may be obtained to improve the flat fielding, 
without adding serious overheads. 
The figures presented here appear to suggest that the 1.2 '/pixel mode is just slightly 
more sensitive to faint point sources than the 0.6 '/pixel mode. This is because the mean 
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peak pixel brightness in the 1.2 -, /pixel mode is roughly twice that for the 0.6 "/pixel 
mode. As the background goes up a factor of 4 between the modes, the signal to noise 
will remain fairly constant on average. 
4.11 Simulated images 
In order to establish some feeling for the possible quality of infrared camera data, we 
present images that realistically simulate the appearance of star fields and extended 
emission regions for a range of likely parameters. 
4.11.1 Point source simulations 
As discussed near the beginning of this chapter, we use simple catalogues to hold infor- 
mation on simulated star fields. We have created one small catalogue for the purpose 
of demonstration, which we shall use for our point source simulations. The catalogue 
contains 15 stars, 10 of which lie within a central region of N 35 X 35 '. The stars are 
shown in figure 4.52. The left hand image is a noise free representation of a 62 X 58 
array of 0.6 of pixels, with a seeing FWHM of 1.5?. This image shows the stars scaled 
linearly at J, and the right hand image is a key to the J magnitudes. All but one of 
the stars have been given the same magnitude through each filter, in order to simulate 
normal foreground stars. We have used a range of 15T 0-20T 0, with one brighter star 
at 10? 0 in the top right hand corner. The source at the centre of the image has a faint 
J magnitude of 20? 0- however, we have simulated it as a highly reddened source, 
with colours J-H .-H-K=K- nbL = 2? 5.;. ýA 
For our imaging simulations, we have used similar parameters to'those used for sensi- 
tivity predictions in the previous section. We have used a dark current of 100 e-/pix/sec, 
a read noise of 375 e- RMS, background photocurrents as predicted for IRCAM on the 
UKIRT at an airmass of 1.5, aVwater vapour of 1.2mm, "and a telescope temperature of 
275 K. We have predicted the point source photocurrents through each filter from the 
empirical Vega model. We have assumed perfect flat fielding, i. e we assume the residual, 
noise after flat fielding is due to shot and read noise terms alone, ̀ as demonstrated to 
be true for the SBRC over a range of situations in the previous chapter. 'r,. ', 
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Figure 4.52: Simulated star field 
We have generated the simulated images as follows. For each star in the catalogue, 
we have located its position in the image according to its position in the catalogue, and 
the specified pixel scale and image centre relative to the catalogue coordinates. From 
its tabulated brightness, we calculate the total number of photoelectrons per second 
detected at the array. We then distribute this number according to the Lorentzian 
seeing profile and virtual pixel technique as described earlier. At this point, we have 
an image containing the number of photoelectrons detected per second for each pixel in 
the image. 
From the calculated background photocurrent per pixel, we calculate the time taken 
to reach half well (5 x 10'e-), at which point the system is background limited, and 
we enforce a read out. From this time, and the total integration time to be used, we 
calculate the number of source and sky exposures to be made. As previously, we assume 
that the source and sky frames are taken in `real time', whilst the corresponding dark 
current frames are taken at dusk or dawn. We assume equal numbers of co-adds for all 
three types of frame. In the case where the background photocurrent is low, and does 
not reach half well in 300 seconds, we also enforce a readout., -. - k: -. r 
From the source and background photocurrents, the number of co-adds, and the 
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detector parameters, we then scale the source flux according to total integration time, 
and calculate the residual noise left after flat fielding for each pixel in the array, according 
to equation 3.96. Then for each pixel, we generate a `noisy' value, calculated from the 
source signal and the RMS deviation, using a normal distribution. 
We have displayed the resulting images dose to the noise, at -1Q to +5o about 
the mean sky level. Although this reduces the visible dynamic range and enhances the 
noise, we have done so in order to emphasise to lowest visible levels of source flux in 
each case. 
We have simulated images of our model star field at J, K, and nbL, in order to 
visualise the differences between low, intermediate, and high background imaging in the 
1-5µm region. For each filter we have simulated the results obtained after 1 minute and 
1 hour total integration time. The shorter integration times at J and K are effectively 
read noise limited, as the background does not fill to half well in the 30 seconds allocated 
to the source frames. All the other images shown are background limited. 
Figure 4.53 shows the field at J in the 0.6 '/pixel mode after 1 minute and 1 hour. 
After 1 minute, we are clearly detecting stars at 16m 0-17m 0, albeit faintly. All the stars 
are visible after 1 hour, including the source at J= 20': ' 0. Whether this latter detection 
would provide anything but very crude photometry is doubtful. 
At K, *the background has risen by a factor of 6 over that seen at J, whilst a star of 
equal magnitude through both filters will result in N 33% fewer detected photoelectrons 
per second at K. These factors combine to lower the sensitivity relative to J, for normal, 
unreddened sources. Indeed, after 1 minute, figure 4.54 shows us that we are only 
marginally detecting stars at 16'5, and after an hour, stars at K= 19T O are barely 
visible. Note however that our reddened central source, faint at J, has risen to K 
15T 0, and easily detected after only 1 minute. 
Figure 4.55 shows the simulated nbL images. The background at nbL is --130 times 
brighter than at K, whilst the flux from stars. with similar magnitudes at K and nbL 
have a detected flux ratio of 18 1, mainly due to the narrow spectral bandwidth 
of the nbL interference filter (N 1.8%). Only the bright star at 1010 is visible after' 1 
minute. Our reddened source has risen to nbL = 121'5, and is visible after 1 hour. 
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Figure 4.53: Simulated star field at J: 0.6 "pixel 
Figure 4.54: Simulated star field at K: 0.6 "/pixel 
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Figure 4.55: Simulated star field at nbL : 0.6 "/pixel 
Finally, as a rough guide to the quality and sensitivity of the lower spatial resolution 
imaging modes of IRCAM, figure 4.56 shows the result of 1 hour integrations at K on the 
same cluster, but now in the 1.2 "/pixel and 2.4 "/pixel modes. As suggested previously, 
there are no dramatic changes in sensitivity to point sources visible in the 3 modes, as 
may be seen by cross checking some of the fainter stars (K « 19". ' 0). Any gains in 
total spatial coverage appear to be offset by degradation in image quality, even in the 
1.2 "/pixel mode, and in the 2.4 "/pixel mode, the fainter known stars are mimicked 
by single pixel statistical deviations in the background, making their certain detection 
difficult. 
Thus, by cross-referencing between the simulations shown in these images and the 
point source sensitivity predictions given in the previous section, a reasonably realistic 
assessment may be made of how faint a point source can be reliably detected in a given 
integration time, for the 0.6 "/pixel mode at least. 
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Figure 4.56: Simulated star field at K: 1.2" and 2.4 pixel 
4.11.2 Extended emission simulations 
In a similar way to that detailed above, we have also simulated some extended source 
images, replacing point sources with a model extended emission structure as shown in 
figure 4.57. A small section of a much larger simulated extended emission `region' is seen 
here at 0.6 "/pixel, and with 1.5" FWHM seeing. The image is displayed logarithmically, 
and the interval between the numbered contours is a factor of 10 in surface brightness. 
Thus the dynamic range between contours 1 and 5 is a factor of 100. 
We have scaled this image to simulate Brry emission at 2.166 pm. We have assigned 
contour 1 to a surface brightness of 3x 10-23 W/cm2/ "2, contour 2 to 10-22 W/cm2/ "2, 
and so on. From the SIRCAM software, we have calculated that a surface brightness of 
3x 10-23 W/cm2/ "2 corresponds to a detected photocurrent of 2.2 e- /sec/pixel in the 
0.6 "/pixel mode through the narrow band Bry filter at 2.166µm. 
We use a predicted sky background of 455e-/sec/pixel for this mode, close to the 
actual background flux seen by IRCAM when imaging at this wavelength through a 
Fabry-Perot etalon (McLean, private communication). All other parameters used are 
as for the point source simulations above, and the resulting images were simulated with 
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Figure 4.57: Model extended emission region 
the same techniques. 
Figure 4.58 shows the region after 1 minute and 1 hour, and both images are dis- 
played linearly near the noise. After 1 minute, flux from contour 3 (3 x 10-22 W/cin2/ "2) 
is just visible, and contours 4 and 5 (1 and 3x 10-21 W/cm2/ "2 respectively) are clearly 
seen. After 1 hour, contour 2 (10-22 W/cm2/ "2) is easily seen in the small knot to the 
north, whilst flux from contour 1 (3 x 10-23 W/cm2/ "2) is vaguely visible. 
Figure 4.59 shows the effect of increased pixel size on extended emission sensitivity, 
with the same region shown again at Dry after 1 hours integration, in both the 1.2 
and 2.4 "/pixel modes. Clearly, the sensitivity is enhanced at the larger pixel scales, 
and the lower contour levels are better detected. Numerical examination of the images 
reveals that the signal to noise in the faintest emission improves as the square root of 
the pixel area, as expected. In the 2.4 "/pixel simulation we have crudely indicated the 
outer edge of the unvignetted field of N 120" seen by IRCAM in this mode. The trade 
offs between spatial coverage, low surface brightness sensitivity, and spatial resolution 
are clearly seen in these images. 
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Figure 4.58: Extended source emission at Bry : 0.6 
"/pixel 
Figure 4.59: Extended source emission at Br)' : 1.2" and 2.4 /pixel 
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4.12 Undersampling 
In this section, we shall discuss some of the problems that may arise when using the 1.2 
and 2.4 "/pixel modes of IRCAM, i. e. those modes that do not fully sample the seeing. 
We have previously seen how much the brightest pixel from a star of given brightness 
may vary in a heavily undersampled mode, depending upon where the star centre lands 
relative to a pixel centre. We shall now examine the effects of fill factor on photometric 
accuracy in the same situation, and the effects of aliasing have on information content 
when an array heavily undersamples the scene. We discuss the technique of micro- 
scanning as a solution to these problems. 
4.12.1 Photometric errors 
In the heavily undersampled modes, most of the flux from a point source can fall within 
the boundaries of a singe pixel. As we have seen previously, this leads to a large range in 
the measured peak pixel signal for stars of equal intensity, depending on exactly where 
the star centre falls relative to the centre of a pixel. 
In principle however, we should be able to add together the signals from several ad- 
jacent pixels and retrieve the total brightness, regardless of this positioning. In practice 
though, the area fill factor must be accounted for. Incoming photons will go undetected 
if they fall on to the dead space which surrounds each pixel. In undersampled modes, 
the effects of the dead space on the total flux lost will differ according to the star cen- 
tre relative to a pixel centre, leading to an inherent photometric inaccuracy. For well 
sampled modes, the fraction of the total flux lost will be relatively constant, regardless 
of where the star centre lands. 
We have simulated the effects of dead space on photometry. To do so, we have 
employed the virtual pixel technique, as discussed earlier. We subdivide each physical 
pixel into an array of virtual pixels, calculate the signal for each virtual pixel, and then 
sum to find the total signal for the physical' pixel. To simulate dead space, we set the 
relevant fraction of virtual-pixels around the edge of the physical pixel to have zero 
quantum efficiency. 
Table 4.5 shows the results of simulations for each of the IRCAM, imaging-modes - 
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Centre Cross 
Pixel scale Fill factor Peak Total Peak Total 
0.6 11/pix 100% 0.2616 1.0000 0.1665 1.0000 
90% 0.2387 0.9025 0.1509 0.9032 
50% 0.1442 0.5103 0.0884 0.5131 
1.2 11/pix 100% 0.6663 1.0000 0.2402 1.0000 
90% 0.6317 0.9217 0.2124 0.8848 
50% 0.4511 0.5841 0.1081 0.4476 
2.4 11/pix 100% 0.9610 1.0000 0.2507 1.0000 
90% 0.9503 0.9819 0.1982 0.7929 
50% 0.8597 0.8690 0.0516 0.2065 
Table 4.5: Effect of fill factor on photometric accuracy 
(0.6,1.2,2.4 '/pixel). We have assumed a Lorentzian seeing profile with a FWHM of 
1. The extreme cases are where the star centre falls at the centre of a physical pixel 
(centre), and where the star centre falls at the intersection of four pixels (cross). We 
calculate the fraction of the total input flux that is seen in the brightest pixel, and then 
the fraction of the total input flux that can be retrieved by binning several adjacent 
pixels. The differences in the latter number for the two extreme cases will be a measure 
of the maximum photometric error that may be expected. The results shown are for 
three area fill factors, namely 100%, 90%, and 50%. 
We can see that the 0.6 '/pixel mode gives excellent results, even with a low area 
fill factor of 50% - the maximum photometric error is as low as 0.3%. The 1.2 '/pixel 
case is not so good. With "a fill factor of 90%, a maximum photometric error of 4% can 
be expected, climbing to 14% error for a fill factor of only 50%. However, as expected, 
it is the 2.4 '/pixel mode results which are the worst. With a fill factor of 90%, the 
maximum photometric error predicted is almost 20%, and this rises to almost 70% when 
the fill factor is 50%. 
The SBRC array has an area fill factor of about 90% [116], and thus we can see that 
whilst the 0.6 and 1.2 '/pixel modes give reasonably accurate photometric results, the 
2.4 "/pixel mode has an inherent photometric error of up to 20%. 
In, chapter . 2; 
we briefly mentioned the technique of micro-scanning as a method 
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of compensating for low area fill factor [84]. This essentially reduces the photometric 
error by making many exposures of the source with sub-pixel offsets between each, and 
averaging the photometric results. We shall discuss this technique further below, with 
regards reducing the effects of aliasing. 
4.12.2 Aliasing 
Another problem that arises when using array detectors, particularly at low spatial 
resolutions, is aliasing. This effect is due to poor sampling, and can lead to spurious 
effects appearing in an image. If a given system samples a scene at a spatial frequency f 
(i. e. the pixel-to-pixel pitch corresponds to that spatial frequency), then no information 
with spatial frequencies greater than f /2 can be unambiguously obtained from the 
scene, due to the requirements of the Nyquist sampling theorem. Another way of saying 
this is that if information is wanted at a given spatial frequency, then the scene must 
be sampled twice as frequently. If the sampling frequency is p then the maximum 
frequency at which information can be obtained is NI = 1/2p,. 
If there is spatial information in a scene at a higher frequency than N1, then abasing 
will inject that information back into the frequency range 0-N1 as spurious detail. The 
worst aliasing effects occur when there is strong regular spatial information at frequen- 
ties > Nj - this is rarely encountered in astronomy due to the irregular structure of 
the observed sources, but secondary effects of aliasing, such as poor positional accuracy, 
can still be noticeable [91]. 
One way of preventing aliasing is to band-limit the incoming frequency spectrum, 
by blurring the image. This may be achieved by slight defocusing of a lens, but is 
conveniently achieved in astronomy by atmospheric turbulence, the seeing. Thus, if the 
seeing FWHM is 1 then with a pixel scale of 0.5 '/pixel, the maximum information 
content is obtained, and abasing is avoided .' Of course, deconvolution 
techniques exist 
to improve the spatial resolution further (e. g. CLEAN, MEM, speckle), but these are 
discussed elsewhere. 
However, lower spatial resolutions may be required, in order to maximise sensitivity 
to low surface brightness sources. In these cases, ' the' pixel scale is generally much larger 
than the seeing FWHM, and the scene is undersampled:. Care must be taken to avoid 
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aliasing, and also that no conclusions are drawn about features smaller than twice the 
size of a pixel. Thus, in the 2.4 '/pixel mode, no information is available at scales 
smaller than 4.8 and the image should be smoothed accordingly to prevent spurious 
identifications. 
As mentioned briefly above, the technique of micro-scanning may be used to com- 
pensate for a low area fill factor. The same technique may also be used to overcome 
aliasing, and to improve the spatial resolution. 
Using a small mirror scanned using a piezo-electric stack, Bradley and Dennis [24], 
and Dann et al. [31] have demonstrated the significant reductions in aliasing and im- 
provements in spatial resolution that can be achieved with simple 2X2 and 3X3 
micro-scans. Obeying the sampling theorem, and sampling >2 times per pixel pitch, 
the aliasing is considerably reduced. The Nyquist frequency (i. e. a measure of the ob- 
servable detail) is also increased by micro-scanning and suitable post-detection image 
processing. A4x4 micro-scan procedure could in principle allow seeing limited details 
to be retrieved from a sequence of 2.4 '/pixel images. 
In the background limit, a4x4 micro-scan of a region in the 2.4 r/pixel mode 
should achieve the same spatial resolution, sensitivity, and total spatial coverage in the 
same time as would be needed in the 0.6 '/pixel mode. This would be achieved by 
off-line processing of the micro-scanned images onto a higher spatial resolution grid. 
Alternatively, the images could be co-added in such a way that the spatial resolution 
was maintained at 2.4' /pixel, but retaining the factor of four gain in signal to noise for 
extended sources over the 0.6 '/pixel mode. 
However, at short wavelengths and high spectral resolution, the 0.0/pixel mode 
may well be system (read, dark) noise limited, whilst the 2.4' /pixel mode, with its 
larger aperture per pixel, may well be photon background limited. In this case, a 
given integration time will bring the same spatial resolution and area coverage in both,, 
modes, but a higher sensitivity to the micro-scanned 2.4 '/pixel mode. This gain may 
-be' considered as a spatial analogy to the multiplex gain achieved by Fourier, transform'.,, _ 
spectrometer systems, which win over grating spectrometers in a system noise limited 
case.... 
Although no higher spatial resolution information would be available without us-' 
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ing deconvolution techniques as mentioned earlier, the use of micro-scanning in the 
0.6' /pixel mode would still bring benefits by reducing aliasing and photometric prob. 
lems due to imperfect fill factor and intra-pixel variations, and could be useful during 
periods of exceptional seeing (< 1 'FWHM). 
The implementation of a suitable micro-scan system should be relatively easy, given 
the accuracy with which the chopping secondary may be controlled, and at the expense 
of some additional off-line processing, would bring significant improvements in photo- 
metric accuracy, imaging detail, and a possible multiplex gain in system noise limited 
situations, particularly to the lower spatial resolution modes. 
4.13 Conclusions 
In this chapter we have examined the SIRCAM system, and its application to simulations 
of IRCAM in the near infrared. We have seen that the background photocurrents in the 
1-5.5µm region have a very large dynamic range, and that the region may be subdivided 
into the 1-2.5µm non-thermal regime, where the dominant background source is the 
highly structured and highly variable 011* emission from the mesopause, and the 2.5- 
5.5 µm regime, where thermal emission from the telescope and warm optics dominates, 
with thermal emission from the atmosphere becoming increasingly important at longer 
wavelengths. A high spectral resolution model of the OH* emission has been derived 
from published literature, and has been shown to match the observed night sky spectrum 
very closely, across the limited region available for comparison. The nature and scale of 
total flux and spectral structure variations have been discussed, and although the latter 
variations will not be too important to imaging, they will deserve considerable study as 
infrared arrays are incorporated into high resolution spectrometers. 
We have predicted sensitivity figures for IRCAM across a wide range of its possi- 
ble observational configurations, and have shown that very faint point and extended 
emission sources should be detectable in reasonable integration times, mainly through 
the use of long enough on-chip integrations to become background limited. " We have 
demonstrated by means of these sensitivity figures and realistically simulated images 
the trade offs that arise between spatial resolution, sensitivity, and total spatial coverage 
that arises when the pixel scale is varied, from seeing limited resolution at 0. G "/pixel; 
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to heavily undersampled imaging at 2.4 '/pixel. We have also demonstrated that pho- 
tometric accuracy and aliasing may pose problems in the heavily undersampled modes. 
In order to confirm or contradict these predictions, we must await the results of 
rigorous photometric testing of IRCAM. Limited results available thus far indicate 
that the predicted background fluxes are within factors of 2-3 of the measured fluxes, 
and that small thermal leaks or slightly different filter profiles may account for the 
discrepancies. The predicted sensitivities to point sources and extended emission have 
been derived from a noise model that accurately predicts the background noise seen in 
IRCAM and the SBRC array, and therefore should not be too much in error. However, 
the limited test data available do not extend to very long on-chip integrations, nor very 
long total integration times, and therefore care must be taken when extrapolating sensi- 
tivity limits. However, in most cases in the non-thermal regime, IRCAM is background 
limited within a minute, and considerably quicker in the thermal regime. Individual 
background limited frames should combine to give square root improvement with time, 
and special observing procedures can used to ensure this gain, such as slight offsetting 
between frames. 
Clearly however, the main advantage of infrared arrays is their large number of 
pixels. This allows great flexibility, and individual observers can choose to optimise 
their experiments by selecting, say, a high resolution imaging mode for detailed spatial 
examination of complex regions, an intermediate resolution mode for large area surveys 
with high sensitivity and limited spatial information, or a low resolution mode in order 
to enhance the sensitivity to low surface brightness sources. 
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Chapter 5 
Infrared imaging of the Orion 
Nebula 
In this chapter, we shall present new near infrared images of the Orion Nebula (M42) 
obtained with IRCAM on the UKIRT during the winter of 1986-1987. We shall be 
discussing these new images with five main purposes in mind : 
9 How the raw data were obtained at the telescope 
" Which procedures were used to reduce the raw data to the finished images 
" How the finished images were analysed to give useful numerical data 
" How the new images compare with previous infrared mapping and imaging of the 
same region 
" The novel scientific results arising from the new images 
Firstly though, it must be noted that the majority of the data presented here were 
obtained during the 
, 
early part of the instrument commissioning period, within, two 
months of first light on the telescope. Combined with the fact that only, engineering 
grade detectors were used, it is therefore Istressed that many of the specific parameters, 
such as sky background and number of bad pixels for example, are no longer applicable to-' 
IRCAM. The camera has has developed and improved considerably during the following 
year, in addition to the installation of a series of new scientific grade detectors, and is 
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now more sensitive and stable than during the time when these data were obtained. 
Also, during the commissioning period, lessons were still being learned, and subsequent 
processing of the data revealed several important oversights and errors made when the 
data were first obtained. 
However, most of the comments relating to data reduction and analysis are still 
relevant, and may be taken to represent the most up-to-date information. Finally and 
most importantly, despite the engineering nature of the data, they nevertheless represent 
the the highest resolution infrared views of the Orion Nebula yet seen, and have revealed 
several new conclusions of astronomical importance. 
We begin by briefly discussing our motives for obtaining these data. Then we con- 
tinue with a detailed examination of the observing procedures, and data analysis and 
reduction techniques used to obtain a seeing limited 5.3' x 4.7' image of the Orion 
Nebula at 2.2µm, through the K broad band filter, with particular emphasis on the 
techniques used to make a large, smooth mosaic of 126 individual frames. Then we 
briefly discuss an image of the same region made at 1.6µm (H), which covers a smaller 
area and is of a lower quality than the K image due to instrumental problems, and also 
an image of a limited section of the region made through a narrow band interference 
filter at 3.6µm. 
In the subsequent scientific analysis of these data, we shall concentrate mainly on 
the K image. We compare our new images with previous mapping and imaging of 
the region in the near infrared, particularly in the region around the bright infrared 
source BN to the north-west of the well-known Trapezium stars at the centre of the 
images. Accurate astrometry is derived from the K image and specially commissioned 
optical far red Schmidt plates. Photometry of the dense cluster of stars is discussed, 
and aK frequency function is presented and compared with one previously derived for a 
more limited section of the 'cluster. We discuss several embedded infrared point sources 
outside the region around BN, -some of which were previously known, and some newly 
discovered. 'We particularly concentrate on 'several reddened point 'sources clustered 
near the core of a southern component of the molecular cloud 0MC-1, and demonstrate 
which of these sources are most likely 
, responsible 
for the luminosity of the molecular 
dump. We examine embedded point sources found near several of the known Herbig-' 
Haro objects in the region, and suggest that these point sources may be their 'source of 
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energy. We examine the spatial coincidences between members of a recently discovered 
family of compact radio sources and infrared point sources, and discuss the apparent 
physical extent of the infrared objects with seeing limited resolution. Finally, we discuss 
future work needed in this region as a consequence of the results presented here. 
5.1 Motives 
As mentioned at the beginning of this chapter, the initial motivations for our study of 
the Orion Nebula were of an instrumental nature. As the field of view of the current 
generation of infrared detectors is limited compared to that of CCDs, many infrared 
imaging studies will require multiple image mosaics, and as part of the commissioning 
process we wished to examine the techniques required to obtain a large number of images 
of a given source, and then to combine the reduced images into a single large calibrated 
mosaic. 
This involves problems of an observational nature, including the frequency of sky 
referencing and sampling strategies, and problems of an analysis nature, including in- 
tensity matching and suitable mosaicing algorithms. 
The Orion Nebula was a natural choice for such an experiment, being amongst the 
most heavily studied regions in the sky. The HII region M42 and its central cluster 
of bright OB stars known as the Trapezium signpost the Orion Nebula to the optical 
astronomer, and much work has been done, particularly in emission lines associated 
with the HII region. The discovery in the infrared of the heavily reddened point source 
BN [19] to the north-west of the Trapezium led to the subsequent discovery of the 
much younger cluster of sources centred on Iltc2, deeply embedded in the molecular 
cloud OMC-1, behind the HII region, and only visible at wavelengths longer than 1µm. 
This region is often referred to as BN-KL, even though the I leinmann-Low nebula 
has since been resolved into a cluster of point sources, extended sources, and reflection 
nebulosities [166]. We shall use the term BN-KL throughout this chapter to denote the, 
square arcminute, surrounding the presumed power source for the region, IM, Just a. - 
few arcseconds to the south-east of BN. The foreground HII region, the background 
molecular cloud, the optical Trapezium cluster, and the embedded infrared cluster of 
newly formed stars have been intensively studied at all wavelengths, from x-ray to radio, 
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and most particularly in the optical and infrared. An excellent summary of these data, 
and how the Orion Nebula fits into the larger scale picture of star formation in Orion 
may be found in Goudis' book "The Orion Complex :A case study of interstellar 
matter" [52]. 
As the Orion Nebula is the nearest' and brightest of the galactic star forming regions, 
new observational techniques are frequently tested there before harder targets are at- 
tempted. As infrared instrumentation has progressed, the complex region surrounding 
BN and IRc2 has been subjected to more detailed scrutiny, and it is natural that the 
new technique of near infrared imaging with detector arrays should be used to probe this 
region at higher spatial resolution than previously possible with single element detec- 
tors. During the analysis of the images presented here, we shall be frequently referring 
to three papers, each of which represented the highest spatial resolution near infrared 
studies of this star forming centre in the Orion Nebula on publication. 
The first of these, from 1982, is by Lonsdale et al. (LBLS) [90], who used a tangent 
, beam chopping technique with a 3.5 aperture at H, K, and L, over a region of 40 X40 
centred on BN-KL. This study revealed a dense cluster of twenty six point sources, 
approximately half of which could not be identified with foreground optical stars. In 
the second paper, Hyland et al. (HABW) [69] used a DC raster scanning technique 
at K, to cover a strip of 50' x 120 of centred on BN, again using a 3.5 diameter 
beam. However, this DC mapping technique gave them increased sensitivity to extended 
sources, deliberately removed by the tangent beam chopping technique of LBLS. From 
their work, HABW concluded that many of the infrared point sources discovered by 
LBLS could not be confirmed, because they were either unseen or appeared as extended 
nebulosity in the 2.2µm DC raster map. HABW also covered enough stars in their 
maps to derive aK frequency function, which we shall discuss later. 
The final work we shall refer to, due to Allen, Bailey, and Hyland (ABH) [8], also 
contains data obtained with the DC raster scanning technique, and is a superset of the 
data presented by HADW. In their 1984 Sky and Telescope a. rticle, " ADH presented 
a multicolour image made, by, superimposing J and K maps of the 5X5' 'region, -, 
surrounding the Trapezium, with a spatial resolution of 3.5 They also showed higher 
spatial resolution multicolour images of the BN-KL region and the Trapezium : at } H, 
K, and L', the bright bar at J, H, and L', and an image encompassing the Trapezium 
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and BN"KL in two micron continuum and emission lines of ionised (Br y) and molecular 
(v=1-0 S(1)) hydrogen. Despite the fact that these images represented the highest 
spatial resolution images of Orion prior to the advent of imaging cameras, and that these 
images demonstrated the enormous potential of high spatial resolution, multiwavelength 
infrared studies, ABH have not published any quantitative results resulting from them. 
Two other papers must be noted with regards high spatial resolution imaging of 
the BN-KL region in the near infrared. Wynn-Williams et al. [166] presented a2 
resolution map of the 15 "x 15 centred near IRc2, along with similar maps at 3.8- 
30µm, with the main conclusions that IRc2 is the major luminosity source in the region 
(N 105 L(D), and that the Kleinmann-Low nebula is probably a collection of clumps 
around the edge of the IRc2 outflow cavity, with IRc2 as their source of luminosity. 
Also, the University of Rochester group have published near infrared Images of the 
BN-KL region on several occasions, as a demonstration of their imaging camera [38]. 
However, no quantitative paper has been published as a result, apart from a short two 
page note by Woodward et al. in 1986 [162]. 
Thus, the large amount of relevant preceding work on detailed near infrared mapping 
and imaging of the Orion Nebula provides us with direct comparisons for the technique 
of infrared imaging with array detectors, of the sensitivity, the spatial resolution, the 
positional accuracy, and photometric accuracy. An additional factor in favour of our 
imaging the Orion Nebula as part of the commissioning process was that the most 
important central 5-1 x5', containing the Trapezium, BN-KL, and the bright bar, 
could be imaged to reasonable sensitivity limits within one night. 
5.2 Observational parameters - 
We begin this section by discussing the observational procedures used to obtain 126 
individual images taken to make up a seeing limited image (0.6' /pixel) at K (2.2µm) 
of the central 5.3 1x4.7 section of the Orion Nebula centred on 010ri C, the brightest ' 
Trapezium star. Throughout the section we shall refer to figures which show the various 
stages of data reduction as applied to one single source frame, taken from a" relatively 
clean region to the north-east of the final mosaic. Note that all the frames shown during 
the reduction stages are oriented with north' up, and east to the right:. Only the final 
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Array type : SBRC 62 x 58 InSb -I- DRO 
Array number FPA004 
Pixel scale 0.625 '/pixel 
Wavelength K (2.2 µm broad-band) 
Vbias -200 mV 
Vgate -2.8 V 
Read-out rate 129.6 msecs 
Detector temperature 49.6 K 
Electronic gain 40 e-/DN 
On-chip integration time per co-add :2 seconds 
Number of co-adds per frame 15 
Integration time per frame 30 seconds 
Effective integration time per pixel 60 seconds 
Total number of frames 126 
Table 5.1: Observational details for K mosaic of Orion 
images are horizontally reversed to give the conventional north up and east left. 
The observations were made on night of the 9th-10th December 1986, between 
0140 and 0440 Hawaiian Standard Time (Universal Time 1140-1440,10th December 
1986), and were obtained with IRCAM on the 3.8 m United Kingdom Infrared Telescope, 
Mauna Kea, Hawaii. The instrumental parameters are listed in table 5.1. 
Starting at the Trapezium, the centres of the following images were defined as follows. 
A spiral raster pattern was drawn up, in the form of a9x9 image grid, inlaid with an8 
x8 grid. Thus, 145 positions were defined, at half-array steps, as may be visualised 
from figure 5.1, which shows just the central 25 positions. In this manner, every position 
on the sky is imaged twice, and by a different pixel on the array each 'time. This has 
the following advantages 
" The integration time for any given point is doubled.. If the image is background 
limited, ` a factor off in sensitivity is'obtained. In cases where flat-field noise 
may be important, imaging on'another pixel will help reduce this noise, änd. thus 
`increase the sensitivity. 
*', By imaging on different pixels, points imaged by a `bad', pixel in one image may. 
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Figure 5.1: Representation of image positions in Orion K mosaic 
be replaced by the data obtained from the other image, if that point is seen by a 
'good' pixel in the latter image. This reduces the effect of bad pixels considerably. 
" Imaging the same piece of sky twice allows for the offsets between the two images 
to be defined quite accurately, if (say) a point source lies in the commonly imaged 
region. This is important in maintaining the overall spatial accuracy. 
" As the positioning error of the telescope is of the order of the pixel size, this 
technique goes some way to satisfying sampling criteria, as exact integer pixel 
offsets cannot be ensured. 
From previous work, an approximate plate scale of 0.625' /pixel had been calculated. 
This gave a total field of view of the 62 X 58 pixel array of 38.75 X 36.25' , 
and thus 
the steps in the raster pattern were defined to be 19' in right ascension, and 18 in 
declination. For example, the offset distance between' images 1 and 2 in figure 5.1 is 
19 west and 18 north. Due to problems with some bad rows and 
columns along the ; 
north and west edges of the array, these offsets were later found to, be slightly, larger .... 
than desirable, as discussed later. 
The central (0,0) position for the mosaic was defined as the brightest Trapezium ' star, 
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01 Ori C. This bright optical star was also used as a reference to check for telescope drift, 
using the TV guide camera. In order to flat field and sky subtract the data, a nearby 
piece of blank sky was required. Searching on a trial and error basis with IRCAM, a 
piece of blank sky was found only -155 ", +150 11 from the nominal 0,0 position. The 
area was clear of all point sources down to K= 15' 1 (see section 5.4.5.4), but was 
only just big enough - some stars lay just outside the camera field of view to the east 
and west, and occasional slight telescope drifts and positioning errors resulted in one 
particular star being seen at the edge of several sky frames. This is discussed further in 
section 5.3.3. 
The sequence of observations was as follows. Firstly, a blanked-off frame was taken 
with the same on-chip integration time and number of co-adds as used for the following 
imaging observations. This measured the dark current. After an initial sky frame, six 
source positions were imaged before another sky frame was taken. This sequence was 
followed, with a sky frame taken after every six source frames - approximately eight 
minutes elapsed between sky frames. After every thirty source frames, another dark 
current frame was taken, an interval of about forty minutes. The spiral pattern was 
followed until position 85, when, with one hour left before the region set below the 
telescope limit, it was decided to obtain data at the remaining positions thought to be 
most interesting, namely positions 92-113 and 127-145, though not in that sequence. 
Thus, a total of 126 positions were observed, out of the defined set of 145, the main 
areas omitted being to the north and west of the Trapezium. '-Although the cluster and 
nebulosity extend out of the image to the north and west, it was felt more important 
to completely cover the Orion `bright bar', to the southeast of the Trapezium. 
Examples of raw dark, sky, and source frames are shown in figures 5.2 to'5.4 re- 
spectively, each scaled to show' the important structure. In the dark ' frame, we can see 
that there are numerous scattered hot pixels, and 'a diagonal line of them, known to 
be associated with a crack in the'detector material. On the left edge off the array, a 
bright region can be seen, which is due to excess dark current.. This is thought to be 
due to localised heating of the detector array by, off chip electronics. The only periodic 
structure seen in the dark frame is a slight odd-even effect in the columns, due to the , 
slightly mismatched gains of the two output FETs. -'. 
The sky and source frames are very similar to each other, but notably different to 
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Figure 5.2: Raw dark frame 
Figure 5.4: Raw source frame 
Figure 5.3: Raw sky frame 
Figure 5.5: Raw source minus raw sky 
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the dark frame. The dear banding in the former images is due to quantum efficiency 
variations in the bulk detector material, due to the mechanical polishing process used to 
thin the backside of the detector array. The banding is seen in the illuminated images 
as the photons are detected in the first few microns of the detector material, which is 
altered during the thinning process. No banding is seen in the dark frame as the dark 
current arises either in the p-n junction depletion region or near the front surface of the 
detector, both well removed from the effects of thinning. The hotspot and bad pixels 
seen in the dark frame are also seen in these frames, although a few additional black 
pixels are seen, which appear not to detect photons despite registering dark current. The 
nature of these dead pixels is not fully known, but are likely to have dead MOSFETs. 
The only slight difference between the sky and source frames is the faint presence of two 
stars in the source frame, near the top left corner, and just below centre. The fact that 
it is very difficult to see sources in raw frames is due to the high noise level in the raw 
data. This noise is not random, but is due to the slight MOSFET gain variations from 
pixel to pixel. This constitutes a fixed noise pattern which is completely removed in the 
subsequent reduction. The noise level seen in these raw frames is reduced by a factor of 
30 in the following reduction process. What is implied is that raw source frames are of 
very little use, and must be reduced in some way before they can be used even to check 
that the correct object is being imaged. This is in contrast to optical CCDs, where the 
same output amplifier is used for every pixel, and raw frames are usually very uniform. 
Thus 126 source frames, 21 sky frames, and 5 dark current measurements were 
obtained, for a total of 152 frames. Each frame had an total integration time of 30 
seconds, and thus 76 minutes of on-chip integration was obtained in three hours of 
telescope time, an observing efficiency of over 40%. This efficiency was lower than 
possible, as the telescope offset positions were typed in manually, and considerable 
overheads were incurred in typing commands to control the storage of data from the 
camera. When the telescope and camera software are fully interfaced, highly efficient 
observing can be expected for projects such as this, with predefined imaging position's. ', 
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5.3 Data reduction techniques 
As discussed elsewhere, one of the aims of this thesis has been to provide a conve- 
nient calibration procedure which accurately removes the inherent non-linearity of the 
SBRC array. At the time the data presented here were reduced, this aim had not been 
achieved, and these data were reduced using an interim technique, namely that dis- 
cussed in chapter 3, which assumes linear detectors. This technique is summarised here 
as: 
" Subtract a dark current frame from both the source and sky frame, removing both 
the dark current and any electronic offsets 
" Divide the source frame by the sky frame to flat field the source frame, removing 
pixel-to-pixel response variations 
" Multiply the source frame by the median value found in the sky frame, to re- 
normalise with respect to the flat field 
9 Subtract the median of the sky frame from the source frame, to sky subtract 
We shall see later that the mean sky background flux observed during the experiment 
was approximately 25 times higher than the K sky background predicted by SIRCAM, 
due to inadequate thermal baffling of the camera system. Although this extra back- 
ground flux lowered the sensitivity of the camera due added shot noise, it also reduced 
the non-linearity to less than 1% for all sources fainter than 8': ' 5. As the stars used for 
photometric calibration were roughly of this brightness, we consider the non-linearity 
negligible with regards the work presented in this chapter. 
Before proceeding with the outlined technique, it is worth examining the result of a:. 
far more simple process that is used as an on-line diagnostic. This involves subtracting ..;. 
the raw sky frame from the raw source frame. The result of doing so for our example '_.. 
data is shown in figure 5.5. This simple technique gives visually very good results, as it .; _ 
removes the electronic offset, dark current, sky flux, and most of the bad pixels. Indeed, 
the residual background noise in'the subtracted image is virtually, identical'to that °ý, 
obtained with the more complex process However, this technique is fundamentally: 
wrong, and should not be used for accurate reduction. - The pixel to pixel variations - 
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across the array are due to changes in quantum efficiency and MOSFET gain. These 
are both multiplicative factors. Although it can be shown that a simple subtraction 
of the sky frame will accurately remove their variations from regions of the source 
frame containing the same sky level only, a simple subtraction will not compensate for 
variations in these gains for signal levels higher than the sky flux. To accurately correct 
for these gain variations, the source frame must be divided by a flat field frame, after 
any dark current and electronic offsets have been subtracted from both. 
In general, routines from the Rapi2d package (written by this author) were used 
to reduce and analyse the data. A full list of these routines is given in Appendix B. 
For some special cases, particularly the ARGS image blinking process discussed below, 
hardware specific routines from the Starlink ASPIC image processing package were also 
used. 
Unless otherwise stated, statistics are given in the following sections are derived 
from a 15 x 15 pixel box on the array, starting at pixel 43,39, known to be free of bad 
pixels. 
5.3.. 1 Dark current frames 
Prior to commencing this experiment, the detector was being run at a temperature of 
about 40 K in order to minimise the dark current. However, due to a sharp decrease in 
quantum efficiency at lower temperatures discovered in FPA004, and as seen for other 
early engineering arrays [42], the detector was warmed a few hours before starting to take 
these data, stabilising at just below 50 K. Due to thermal settling, it was anticipated 
that there might be some fluctuations in the dark current during the observations, so 
dark current frames were obtained every forty minutes. Assuming the electronic, offset 
to be constant, a very short exposure time (130msecs)frame was subtracted from each 
dark current frame,, the median signal measured, and then converted to a mean dark 
current by dividing by the total effective integration time per frame (30 seconds) and 
multiplying by the electronic gain (40 e"/DN). The results are shown in table 5.2. Note 
that, despite worries about dark ` current stability, the measured : välue.. was constant 
around 33,670 e-/sec/pixel (5.4fA) to within 11% over the whole three hour period. - 
Note also however, that the expected dark current at 50 K for these detectors under the 
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Time (HST) Signal (DN) ID (e'/sec/pix) 
0145 25212 33616 
0230 25176 33568 
0307 25206 33608 
0349 25386 33848 
0438 25275 33700 
Table 5.2: Variation in dark current whilst making Orion K mosaic 
given operating conditions, should be as low as a few hundred electrons per second per 
pixel (see figure 3.? j. From these and other data, it was discovered that the detector 
array was itself emitting photons, due to an electro-luminescent effect at one of the 
output FETs on the multiplexer chip. This photon flux was then detected through the 
front surface of the array, creating an excess dark current. We can see that this 
excess dark current cannot have been due to a photon leak in the camera optics, as the 
raw dark frames (figure 5.2) do not show the quantum efficiency variations seen in the 
raw source and sky images (figures 5.4 and 5.3). This electro-luminescence problem, 
seen in optical CCDs also, has since been resolved by optimisation of the output drain 
voltage. In the current data set, we can do no more than treat it as if it were dark 
current. 
5.3.. 2 Sky frames 
Sky frames were obtained for two distinct reasons. Firstly, as the Orion Nebula is bright 
and extended, it might not be possible to derive the absolute sky level from within any 
given image, and therefore regular monitoring of the sky level was required. More 
importantly, sky frames are used as flat fields. As discussed elsewhere in this thesis, 
and illustrated later in this chapter, the very best flat fielding is given when the sky 
frames are taken close in time to the source framee, even when the changes in absolute 
sky flux are small. As a compromise, we took sky frames after every sixth source. 
The experiment took three hours, and during this time the airmass increased from 
1.14 to 2.12, and we would expect quite substantial changes in the K sky, background, 
as approximately one, third of the background through that filter should; be due to, 
non-thermal OH*, emission, which varies according to the van R. hijn function (see ' sec- 
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Figure 5.6: Variation in sky flux whilst making Orion K mosaic 
tion 4.5.5.1), roughly linearly with the airmass. 
Subtracting the nearest dark frame in each case, to remove the electronic offset 
and dark current, the median detected sky flux was calculated for each of the 21 sky 
frames obtained. The results are plotted in figure 5.6. Although there is a significant 
increase in the detected sky flux throughout the night, it should be noted that the 
y-axis in figure 5.6 does not start at zero, and that the variation is only about 3% 
of the total. Also, the detected sky flux is about 25 times higher than predicted by 
SIRCAM for this mode, and even taking into account the extreme variability of the 
OH* emission, it is obvious that excess background flux is reaching the detector. We 
can assess the nature of this excess as follows. By assuming that the non-thermal 
sky emission has a linear dependence on the airmass, and that thermal emission from 
the warm optics is independent of airmass, we can calculate from the first and last 
sky flux measurements that the non-thermal emission accounts for less than 4% of the 
total observed background. SIRCAM predictions for the background seen at K in this 
configuration suggest that the non-thermal sky emission and telescope thermal emission 
should be roughly equal, and thus it would appear that there was an extra source of 
thermal flux in the beam. It was later discovered that the filter wheels were incorrectly 
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adjusted, and that a significant amount of longer wavelength flux was bypassing the K 
filter, and reaching the detector. This problem has since been resolved, and the sky 
value at K has been measured to be within a factor of 4 of the SIRCAM prediction 
(McLean, private communication). The remaining error is thought to be due to a slight 
wavelength shift in the actual K filter used in IRCAM compared to the filter profile 
used by SIRCAM - as the K filter is at the edge of the thermal cut-on, a small error 
in the long wavelength cut-off may result in a substantial error in the predicted flux. 
As approximately 8 minutes elapsed between each sky frame, it was not expected 
that a subtraction of the median level in nearest sky frame would be sufficiently accurate 
for sky subtraction. However, in common with the technique employed by users of the 
IRPS DC raster scanning system and by the University of Rochester group, it was hoped 
that a simple linear interpolation between sky values could be used [38,69]. We shall 
see below that this technique was inadequate for the accurate sky subtraction required 
in making a large area mosaic. 
Before proceeding to the flat fielding, it should be noted that 5 of the 21 sky frames 
were eliminated at this stage, as they showed a star encroaching into the western edge 
of the array. As seen below, the first two columns of the array were defined to be `bad' 
for other reasons, and thus only those images where the star was seen beyond the first 
two columns were discarded. 
5.3.1 Flat fielding 
The raw source, sky, and dark frames discussed above are combined to perform the fun- 
damental processing step of flat fielding. The simple procedure outlined above requires 
that a dark current frame be subtracted from both the source and sky frames. Examples 
of dark subtracted sky and source frames are shown in figures 5.7 and 5.8. This process 
removes the electronic offset and the dark current. Note that the bad pixels are, all 
black, as they were saturated in all three frames, leaving them at zero after dark frame 
subtraction. Most of the dark current hotspot on the left edge of the array has been 
removed. Again, the source and sky frames are similar apart from the faintly visible- 
stars in the source frame. At this'stage, the noise has not been substantially reduced..: 
The source frame is then divided by the sky frame,, and the result is multiplied by; 
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Figure 5.7: Dark subtracted source frame 
Figure 5.9: Flat fielded source frame 
Figure 5.8: Dark subtracted sky frame 
Figure 5.10: Bad pixel mask 
the median value of a defined section of the dark subtracted sky frame. The result of 
doing this for the example frames is shown in figure 5.9. 
This procedure is easily automated, and a batch processing routine (CREBAT) was 
used. From an input list of raw source, sky, and dark frames, the routine chooses the 
nearest dark frame in time to each source and sky frame, and then performs the dark 
subtraction for each. Similarly, the nearest sky frame in time to each source frame is used 
as the flat field. After the routine was run, 126 separate flat fielded and renormalised 
image frames resulted. At this point, no sky subtraction is performed for the individual 
images, for reasons discussed below. 
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The accuracy of the flat fielding process was estimated by examining the standard 
deviation over a portion of a flat fielded image clear of any stars, in the south-eastern 
corner of the final mosaic, beyond the bright bar. It is seen that this region is relatively 
free of nebulosity, and we assume that the errors would represent the true flat fielding 
accuracy. The standard deviation was N 15ODN and the mean signal N 214853DN, 
which implies a flat fielding accuracy of 0.07%. Therefore, even though an engineering 
array was used under high dark current and high sky background conditions, the flat 
fielding accuracy exceeded that usually obtained with optical CCDs by a factor of 5-10. 
As discussed elsewhere in this thesis (see section 3.9), this high accuracy of flat fielding 
is not uncommon for the SBRC array. 
As mentioned earlier, the highest accuracy flat fielding is achieved when the sky 
frame is obtained dose in time to the source frame. In figure 5.11, we can see the results 
of flat fielding with two different sky frames, the first obtained within one minute of the 
image frame, and the other obtained three hours earlier. The left hand image shows the 
lowest noise, and was the result of flat fielding by the nearer sky frame. Even though 
the sky flux had changed by as little as 3%, the right hand image, showing the result of 
flat fielding by the earlier sky frame, is dearly noisier. It is in fact about 50% noisier 
than the other image. 
Some experiments were performed on alternative flat fielding strategies. The simple 
strategy outlined is potentially improved by generating a `master' sky flat field, with 
a greater signal to noise than any individual flat field. This was attempted by simply 
taking the mean of the 16 usable sky frames, and also by taking the median of the same 
images, the latter method better compensating for occasional bad pixels. In both cases, 
the standard deviation left after flat fielding exceeded that obtained with single frame 
flat fielding. Similar experiments on data obtained much more recently indicate that 
a reduction of residual noise by the expected factor of can be achieved by median 
stacking many sky frames (Miller, private communication), and therefore' we conclude 
that some unknown variation in the data presented here prevented our doing so, and 
that such variations have since been eliminated. 
Finally, by inspection of several flat fielded frames, a list of bad pixels was drawn up, 
including dead pixels, hot pixels, "and pixels which although sensitive to photons and 
normally behaved with regards dark current, did not flat field correctly. The latter class 
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Figure 5.11: Changes in flat fielding accuracy 
were all those pixels in the first two and last columns, and the top three rows, which 
showed up as stripes in the final mosaic unless avoided. In total, 512 pixels in array 
FPA004 were designated as `bad', and a schematic representation of their positions in 
the array is shown in figure 5.10. The use of this bad pixel mask is discussed further 
in section 5.3.2.3. It should be noted that this very high fraction of bad pixels is not 
representative of the scientific grade arrays, which generally have only a few tens of bad 
pixels. 
5.3.2 Image mosaicing 
In the previous section, the raw data frames were reduced to 126 individual flat fielded 
images. The signal in these images corresponds to the source and sky flux alone. Next, 
we examine how these individual images were combined to produce a single continuous 
mosaic. 
There are two basic steps. Firstly the offset of each frame from some fixed centre 
must be defined. Secondly, the relative intensity levels must be matched throughout 
the final mosaic. Both processes are simple in principle, as long as the telescope can 
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be accurately offset, and the sky remains constant. Unfortunately, neither of these 
assumptions is true for the data shown here. 
5.3.2.1 Offset positions 
The UKIRT was not designed as an optical telescope, and cannot be relied on to offset 
to the required precision (i. e. less than one pixel - 0.6 '). It is also prone to long term 
pointing drifts,, on the order of a few areseconds. A third problem compounded the 
pointing errors. When doing single channel aperture photometry, the usual practice of 
the night assistants is to type in an offset, wait until the telescope has finished slewing, 
and then adjust the fine encoders until the displayed offsets match those requested. 
However, the offsets are only displayed to the nearest arcsecond, and manual adjustment 
can leave the actual position of the telescope in error by ±0.5 ', i. e. ±1 IRCAM pixel. 
This manual adjustment was performed as usual during the taking of these data. It 
was subsequently realised the problem this may create, and all mosaic imaging is now 
done without manual fine adjustments. However, the mechanical offset error alone is 
still enough to make final offset positions uncertain to greater than 1 pixel. 
Thus, the offsets between the frames had to be determined from the data themselves. 
Starting with the central frame containing the Trapezium as the designated zero offset 
and spiraling outwards, the relative offset of each new frame from one previously done 
(and thus the cumulative offset from the Trapezium frame), was defined using one of 
three methods : 
" Centroiding -- If a sufficiently bright star was located in the region of overlap 
between the two images, centroiding software was used to calculate the x, y offsets 
between the star images. This technique is accurate to approximately ±0.2 pixels, 
but cannot be used where the star is faint, in the presence of highly structured 
nebulosity, or where bad pixels cause the centroiding software to fail. 
" Blinking -- If centroiding was not possible for the reasons mentioned above, or if 
the only common feature to the two images was diffuse nebulosity, blinking was 
used. The Aspic routine ABLINK -allows to images to be blinked on an ARGS 
screen, and one moved relative to'the other until the images are offset correctly, 
and the common features are seen to `lock', -The 
relative offset is then' output by 
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the routine. This technique is only accurate to the nearest integer pixel, but it is 
usually easy to identify the correct offset at this level. 
" Guessing - In the Orion Nebula, the large density of stars and considerable 
nebulosity meant that only very few frames were completely devoid of some feature 
in common with one of the surrounding overlap frames. Only five images in the 
mosaic fell into this category. For each, offset positions were guessed at from the 
mean relative offset of frame pairs with similar orientation. That is, the offset of 
the blank frame from a frame to its south-east (for example) would be evaluated 
from a number of pairs of frames with known offsets in the south-easterly direction. 
Although this technique is error prone, it should be noted that it has no effect on 
the overall accuracy of the mosaic, as by definition, the field is blank, and contains 
no sources that will be wrongly positioned. Nor can that frame be used to define 
subsequent offsets, for the same reason, and thus any error will not propagate. 
Two thirds of the relative image offsets were defined with the centroiding technique, one 
third using the blinking technique, and five by educated guesswork. The centroiding 
technique should allow a final image mosaic to be made with each individual image 
placed to an accuracy of a few tenths of an arcsecond, by resampling the images before 
making the mosaic. However, it was decided to use integer offsets alone, for the following 
reasons : 
" the sub-aresecond accuracy of the centroided image offsets would be nullified by 
the integer pixel accuracy of the blink offsets 
" the effects of the large number of bad pixels (see below) would be significantly 
increased, due to the interpolative nature of the resampling process 
" the resampling process would lower the apparent spatial resolution by effectively 
smoothing the images 
Using an integer pixel offset scheme only, the accuracy of each offset is ±0.5 pixels, both 
in x and y. As each subsequent offset is defined, the error should increase as a random 
walk, as the square root of the number of steps. As 8 steps are required to get from the 
centre of the mosaic to the edge, we might'expect a cumulative error of approximately 
±1.4 pixels in x and y, corresponding to ±0.9' in both RA` and declination. Combining 
240 
these errors, we can give an approximate limit to the accuracy of positions in the 
outermost corners of the mosaic relative to sources at the centre of ±1.251. The error for 
other positions within the mosaic should be less than this. We shall see in section 5.4.3 
that this accuracy limit is consistent with the astrometric accuracy derived for the 
image. 
5.3.2.2 Intensity matching 
When intensity matching images of the same source taken at different times, two factors 
need to be normalised before combining them. The first is the additive sky background, 
and the second is the multiplicative atmospheric transmission. Changes in the sky 
background flux can be treated as an offset between the two frames, and changes in 
atmospheric transmission can be treated as a gain term for the source flux. 
In order to solve a similar problem for optical CCDs, we have previously developed 
the following technique. By accurately defining the spatial offsets between two images 
of the same source obtained on separate nights, it is then possible to plot the signal 
observed for a given position on the source on one night, against the signal observed for 
the same position on the source on the other night. If the detector is linear, we can make 
a least squares fit to the plot to derive a line whose offset on the y-axis is the difference in 
sky background, and whose slope is the ratio of the atmospheric transmissions. Suitable 
application of these numbers to one of the images will normalise it with respect to the 
other, allowing them to be accurately combined. Naturally, this technique assumes that 
the extra-atmospheric source flux remains constant. 
We had hoped to apply this technique to the current infrared data, but some exper- 
iments with this least squares fitting algorithm were found to be completely unsatisfac- 
tory for the following reasons : 
" To provide an accurate fit to the line, a large number of pixels' in the spatial 
overlap region is required. The mammum overlap of any two, frames in the K 
mosaic was a quarter of the array 1000 pixels), and many of these pixels were 
bad in one or other of the frames. 
" Also required for an accurate fit is a large dynamic range in intensity.. If only sky 
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pixels are matched, then the scatter in plot is large, and the fit poor. To obtain 
a large dynamic range, stars or bright nebulosity must be included in the overlap 
region. However, due to the large changes in intensity that occur for small relative 
offsets on stars, the images must be resampled to a common centre to less than 
0.2 pixels for the technique to work. As discussed above, resampling tends to 
propagate the effects of bad pixels, and was to be avoided for these data. 
" The data provided by infrared arrays frequently has a lower dynamic range than 
from CCDs due to the bright sky, and the higher, read noise and sky shot noise 
tend to increase the scatter of the plot still further. 
Thus, the only intensity corrections applied to the data were an additive offset correc- 
tion, due to changes in the sky brightness. It is these offsets which would be most visible 
in the finished mosaic as a `patchwork quilt' effect. 
Not correcting for the changes in the atmospheric extinction with airmass will not 
be as visible in the final mosaic, but will cause an error in the relative brightnesses of 
sources across the array. As no standard stars were measured whilst these data were 
obtained, the actual value of the atmospheric extinction for the given night is unknown, 
and no corrections for atmospheric extinction have been made in these data. However, 
assuming a median K extinction for Mauna Kea of 0m 07/airmass [83], and noting that 
the typical difference in airmass from between pairs of offset frames is N 0.2, we can see 
that the error in the relative intensity of a star common to both frames is on the order 
of 1.5%. The total airmass change between the first and last frames of the mosaic was 
N 1, resulting in an error of approximately 7%. 
The method used to derive the sky intensity offset was simple. The median value 
was calculated for a box containing mainly sky in the overlap region of a pair of frames, 
and the difference in these values was subtracted from the relevant frame. The result 
of this process was checked by making a small mosaic of the pair, and checking for 
any residual 'patchwork' effect at the boundaries between the images and the overlap 
region. This visual checking was very valuable, as the eye is very sensitive to faint linear 
features in the presence of noise. On several occasions, ghost images and reflections in 
the statistics boxes caused the intensity matching to be poor, and iterating on the sky, 
correction process resulted smoothly continuous image we shall see below.: Examples of = 
a pair of offset frames are shown in figures 5.12 and 5.13, where both image pairs have 
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been offset according to the relative positions of the common star, but where the first 
image shows the result obtained with no sky intensity matching, and the second shows 
the result after matching. Note that the bad pixels in the images have been masked out, 
and are represented as black. Note also that in the intensity matched pair (figure 5.13), 
the noise in the overlap region is noticeably less than in the regions outside the overlap. 
On examination, the reduction of noise in this region is by a factor of vf2-, as expected. 
This stage of the processing was the most time consuming of the whole reduction 
procedure, due to the interactive nature of the methods used to define the position 
offsets and sky intensity offsets. After the spatial and intensity offsets had been defined 
for the 126 source frames, the composite image mosaic was made. 
5.3.2.3 Making the mosaic 
This next step is in principle simple. All the input images are read in, along with their 
offsets from some defined central point. From the sizes of the input images, and the 
minimum and maximum offsets in all directions from the central point, the size of an 
output image large enough to cover the whole imaged region is calculated. An output 
image is then created, where the value of each pixel within its boundaries is defined as 
some function of the values of all those pixels in the input images which measured the 
corresponding point on the sky. 
In practice, this problem is more complex. Firstly, what combination of the input 
pixel values- should be used to derive an output value? For a small area of sky imaged 
repeatedly, with small offsets between each image, each output pixel will have . 
been 
imaged many times, by many different input pixels, and the median of all the individual 
measurements should be used. However, for this work, we have examined a large area 
of the sky, imaging each point only, twice. In" this case, the median becomes equal-'to 
the mean. For this reason, and for reasons explained below, we have used the mean in 
this work. 
The major problem involves bad pixel handling., As we have seen earlier, 512 of the 
3596 pixels of the detector array used in the current experiment had been designated 
`bad' (see figure 5.10), and we need a scheme that minimises their effect in the final 
mosaic. We use a system of `bad pixel masking' to achieve this as follows., At the same - ., 
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Figure 5.12: Mosaic pair with no sky intensity correction 
Figure 5.13: Mosaic pair after matching of sky intensities 
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time as reading in all the input images, we also read in a `bad mask', which defines the 
locations of the fixed bad pixels within the detector array. When we create the output 
image, we also create a temporary reference array of the same size. We proceed thus : 
we take each input image in turn, calculate where it lies within the output image, and 
then add its pixel values one by one to the corresponding pixel in the output array. If 
a valid input pixel value is added to an output pixel, a record of this fact is kept in 
the reference array by adding 1 to the corresponding pixel. If however an input pixel is 
marked as bad in the `bad mask', its value is not added to the output image, and the 
reference array is not updated. This procedure is repeated until all the input images 
have been processed. 
At the end of the sequence, each pixel in the output array contains the total of all 
the valid input image pixel values that corresponded to that point on the sky, whilst 
the reference array contains a note of how many such valid additions took place for each 
pixel in the output array. Then, the output array is divided by the reference array, in 
order to normalise the intensities seen in each output pixel. If a given output array pixel 
has had no valid input image values added to it, then the output pixel is given a special 
value which flags it as being a residual bad pixel. These are then dealt with further, as 
discussed below. As the output image is rectangular, whilst the actual mosaic may be 
non-rectangular, some pixels in the output image may lie outside the boundaries of the 
actual area imaged, and these pixels are given another special value which flags them 
as being null. 
In this way, bad pixels in one image are replaced with valid values from the overlap 
images in order to reduce the number of bad pixels seen in the final mosaic. The 
possibility of `double hitting', the chance that different randomly distributed bad pixels 
lie at the same position on the sky in two images, is easily calculated as the square of 
the original fraction of bad -pixels. For example, FPA004 has been seen to have a bad 
pixel fraction of 14%, and we might expect the fraction of bad pixels contained in the 
final mosaic to be about 2%. 
It should be noted that this technique is very effective for limited numbers of isolated 
bad pixels. If large contiguous regions of the detector array are designated as bad, then 
they may still be replaced by data from other images, where the given region has fallen 
on a good part of the detector: The `patching' might not be invisible however, as the 
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Figure 5.14: Raw K mosaic 
noise is is noticeably reduced in regions where the values of two or more valid pixels 
have been combined, compared to regions made up from the data of one image alone. 
This was illustrated in figure 5.13. 
A routine called QUILT was written to perform to procedure outlined above, and 
the 126 individual images were processed accordingly. The resulting mosaic image is 
shown in figure 5.14. This is the raw mosaic, in the sense that all the residual bad pixels 
are visible as black dots, patches, and lines throughout the mosaic. In the next section, 
we discuss how this mosaic was cleaned in various ways. 
5.3.3 Cleaning the mosaic 
After the mosaic making stage, many of the effects of the large number of bad pixels had 
been removed, but the result still needed some cosmetic processing to remove remaining 
blemishes. There are four main types of blemish that need to be considered : 
9 isolated known bad pixels, resulting from `double hitting', where the bad masking 
process failed to find any valid data for a given pixel in the mosaic 
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" periodic patches and strips of known bad pixels 
" random bad pixels, due to cosmic ray events for example 
9 optical ghosting and other spurious reflections 
The first of these were cleaned using an automatic routine (GLITCH) that searches 
an image for a specified bad pixel flag value, and on finding one, replaces it with the 
median of the surrounding eight pixels. This is a very common technique, and results 
in invisible mends for isolated bad pixel values that lie in fairly flat regions of an image. 
Less than 2000 such pixels were flagged in the inner region of the mosaic (i. e. the region 
excluding the edge strip that had been imaged only once), and this is N 1% of the pixels 
in this region. This fraction is smaller than the anticipated `double hit' fraction of 2%, 
due to the fact that the bad pixels were not distributed randomly in the detector array, 
but lay mainly along the edges and the crack. 
There are two main periodic patches of bad pixels. As explained in section 5.2, the 
telescope offset pattern was defined assuming a detector field of view of 38.75-X 36-25-". 
However this did not account for the fact that the first two and last columns, and top 
three rows did not flat field correctly, and were masked out of the final mosaic. Thus, the 
actual field of view of the detector was closer to 37 X 34 ', and the adopted spiral offsets 
lead to occasional small regions which were never imaged by a good part of the detector. 
This is explained schematically in figure 5.15. Only fifteen of these small holes, each 
about 2x2 pixels, appear in the mosaic. The automatic deglitching routine mentioned 
above removed some of them, but for a few 3x3 patches, the median technique did not 
work, and the remaining bad pixels were removed with an interactive patching routine 
from Aspic (PATCH). This routine fits a surface to a defined annulus around the region 
to be cleaned, and then fills the region with interpolated values and simulated noise. 
Although subjective, this routine can be very effective if used sparingly. 
The other type of periodic' structure is due to exactly the same error in the telescope 
offsets, and occurs at the edge of the mosaic. At the edge, the small holes become strips 
of bad pixels. Their removal required considerably more patching with interpolated data 
than was true for the small holes in the centre of the mosaic, but was, felt worthwhile 
for the following reason... The rectangular subset of. the mosaic that lay ý within the 











Figure 5.15: Explanation of residual holes in mosaic 
was 450 x 388 pixels. By including the outermost strip of the data that had been 
imaged only once, the final image was increased in size to 506 X 448 pixels, a gain in 
area coverage of almost 30%. Although including these additional data was considered 
worthwhile from the point of view of spatial coverage, it was done in the knowledge that 
a small number of faint stars may be missed from the edges of the final mosaic if they 
fell on the bad pixel strips. A check of each individual image that was located at the 
edge of the mosaic that revealed few if any stars were missed in fact. A second caveat 
is that the noise along this strip is approximately 50% higher than towards the centre, 
due to it having been imaged only once. 
Random bad pixel events, unrelated to the known fixed bad pixel pattern, are largely 
due to cosmic ray events. Using a routine that searches for large single pixel deviations 
from the local median (NITPIK), a few hundred cosmic rays events were automatically 
cleaned from the image. It should be noted that this type of algorithm relies on the 
assumption that no. real image feature is pointlike. Thus it may be applied to seeing -. 
limited data such as this, where the FWHM Is roughly 2.5 pixels across, but would not 
be applicable to data taken in the 2.4' /pixel mode, for example, where point sources 
may fall completely within one pixel., .w. -.. _ 
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The final kind of blemish is due to spurious optical reflections in the camera optics. 
In the raw mosaic, two long streak reflections may be identified to the left and above 
the brightest star in the mosaic, 01 Ori C. These reflections of the bright star are seen 
several image widths away from it, and when the star is well out of the array field 
of view. These reflections were removed using the same patching algorithm discussed 
above. 
5.3.4 Making the final image 
At this stage, the image is `clean'. Three simple remaining procedures are required to 
produce the final image. Firstly, it can be seen that edges of the mosaic are slightly 
staggered on the top edge and right hand side. This is explained by the orientation 
of the detector array in the camera being slightly rotated with respect to the nominal 
north-south, east-west axes. Using the results of the astrometry discussed below in 
section 5.4.3, we determined the image rotation to be less than 1° east of north, and an 
image rotation routine (ROTATE) was used to rotate the mosaic by this small amount. 
Then a rectangular subset of the data was extracted from the mosaic, the main loss 
being the small section of data protruding to the north-east. The final image size at 
this stage 506 x 448 pixels, which at the nominal scale size of 0.625 , /pixel, corresponds 
to a total mosaic field of view of 5.27' x 4.67'. 
The final procedure necessary was to flip the image about the horizontal axis, giving 
us east to the left and north to the top, as is conventional for astronomical images. The 
resulting image is shown in figures 5.16 and 5.17, both displayed with linear scaling, at 
low and high contrast respectively. The image is discussed in considerable detail in the 
following sections, and the positions of objects referred to are marked on overlay sheets 
with each image. Additional images are shown throughout the text, each examining a 
specific portion of the mosaic. °., 
5.3.5 Summary of data reduction 
We have examined, the data reduction techniques used to reduce a large number of raw 


















Figure 5.16: The final K mosaic of the Orion Nebula at low contrast 
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Figure 5.17: The final K mosaic of the Orion Nebula at high contrast 
251 
to optical astronomers at least. However, it is clear that infrared camera imaging is not 
exactly the same as optical CCD imaging, and that special account needs to be taken of 
flat fielding methods, frequency of sky measurement, background and extinction changes 
during the making of a contiguous mosaic, and for the early arrays at least, bad pixel 
management. In the following section we shall see how the data reduced here compare 
with previous studies of the same region, allowing us to assess the quality this new 
technique more quantitatively. 
In this section, we have seen how one final mosaic image of the Orion Nebula at K 
was made from 126 raw source frames, 21 raw sky frames, and 5 raw dark current frames. 
As noted in section 5.2, only one hour of integration was required to obtain these data. 
However, over one hundred hours were spent in reducing these data to the level presented 
here, by a relatively experienced user of image processing software and techniques. 
Admittedly, much of this time was spent in the offset position and background intensity 
matching stages, and this may not be applicable to other experiments with infrared 
cameras. What is nevertheless clear is that the time taken to reduce data from an 
infrared camera may be as much as two orders of magnitude longer than the time taken 
to obtain it, much the same as for optical CCDs. And we have yet to discuss the actual 
data analysis that follows the reduction. Infrared astronomers will have to be prepared 
to invest considerably more effort in the reduction of their data, given the huge flood of 
camera data that is likely in the coming years. 
5.4 Results and analysis 
In this section, we shall examine the K mosaic, firstly in general terms, and then con- 
centrating on more specific points of interest. In addition, we shall briefly discuss an 
H (1.6µm) mosaic of a smaller region, and one single frame obtained at narrow band 
L (3.6µm). Throughout, we shall refer to `optical images' of the nebula, and wo have 
included one such image for comparison purposes. It is a photograph by David Malin, 
taken at the AAT. In fact, it does not represent a typical optical view of the region, 
as it is an I-band plate taken at 8000A, and the` the shorter wavelength emission line 
nebulosity that usually obscures all but the very brightest Trapezium stars is well sup- 
pressed. We shall use this image as a reference in the following sections -- it is shown 
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in figure 5.18. 
5.4.1 General examination of the K mosaic 
Our new K image of Orion clearly reveals the potential of infrared imaging arrays. At 
last, we are able to make infrared images of obscured regions that are comparable to 
those obtained with optical CCDs in terms of their spatial resolution, area coverage, 
dynamic range, and sensitivity to highly structured diffuse emission. In fact, so remark- 
able is the similarity in overall quality between this image and ones made by optical 
CCDs, it is worth reminding ourselves that some 15-30 magnitudes of visual extinction 
lie in front of the infrared sources in this new image, and that infrared astronomy has 
clearly taken a very large step forward. 
In the infrared, the Orion Nebula looks very different when compared to the usual 
optical views. The emission nebulosity associated with the IHII region is considerably 
suppressed, and the very dense cluster of stars surrounding the Trapezium OB duster is 
revealed. Also, much of the extinction due to dust and gas in the background molecular 
cloud is stripped away, and we can see beyond the IHII region and into the cloud. This 
is particularly noticeable to the north-west of the Trapezium, where a bright infrared 
duster of even younger stars is located, dominated by the BN source. Another region 
where the extinction has been penetrated is towards the region known as the dark bay, 
to the east of BN. In the optical, nothing is visible towards this dense intrusion of dust, 
but here at K, many faint stars are seen to lie within it or behind. 
Although much of the optical extinction has been penetrated, the influence of ob- 
scuration is nevertheless still seen here in the infrared. Particularly striking is the dark 
`finger' of extinction that runs up to the, west of the Trapezium, ending just to the 
south-west of BN. Due south of BN, there is considerable extinction, and a dark band 
running from south-west to north-east is known to be associated with the massive disk 
surrounding the source just visible in the band, IRc2. From high resolution polarisation 
studies in the near infrared, with IRCAM and single channel photometers [11,681, it 
is known that the polarisation is very high and centrosymmetrically arranged about 
IRc2 on the south-east side of the dark lane. A similar pattern on the north-west is 
distorted by the addition of an additional centrosymmetric (pattern, this time oriented 
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Figure 5.18: The Orion Nebula at 8000A (@AAT 1983) 
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around BN. From the K mosaic alone, we can see that there is an essentially bipolar 
pattern centred on IRc2, with lobes to the south-east and north-west, perpendicular to 
the disk. The south-eastern lobe is very bright due east of IRc2 and known to be highly 
polarised there, but is heavily extinguished by foreground extinction to the south - the 
fainter nebulosity seen towards the south is not highly polarised. Several stars are seen 
in projection against this extinction, and are all seen in the optical. The north-eastern 
lobe is broken by extinction to the west of IRc2, where the dark `finger' terminates, 
whilst the northern part of this lobe is broken by BN, which has its own associated po- 
larisation pattern. In fact, polarisation due to BN appears to be less extended than that 
associated with IRc2, and is largely confined to the bright `plume' to the north-east, in 
which the polarisation vectors indicate BN to be the illumination centre. 
Even though considerably suppressed in the infrared, the nebulosity associated with 
the HII region to the south-east of BN-KL is still bright and highly structured in this 
image. Still prominent at K, the bright bar to the south-east of the Trapezium is seen 
to be similar in structure to the view seen in optical emission lines, particularly Ha. 
As the K window includes the Dry line of ionised hydrogen, it is tempting to interpret 
much of the emission seen at K as due to this line, given the close correspondence in 
structure. We shall discuss this point further below. 
Other localised patches of nebulosity are seen throughout the image, in particular 
near the bright star to the south-east of the bar, 02 Ori A. This nebulosity, and other 
extended emission sources known to be associated with Herbig-Haro objects are also 
discussed later. 
It should be noted that several stars have saturated the detector during the 2 second 
on-chip integration, including BN, 02 Ori A, and several of the Trapezium OB stars. 
Unlike with optical CCD detectors, the DRO read out chip does not bloom or show 
column bleeding when saturated. 
5.4.2 The H mosaic of Orion 
In order to derive quantitative information about the energy distributions of the stars in 
either the visible Trapezium cluster, or any, population of stars embedded in the back- 
ground molecular cloud, extensive multicolour photometry is required for a substantial 
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fraction of the stars [65]. Therefore, in addition to the large K mosaic discussed so far, 
we also attempted to cover the same region through the broad band H filter, at 1. G pm. 
The H observations were made on the 18-19th of December 1986, with the other 
IRCAM instrumental parameters virtually identical to those for the K mosaic. Unfortu- 
nately, only half the mosaic was completed when an electronic problem injected pattern 
noise and many random bad pixels into the following images, making them unusable. 
It was subsequently discovered that all the previous data had also been affected by 
random bad pixels generated by the electronics. Secondly, after the data were reduced, 
it was found that severe optical ghosting made the frame to frame matching process 
very difficult. The filter causing this problem has since been replaced, but the H mosaic 
lacks the offset precision and carefully matched intensity values of the K mosaic as a 
consequence. Thirdly, the seeing was rather poor, with a FWHM of N 2.0-2.4 making 
it difficult to match the resolution of the K mosaic (N 1.5" FWHM). 
However, the main problem with the H data is that the flat fielding technique was 
not used. After reducing the data in the same way discussed for the K mosaic, it 
was seen that the residual noise was a factor of four times higher than after applying 
the simple technique of raw source frame minus raw sky frame. As mentioned before, 
this simple technique does not flat field the data, and therefore is not likely to be 
accurate photometrically. Rather than abandon the H data entirely, we just present 
the final usable mosaic, shown in figure 5.19. Due the relatively poor nature of the 
data, no attempt was made to rotate, clean, and trim the mosaic. Further processing 
could perhaps improve the appearance of the image, but as further telescope time has 
been allocated to obtain full multicolour imaging photometry of Orion at J, H, K, and 
narrow band L, the effort involved is unjustifiable in light of the greatly improved camera 
performance since the data shown here were obtained. 
5.4.2.1 General examination of the H mosaic 
We can see that the limited region imaged at His markedly different, compared to the 
same region in the K mosaic. The dominant feature in the H image is the Trapezium 
duster, dearly showing the bright OB stars at the core, with a spherical halo of fainter 
stars. In the K mosaic, the symmetry of this duster is broken by BN and the bright 
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Figure 5.19: The Orion Nebula at H 
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reflection nebulosities associated with it and IRc2. BN is still visible at H, along with its 
reflection nebulosity to the north-east, although both are considerably fainter than at K. 
The optical stars around BN and IRc2 are all still dearly visible, but now appear to be 
part of the general Trapezium duster, as opposed to being members of some secondary 
duster around IRc2. Further discussions of this image are to be found below, when we 
look more closely at specific regions in the Orion Nebula. 
5.4.3 Astrometry 
Given the high spatial resolution and well defined pixel-to-pixel offsets that are avail- 
able with arrays detectors, accurate astrometric positions are now possible in the near 
infrared. With this in mind, we have undertaken astrometry in the Orion K mosaic, 
with the following motivations : 
" to re-define the local astrometric frame of reference, circumventing the previous 
dependence of authors on that defined by Parenago [117, thus accounting for any 
reference star proper motions that may have occurred over the past thirty years 
. to obtain accurate positions for known and newly discovered point and extended 
sources, in preparation for follow-up imaging and spectroscopic work 
" to assess the accuracy of the mosaicing techniques employed to generate a large 
scale infrared image from many individual frames 
" to accurately define the actual pixel scale obtained when imaging in the (nominal) 
0.6 '/pixel mode 
5.4.3.1 Optical astrometry from Schmidt plates 
The initial step taken was to link into a standard astrometric frame of reference. For this 
purpose, we required wide field coverage of the region surrounding the Orion Nebula, 
which not only showed a number of bright astrometric standards, but also a significant 
number of stars within the bounds of the IRCAM K mosaic which could serve as sec- 
ondary standards. These two requirements are strongly, conflicting, due to the intense 
brightness of the Orion Nebula itself. A very short exposure time would allow several 
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of the very brightest Trapezium OB cluster stars to be seen, without over-exposing the 
nebulosity. However, such a short exposure would not reveal any of the fainter stars 
required as secondary standards, nor many of the primary astrometric standards. Con- 
versely, a longer exposure time would allow the primary standards to be clearly seen, 
whilst the Orion Nebula would be completely over-exposed. 
The solution was to obtain Schmidt plates taken through narrow band interference 
filters and broad band plates taken in the photographic infrared (A N 8000-11000A), 
which give both wide field coverage and a degree of nebular suppression, making it 
possible to see many primary standards in the far field and stars deep into the Orion 
Nebula on the same plate. A series of such plates was commissioned from the UK 
Schmidt Telescope (UKST) in Australia, with details as listed in table 5.3. Several filter, 
emulsion, and exposure time combinations were used by the UKST staff in order to meet 
the exacting requirements. In addition to the astrometric application, these same plates 
will also be used to widen the wavelength baseline of photometric measurements of the 
Orion Nebula region. Note that, as these plates were obtained at essentially the same 
epoch (2-4 months later) as the IRCAM data, proper motions between the photographic 
and IRCAM images can be entirely ignored. 
For astrometric purposes, one plate (Plate WI11642) was found to show both stan- 
dard stars in the far field and stars close to the Trapezium, within the bounds of the 
IRCAM image. Using the Starlink CHART package, the Perth Astrometric Catalogue 
was searched for all within a 3.5° boxe centred on the Trapezium. The Perth Catalogue 
is the most accurate available, and is used to define the FK4 fundamental astrometric 
reference frame. Some 18 primary standard stars were unambiguously identified on the 
Schmidt plate. Several others were rejected due to confusion - the V band stellar 
magnitudes output from the catalogue are often poor discriminants when looking for 
the stars on near infrared photographs. At the same time, 31 additional stars close to 
the Trapezium on the Schmidt plate and visible on the IRCAM mosaic, were selected 
to serve as secondary standards. 
Using the ROE Packman X-Y measuring machine, the positions of the 18 primary 
astrometric standards and 31 secondary standards were measured during one session. 
'Only the central 3.5S of the 6.5' field of view of the Schmidt plate was exposed, due to the limited 




Emulsion Filter Date Exposure 
time (mins) 
Notes 
IF11641 IIIaJ AA0640 18-19/2/87 9 Reasonable 
dynamic range 
WI11642 IVN RG830 18-19/2/87 15 Used for 
astrometry 
IF11643 IIIaJ AA0540 18-19/2/87 9 Bad seeing- 
little visible 
Z11645 IZ RG1000 21-22/2/87 120 Nothing visible 
at all 
WI11647 IVN RG830 22-23/2/87 3 Little visible 
in far field 
WI11678 IVN RG830 8-7/3/87 60 Reasonable- 
bad seeing 
WI11710 IVN RG830 12-13/3/87 60 Deeper than 
above-good 
Table 5.3: Near infrared Schmidt plates of the Orion Nebula 
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The Starfink ASTROM utility was used to derive a six coefficient (x, y offsets; x, y 
scales; rotation; shear) plate solution for the Perth standards. This plate solution was 
then used to derive the positions of the nominated secondary standards. The RMS error 
between the actual and calculated positions for the Perth standards was only N 0.83 
very close to the absolute measurement accuracy limit of the Packman X-Y machine. 
5.4.3.2 Astrometry in the IRCAM K mosaic 
At this stage, we had fairly accurate (±0.8 ') astrometric positions for some 31 visible 
stars within the boundaries of the IRCAM K mosaic. Taking these as secondary stan- 
dards, we proceeded in an analogous fashion to that outlined in the previous section. 
Here though, an ARGS screen and software replaced the Packman X-Y machine. The 
IRCAM image was displayed, and a cursor was used to roughly define the location of 
each secondary standard, after which a centroiding algorithm (CENTROID in Rapi2d) 
was used to more precisely locate the stars. The accuracy of the centroiding algorithm 
is approximately ±0.2" in the 0.6 /pixel mode, and centroiding errors contribute little 
to the overall error for this image. 
Taking their astrometric positions as calculated from the Schmidt plate in the pre- 
vious section, the ASTROM utility was used again, to generate a six coefficient ̀ plate' 
solution for the IRCAM image. At this stage, 5 of the 31 stars with large residual errors 
were rejected from the fitting procedure. The positions of three of these stars were 
poorly defined due to software centroiding problems -- the first lies on a particularly 
intense patch of nebulosity; the second is one of a small cluster of stars; the third was 
simply not located by the centroiding algorithm. Of the remaining two, one is 81 Ori C, 
and was poorly measured on the IRCAM image due to saturation, and one was rejected 
due to a known slight `slippage' in that region of the IRCAM mosaic. 
After removing the five poorly fitted stars, the error in the calculated fit to the 
secondary standards was --0.6 ' RMS, with no single, star more than 1' in error. 
The derived plate scales were 0.63' /pixel in the x direction, and 0.62' /pixel in the y 
direction, giving a mean plate scale of 0.625'pixel, well, in accord with the nominal 
result used prior to obtaining these data. As mentioned earlier, these results were also 
used to determine that the mosaic was rotated N 1° from north-south, east-west. 
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5.4.3.3 Astrometric accuracy 
There are three astrometric figures of merit arising from this work : 
" internal accuracy within one single 62 x 58 image 
" overall accuracy of the whole 126 frame, 506 x 448 pixel mosaic astrometric refer- 
ence frame 
9 accuracy of link into the FK4 fundamental astrometric reference frame 
As IRCAM uses a physically highly stable detector array, the first figure is simply limited 
by the optical point spread function, and the software used to define image centroids. 
Isolated point sources imaged at 0.6 "/pixel in 1.5 ' seeing conditions can be located 
to within ±0.2 and thus the relative positions of two point sources within the same 
image should be defined to ±0.3 
The overall accuracy of the entire 126 frame mosaic is roughly defined by the mean 
error in the plate solution derived for the secondary standards measured in the mosaic. 
This error is N 0.6' , the size of one pixel. Given that only integer pixel offsets were 
used in the mosaicing process described earlier (section 5.3.2), this result is as good as 
is possible, and excellent justification of the intensive work that went into the mosaicing 
process. 
Finally, the accuracy of the link into the FK4 astrometric reference frame is given 
by combining the errors resulting from the Packman and ARGS measuring processes. 
The error in the former was N 0.8 ' and in the latter N 0.6", giving us a total RMS 
error in the positioning of any given source in the IRCAM mosaic relative to the FK4 
reference frame of 1 
As the IRCAM K image has higher spatial resolution and larger area coverage than 
any previous infrared mapping or imaging of the Orion Nebula, and given the high 
degree of astrometric accuracy, we feel it worth presenting both B1950.0 and J2000.0 
equinox coordinates for a number of important sources in the mosaic. Where possible, 
point source positions were defined by the centroiding algorithm, otherwise the peak- 
intensity pixel was used. The latter is also true for the selection of extended sources 
listed. The astrometric results are given in Appendix A. 
262: 
5.4.4 Point source profile 
Frople 
The point spread in the K mosaic has aN1.5- FWHM, with a slight elongation in the n 
east-west direction due to an oscillation in the UKIRT RA drive. Atmospheric seeing 
and telescope oscillation are probably the main components of the point spread profile, 
as the IRCAM optics have a spot size smaller than 1' in this mode, and seeing profiles of 
better than 0.8 ' FWHM have been demonstrated on the UKIRT with an optical CCD 
camera [10], indicating that the telescope is reasonably well figured. An additional 
factor to be considered is the mosaicing process, which has distorted the point source 
profile of many stars, but without significantly broadening the point spread profile in 
general. 
The H data has a considerably worse seeing profile, with 2-2.5" FWHM typical 
across the image. Again, slight elongation due to the RA oscillation is seen in the 
east-west direction. It is known from measurements of bright standard stars through 
the H filter used at the time, that considerable ghosting occurred. Although it is not 
easy to see any such ghosts in a complex region such as Orion, at least three spurious 
sources have been identified in the H mosaic, in that they only appeared in one of the 
two mosaic frames in which they supposedly existed. In addition, although the view 
can change dramatically between H and K, as embedded stars are revealed at the longer 
wavelength, it would be very peculiar to see a given point source at H and not at K, 
assuming similar sensitivity limits. 
5.4.5 Photometry 
Due to the nature of the instrument commissioning process, both the K and H mosaic 
images were obtained without corresponding standard star data. Whilst this may ap- 
pear to be an unfortunate oversight, the main intention at both times was to provide 
qualitative examples of the data that can be obtained with infrared cameras, rather 
than data for precise astrophysical experiments. 
Nevertheless, due to the large number of stars covered by both mosaics, we are able 
to derive approximate photometric zero points for both data sets, by, comparison with 
stars in common with the work of LBLS and HABW,:,,.:.., 
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5.4.5.1 Photometric techniques 
It is clear from both mosaics that many of the point sources are embedded in the bright 
and highly structured nebulosity, and therefore that stellar photometry will not be 
trivial, as this requires the accurate removal of any nebulosity, in addition to the sky 
background. 
Two separate photometric techniques were used by LBLS and HABW. The data 
presented by the former were obtained using tangent beam chopping, which should 
suppress extended emissions. However, due to the complex nature of the limited region 
they surveyed, this technique will lead to errors where the emission is highly structured, 
or when two stars are dose and confused in the 3.51-1 aperture used. HABW do not 
explicitly state how their point source photometry was performed, but they refer to `net 
peak counts' as a measure of brightness before converting to magnitudes, in their Table 
1. From this, the fact that their photometry agrees well with that of LBLS, and from 
discussions with one of the authors not involved in the data reduction, it is understood 
that some form of nebular background subtraction was done, by examining a strip chart 
of the raster map output, and by removing any reasonably slowly varying component 
from beneath the stellar profiles (Ward, private communication). 
Neither technique is completely satisfactory, and with the improved spatial resolu- 
tion, we should be able to do much better in principle. In a manner similar to that used 
by Herbig and Terndrup to remove the effects of nebulosity from their optical CCD pho- 
tometry [65], complex point source profile fitting software was applied to the IRCAM 
data. However, the software package used (DAOPHOT) gave unsatisfactory results, 
mainly due to the variable point spread function across a mosaic. As each mosaic is 
comprised of many separate images, the seeing varies across it, and as the mosaicing 
process used at this stage only works in terms of integer pixel offsets, the point source 
profile of stars imaged more than once becomes randomly distorted. 
Aperture photometry was also tried. For isolated stars, aperture photometry uses 
multiple annuli around the star to accurately estimate the sky flux level Underneath it. 
However, due to the bright nebulosity and crowding; this procedure was not possible 
either. Finally, a somewhat crude form of aperture photometry was employed. - The 
stellar flux was measured with a software aperture placed over the star, and the un- 
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derlying background flux was estimated by measuring the surface brightness of nearby 
nebulosity that was judged to be similar to that beneath the star. Repeating this pro- 
cess several times, a fairly reasonable estimate could be made of the stellar flux alone. 
This technique is relatively subjective, but was felt to be the best possible compromise 
at this stage, in this complex and highly structured region. Indeed, Terndrup has com- 
pared the results obtained with a similar technique to those obtained by profile fitting 
for their optical data, and found that although the errors were generally larger in the 
former case, there was no systematic shift in the derived stellar magnitudes (Terndrup, 
private communication). 
Thus, we feel that the photometric data presented will not be systematically in 
error, but that the random errors may be quite poor. In general, after five repeated 
measurements of a star, an error of ±09'2 could be reached. However, it must be pointed 
out that this is in no way reflects the absolute photometric accuracy of IRCAM. Tests 
on isolated standard stars using more rigorous aperture photometry generally results in 
errors of ±OT 01 for stars in the range K= 7T 0-14T 0, and the poor errors seen here 
are due to the special nature of the problem in the Orion Nebula. 
5.4.5.2 Photometric calibration of the K and H mosaics 
We have performed aperture photometry as described above, for many of the stars in 
common between our data and that of LBLS and HABW, in order to derive zero points 
for our data. 
The results at H are simplest. Only LBLS have H data, and comparing 12 of their 
26 sources with our data, we derived a zero point for the H mosaic with an error of 
±OT 13. Of the other 14 sources, several are unseen at H, several are actually extended 
emission knots, and several are confused with other nearby sources. At H, the BN-KL 
region is relatively free of extended emission, and we consider the LI3LS magnitudes 
reasonably reliable. 
At K, the situation is more complex. We have measured 11 of the LBLS sources, 
the others being too confused or extended. to be included. From this we derive a; zero 
point of 23m91±Om32. Using the data of HABW, the same stars give the same zero 
point, as expected from the close correspondence between their data and that of LBLS. 
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However, measuring another 16 stars seen by HABW, outside the area covered by LBLS, 
we derive a zero point of 23T 52±01" 23. Whilst it is possible that these two zero points 
just about agree within the errors, we feel that the latter zero point is more accurate for 
the following reason. The majority of the stars measured to derive it were isolated and 
were all outside the complex region surrounding BN-KL. Thus, our measurement errors 
were lower, and the effects of incorrect nebular subtraction lessened. Measurements 
within the BN-KL region are less likely to be correct. Indeed, considering the two very 
different techniques used by LBLS and HABW, and the complexity of the emission in the 
BN-KL region, we are surprised at the level of agreement between their photometric 
data. Finally, there is the possibility of error due to the fact that no atmospheric 
extinction corrections were made in the current work. However, the maximum airmass 
difference between any of the stars measured for photometric calibration purposes is 
less than 0.5, and with a nominal K extinction of 0908/airmass, this will not account 
for the observed discrepancy. 
Thus, throughout the following sections, we shall refer to H and K magnitudes. The 
zero point for the H data was unambiguously obtained from the data of LBLS, whilst 
the zero point used at K was that determined from the more isolated stars measured 
by HABW, outside the BN-KL region. 
5.4.5.3 Calibration for emission line nebulosity 
In addition to point sources, considerable nebulosity is visible in the K mosaic. This 
is due to continuum emission and reflection nebulosity, and flux from various emission 
lines in the K window. In particular, we might expect to see the Brry line of ionised 
hydrogen at 2.166µm associated with the HII region, and lines of molecular hydrogen 
(e. g. the v=1-0 S(1) line at 2.122µm), where there are shocks, for example. 
Before we examine the nebulosity, we need to provide some rough estimate of the 
nebulosity flux density. In the absence of any precise calibration data, we can only derive 
such an estimate via an ad hoc method. Firstly, from the K point source photometry, we 
know the number of data numbers (DN) that is detected from a star of given magnitude 
in the K mosaic. This gives us a DN-magnitude conversion. Next, we use SIRCAM to 
predict the number of photo-electrons per second that should be detected from a OT O 
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star at K, and also from a line source of brightness 10-20 W/cm2/ "3 at 2 µm, in the 
relevant IRCAM observing mode. Combining the two resulting numbers with the DN- 
magnitude conversion, we have derived an approximate DN-flux density calibration 
for the K mosaic. As a cross check of this crude calibration, we can use the figure 
quoted by Hayashi et al. [62], that aK= 6m45 star corresponds to a flux density of 
10-16 W/cm2/ µm at 2.2µm. Assuming a width for the K filter of 0.5µm, this figure 
agrees with our crude calibration for the K mosaic to within 20%. 
5.4.5.4 Sensitivity limits 
Rom the photometric calibration of the mosaics, we are now able to calculate the 
limiting sensitivity to both point sources and extended emission in both data sets. 
The very faintest point source visible in the K mosaic has an upper limit magnitude 
of K= 15T 1, and is located in the region to the south-east of the bright bar, where 
the background is smooth and free of nebulosity. The star is just visible above the 
sky background noise. Over most of the mosaic however, the sensitivity limit to point 
sources is not set by the sky background noise, but by variations in the extended emission 
masking faint point sources beneath. This is particularly true towards BN-KL. IItc2 is 
just visible as a point source in the K mosaic, and in its one measurable pixel above the 
noise, IIt, c2 has a brightness of roughly K= 15': ' o. 
Measuring the RMS noise in the south-east corner of the image, we derive a limiting 
la surface brightness sensitivity of K= 18': ' 1 per pixel, or 17': '1 per square aresecond. 
Again however, the limit across most of the image is set by the variations in the ex- 
tended emission, rather than the sky noise. In terms of an emission line brightness, the 
corresponding la flux density limit for the image corresponds to 5X 10'21 W/cm2/ '2 
at 2µm. 
Both the point source and extended emission sensitivities fall well short of the pre- 
dicted sensitivities for this mode and integration time. From the results presented in 
chapter 4, we might expect to obtain a 3o point source detection in the 0.6 '/pixel 
mode in 1 minute of about K^ 17" 0, and a la limiting surface brightness of about 
K= 19T2/ 112. The reason for this apparent shortfall in sensitivity is again due to the 
excess dark current and photon leakage in these data, and we would hope to achieve sub- 
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stantially better results with the camera when this experiment is repeated in December 
1987. 
As we have already mentioned, the quality of the H mosaic is poor, and the faintest 
point source visible in it has a magnitude of approximately H= 13m 2, much worse than 
predicted. It is worth noting that the seeing in the H mosaic was about 2-2.5 FWHM, 
and this image blurring lowers the point source sensitivity considerably. Due to the 
large numbers of bad pixels towards the edge of the image, we were unable to estimate 
a limiting surface brightness. 
5.4.6 The K frequency function 
The density of stars in the Trapezium cluster is very high, as noted by many optical 
observers, and as summarised by Herbig [641. However, studies of this young dense 
cluster are considerably hampered in the optical due to the intense and highly structured 
nebulosity associated with the HII region. Only recently have studies of the photometric 
properties of the cluster been possible, through the use of CCD cameras, which have 
high enough quantum efficiency to enable studies through narrow band filters, blocking 
out the emission lines of the nebulosity. In addition, the linearity of CCDs and their high 
dynamic range enable the use of sophisticated software techniques to remove residual 
contamination due to the highly structured background. Herbig and Terndrup [65] used 
these techniques to obtain accurate photometry of almost 100 stars in the central region 
of the duster, all of them measured through a narrow band filter near 8000A and two 
thirds also measured near 5500A. After drawing conclusions on the nature of the duster, 
Herbig and Terndrup stressed the need for multicolour infrared photometry for as many 
members as possible, in order to assess the energy distribution of the stars, thus deriving 
the luminosity. Also, infrared measurements penetrate further back into the molecular 
cloud. This will disclose whether or not the optical cluster is part of a pre-existing 
distribution of stars pervading the cloud, only recently revealed in the cavity excavated 
by the Trapezium OB stars on the front face of the cloud. 
With these points in mind, and given the extensive spatial coverage of our K mosaic, 
we have derived aK frequency function for the region. Over 440 stars were measured 
using the software aperture technique discussed, above, and calibrated using the zero 
268 
2µm luminosity function for Orion : IRCAM and Hyland at al data 
0 











68 10 12 14 1b 
K magnitude 
Figure 5.20: K frequency function for the Orion Nebula 
point derived from the data of HABW. As discussed earlier, we attempted to use the 
more sophisticated software techniques of Herbig and Terndrup to provide more accurate 
photometry, but were unable to obtain consistent results, mainly due to problems with 
image mosaicing. However, as the errors in the magnitude measurements are essentially 
random, their cumulative effect should not systematically affect the frequency function. 
Thus, whilst we feel it unwise to present the photometry of each individual star, given 
the large errors, the frequency function should be an accurate reflection of the larger 
scale distribution. 
The derived frequency function is given in figure 5.20, along with the (rebinned) 
frequency function determined by HABW. Their frequency function was derived from 
88 stars, compared to our 440. As a consequence of the larger number of stars, the 
IRCAM frequency function is far smoother than that of HABW. Although the numbers 
of stars measured will obviously affect the absolute height of the histogram bins, the 
basic shape should be similar, if the frequency function is roughly constant spatially. 
The two frequency functions dearly do not have the same shape, with the IRCAM data 
having a pronounced cut-off about a one and a half magnitudes fainter than that of 
HABW, and a larger fraction of fainter stars overall.:.. 
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As stars in common between the two data sets were used to derive a fairly accurate 
zero point for the IRCAM mosaic, the difference does not lie in incorrect photometric 
calibration. For the same reason, neither does it lie in the use of different photometric 
techniques. As stated before, inaccuracies in the IRCAM magnitudes should be random, 
and thus should not affect the shape of the frequency function. At their respective cut- 
off magnitudes, both data sets are almost two magnitudes above their sensitivity limits, 
and thus we are not seeing a sensitivity effect. Finally, the lack of atmospheric extinction 
corrections would account for a faintward shift in the IRCAM frequency function of only 
O''1-O2 at the most. 
We can only assume that the frequency function is not spatially uniform, and that 
we have probed a different cross section of the total population of stars than HABW. 
They measured 88 stars in a region of 1'x4' centred on BN, the upper section of 
which is not covered by our image. Our image covers a region 5.3 x 4.7' centred on 
01 Ori C, and in this region we detect some 440 stars. Thus, HABW see a stellar density 
of approximately 22 stars per square arcminute, whilst IRCAM sees a somewhat lower 
density of about 18 stars per square arcminute. This is simply accounted for by the 
fact that the IRCAM mosaic extends much further outside the core region observed 
by HABW, and that we are seeing out towards the edge of the duster. By examining 
the K mosaic alongside the region covered by HABW, it is obvious that the frequency 
functions are spatially different. Particularly to the east of BN, in the dark bay region, 
and to the east of the Trapezium, many faint stars are seen in the IRCAM data, whereas 
the region covered by HABW, to the south and north of BN, appears to contain a larger 
proportion of brighter stars. 
At this stage however, on the evidence of the K image alone, we cannot decide 
between several possible reasons for this spatial difference in frequency function. It may 
be that with the extended spatial coverage of the IRCAM data, we are seeing a halo of 
lower mass and luminosity stars, that have formed outside the central core region of the 
Trapezium cluster (Zinnecker, private communication). Alternatively, we may simply 
be measuring the effects of localised foreground extinction in the dark bay region, on 
otherwise normal members of the Trapezium cluster. As HABW did not measure stars 
t, r in the dark bay, their frequency function would naturally cut-off at brighter magnitudes. 
A third possibility is that the Trapezium duster extends back into the molecular cloud. 
In the IRCAM data we would be seeing the cluster extending back into the less opaque 
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regions of the background extinction, to the east and west of BN-KL. As HABW only 
examined the region along the molecular ridge to the north and south of BN-KL, they 
might not see these additional stars, as the heavier extinction nearer the core of the 
ridge could effectively block the light from them completely. 
Herbig and Terndrup used their optical CCD photometry along with the frequency 
function of HABW to examine the possibility of the Trapezium duster extending back 
into the molecular loud. Their procedure was as follows (Herbig, private communi- 
cation). Excluding the Trapezium OB stars, all stars in their optical data which had 
also been measured by HABW at K were drawn up into a histogram according to their 
K magnitudes. These were assumed to be the stars in the front slab of the molecular 
loud only. Then, for a series of 0.44pc slabs, each with certain number of magnitudes 
of K extinction, the foreground histogram was reddened accordingly, and added to a 
cumulative frequency function. This was repeated until the whole depth of the loud 
had been included. The final frequency function was then compared with the actual K 
frequency function as measured by HABW. 
Two parameters are to be chosen here; the total depth of the cloud, and the ex- 
tinction per slab. Herbig and Terndrup choose a total depth D of 4.0 pc and an AK 
per slab of 4T O as being reasonably consistent with molecular and other infrared data. 
Using these plausible parameters, Herbig and Terndrup have derived a frequency func- 
tion that predicts 3-5 times as many stars fainter than K= 99 5 than actually seen by 
HABW. Only in the limits of a very dense cloud, where no stars are seen at K beyond 
the first slab, or a very thin cloud, where there is very little additional cloud behind the 
optical cluster, do the predictions begin to approach the actual K frequency function of 
HABW. From this, Herbig and Terndrup conclude that the optical cluster is confined 
to the front face of the molecular cloud only, and does not extend back into it. 
Due to the large number of stars covered in our K image, the relatively inaccurate 
infrared photometry obtained so far, and the inadequate optical photometry to cover 
this region, we are not able to perform a similar comparison between our observed K 
frequency function, and a predicted frequency function based on optical data. We hope 
to do so after reobserving the region with enhanced sensitivity, and at J, H, K, and nbL 
this coming winter. At this point, we are only able to note that there are a considerably 
larger number of faint stars seen in the' IRCAM frequency function than in that of 
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HABW, and that the question of the spatial distribution of the duster members, both 
in the line of sight and across the face of the region, must remain open at this point. 
5.4.7 Comparison with Lonsdale et al. and Hyland et al. 
When HABW applied the superior technique of DC raster mapping to the inner region of 
the Orion Nebula, the improvements in apparent resolution and sensitivity to extended 
emission were such that they were able to re-examine the tangent beam AC mapping 
by LBLS of the same region, even though both maps were made with the same circular 
aperture of 3.5" diameter. Now that we have imaged this region with IRCAM with 
0.6" pixels, and seeing limited resolution of about 1.5" FWHM, a further re-evaluation 
of the morphology of both previous maps is now in order. 
We shall concentrate on the 40 x 40 region centred on BN, mapped by LBLS at H, 
K, and L, and by HABW at K only. It is worth noting that this region is approximately 
that contained within one IRCAM image, and thus that the relative position accuracies 
within this image will be very high. 
LBLS discussed 26 sources, labelled alphabetically. Twenty three of these sources 
were described as being point-like, with profiles no wider than that of a standard star. 
Two of the remaining sources (f, j) were confused with brighter nearby sources, and 
source q was noted as being definitely extended. Eleven sources were identified with 
visible stars, leaving the remaining 15 as infrared identifications only. As 26 sources 
were detected in only 120 resolution elements, LBLS described their search as confusion 
limited, with the caveats that (i) some sources may be multiple and (ii) that local 
enhancements in extended emission may be mistaken for point sources due to the small 
chop throw used. 
HABW confirmed the LBLS sources a, e, g, h, k, t, v, y, x as point-like and associated 
with visible stars. Sources b, c, u are only suspected in their map, and thought to be 
visible stars, whilst j is also suspected, but with no visible counterpart. The `pure' 
infrared sources d, i, and BN are confirmed. However, at K, HABW were unable to 
detect sources r and s, the former seen only at L by LBLS, and the latter only at 
H. Sources m and p were not seen either, despite their detection at ,K by LBLS, 
whilst HABW considered the sources f, 1, n, q, to, x to be enhancements in the extended 
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emission only. 
With the high spatial resolution of IRCAM, the following identifications can be 
made. Sources a, b, c, e, g, h, k, t, u, v, w and z (double) are all dearly seen to be point- 
like, and are associated with visible stars on the AAT I plate. The infrared source BN 
dominates this region at 2µm, and also clearly visible in the IRCAM image are m, p, s, 
and r (just), the latter four unseen by HABW. Sources i and d are not point-like, and 
source j is extended structure, contrary to the point source identifications of these three 
sources by both LBLS and HABW. In agreement with HABW, sources f, 1, q, w are seen 
to be only extended emission, but contrary to HABW, sources n and x are seen to be 
point-like at this high resolution. 
Thus, IRCAM detects all 26 of the LBLS sources : twelve are point sources as- 
sociated with visible stars (a, b, c, e, g, h, k, t, u, v, y, x); seven are pure infrared point 
sources (BN, n, m, p, r, s, x); and the remaining seven are either nebulous sources (i), or 
just extended emission enhancements (d, f, 1, j, q, w). These results are summarised in 
table 5.4, and the various sources are identified in figure 5.21. 
One important point immediately arises from this comparison. On the strength of 
their analysis, HABW felt unable to confirm the claim of LBLS that a duster of low 
mass, embedded, young stars exists in the vicinity of the higher mass sources, BN and 
IRc2. HABW contradicted this claim on the grounds that, of the twelve ̀ pure infrared' 
point sources (including BN and IRc2) discussed by LBLS, they had been able to confirm 
only three (including BN) as visible at 214m and point like. However, the new IRCAM 
data indicates that at least seven of the LBLS sources are visible and point like at 2 µm. 
Excluding BN and IRc2, we are able to confirm five of the ten new sources found by 
LBLS, as opposed to the two confirmed by HABW. Therefore, the low mass, embedded, 
young star duster hypothesis should probably remain open until further high resolution 
multicolour imaging and spectroscopic data can be obtained for these sources. 
In the H mosaic, several of the LBLS infrared sources are visible, in addition to 
BN. Sources m, p, s, and x are still seen, although r (IRc2), only very faintly visible 
at K, is definitely not seen at H. Interestingly, much of the reflection nebulosity, seen 
at K to the south-west of IRc2, is not seen at H, and in fact source k, identified as an 
optical star, but distinctly nebulous at K, is clearly seen at H as a point source. Source 


















Figure 5.21: BN-KL and identifications of the Lonsdale et al. sources 
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LBLS Description HABW IRCAM Other names 
a visible *? seen-* seen--* 
b visible *? suspect-* seen-* 
c IR only suspect-* seen-* 
d IR only seen-IR s uci u 
e visible * seen-* seen-* ir1820 
f confused structure structure 
g visible * seen-* seen-* ir1821 
h visible * seen-* seen-* ßr1819 
i IR only seen-IR nebulous IRc3 
j confused suspect structure 
k visible * seen-* seen-* 7r1822 
BN IR only seen-IR seen-IR IRcl 
1 IR only structure structure 
m IR only not seen seen-IR 
n IR only structure seen-Iß. IRc4(? ) 
p Ii only not seen seen-IR 
q extended structure structure 
r IR only not seen seen-IR IRc2 
s IR only not seen seen-Iß, 
t visible * seen-* seen-* x1839 
u visible * suspect-* seen-* 
v visible * seen--* seen-* x1840 
w Ii only structure structure 
x IR only structure seen-It 
y visible * seen-* seen--* 7r1838 
z visible *x seen-* seen-** 
Table 5.4: Comparison of LBLS, HABW, and IRCAM data 
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5.4.8 The southern molecular peak - OMC-1S 
In this section, we shall examine a group of infrared point sources that are located very 
dose along the line of sight towards a secondary condensation in the OMC-1 molecular 
cloud, some 90 to the south of the well known peak in molecular emission associated 
with the deeply embedded source IRc2, and the I3N-KL duster of infrared sources, 
reflection nebulosity, and high velocity molecular outflow. 
In contrast, it has been assumed for several years that the southern condensation, 
which is cooler and less luminous, but just as massive as its northern counterpart, has 
no associated point sources, the source of its luminosity being unknown. With our 
new infrared array images, recent tentative identifications of several embedded infrared 
sources in this region are confirmed, and ambiguity over which sources lie closest along 
the line of sight to the core of the molecular condensation is resolved using observations 
at H, K, and narrow band L. It is suggested that these new sources are embedded in, and 
responsible for the luminosity of the southern condensation, which we shall henceforth 
refer to as OMC-1S. 
5.4.8.1 A general review 
In the optical, the emission nebulosity associated with the foreground HII region dom- 
inates the Orion Nebula, whilst the stars of the Trapezium cluster and nearby BN-KL 
region dominate near infrared views, shortwards of 3µm. Between 3 and 30 pm, ex- 
tended thermal emission in the cores of both these dusters dominates. Beyond 30 pin 
however, extended emission from the younger embedded BN-KL region outshines the 
Trapezium. At far infrared, submillimetre, and millimetre continuum and line wave- 
lengths, emission from the underlying molecular cloud OMC-1 is seen, and the fact that 
the peak emission at virtually all such wavelengths lies at the location of the BN-KL 
cluster is part of the overwhelming evidence that the BN-KL duster lies within the 
molecular cloud, and that it is the BN. KL duster, in particular IRc2, that is responsi- 
ble for heating of the central core of OMC-1 to about 80 K [52, Table 3.1.111]. 
However, at high enough spatial resolution (N 30 OMC-1 is seen to be structured, 
with several components lying along a ridge connecting OMC-1 to OMC-2, 'some 13' to 
the north [16]. In addition to the structure extending northwards, the molecular cloud 
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exhibits considerable structure to the south of BN-KL also. Continuum observations of 
molecular clouds at far infrared and submillimetre wavelengths trace the density distri- 
bution of warm (N 40-100 K) dust associated with the molecular gas. At an effective 
wavelength of 400 µm, and with a spatial resolution of 35 ', Keene et al. [75] mapped 
the central core of OMC-1, revealing a previously unknown mass condensation some 
1.5 ' to the south of the condensation centred on BN-KL. This southern condensation, 
OMC-1S, was seen to be just as massive (N 50-10OM(D) as the northern condensation, 
OMC-1N, but only half as luminous at 400µm, with a correspondingly lower effective 
temperature of N 45 K. 
Subsequent high spatial resolution far infrared, submillimetre, and millimetre obser- 
vations have shown a similar structure, which we shall now summarise. 
A far infrared (45-1601im bandpass) map of OMC-1 revealed OMC-1S after spatial 
deconvolution [36], and in combination with the 400µm result, a total luminosity of 
N8x 103 L® was derived for OMC-1S, in contrast to,,, 8x 104 LO for OMC-1N. 
The J= 1-0 transition of 13C0 at 110 GHz (2.7 mm) remains optically thin at high 
densities, and a map of the "CO brightness can be used as a tracer of the molecular 
gas density, and thus the associated dust. OMC-1S is seen in the 13CO line, but not in 
J= 1-0 12CO line (115GHz, 2.6 mm), which is easily thermalised and optically thick 
at low densities (- 103 cm'3), therefore tracing the gas kinetic temperature rather than 
density [125]. OMC-1N is seen in the 12CO line, and not in 13C0, confirming OMC-1N 
as a warmer source, and OMC-1S as a dense, cool condensation. 
Formaldehyde (H2CO) lines at 6 cm (110-111) and 2 cm (211-212) are most frequently 
seen in absorption, even against the 2.7 K microwave background, due to very low 
excitation energies and collisional pumping. However, at sufficiently high densities, the 
collisional pump is quenched, and the lines may be seen in emission. This is the case for 
both the 6 and 2 cm lines towards OMC-1N, inferring a high H2 density there [72,15]. 
OMC-1S is seen in absorption at 6 cm [72], but in emission at 2 cm [15]. This discrepancy 
between OMC-1N and OMC-1S is explained by the difference in temperature between 
the two condensations [15], and one interpretation is that OMC-1S may be inside the 
Trapezium HII region, rather than behind or in front of it [160]. Briefly, as no optical 
absorption is seen towards OMC-1S, it cannot be in front of the HII region. If it is within 
the HII region, then ionised and optically thin material at a continuum temperature of 
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20 K at 6 cm will be at a temperature of 2K at 2 cm - as the excitation temperature 
of the H2CO K doublet is N 10 K, this explains seeing the 6 cm line in absorption, and 
the 2 cm line in emission. 
Ammonia (NH3) metastable inversion lines require relatively high H2 densities (> 
104.5 cm 3) for thermalisation, in contrast to the lower densities required to thermalise 
the 12CO J= 1-0 line, as mentioned above. Thus, these lines of NH3 may be used in 
much the same way as the 13CO 3= 1-0 line, to examine the extent of higher density 
regions. Both OMC-1N and OMC"1S are seen in the (1,1), (2,2), and (7,7) inversion 
lines of NH3 [16,93). 
Continuum emission at 3 mm arises either from the free-free process, or from dust - 
in the M42 HII region, the former process is responsible for emission observed near the 
strong ionisation fronts, whilst the latter process dominates in the dense molecular 
dumps. Similar again to the 13CO J= 1-0 line, continuum emission from dust at 
3 mm is optically thin, providing another tracer of column density enhancements. At 
3 mm, OMC-1S is revealed as one of several local massive (N 50 M®) condensations, all 
considerably in excess of their Jeans mass, and likely to undergo massive star formation 
in the very near term (- 2x 104 years) [114]. Observations in the CS J= 2-1 line 
near 3 mm, also sample high density material (> 104 cm-3), and high spatial resolution 
mapping in this line confirms the picture of a `necklace' of massive condensations strung 
out along a line joining OMC-1N and OMC-1S [114,60]. 
Finally, emission from the SiO J= 2-1 line is thought to arise in the high velocity gas 
seen towards outflow sources and masers associated with high mass star formation [35]. 
Recent observations in this line have revealed that, in addition to the previously known 
emission peaking in the IRc2 outflow, a secondary emission peak is seen to the south, 
at the location of OMC-1S [169]. The high velocity wings (12-15kms-1) seen in the 
SiO line towards OMC-1S seem to indicate a very young, deeply embedded source. 
To summarise : All the long wavelength (far infrared to radio) evidence reveals a 
compact (< 30 'x 30 0) condensation of some COME) , as massive as OMC-1N, and 
in 
excess of its Jean s mass; a temperature of N 50 K, and with a total luminosity an order 
of magnitude lower than that of OMC-1N (N 8x 103 L®). This points towards a likely 
site of future star formation, in much the same way as the recent formation of the KL 
duster in OMC-1N, whilst the recent discovery of an SiO outflow in the region would 
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seem to indicate that star formation has already commenced. 
5.4.8.2 The source of luminosity in OMC"1S 
The vital question avoided thus far is : What is the source of the luminosity in OMC- 
1S ? As reviewed above, OMC-1S is thought to be a site of future star formation, and a 
natural candidate to explain the heating of the molecular condensation would be that 
star formation has already proceeded, and that one or several young, deeply embedded 
stars lie at the core of OMC-1S, as suggested by the recent discovery of a nearby SiO 
outflow. However, it has been generally accepted that, in contrast to IRc2 and the KL 
duster at the heart of of OMC-1N, no such analogous cluster yet exists in OMC-1S. 
Firstly, no stars are visible towards OMC-1S at optical wavelengths, but this same 
argument may be applied equally well to IRc2 and the KL cluster. Secondly, on dis- 
covering OMC-1S at 400 jim, Keene et al. mapped a 30" x 301 region centred there 
at 20 pm. No point sources were discovered to a limiting flux density of 60 Jy, with this 
limit set by confusion due to extended sources in the reference beam [75]. Thirdly, no 
point sources or extended emission enhancements had been observed towards OMC-1S 
in a 7.5 aperture at 2.2µm to a limiting flux density of 13 mJy/beam, in a large scale 
raster map of OMC-1 [18]. 
Thus, in discussing the evolutionary status of OMC-1S, it has been generally as- 
sumed that no stars are present there, as summarised by Werner : "This condensation 
therefore appears to be a separate cloud fragment that has not yet begun to form stars, 
or within which the star formation process has been inhibited or terminated. " [154]. 
This apparent lack of central luminosity source has been little discussed in the litera- 
ture, but at least one model has had to invoke heating by the Trapezium stars to explain 
the observed luminosity [36] -- however, the geometry required for the luminosity to ob- 
served at the longer wavelengths only make this suggestion somewhat unlikely. Clearly 
then, the source of the luminosity in OMC-1S is of critical importance in deciding its 
evolutionary status. 
It is now clear that there are infrared point sources located close to OMC-1S. Sev- 
eral years before the far infrared discovery of OMC-1S, the Wyoming group made low 
resolution maps of the central region of OMC-1 at several wavelengths in the 8-13 pm 
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window [48]. It is worth noting (with the benefit of hindsight) that in their 10 and 
12µm maps, enhancements are indeed visible towards OMC-1S, although at such a low 
level (N 6.5 mJy/ "2 N 1/100th BN-KL) that no comment was made by the authors at 
the time. This indicates that the reason that Keene et at. did not see any point source 
emission at 20 pm was a merely lack of sensitivity. 
Three near infrared point sources near the location of OMC-1S were first discovered 
by HABW in their high spatial resolution raster map at 2µm, and briefly noted with 
regards possible recent star formation in OMC-1S. However, on combining substantially 
the same data with another raster map made at 3.6, um, ABH noted the presence of a 
single very red point source some 15" to the north of the cluster of three 2 pm sources, 
again briefly mentioning it in the context of a possible embedded source in the core of 
OMC-1S. Unfortunately, this latter colour composite image did not extend far enough 
southwards to include the cluster of three sources, and thus no indication of their colour 
was given. These colour composite images were presented in Sky and Telescope, 
and to date, no scientific papers have appeared giving details of these measurements, 
important in deciding which, if any, of these near infrared sources are associated with 
OMC-1S. 
All these sources are clearly seen in the IRCAM K mosaic, and the cluster of 
three sources is. also faintly seen at H. We have also managed to obtain a narrow band 
L image of the region, as part of the UKIRT service observing programme. We shall 
briefly discuss how the nbL data were obtained and calibrated before proceeding with 
our discussion. 
5.4.9 Narrow band L imaging of OMC-1S 
Under the UKIILT service observing programme, a proposal was made to obtain detailed 
follow-up imaging of the region the OMC-1S infrared sources at narrow band L (nbL, 
3.6 µm, öa = 1.8%). Due to bad weather and the limited observing time available 
on Orion in March, only a very small amount of poor quality data was obtained. Never- 
theless, it is worth briefly examining these data, as they extend the wavelength baseline 
further into the thermal infrared. 
One image of the OMC-1S region was obtained at nbL, comprising 1000 coadds, each 
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with an on-chip integration time of 130 milliseconds, giving a total on-source integration 
time of only 2 minutes. A sky frame of similar length was also obtained, looking at the 
same `blank' region of sky used whilst making the K mosaic. These data were reduced 
in the usual manner, flat fielding with the sky frame, although again, no corrections for 
the slight detector non-linearity were made. 
For calibration, a standard star (HD129653) also observed at nbL at a similar air- 
mass, was reduced in a similar way. Software aperture photometry was used to obtain 
an integrated stellar flux. Care was taken to normalise this flux correctly, as the on- 
chip integration time and number of co-adds used for the standard star were different to 
those used for OMC-1S. This process assumed the camera system is linear with respect 
to the number of co-adds, and with respect to the on-chip integration time. The former 
assumption is true, as is the latter in the heavily photon background dominated regime 
seen here. HD129653 has an L magnitude of Gß: '90 and an L' magnitude of 6''92. As 
the star has a small L- L' of 0'; ' 02, we can safely assume an nbL magnitude of 6T 9, 
and this gives us a zero point for the OMC-1S image with an error of ± 09 03. 
5.4.9.1 OMC"1S at H, K, and nbL 
In figure 5.22 we present single image views (62 x 58 pixels) of OMC-1S at H, K, and 
narrow band L, with an accompanying key to the sources. Several Parenago [117] stars 
are shown for reference. We have numbered the cluster of three infrared sources 1 to 3 
in order of their K brightness, and the single very red point source to the north, between 
7r1807 and 7r1808 has been numbered 4. Accurate positions for these sources are to be 
found in Appendix A, and we shall refer to them as S1-S4. 
It is clear that all the sources are quite heavily reddened compared to the known 
optical stars. Sources S1-S3 are just visible at H, significantly brighter at K, and source 
S1 is also bright at nbL. We can see that source S3, the faintest source, just to the north- 
west of source S1, appears bluer than sources S1 and S2, as confirmed in the photometric 
results given below. There is also a suggestion that sources S1-S3 may not be quite 
point-like compared to the known optical stars, and that they mäy be embedded in some 
slight local nebulosity, as opposed to the general bright nebular background peaking to 
the east. Confirming the result of ABH, source S4 is very red indeed, being invisible at 
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Figure 5.22: IRCAM images of OMC-1S 
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Source Magnitude 
H K nbL 
Si llm2 919 79G 
S2 12T0 1O? 8 10". ̀3 
S3 12': ' 1 12". '0 >10`: 'S 
S4 >151: 'O 111: '7 G': '4 
ir1824 8n'7 8T7 8`°8 
Table 5.5: Photometry of sources in OMC-1S field 
H, obvious at K, and the brightest source of all at nbL. 
Aperture photometry was performed for each of the four infrared sources, and one 
of the optical stars, 7r1824. Although the quality of the data in the H is somewhat poor, 
with the nbL image even worse, we feel it is worth presenting approximate magnitudes 
for those sources visible at those wavelengths. The results are given in table 5.5. In all 
cases the errors are determined by the inaccuracy in subtracting a suitable sky value. 
At H and K, the errors are roughly ±Om25, whilst at nbL, they are as poor as ±O' 5. 
We can see immediately that our photometric procedures are roughly correct, as 
7r1824 has H-K and K- nbL colours of close to zero, consistent with it being an 
unreddened optically visible star. Of the sources in the cluster of three, Si and S2 have 
roughly similar H-K colours of 1': ' 3 and 1? 2, whilst S3 is clearly bluer, with an H-K 
dose to zero. This indicates that S3 may be a faint foreground star in the line of sight 
towards OMC-1S, or alternatively that it is a reflection nebulosity, associated with S1. 
In contrast, the K- nbL colours of S1 and S2 are considerably different, at 2`: '3 and colours 
Om5 respectively. Although our K- nbL are extremely uncertain, due to the errors in 
n 
the nbL magnitudes, we can still safely assume that S1 is the redder of the two sources 
in this colour. 
The single red source S4 is indeed confirmed to be very red, with an 11 -K in excess - 
of 3? 3, and a very red K- nbL of 5? 3., *, This is almost 1T 5 redder -than the 
K-L 
colour of BN as measured by LBLS. 
These 4 infrared sources are therefore candidates for a luminous, deeply embedded 





5.4.9.2 Comparison between near infrared and long wavelength positions 
One problem that arises when trying decide which of these infrared sources might be 
responsible for the luminosity of OMC-1S is that the position of the southern molecular 
cloud core is not well known, due to the limited spatial resolution of the far infrared, sub 
millimetre, and millimetre maps in which it is seen directly. In order to help resolve this 
ambiguity, we have collected together all positional measurements of OMC-1S given in 
the literature. Although the resolution of each individual map is generally about 30 ', 
by plotting all these maps together, we can hope to derive a common centre, which 
would best locate the core of the molecular cloud. Of course, the obvious assumption 
that we make in doing so is that all such the relevant emission lines and continuum 
fluxes peak at a common position. Whilst this may not be exactly the case, we have 
been careful to choose the lines that are most likely to indicate the position of a dense, 
cool molecular cloud core, as discussed in the review earlier. 
We have found nine far infrared, sub millimetre, and millimetre measurements of 
OMC-1S in the literature, as reviewed at the beginning of this section. We have ob- 
tained positions from each. In order to compensate for possible errors in the absolute 
astrometric frame of reference used in each case, we have also noted the position given 
for another source in the map, usually IRc2 or BN, and in one case, 01 Ori C. We then 
calculated the position of OMC-1S in terms of an offset from this other source. As the 
positions of IRc2, BN, and 01 Ori C are accurately determined in the IRCAM K mosaic, 
we could then calculate the position of OMC-1S relative to these sources in the K mo- 
saic. This procedure rarely changed the original quoted astrometric position of OMC-1S 
by more than a few arcseconds, but was worth doing for the sake of consistency. The 
resulting normalised positions for OMC-1S are given in table 5.6, along with the line 
or wavelength the measurement was made at, and the ' effective beam size quoted for 
each map. Note that for the recent measurement of an SiO outflow in the region; 'we 
have used the position quoted for an observed symmetric profile, rather than position 
at which the peak intensity was seen, it having a red shifted wing. 
Over the relevant subsection of the IRCAM K mosaic, we have plotted circles with 
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Line/A OMC-1S position (1950.0) Beam size Ref. 
RA Dec (') 
400 pm 05 32 46.19 -05 25 51.5 35 [75] 
13CO 05 32 45.34 -05 25 57.1 60 [125] 
Far-IR 05 32 46.62 -05 25 58.0 80 [36] 
H2CO 05 32 45.24 -05 25 48.0 30 [72] 
NH3 05 32 46.02 -05 26 03.0 40 [16] 
NH3 05 32 45.62 -05 26 06.0 38 [93] 
3 mm 05 32 46.15 -05 26 01.3 7.5 [114] 
SiO 05 32 46.82 -05 25 59.0 30 [169] 
CS J=2-1 05 32 46.12 -05 25 57.0 20 [61] 
Table 5.6: Molecular line and continuum positions for OMC-1S 
the same diameter as the beam size quoted for each measurement, at the normalised 
position as given in table 5.6. The resulting image is shown in figure 5.23. For each 
measurement, the relevant emission line or wavelength is given at about the five o'clock 
position, just outside the circle, apart from the measurements made at 3 mm and in the 
J=2-1 line of CS, which have been labelled at ten and three o'clock respectively. 
It is immediately clear that it is the cluster of three sources, S1-3, that are the 
closest K point sources to the common centre of all these measurements, In fact, S2 lies 
within the small region common to all the measurements, excepting the high resolution 
measurement made in the continuum at 3 mm, which was made with an interferometer, 
and has an effective beam size of only 7.5-. What is also certainly clear is that S4, the 
heavily reddened source, lies some way from the centroid. Taking a 'simple unweighted 
least squares fit to the positions of the nine plotted far infrared, sub millimetre, and 
millimetre measurements, we find that the common centre lies within 4.5 of S2, with, 
most of the offset in the southerly direction. - The'error on the least squares finis ±9 
however, so within the errors, ̀ sources S1-3 lie along' the line of sight towards OMC-1S, 
whilst S4 is about 25 away from the common centre, almost 3a. 
In order to reinforce this positional coincidence, we also show some data recently 
obtained on the newly commissioned James Clerk Maxwell telescope, 'on Mauna Kea. 
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Figure 5.23: Molecular line and continuum positions for OMC-1S 
Figure 5.24: 2 µm and 800 µm images of OMC-1 
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The measurements were made by G6ran Sandell and collaborators at a continuum wave- 
length of 800µm, using the 15 metre JCMT and the sub millimetre photometer UKT14 
to obtain a diffraction limited resolution of 16 ', with measurements made every 7.5 
The map covers a 135 x 210 region centred between OMC-1N and OMC-1S, and we 
show it to scale and positionally registered at IRc2 (taken to be at the peak of OMC-1N 
at 800µm) alongside a similar sized section of the K mosaic in figure 5.24. 
Again, note the coincidence between the location of the secondary peak of the long 
wavelength emission, and the location of the near infrared point sources S1-3. This 
image is only shown for reasons of morphological comparison however, as the 800 jim 
map has yet to be properly corrected for variable atmospheric opacity, and yet to be 
flux calibrated. An interesting side issue is the 800 pm map pixel size of 7.5 which 
corresponds exactly to the beam size used by Becklin et al. [18] when they mapped this 
region at 2µm with a single channel photometer in the mid-1970s. The comparative 
resolutions of the 800µm map and the IItCAM image therefore graphically illustrate 
the progress made in infrared detector technology over the last decade. 
Thus, if our assumption that all the measurements plotted should indicate the po- 
sition of the cloud core, then we can state that it is the cluster of sources S1-3 that lie 
along the line of sight towards the core, and not S4. However, purely on the basis of 
this positional evidence, it would be premature to assume that S1-3 actually lie at the 
core of OMC-1S, and provide its luminosity. 
We do not have sufficient data to unambiguously identify the nature of these sources 
at this time. By assuming normal type stars, dereddening the data, and deriving abso- 
lute magnitudes for the sources, it becomes obvious that a range of possibilities exists 
which might explain the total observed luminosity of OMC-1S of ', 8000 Lo. We may 
be seeing young pre-main sequence stars which have collapsed rapidly, and have a high 
luminosity even though relatively cool and red. Alternatively, we may be seeing a main 
sequence star near B5 type, heavily reddened by extinction in the cloud. -The possi- 
bility of circumstellar shells and disks surrounding the sources further complicates the 
picture. Rather than speculate "on the basis of very limited data, we can only stress 
that spectroscopic data are required in order to identify the nature of these sources. 
Also, we shall be obtaining more detailed imaging observations of this region at 3,11, 
K, and nbL in the near future, and in combination with spectroscopic data, we should 
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hope to further examine the role of these infrared sources with relation to the southern 
molecular condensation, OMC-1S. 
5.4.10 Herbig Haro objects in the Orion Nebula 
Although fairly common elsewhere in the sky, few Herbig-Haro (Iili) objects have been 
discovered in HII regions, due to the strong and spatially variable line emission, which 
makes their discovery difficult via the traditional methods of broad band photography 
and objective prism surveys. However, as IIH objects are thought to be closely related 
to young stars and the early stages of the stellar evolution process, we would expect to 
find many in HII regions, which are associated with exactly the same phenomena. 
Until recently, only one HH object (M42-HH1) had been identified in the Orion Neb- 
ula, using narrow band images of the region in the neutral oxygen line [01] A6300A [112]. 
In 1980, Canto et at. identified another three Ills-like objects, using narrow band im- 
ages in the [NII] A6584A and [SII] A6731A lines [26]. Two of these sources (M42-I1H3 
and HH4) were previously known, and are diffuse nebulosities near to 02 Ori A. In all 
four of the HH objects known at this stage, unseen local luminosity sources were thought 
likely, possibly providing energy via a stellar wind focussed in an elliptical cavity [26]. 
Subsequent narrow band imaging and velocity resolved spectral imaging in the 
[01] A6300A line by Axon and Taylor [12], and Taylor et al. [138], have revealed a 
collection of highly blue shifted dumps of material, concentrated in a triangular region 
to the north-west of the BN"KL region. These observations have led to the suggestion 
that this collection of HH-like sources is associated with the mass outflow from IRc2. 
One model uses a precessing jet from IRc2 which illuminates the dumps in turn, whilst 
a second has the clumps at the interface between the foreground HII region and the 
background molecular cloud, with photo-ionisation of the dumps by the UV flux from 
the Trapezium OB duster and disruption due to shocks from the stellar wind of IRc2 
providing the observed line ratios and velocities. In both models, the north-western 
lobe of the IRc2 bipolar outflow is tilted well into the line of sight, in order to account 
for the systematically blue shifted line profiles [138]. 
Thus, recent studies of HH-like objects in Orion have indicated that several different 
excitation processes may be in operation, from unseen local sources with focussed stellar 
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winds, to a central illumination centre such as IRc2 providing the energy for a whole 
group of clumps. The new IRCAM images do not cover the region containing the 
collection of highly blue shifted clumps, but all four of the previously known III! objects 
are seen, and are discussed below. 
5.4.10.1 M42-11H1 
The first discovered HH object in Orion, M42-HH1 is seen to have several high negative 
velocity components in its emission line spectrum, up to -288 kms-1 [26]. As it is 
located about 50 " to the north-west of BN-KL, Axon and Taylor included it in their 
collection of sources all illuminated in some way by the stellar wind of IRc2 [12]. 
However, on discovering it, Münch and Taylor described it as looking almost like a 
double star, with a separation of about 4' in their [0I] images [112]. Although M42- 
HH1 does look extended on their images in the same line, Axon and Taylor felt there 
was no real evidence for it being double [12]. 
In the IRCAM K mosaic, there is a point source near the nominal location of M42- 
HH1, also visible in the H mosaic, and faintly seen on the AAT I plate. Interestingly, 
there is also a faint patch of nebulosity just visible in the K image, about 5' to the 
west-north-west of the point source. The point source and nebulosity are referred to 
as S9 and S10 respectively in the astrometric table in Appendix A. Thus, the point 
source and patch of nebulosity lie the right distance apart, with the point source lying 
between BN-KL and the patch of nebulosity, appearing to confirm Miinch and Taylor's 
suggestion of a double source. Although the evidence presented here is very limited 
indeed, it is possible that we are seeing a continuum point source responsible for the 
excitation of the more diffuse line emission, perhaps visible here through the K filter in 
the v=1-0 S(1) line of molecular hydrogen. Obviously, detailed infrared spectroscopy 
of these sources is required in order to confirm or deny this hypothesis. 
5.4.10.2 M42-HH2 
In optical narrow band images, M42-HH2 appears as a semi-circular nebulosity at the 
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Figure 5.25: Schematic model for M42-HH2 
stars [26]. A bright, lowly ionised knot in the semi-circle has been measured by Meaburn 
as having a velocity of -54 kms'1 in [SII] and [NII] relative to the general nebular 
background, and it is surrounded by a more extensive expanding shell with a similar 
velocity, seen in the [0111] A5007A line [100]. Based on the focussed stellar wind model 
of Canto et at. [26], Meaburn has suggested a model, shown schematically in figure 5.25. 
A source embedded in a dense neutral neutral filament, tilted away from the plane 
perpendicular to the line of sight, creates a cavity with its stellar wind, shocking the 
edges. This cavity expands preferentially in the direction of decreasing density, and 
finally creates a hole as it breaks out of the filament. At this point, the streaming 
stellar wind is focussed at the mouth of the cavity, shocking it, and causing it to be 
seen in low ionisation lines. Due to extinction between the cavity and the observer, the 
central source and half of the cavity mouth would be obscured in the optical, unless the 
neutral filament was lying exactly in the plane perpendicular to the line of sight., On 
creating a hole in the filament, the stellar wind creates a pressure driven bubble out into 
the HII region, where it is radiatively ionised by the UV flux of the Trapezium 013 stars, 
giving rise to the more spatially extended higher ionisation emission. The mechanism 
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by which this bubble is created is acknowledged by Meaburn to be somewhat uncertain. 
In the IRCAM images, the semi-circular nebulosity is clearly seen, with a position 
angle from -30 to 150°. At a p. a. of about 60°, a small and almost pointlike source 
is seen, whilst at about p. a. 140-150°, a more diffuse knot is seen, which we identify 
with the optical knot referred to as M42-III12 by Meaburn. We have numbered these 
sources as S7 and S8 respectively. However, the dramatic difference between the optical 
and infrared images is the presence of a fairly bright point source (K = 9T7) located 
precisely at the focus of the semi-circular nebulosity. This source is numbered S6. The 
source is seen at H and K, but not in the optical, and its H-K of O T9 shows it to be 
a slightly reddened source. 
The immediate suggestion might be that this source SG is the obscured local illumi- 
nating source for the HH-object in Meaburn's model. However, it should be noted that 
another infrared point source (S9) is seen some 10" away from SG, along the line of the 
optical dense neutral filament towards 01 Ori C. It is slightly fainter at K 109'6, but 
with a similar Ii -K of OT 8, and also unseen in the optical. Despite being further away, 
this source is more favourably placed relative to the semi-circular diffuse emission in the 
Meaburn model. This is because the illuminating source should be seen at the focus 
of the semi-circle only if the axis of the neutral filament were perpendicular to the line 
of sight. In such a case, we might expect to see a complete circle of emission with the 
point source at the centre. But as we would be looking straight into the mouth of the 
cavity, there would be little obscuration towards the point source, and we should see it 
in the optical. Tilting the axis of the filament away from the plane perpendicular to the 
line of sight, as shown in the model, would account for the obscuration and reddened 
H-K colour, and would obscure one half of the cavity mouth, but would also move the 
source from the focus of the semi-circle, as seen projected on the sky. This fits with SJ 
being located further south-east along the filament, and with SG being a chance line of 
sight alignment. 
Clearly however, a more detailed examination of this, region is required before any 
such conclusions can be drawn. Although the brighter of the two new infrared sources, 
SG, is the more immediately tempting candidate for the role as illumination centre of 
the semi-circular nebulosity containing M42-HH2, the fainter source S9 should also be 
considered, on geometric grounds. 
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5.4.10.3 M42-11I13 and 11114 and the nebulosity near ©2 Ori A 
Munch and Wilson first noted the presence of several knots and associated nebulosity 
close to 02 Ori A, just to the south-east of the bright bar [113]. These knots are seen to 
be bright in the optical emission lines of [0I], [SII], and Ila [54], and radial velocities 
for three of these features (A, B, C) show high velocity line splitting, indicating motions 
of up to N 60 kms'1 relative to the underlying nebulosity [139]. These velocities, and 
their appearance as bow-shocked nebulosities, limb brightened on side facing 02 Ori A, 
led to the suggestion that the knots may be dense cloudlets shocked and accelerated 
by the stellar wind from 02 Ori A [139]. However, it is difficult at accelerate isolated 
clumps in this way, unless they are small sections of a roughly spherical expanding shell 
of mainly neutral material, or unless the stellar wind from 02 Ori A is anisotropic [26]. 
Also, the stellar wind from 62 Ori A is roughly a factor of ten too small to account 
for the observed velocities [153]. These problems have led to an alternative suggestion 
that knots A and B may be Herbig-Haro objects (named M42-11H3 and M42-11114 [26]), 
driven by the stellar wind of a newly formed star, embedded in and obscured by the 
dense neutral material located just to the south-east of the bright bar [26]. A detailed 
study of the optical [SII] emission line profiles in this region by Walsh [153] results in 
the same conclusion, with the knots not directly associated with 02 Or! A, but more 
likely driven by a local source. However, Walsh notes that no 2µm point sources were 
seen at this location in the low resolution of map Becklin et al. [18], and deduces that 
any such local source must be very heavily embedded in the dense material that lies to 
the south-east of the bar, just beyond the optical ionisation front [18]. 
Additional emission line knots have been noted in this region : knot E, approximately 
1' to the north-east of 02 Ori A [153], and knot F, the third faint component of Walsh's 
emission line `triangle', with knots A and B forming the other two vertices. The complex 
structure linking these three sources is particularly well seen in the light of Ha, [NII], 
and [0111] - the famous Lick photograph of Orion in these lines is an excellent example. 
It is worth noting that Walsh's identification of knot D, just to the north of 02 Ori A, is 
spurious, as this `knot' is clearly acknowledged (albeit in French) as an optical reflection 
of 02 Ori A in the original `discovery' paper [85]. 
All the real knots are visible in the IRCAM K mosaic, and knots A, B, C, and F 
are indicated in figure 5.2G. Knot C is completely dominated by the known associated 
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Figure 5.26: 02 Ori A and the bright bar 
Knot Peak surface brightness 
(x 10-20 W/cm2 / 112 
A 3.2 f 0.5 
B 3.4 f 0.4 
E 3.2 f 0.4 
F 1.0 f 0.6 
Table 5.7: Extended emission nebulosity near 02 Ori A 
optical star, 7r201 1, which has aV magnitude of 13T 8 [139], and is seen here at K= 
9T O5. The other knots are nebulous, and their approximate peak surface brightnesses 
are listed in table 5.7. Unfortunately, the H mosaic does not extend far enough to 
cover this region. However, the most notable difference between the optical emission 
line images and the IRCAM K mosaic is the presence in the IRCAM image of a point 
source (K , 1O9'5) located between knots A and B (M42 HH-3 and HH-4). Due to its 
proximity to 02 Ori A, it was thought that this might be a ghost reflection of the bright 
star, but its existence is confirmed on two of the separate IRCAM images that make up 
this part of the mosaic, with 92 Ori A in different locations in each image. Also, this 
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Figure 5.26: 92 Ori A and the bright bar 
Knot Peak surface brightness 
(x 10-20 W/cm2/ reg) 
A 3.2 f 0.5 
B 3.4 f 0.4 
E 3.2 i 0.4 
F 1.0 f 0.6 
Table 5.7: Extended emission nebulosity near 02 Ori A 
optical star, 7r2011, which has aV magnitude of 139 8 [139], and is seen here at K= 
9m 05. The other knots are nebulous, and their approximate peak surface brightnesses 
are listed in table 5.7. Unfortunately, the H mosaic does not extend far enough to 
cover this region. However, the most notable difference between the optical emission 
line images and the IRCAM K mosaic is the presence in the IRCAM image of a point 
source (K N 10r`. ' 5) located between knots A and B (M42 HH-3 and HH-4). Due to its 
proximity to 02 Ori A, it was thought that this might be a ghost reflection of the bright 
star, but its existence is confirmed on two of the separate IRCAM images that make up 
this part of the mosaic, with 02 Ori A in different locations in each image. Also, this 
point source is clearly seen on the AAT I plate. We have labelled this source as S5. 
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Thus, as proposed by Canto et al. [26] and Walsh [153], S5 is probably an embed- 
ded star, and may well be responsible for the excitation of knots A and B. Infrared 
spectroscopy and imaging polarimetry of these knots and the intervening point source 
will be necessary in order to determine whether the knots are intrinsic emission line 
nebulosities, or reflection nebulosities, reflecting the emission of the embedded central 
source. Knot F is probably associated with knots A and B in some way [153], and 
although its location perpendicular to the axis joining A, B, and the point source, is 
difficult to explain in the context of a classical bipolar reflection nebula, it may still be 
related to the point source in some way. 
To summarise : knots A, B, and possibly F, are likely related to the embedded 
point source; knot C appears to be associated with the star x2011; knot E is a large 
distance (N 1 to the north-east of 02 Ori A; and knot D is non-existent. This virtually 
eliminates the need to invoke 02 Ori A as the major source of excitation for any of the 
nebulosity around it. 
5.4.10.4 Summary of Herbig-Haro object observations 
On locating four of the Herbig-Haro objects in the Orion Nebula in our infrared images, 
we have found probable localised illumination candidates for each. As the collection of 
HH-like objects to the north-west, unobserved in our images, seems to be best explained 
in terms of a single illumination centre, IRc2, it is likely that two or more mechanisms 
for the excitation of HH-type sources are in action in the Orion Nebula. As stated at 
several points, infrared spectroscopy is urgently required in order to give a more physical 
basis to the arguments given here, which are largely based on morphological grounds. 
5.4.11 The bright bar 
Approximately two arcminutes to the south-east of the Trapezium OB stars, the bright 
bar is an ionisation front running from north-east to south-west, and is clearly visible 
in the K mosaic as a highly structured ridge of emission. A close up view can be seen 
in figure 5.26. It is encroaching into a foreground fold of the molecular cloud which lies 
behind the Trapezium, and is viewed almost edge on [52, p. 95, fig. 2.1.12]. Thermal 
emission from the dense molecular fold is seen at 10 µm, lying just beyond the optical 
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ionisation front [18]. At optical wavelengths, the bar is conspicuous in a variety of 
emission lines, including [01] (XG300A), [011] (A372GA), [SIII] (A9069A), and so on [52, 
chap. 2]. Particularly striking however, is the correspondence between the K image 
and photographs taken in the light of Ila (A6563A) and [NII] (A6584A) (for example, 
see [113,139]). On the Trapezium side of the centre of the bright bar, the 2µm and Ila 
structures match exactly. On the 02 Ori A side of the centre however, nebulosity is still 
seen at K considerably further south-east than it is seen in the optical. If the Ha cut-off 
delineates the edge of the ionisation region, then 2µm nebulosity seen to the south-east 
of that cut-off may be due to molecular hydrogen, shocked at the interface between the 
neutral III and molecular regions, beyond the HI-HII interface. 
Low spatial resolution 2µm spectroscopy in a strip perpendicular to the bar [621 
shows that the peak H2 V-1-0 S(1) flux is seen some 30 to the south-east of the peak 
Br7 position, consistent with the picture drawn above. However, at no point in the strip 
does the molecular hydrogen flux exceed that from the ionised hydrogen, and Bry flux is 
still seen well to the south-east of the Ha cut-off, making this simple picture somewhat 
less dear. Additionally, the ratio of the v=1-0 S(1) and v=2-1 S(1) line fluxes decreases 
to the south-east of the bar, suggesting an increase in radiatively pumped 112 emission, 
as opposed to shock excited emission [62]. The pumping source of this fluorescent H2 
emission may be 02 Ori A, and this will further complicate an simple picture of the 
ionisation ridge profile. 
The peak flux observed in the bright bar in the IRCAM K mosaic is N 15 x 
10-20 W/cm2/' 2, with a mean value 2-3 times smaller. This mean value is 10-20 
times greater than the flux observed per square aresecond in the ßr7 line, when aver- 
aged across a 19.6" diameter beam [62]. Inspection of a low resolution CVF spectrum 
of the whole K window shows that the integrated continuum + Drry + Hz flux from the 
bar is about 10 times higher than the Dry flux alone. 
Thus, the flux observed in the bright bar in the K image is consistent with that 
seen in large beam spectroscopy integrated across the whole K window. The majority 
of the emission nebulosity seen in the bright bar in the K image is due to continuum, 
rather than ionised or shocked hydrogen emission lines. Nevertheless, the strong corre- 
spondence between the Ha and K images in many bright knots and dark regions of the 
bar suggests that a ßr7 : continuum ratio much larger than 1: 10 might exist on scales 
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of a few arcseconds, too small to be probed by the previous large beam spectroscopy. 
Alternatively, the dark regions may simply be foreground extinction towards the bar, 
obscuring both emission line nebulosity, and continuum emission or reflected flux in 
similar ways. 
5.4.12 Compact radio sources 
In addition to the extended radio emission associated with the ionised gas of the M42 
HII region, recent observations at high spatial resolution with the VLA have revealed a 
very high density of very compact (0.1 '-0.2") radio sources within the central 3' x 3' 
core. These studies have been carried out by Garay et at. [45], Churchwell et at. [29], 
and Garay [44], who summarises the classification of the sources as follows : 
" Twenty five sources are clustered near the Trapezium stars, and are thought to 
be dense neutral condensations surrounded by ionised envelopes, excited by the 
brightest Trapezium star, 01 Ori C- these are referred to as PIGS, for partially 
ionised globules. An alternative explanation for these sources is that they may be 
evaporating protostellar disks of N solar mass [29]. Many have visible counter- 
parts. 
" Four sources are located near the BN-KL duster and none have optically visible 
counterparts. Two are coincident with the infrared sources IRc2 and BN, and 
hence they are thought to be recently formed luminous stars in the molecular 
cloud - they are known as DEERS, for deeply embedded energetic radio sources. 
" The last four sources are in dark bay, to the east of BN"KL -- these are known to 
have optical counterparts, fluctuate, and emit X-rays, hence the acronym FOXES, 
for fluctuating optical and X-ray emitting sources. They may well be T Tauri stars. 
As Garay notes however, these conclusions as to the nature of the compact radio sources 
are tentative, and further observations are required, including optical and infrared spec- 
troscopy of the PIGS and FOXES, and infrared photometry and high spatial resolution 
sub-millimetre observations of the embedded DEERS. The first question however is 
whether the compact radio sources are associated with stars, visible or obscured, or 
nebulous condensations. Seven of the PIGS are associated, with the nebulous optical 
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emission line condensations noted by Laques and Vidal [85], and eighteen of the remain- 
ing sources coincide with optical stars seen on far red photographs (45]. As we have 
seen, infrared observations allow greater penetration of the dust and nebulosity seen in 
the Orion Nebula. To this end, Garay et al. [45] and Churchwell et at. [29] have used 
the 2 pm map of LBLS to check for infrared identifications, whilst Garay has used the 
multicolour images of ABH. Twenty seven of the compact radio sources are identified 
in the 2" resolution image of Allen et at. , but several others lie outside the 
boundaries 
of their image. All the sources listed by Garay lie within the boundaries of the IRCAM 
K mosaic, and in addition, the higher spatial resolution of our K image should allow us 
to better determine the spatial extent of any sources detected. 
All but three of the thirty three compact radio source listed by Garay are visible in 
the IRCAM K mosaic. Of the remaining three, two are the DEERS D and Ii, which 
lie in the direction of the strip of extinction that runs from south-west to north-east 
across IRc2 - these sources may be heavily obscured high luminosity sources, or low 
luminosity radio emitting young objects [44], but this cannot be decided in the absence 
of any information other than their radio emission properties. If they are luminous 
embedded sources, they may be visible at L' and M. The other source lies in the wing 
of 91 Ori B, and is impossible to detect due to the brightness of this star. A summary of 
the thirty sources identified in the IRCAM image are given in table 5.8, along with their 
VLA and IRCAM positions. We have indicated the positions of some of the PIGS in a 
subsection of the large K mosaic, centred on the Trapezium region - see figure 5.27. As 
the positional accuracy for the compact sources measured by the VLA is N 0.1-" [45], 
we can compare the VLA positions with the IRCAM positions as a secondary check 
of the astrometric accuracy of the IRCAM mosaic, as discussed in section 5.4.3. The 
RMS deviation between the VLA and IRCAM positions for the thirty common sources 
is calculated as 0.6 It, which is consistent with the accuracy derived for the mosaic from 
the optical astrometry. 
5.4.13 Conclusions 
We have examined our new IRCAM mosaic of the Orion Nebula at K in detail. The data 
compare very favourably to that published prior to the availability of infrared arrays. 
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No. Positions (1950.0) Offsets Other namcs Note 
VLA IRCAM RA Dec 
PIGS 
1 5 32 50.21 -5 25 34.1 5 32 50.22 -5 25 34.8 0.12 0.71 Point 
2 5 32 50.10 -5 25 18.2 5 32 50.06 -5 25 18.6 0.57 0.40 Extended 
3 5 32 49.61 -5 25 27.3 5 32 49.64 -5 25 27.9 0.41 0.62 x1893 Point 
4 5 32 49.52 -5 25 30.3 5 32 49.51 -5 25 31.0 0.17 0.72 x1984 Point 
5 5 32 49.39 -5 25 19.6 -- - - LV1 Wing 01C 
6 5 32 49.29 -5 25 09.8 5 32 49.32 -5 25 09.8 0.39 0.03 7r1890,61G, LV2 Point 
7 5 32 48.82 -5 25 10.0 5 32 48.81 -5 25 10.4 0.10 0.41 LV3 Point 
8 5 32 48.60 -5 25 17.7 5 32 48.60 -5 25 17.9 0.03 0.17 LV4 Wing 91C 
9 5 32 48.49 -5 25 43.1 5 32 48.54 -5 25 43.4 0.70 0.31 w1869 Point 
10 5 32 48.39 -5 25 18.9 -- - - LV6 Not seen 
11 5 32 48.37 -5 25 15.9 5 32 48.39 -5 25 16.0 0.30 0.09 7r1867,0111, LV5 Binary 
12 5 32 48.35 -5 25 07.5 5 32 48.40 -5 25 07.9 0.69 0.39 a1865,01A Point 
13 5 32 48.33 -5 25 20.0 5 32 48.30 -5 25 20.3 0.41 0.34 LV6 Extended 
14 5 32 48.06 -5 25 30.9 5 32 48.04 -5 25 31.5 0.26 0.64 Point 
15 5 32 48.60 -5 25 00.5 -- - - Wing 8113 
16 5 32 48.87 -5 25 16.0 -- - - Wing O'C 
17 5 32 49.31 -5 25 21.3 5 32 49.26 -5 25 21.7 0.68 0.36 Point 
19 5 32 50.58 -5 25 24.0 5 32 50.56 -5 25 24.9 0.30 0.87 Faint 
20 5 32 49.38 -5 25 19.3 -- - - Wing O'C 
21 5 32 49.15 -5 25 09.4 5 32 49.15 -5 25 09.8 0.03 0.42 Point 
22 5 32 48.61 -5 25 21.2 5 32 48.60 -5 25 21.6 0.22 0.41 Faint 
23 5 32 48.54 -5 25 46.4 5 32 48.58 -5 25 46.5 0.54 0.13 x1870 Point 
24 5 32 48.44 -5 25 31.4 5 32 48.42 -5 25 31.6 0.30 0.16 Faint 
25 5 32 48.30 -5 25 03.3 5 32 48.32 -5 25 03.5 0.24 0.23 a1864,91E Point 
26 5 32 48.27 -5 25 15.9 5 32 48.26 -5 25 16.6 0.09 0.70 a1866,011I Binary 
DEERS 
B 5 32 46.64 -5 24 16.5 5 32 46.63 -5 24 16.7 0.08 0.18 BN Point 
H 5 32 47.02 -5 24 32.1 -- - - Not seen 
I 5 32 47.02 -5 24 24.0 5 32 47.01 -5 24 23.6 0.21 0.44 IRc2 Faint 
D 5 32 47.41 -5 24 19.0 -- - - Not seen 
FOXES 
E 5 32 49.50 -5 24 41.9 5 32 49.50 -5 24 42.4 0.06 0.54 Faint 
L 5 32 49.87 -5 24 29.3 5 32 49.85 -5 24 30.0 0.33 0.70 x1909 Point C 5 32 50.47 -5 24 38.7 5 32 50.47 -5 24 39.4 0.01 . 69 0 x1910 Binary F 53250 . 89 -5 24 30.6 5 32 50.89 -5 24 30.7 0.06 0.10 w1925 Point 














Figure 5.27: The Trapezium and surrounding compact radio sources 
We have been largely restricted to morphological comments, due to the lack of com- 
plementary wavelength data. Nevertheless, we have seen that considerable information 
is available even at the morphological level, and we have serendipitously identified sev- 
eral new sources in this work, including embedded stars possibly responsible for the 
excitation of four known Herbig-Haro-like sources, and four infrared point sources to- 
wards the southern molecular condensation, OMC-1S. Limited colour information for 
the latter sources indicates that two of a cluster of three sources are fairly red, and 
that an additional source some 15" to the north is extremely red indeed. Based on 
comparisons with far infrared, submillimetre, and millimetre data, we have been able 
to identify which sources lie closest to the line of sight towards the peak emission from 
OMC-1S. 
There is obviously a need for much further work based on the morphological results 
of this work. Spectroscopy of the newly found sources is needed to identify their nature, 
whilst large scale multicolour imaging photometry is required to more fully understand 
the distribution of the large number of faint stars seen throughout the image. This latter 
work is planned, and should provide results with substantially enhanced sensitivity, 
when compared to the data presented here, which were taken with an engineering grade 
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work is planned, and should provide results with substantially enhanced sensitivity, 
when compared to the data presented here, which were taken with an engineering grade 
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array under extremely high dark current and sky background conditions. 
However, we have clearly demonstrated the power of infrared arrays to obtain large 
scale seeing limited images in relatively small amounts of telescope time. As the tech- 
niques applied to observing with infrared cameras develop, we are certain to see great 
improvements in the quality of data available. Also, considerable effort is likely to be 
invested in optimising data reduction and analysis procedures. Already however, we 
can see that detector arrays will truly revolutionise infrared astronomy. 
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In this appendix we give astrometric positions for many of the sources discussed in 
chapter 5. The positions were derived from far red Schmidt plates and the IRCAM K 
mosaic of the Orion Nebula as discussed in that chapter. The positions are given at 
both 111950.0 and J2000.0 equinoxes. The absolute accuracy of the positions is ±1 , 
whilst the relative accuracy within the K mosaic is ±0.6 '. 
Positions for two of the bright optical stars 01 Ori C and 02 Ori A are given first. 
Then we list the positions of 22 of the 26 LBLS sources [90] which are seen to be pointlike 
or only slightly extended, including BN. The 4 infrared sources dose to the line of sight 
towards the southern molecular condensation OMC-1S are then listed, named S1 to 
S4, as in the text. The nebulosities around 02 Ori A are listed by the names given by 
Walsh [153], whilst S5 is the the infrared point source located between knots A and B. 
Sources S6 to S9 are associated with the Herbig-Harn source M42-HH2, as discussed in 
the text, and S10 and S11 are associated with M42-JIH1. 
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Name B1950.0 32000.0 Other names 
RA Dec RA Dec 
Bright stars 
9 Ori C 05 32 49.02 -05 25 16.7 05 35 16.48 -05 23 23.4 92 Ori A 05 32 55.44 -05 26 51.8 05 35 22.87 -05 24 59.0 
LBLS sources 
BN 05 32 46.63 -05 24 17.3 05 35 14.12 -05 22 23.9 IRcl 
a 05 32 45.51 -05 24 09.8 05 35 13.00 -05 22 16.2 
b 05 32 45.67 -05 24 16.0 05 35 13.16 -05 22 22.5 
c 05 32 45.84 -05 24 20.4 05 35 13.32 -05 22 26.9 
d 05 32 46.04 -05 24 31.6 05 35 13.52 -05 22 38.1 
e 05 32 46.01 -05 24 14.2 05 35 13.49 -05 22 20.7 n1820 
g 05 32 46.26 -05 24 16.0 05 35 13.74 -05 22 22.6 x1821 
h 05 32 46.27 -05 24 01.7 05 35 13.76 -05 22 08.2 T1819 
i 05 32 46.42 -05 24 24.1 05 35 13.90 -05 22 30.7 IRc3 
k 05 32 46.62 -05 24 30.4 05 35 14.10 -05 22 36.9 7r1822 
m 05 32 46.77 -05 23 59.3 05 35 14.26 -05 22 05.8 
n 05 32 46.88 -05 24 27.3 05 35 14.36 -05 22 33.9 IRc4(? ) 
p 05 32 46.88 -05 24 30.4 05 35 14.35 -05 22 37.0 
r 05 32 46.96 -05 24 23.6 05 35 14.45 -05 22 30.1 IRc2 
s 05 32 46.98 -05 24 01.1 05 35 14.47 -05 22 07.7 
t 05 32 47.17 -05 24 27.9 05 35 14.65 -05 22 34.5 ir1839 
u 05 32 47.38 -05 24 25.5 05 35 14.86 -05 22 32.1 
v 05 32 47.46 -05 24 33.6 05 35 14.94 -05 22 40.2 x1840 
w 05 32 47.72 -05 24 24.2 05 35 15.20 -05 22 30.9 
z 05.32 47.67 -05 24 30.5 05 35 15.15 -05 22 37.1 
Y 05 32 47.85 -05 24 19.3 05 35 15.33 -05 22 25.9 x1838 
z 05 32 47.89 -05 24 19.3 05 35 15.37 -05 22 25.9 
OMC-1S sources 
S1 05 32 46.15 -05 25 49.5 05 35 13.60 -05 23 56.0 
S2 05 32 46.10 -05 25 53.8 05 35 13.55 -05 24 00.3 
S3 05 32 45.52 -05 25 47.5 05 35 12.97 -05 23 54.0 S4 05 32 46.33 -05 25 33.9 05 35 13.78 -05 23 40.4 
Nebulosity near B Ori A 
Knot A 05 32 54.76 -05 26 54.9 05 35 22.19 -05 25 02.0 M42-11113 
Knot B 05 32 55.25 -05 27 12.4 05 35 22.68 -05 25 19.5 M42-11I14 Knot C 05 32 57.04 -05 26 33.2 05 35 24.48 -05 24 40.5 r2011 Knot E 05 32 58.40 -05 26 08.4 05 35 25.84 -05 24 15.8 Knot F 05 32 54.08 -05 27 09.2 05 35 21.51 -05 25 16.2 S5 05 32 54.97 -05 27 03.6 05 35 22.40 -05 25 10.8 
M42-11 12 sources 
S6 05 32 44.52 -05 24 48.9 05 35 11.99 -05 22 55.3 
S7 05 32 44.14 -05 24 45.8 05 35 11.62 -05 22 52.1 
S8 05 32 44.26 -05 24 51.4 05 35 11.74 -05 22 57.8 
S9 05 32 45.10 -05 24 55.8 05 35 12.57 -05 23 02.3 
M42-H H1 sources 
S10 05 32 44.27 -05 23 51.6 05 35 11.76 -05 21 58.0 
S11 053243.94 -05 23 49.1 05 35 11.43 -05 21 55.4 
Figure A. 1: Astrometric positions for sources in IRCAM K mosaic of Orion 
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Appendix B 
The Rapi2d software package 
As part of my work for the Infrared Array Project, I have been responsible for the 
implementation of a software package designed to handle the basic data reduction and 
analysis requirements for data from the infrared camera, IRCAM. The package is known 
as Rapi2d, for Reduction and Analysis of Infrared Imaging Data. 
This package was implemented in the ADAM environment, which is a multi-task 
system designed to interface telescope, instrument, data storage, reduction, and dis- 
play tasks at the United Kingdom's telescopes in Hawaii, namely the United Kingdom 
Infrared Telescope, and the James Clerk Maxwell Telescope. The system has since 
been adopted for control of the William Herschel Telescope in the Canaries, the Anglo- 
Australian Telescope in Australia, and has also been adopted by Starlink, to provide a 
full off-line image and data processing environment in the United Kingdom. 
Rapi2d contains all the basic features required of an on-line image processing system, 
with the graphics provided by Colin Aspin's PLT2D package. These features include 
basic image arithmetic, smoothing, shape modification, bad pixel removal, image mo- 
saicing, thresholding, statistics, basic feature enhancement, and manipulation of image 
orientation. It does not attempt to duplicate the more difficult tasks of off-line data 
analysis, which include interactive and batch aperture photometry, galaxy photometry, 
profile fitting, image deconvolution, and so on. - These routines already exist in other 
packages, such as Figaro, Aspic, AIPS, DAOPHOT, and so on. Starlink are responsi- 
ble for collecting together these other packages as part of their general purpose image 
processing environment, and for providing new packages required' under the ADAM 
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environment. 
The data format used by Rapi2d is the Starlink Data Format (or SDF), which uses 
the Hierarchical Data System (HDS) to provide a flexible method of storing bulk data, 
such as images. The system allows for an almost infinite variety of data formats, each 
of which can be tailored to suit a particular application. For Rapi2d however, a basic 
format has been adopted that consists simply of the data and the image dimensions. In 
this way, Rapi2d should be able to process any two-dimensional data in SDF format, as 
it does not presume the existence of any special components. 
It is worth noting that image simulation routines in the SIRCAM package are also 
implemented in the ADAM environment, and that the simultaneous development of 
Rapi2d and SIRCAM allowed simulated data to be analysed, whilst providing feedback 
to the development of the reduction package. 
I acknowledge the work Dave Baines of the ROE, and Keith Hartley of RGO, whose 
work for the now defunct Starlink Software Environment was used as a template for 
R, api2d. Finally, it should be noted that Rapi2d has itself since been used as a template 
for KAPPA, the new Starlink kernel package for general purpose image processing. 
A list of the Rapi2d routines and a one-line summary of the purpose of each is given 
below. 
List of routines 
ADD add image+image into new output image 
APERADD bins up pixels in a circular aperture and gives statistics 
BLOCK perform a block smooth on a 2-D image 
CADD : add image+scalar into new output image 
CDN divide image/scalar into new output image 
CENTROID locates star centres by centroiding technique 
CHPIX : replace ̀ bad' pixels with specified. values 
CMULT : multiply imagexscalar into new output image* 
COMPADD : compresses image by adding together a specified number of pixels 
COMPAVE : compresses image by averaging over specified number of pixels 
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COMPICK compresses image by selecting pixels from the input image 
COMPRESS compresses image by different amounts in x and y dimensions 
CREFRAME : allows user to generate specific forms of test data 
CSUB subtract image-scalar into new output image 
DIV divide image/image into new output image 
EXP10 take exponential of of image into new output image (base 10) 
EXPE take exponential of of image into new output image (base e) 
EXPON take exponential of of image into new output image (specified base) 
FLIP reverse an image about either the horizontal or vertical axis 
GAUSS perform a Gaussian smooth on a 2-D image 
GLITCH replace `bad' pixels with local median 
HISTEQ performs histogram equalisation on an image 
HISTO calculates histogram of an image sub-array and statistical parameters 
LAPLACE perform a Laplacian convolution as an edge detector 
LOGAR take logarithm of image into new output image (specified base) 
LOGE take logarithm of image into new output image (base e) 
LOGTEN take logarithm of image into new output image (base 10) 
LOOK allows inspection of image values to screen or listing file 
MANIC 1,2 or 3-D image to 1,2 or 3-D image reshaping program 
MASK mask input image by defined mask into output image 
MEDIAN perform weighted median filtering on a 2-D image 
MOSAIC merges several non-congruent images into one big image 
MSTATS works out image statistics for a sequence of frames 
MULT multiply imageximage into new output image 
NUMB counts number of pixels with absolute values > value 
OUTSET replaces pixels outside specified circle with specified value 
PICKIM creates a new image from a subset of another image 
PIXDUPE expands an input image by pixel duplication 
POWER take the power of image into new output image (specified power) 
QUILT : sophisticated mosaic routine 
ROTATE rotate an image through any number of degrees 
SHADOW enhances an image by simulating side-lighting effect 
SHIFT realign an image 
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SHSIZE output the dimensions of an image to the environment 
SQORST change the dimensions of an image 
STATS works out image statistics 
SUB subtract image-image into new output image 
THRESH threshold all values outside a given range to user defined values 
THRESHO threshold all values outside a given range to zero 
TRACE trace through the contents of a data structure 
TRANDAT converts free-format x, y, intensity data into SDF images 
TRIG performs trigonometrical transformations on images 




This appendix is comprised of copies of all papers involving the author, published during 
his postgraduate studies. The papers are : 
" I. S. McLean, C. Aspin, S. R. Heathcote, and M. J. McCaughrean. Is the po- 
larization of NGC1068 evidence for a non-thermal source? Nature, 304: 609-611, 
1983. 
" C. Aspin, I. S. McLean, and M. J. McCaughrean. CCD observations of bipolar 
nebulae II. Lk Ha233. Astron. Astrophys., 144: 220-226,1985. 
" J. H. Hough, D. J. Axon, M. G. Burton, I. Gatley, S. Sato, J. Bailey, M. J. 
McCaughrean, I. S. McLean, T. Nagata, D. Allen, R. P. Garden, T. Hasegawa, 
M. Hayashi, N. Kaifu, M. Morimoto, and D. Walther. Infrared polarization in 
OMC-1-discovery of a molecular hydrogen reflection nebula. Mon. Not. R. astr. 
Soc., 222: 629-644,1986. 
" I. S. McLean, T. C. Chuter, M. J. McCaughrean, and J. T. Rayner. System design 
of a 1-51im IR camera for astronomy. In D. L. Crawford, editor, Instrumentation 
in Astronomy VI, pages 430-437, Proc. SPIE vol. 627,1986. 
" I. S. McLean, M. J. McCaughrean, I. Gatley, J. Hough, S. Sato, T. Nagata, 
D. Axon, M. G. Burton, R. Garden, C. Aspin, T. Hasegawa, M. Hayashi, M. 
Morimoto, and N. Kaifu. Discovery of an extended infrared reflection nebula 
around S10G. Mon. Not. R. astr. Soc., 225: 393-398,1987. 
" M. Tamura, T. Nagata, S. Sato, M. Tanaka, N. Kaifu, J. Hough, I. McLean, I. 
Gatley, R. Garden, and M. McCaughrean. Magnetic field structure in dark clouds. 
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In M. Peimbert and J. Jugaku, editors, Star Forming Regions, pages 48-50, IAU 
Symposium vol. 115, D. Reidel, 1987. 
" M. J. McCaughrean and I. S. McLean. Simulation and modelling of infrared 
camera systems. In C. G. Wynn-Williams and E. E. Becklin, editors, Infrared 
Astronomy with Arrays, pages 193-196, Institute for Astronomy, University of 
Hawaii, 1987. 
" It. Wade, T. J. Lee, I. S. McLean, C. M. Mountain, M. J. McCaughrean, and I. 
Baker. Desired characteristics of 2-D arrays for SWIR imagers and spectrographs. 
In C. G. Wynn-Williams and E. E. Becklin, editors, Infrared Astronomy with 








''n Eö °y ayQn. yy 
co A 
y 't uWN xý 5 00 
frV; 'y 
== OsC 










itNyC }ý C ýy /C 
diI i: 
1n uüi . 11111 43u 
-e 
sDü iý ýS 4E 






Týj3 3c NE 'Wu ti 
y 
A`7+ . 
7i sýý 'N 00 " 7j A .ý7ýýyL SGG . C+-. ß'1 L+.; yO 
ý, X53 z ß. ̀w9 
uEeO 
1^I 
.naN eD 7 
00 ti Ly 1L 
ýO 0N 0. N- 
i, 



















Y 7 }ý 
,Y YV 
Yä 
'7 q 2 e0 
_ü 
ýy ° " 
C. 
- V g 
° 


























7 i" n 


























L C r , 
i 
L< C3w i~ O 
CAt ýýý 
y g Z 1 12 t 3ä 
gßý 0a x 










I, rprI. ---, -- "%, f\ 
11 ." "" *'\\\\\\\ ýý \f,. 




















'UI Ul 0 UZ '0, S0 a< u; 4 u«° 0'-w 












s =" ^u' EEä. 7= 
3aäEöv 
UYMyCüUUY 




r7 i' N wi YuOuOE 
Ni af 
Ö öa ew 
ö"ý 
äc ^a °o 
n ÖJEb 





6 9° aEö$e SS ö. 
uE222Cu }ý Ym°: 
u_ 
O, bVay `F 
A 
«i C4ac CN d, -Eoucücp "Z aE4ää 33 ""i 





p, .aÖrn {3 
OL O 
°. ; J3 .o 
o. . 
L. cO °'_U y' Yv 
,-2$u4novuoho b' E "Ä ä" g3 .3a id ý 'O Y2 'A 'on uý+: u 
ýC t ?°pQ 






e<ý, ýý', yäüü 
w EC äüög_: Eä°p35ö ýf $8 A° 4a E iL . c: 
;3 
jp' ccpEE Zt aA 
$ý Eo 
p 
^ý E. Lyu 
tu ýLY 
va ,a=c 'pö Äa 
E 
"G Ew "7 
$9 '^ e0u 
°ý ayü1 ei 4 s_ ° °; 1$ 2`p of 
1yuuu e2 h"V 
ý w' r v$ ü wý of , 
9i "" 
Oý3 
üwYu>ä °° ö3eL u" üF °° ýr yu 














F3aý c aS sm C7 EG7^ 
ý'ö efY 
O 
pý L' ý rpC ýyöü9 ýý u ýý 
ugö 
h lei výý.: äý 
ý 
'"3 3 we. a. `ý 
ý... 
» Jti3ý... 'ý 
c `ý Euý, u? eeeu 
Üt 'O W9 ýp Jý ` 
"ý ü% v 
r' 
Orm 
L 7ý y' CO yü3 .jCO , 
ar'L'7 ý tr_ ýý N c HeE öS L° V °ýý 
i3 "= ü äý Eö ä a° ý^m^noýýmmunane oPPOnNN° NN 
. OnOaaNmMJ n w SON ^nw. pJ J MM ww ^PN Na N 
O "L la - 7 eJ Y N 
Ck YpYL ý0 CyV9 




Cý üy E pNep ýp Nn O00 w0'+NOO NOý't alOO w^00 ^NN OOOOý+Ow_ N mla 





ýI. ^H^J^=av ^ý^wn=äýPýä ^J 
Pm Pm ßp0= ý v1 7 
ý. 
0. '4 CCWC 9i 
S 
yý 
VOýý "ýI T7wý r 
=^ ^- ^ ^ "" a 
a E^ y"ccppý( üu 
Y ý Y ^ 
C öN 
q '` 7 ý+ 




:L P ry JmNmAwn ýI nJOdÖNÖOOAw 
O^^ NNwNr ,p 
YIm 
O wNPIn. ýPON+w OPIN ONO wO ww °ý ö : ööööö ön öööööööööö ` 
_ Z ý Syýt ýäü 
tj öööeeöööeöööeäöööe m m ö o _ O 
"ý o- e°- 3cnce Ö 
r 




'. 1'rý emeo JJaý+OJn OnNNn. 000n+JJý'IONaJýOV Pý+Ný00J P. O ýO ýfN Ap 







^wi.. n. t . imooö.. aar.. ^^win.. naýrio awn: ý'ý .. 
i 















y OO OOO MNNOOOOOOOOOOOO OO OOOO OO NNO OOM O00f cc D NNN NJa"OA wNNNhetn NNN ýI wInoA 
, 
NýpJN NJ N +ý1 
YO O C L< 
E 
C 74 C 
`ý V ou_oE a ,m 
CO7tO ý0 TF L ý+ E 
y 
± eAi 
^OOOOMNNOOOOOOooeoO m^ O^ oo0oONNO0oooooO 
ýo 
< ONNNJJ 1'1 ; P11ý1 r1NN+ ;; NA11'I OI OI l1V NNNýO Onnv q C 9 . , 
.öEeSoeNo3 
oaä 
$tü EYät U 




























































E ýO `ce . ý1 a: mps AZ 










"ý" 'O . 
ý. OC 'C yr° 
"t.. 
m. 5 =výýý 
7ý ýý__ýýy TJ 
ýL 
ýw>OgGäa° $ýY gý 
ý° N3 
-34.1. 






C1 rC ý. "- 
YYc to "C iBIiiiiU1mWhi1iitiU1 0 ü e} 61rY dQ -x -0 äC .CL. 'O6ý y 'a 9 C. Y C. 1YT Wy Yu 
kLVru 





eý 11 yofO6ä .Cu° . 
ýi i '7 .a J3 
' 










rrýýS3SY ý. 5yýi5bzä4m 
OC<_, 
syC it z=U or. 10 
7 EC 




ugZ^RZ+ 'ü E '= a. yý Ooq; mYüS'Ce3 .5sE 
_2 
iC E .ü Zý ca it Ev5L<at3 .H3"zäEnaä cm `I 
üaäEn$'^Co 

















ü d, E rs °E 'ý .cmE "ý 
3_ 
wyäö .n6pöä37öc eü Lý E'r cu_tpa 




4$ ýw ° ii $ ý6 uxüü +1 7C 
'S FewE °-° 
4yu 
ä 









Pf V ýnNNNO ^nJ NNý0 ý0 ý0 ^ NJ ýf1AO1J ß'1J ^NN ýAJNNd N^ýO JI ýO^Aýý+ 
H^ 
Al NNN PI 
ýI 
=NP1J ý ^d J "IJ O ýNNNNý'1ý n. a NNn ßn0 n ýý+J n ýwNNNJ NN1ýf ý1MNN 
---------- 
OJMn yý ONONNH N+ J O' "+n .00 O+ PniJOJONn JtN N 
W 
^ = 
rO0 rN. ý rp.. r.. rr ýr rp1N. +. ýN rNnO r000. ý.. p NOO r0 r0 r^'O ý+ 
z 
O 
ri SOP 0 IP n+J P PNOnN++M rMp rNnNO n 1P +P + OI on ne wn pn M1 N 
(j 




I ^e+++. ee+e++emr+o+++++e++. o ýe ýe ýe ýo ýo .e ýo ýo ýo ýo ýo .o ýo .o ýo ýo .o ýo ýo 
P P . P . P .r1. n r-r rý 
r 
rý r. r. nl: P PP P%n l 
N?.... 
C " ° P P P Pl 00 
ä 








J 0+=. 0 b O+^d N ý0+0 A ^d N+ý+Jd00000 O ý/t in . CN000O 0000000 



































'a ýuY tl 
ro3 rj 
u 






































»Yptpa cý uýt yý ßn9 .YErYav ÖOw 
b' 
r a" 
c L' ýu. _ a° a3a eC ü ,ýgöEäuý. 
5 aw sý wvE 
... ý 
Q y` ta ýý `n 8AoaC 
iS33E 
r" E` 
g -ý mäusov 
.4uy 
.4Qeää 
ö_Lý, ä=Cp» Yn°. A 
xý. ý.. r- ý 7_ 
ýE 






p'3 "'i'z'.; xý YY wý . 




, yý YwÜ; [ý. VO Yý^ 
Oý 





2 ca oc ýe E 'a a 
a _4 
YY :ýu=E'tön E- x 
ZLn. us "ý 
8EvüägOeä. t; ö Im ööQe,. gääY 
yQvEö3EüwnUG2 »a c°0? 











Eaaä °u Z 
.4na"! 





m' cy9 ~% 
wa 
A-O `»PaäÄWCO7GOLGLL .ý4 '_ . 
r3 6g 1j .s3w .Yy °r tM4D 
LE 
_Y 





$ 9a Oy u 











O. OY .Yc 
n'4ä '@ we ,. 
ü` 
'n 9 0' Lcö =7 G 
-, qö =' ä&x 
.="e'.: 
A2x. -. > 
. 4a AYYYEY 
,Qyy 










r: yvau` G_- üöwcCmeEa3yWuywZSre vYauxY Y+v 
7aEEvEü CY 
4gas il e 
'4 4 




ý] ca E' GOGuwä . 
a. sý `ý>ý w 







3=. =Züyy$ d3yý E:. Cyvy<Býýc4Zyý 
_ /r. ý Em ob L9a 'O ny jä. (`` \- 7 '0 ii O. tYY "3 ^Y E' 
rCw3Cz 









ö°Eü4 Y^ vEv iyö Z°" eu m"cwo. Yc0 Y _: w3ä oö :8Eä iO G> <t Y `ü aöwüeYy. mE; oäg ai "Y_Eo 
_o 









ýcüaGa ev '= m r3 
.4EwänGEehGavg i3ný 
: 
, eY e°ewrebä .4äö 
a`=_ 
wä 
nOZr Tý . 
ký üoyt! :wV7 lý YayOOE1üm .ýOüYa m III UI üYY ü° 
.Evt° s`° 8 
IN -4 "ý 
s3a5 










>' E3 '"b c 'e 
"ii 
g 'S 
9' Alm 10 
COY 'ý n° 
y 
ii 9 ry 
aDaYYCpV 
ý` CCVYLbV OýY C 
Y» VQV. Y 'p üC9E 
ý3 n'e mY E" u. EO an ý'C ý" oYbcvY r1 oa r G` ae tm 
cüwwýüüýö. 
revY . 't ueu ZLt 3` VCCCYYYVwC4TCYVYi. 
` 
4OC_rCwCý 'S rCr 
L' i_ V C_ _ýO yý Ca üt LLt2ECAqLvEäC7 OC NM "ý 
w 
1` Y_ OvC 
äY- 51 %k 
ZfyCYLxEC 
a> 'ý NAACL. 












y, {ý ýCds ý yý g= r=ý 
VYC 'ý 9ATLLE 3` ý_ CwO 
Cýj OümA 
qü 
ýC"y .3e .Y 7 y2 
oxLym-. G CY ý'+ 
%Y. 
ý +. 2EEEeEcEEc 
a3uxÖNAN 
t` ä` MwCÖÖL2ü, LCaÖn 
"w Q, ct2 y` fý r 
Z. Ce +d 3EO 










C y' ,RCE 
C_ OZAZ 
.Z tR :-_°C Lä. 
-yx 
e_ 
jE ä- i0 av$ 
ý 
CZLaE$ 
w Lý ,öEwc Eü _ e`r O> u 






la r- ýL 
xkeü a" c- :üi 
?öü ýr Y u F- OLeLeoiu-u 9_ N. Zä e- cEYr -' YX c_$ s$- °- `e ZüaZ 
rs ,e EGE s= g r,. a>we2? ewoM "w L _y 
9 
13 vExý, 3 er 
E? tY i. e , IN 
"°w,: Y '' '-oE>: 7 ."tp 
`-' vyc 
N= `ümü `n oöp"EEc 
. 
`. -ö 















" .E _` v it 7ö 
uüt=; 
üctväCä-EK_ _N 
ä-. ü3EÖ .. +yýc l= :TLYw-. o eý aGL3 Y= eC 
. 
iE ü. c:. 
/.: 
3Y 
-2 M. °u''. räeeu°. '' evi, 'l 2Öörn =" U 
Y y'+ 3ECLC 
'` CLx77 'J 
YCLLäY 
CY C :äC "ý OOGY L_ wyCR 
A_ O C= C 
_v' 
fYYCC9 . -. a 
ý' a :JNyt Y+ 
EAOq 
"j 
_ý y. Acü 
-ý ýdue_+cý3üJE+3ey 
=cv a_°_ 










ý" NYYYJ+üY it/ý i[ý w 'y 
yTVYLYsAC7O7Y C` O ýG OLCFCZ. YEOVa L 
A7 





w LG ryZwy '7 C 1U 42 
AYAÜ ýL S OA 
GwC`ý. 
:4 
G> rCwN Y' ?C C_ 
GwENWYD. 
arYCG 
In ra JCCiYZYV 'CJ Y7 
Vat4. C FI ^YC7 
C' LE7C 
3A y7Y C` VCVVNZ w' C C_ C 
YGJ 7w 
a. 7CoCY nwv 4e :7ür- 
-Z _l 7 Z= 
-xLy7Z. 
-Ä 




WH * Cy''a'A =g äö 9Q °C ö '-' Fö °0 
vý_gc 
n904yE 5g gsEý ýoýC'4ww3{mý' Ai 
. 3suiaü 
ýa SI__ ý'ö ý= 3ý"=. 'ý$ý 
E= 






,9ýpoY ii mä 'a 
äJa. 6 






Cyý J1 jAy. 
ý. 
" "d "! E 'ü +i+ 'a 
x 
,ý "ý 
Yy 9 ZS 
YMs 
'y Y 
QS )' yy`Q. 






IA$ ý -14"3m- q. 2- 4g14.3 1 ;3 
11 ý` 
y ;ý., ý "ýt n 




$" sä ay, -2. s 
$ýn 
p Y4 
YY g9 X. " W= QrW'. a pÖ 'O 
> '7 3 "C 
YýE9Y 
ý= 
"gY -'Qýý I öA aW 







ý'$, °. 4 
E r'ö`e ý`T Uý " a. ýö$"Eäyö ýý '`t $ýoý 
ý' ö' 
yý 4 , 














































napuumAtuCmwouoN>. C ýÄ 0- °- ="oýü äCOV yý - 
.. ý 
üy e4 o 'au .ag5^ü 
rý 
v ILUII 
m ti 6 









IL U 'fý 3ý u ýi Ä . u.. 3 0 "3 




COß 'C >C u' 'S 
jý 
ý+ -° .g , 
ße 3 c$ "ü '' 
6R 
ý"g ü 'ü 
i3w 
N" yY3 aL üuuäý 
ý1frý m_ . tl auorQc0öZ 
`q n35m 
3 s. >VCpwO33nO39ou C_° smyr9a4vüÄyauß ° eoryö 
äb80 
.4üg "`ý un37v 




$äy gäuyj _ 
43 
S 
mcýc üv °r1 *3 "a 2-*1 
ä_"Y `ý _I "9 
Cg 
.ýn 
"Ä S; j u. $. 
ý 
00 40 









za ;ýywnCe ýa _vve .. 
OaNyuC 








7r uöü"! ä$ G "i°' 4 SI äo3g5w 






2 °e$ 3. Ae '3 
ms 'e ýOOt 
agý 
m9 "aY w "s C ýö öýy .5 ý@ 
° 'E uäää 'ös u -ä u öäý55ý=°ausX Z'. 
.5 oý zivi. 2p Vu 00 e"ýýýW$ Qw5 eC^ i . 
ýS 
sý (j 3o '3w° CCpm$äüem ,9u or 
o °° n ti .4äo .0 .0 $ ^$ý 'ý a Po ii ^ý ý' 
3C 
'fin u '- 
9 
ý3u 
"C w, C 7 "i t; 41 
ü 
O! 5 `o "ýiý m aý 
< ºi äYATww 'S a 
a . 
yq' 
e °e o 'ý zavaü "ýy y E° pwä 





y$ Wy "° a 'ý 
ý. ýyýrý. 




,: v .4f 
in e 2L yý ö ay 
4sga5re 
"ý ° pC °Ee. 
63 Z' 
'O ý, ý' M; 
Nq 
.YmkG7ýBN3 ý" yý 
3w 
"ýý, a .ýO 7_ q 














äüný. ü in sö° 
. <$ mÖ :ýwä . °. 'w w 
Astron. Astrophys. 144,220-226 (1985) 
CCD observations of bipolar nebulae 
II. Lk Ha 233 
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Sommary. 'Imaging polarimetry and photometry in three colours 
(B, V, and R) are presented of the emission star/nebula Lick 
Ha 233. These new observations were made with the Royal 
Observatory, Edinburgh CCD Imaging. Spcctropolarimeter and 
have a pixel resolution of -0'5. The polarization maps clearly 
reveal a large disk or torus (probably with aligned grains) 
surrounding the central star and show that the associated faint 
nebulosity (or lobes) is part of the system. These "bipolar" type 
lobes are highly polarized indicative of an optically-thin reflection 
nebula. Polarization snapping is shown to be a powerful tool in 
detecting disks and bipolar lobes. We also discuss the origin of the 
large visual extinction towards Lk1Ia233 and conclude that an 
intrinsic component of extinction must be present. 
Key words: polarization - bipolar nebulae - photometry - 
emission stars 
I. Introduction 
In Paper I of this series (Aspin and McLean, 1984) we presented 
the results of a new study of the bipolar nebula M2-9 using a 
versatile CCD camera capable of photometry and polarimetry. 
The combination of a polarization map and a photometric image 
having the same spatial resolution is a useful diagnostic tool in 
investigating the nature of bipolar nebulae of all types. In 
particular, the presence of polarization indicates not only an outer 
reflection nebula but it can also allow one to detect and study the 
central disk. Continuing with this series we present the first CCD 
data on the peculiar object 1k Ha233. 
At position a-2232T30`, A= +40"20'0': 1950, Lk Ifa233 is 
the 233rd entry in the Lick Observatory Ha survey published by 
Herbig (1960). Associated with this emission-line object are faint 
nebulous clouds whose appearance on photographic plates is that 
of a diffuse letter X centred on a bright core. On the best plates, 
faint outer nebulosity is also visible. Markarian et al. (1977) 
included it in a catalogue of extra-galactic objects since it was 
diffuse and showed Ila emission. Named Markarian 914, he 
described it as a moderately condensed interacting galaxy having a 
starlike nucleus. Spectroscopic observations by Taniguchi and 
Tamura (19R2) revealed radial velocities of <40kms" and so 
firmly dismissed the extragalactic origin of 1k lie 233. 
Those optical spectra, and the ones obtained by Calvet and 
Cohen (1978) and Cohen and Kuhi (1979) showed a monotonic 
Send offprint requeste to: C. Aspin 
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increase in lla and [S u] emission in the stellar region between 
1974 and 1980. Ha emission was also found in the nebula, yet other 
emission lines such as [0 tu] 5007 were absent in contrast to the 
situation found in many morphologically similar objects. The 
strong continuum present in the nebula spectrum was assumed to 
be due to reflection from the central star which was previously 
classified as spectral type A7 by Herbig (1960). Some 2.56 mag of 
visual extinction were implied by the continuum structure, a value 
similar to that of two other objects in the same field (Calvet and 
Cohen, 1978). Both Lk Ha 233 and the other field objects are 
apparently superimposed or as Herbig (1960) reported, embedded 
in a dark cloud. Both Calvet and Cohen (1978) and Taniguchi and 
Tamura (1982) assumed that the 2.56 mag of extinction was an 
effect of the interstellar medium. 
The only published polarimetry of "Lk Ila 233 are broad-band 
(B, 1') single-aperture measurements of the stellar component itself 
reported by Vardanyan (1979). He found Lk Ha 233 to be highly 
polarized for a stellartike object and presented values of P(D) 
6.9% at 146" and P(V) = 10.8% at 147". To provide a way of 
distinguishing reflection from emission nebulosity and to help in 
probing the sources of extinction, we therefore obtained CCD 
observations at high spatial resolution in three wavelength regions 
to provide both imaging polarimctry and photometry of the entire 
nebula. 
2. Instrumentation and observations 
All the measurements presented here were made using the Royal 
Observatory, Edinburgh CCD Imaging Spcctropolarinutcr (ISPº 
system which is described in detail elsewhere (see McLean et al., 
19 «)). 
Briefly, the cooled CCD is the detector in an imaging system 
designed to measure both flux and polarization over a spatial 
extent of it few arcminutes in discrete wavelength passbands in the 
range 3800A to I p. For this study, a thinned back-illuminated 
CCD manufactured by RCA was used which has an array of 320 
x 512 pixels each 30p square and a readout noise of 56 electrons. 
Since the per for mance of our instrument in the imaging polarme 
try mode has been demonstrated previously (see McLean et al., 
1983; Aspin and McLean, 1984) no further discussion will be given 
here. - 
The CCD observations of Lk Na 233 were made on the 8th and 
lU th October 1983 (UT) on the 3.8 m UK Infrared Telescope on 
Mauna Kea, Hawaii. Observing conditions at UK! RT were clear 
and stable throughout the above period with seeing-limited 
images S I'S FWHM, Using the wide-field imaging polarimetry 
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la-c; kitIim r, k, , n, utrnIU"iti), etc. r. 11ozmaocrr 
aha ?, Iota, rrn, rg i Irron nur t'I) c;, rlt, In I, ik.; tla1, tlr: 
C. A--pm ri :, I 44 'I) il,, r'vA UnV. ul bilN, lai nrl, ulac II 
LM 14 Y33 
N 
Hg 4A hnrar hJýntýnrro vn tul ni. rp uI II 11 . 111 m 11, I Irllq I1Jr. e6. rnd In 
I1111 uup (Inc IrnNlh ul Ihr vn. lul% r cpt1.4(111, Ihr . rrununl nI IkII41r/Ahtlll wllh Ihr 
nn. nlaurm nl the valýrr t. rnýy, p. trrllrl In Ihr Irwal 1. lehr The vr.. lul% arc 
plullr t nl ýmly ýrnr thu, l li r curry 1", I, nI Ihr lull t'1 II ...... lu Iron An mlennrly 
wnluw map nl thr hin i r, l-vilud wnh Ow Inwril Irvrl nnr'vprn. hnp, Irr 
)mag (writer Ih. rn Ihr nll; hl i1 y `: -nh n up aml I All is o, dir nKhl 
. ,,. , Mýý,., ýa
ºIt 4A Iwdalvitl ini vcvu, r mnp,, t the lull irs luuou I thr t( 1) U" II" 1- 
p. 1,11 of stir (Hurl rcgluns of I\ III: 11 in the V ! ilur 110 Lupe thr utnu, 
uv<IlA) rhvw% the IV1'rnt&gc urrar 1, olal VJ i l, qt P1 lu- dnk- rrl; nrd pp 
Im l "'truly vt uhlc ,n the still, gun "o. l ! rr the ý1i . iuVtýun ,. 1 '! ýr -aiýý 
symmetric Trauern of vc. t, un 
{xd, utiatutn . nit Itholmnrutt 1,113 give direct evnience far 
Iltc e istr. u e oll ,t , 
lick I Iualrrl. tl to Ihr IkIii111 %ySlcIl 
Actually, tii pr lion od lilt, nurnwly tnt. tyr.. tl ur (I tK I)ducti nut 
really Ir. va+i t. it%kIlke (rehirr In{ "rirttingr Ixtl: ut/Allon Itnw- 
rvcr, II' of I ly Ihr &%4 (. fit sItn{+. I trgi in. il low ! wtl. trtntllurl 
to the NW and SL. of the, rututl . I, u air tueuifi tI Ire %implest 
tnlrrprctation r, that Iltru ry, ww, . nr lite , tu,,, e(iioo of all 
rºlrtl", rvr" lir\lydnk, ttutu%w111,1.. uri., nu, l thr. rolt, rl. LU, altd 
Ohms Ihr Ilrlml,. u% trt'J. 'tn Ilk fir I. ""I . tn. 
I Wr"t or fill to Ih. 
blp. dur Inlw, i of the , vvtrlu 
lo ohl'oll {tul. nvet.. n t%nNIII'ln m pl,, mirulalc fi og lite 
plane ul the dnk it! ý r{ Ault uLu t. t Iir, lurt. lt, tn rtir, ruf tutu 
Ihr u"1It 10 Sy III MC tru {u. tllrllt) ut ldýr. I. ut; r %,. tlr . t{ty, noIrIII nl 
it, -11 tiphrrt.. 11 r; raln. wtlirln itr . I1"3 11 wit if ", tu to yr y I ", ultnt 
tllunllnuln, n ynuruu'tt y II ttl ti Ilrtn Irr),! . thgli"" lhr {milt, Ir", III (If, dr"k file ludiatatm II. tnyuullyd thl, ntgh ihr dr. k would hcuilltr 
{. t!. 11 tied Willi an tu ItII lIl tlt ! uttnllrl I., Ihr hehl I Riva lu, tyorlu ftrl'l lying, to lite plane of hr 11: k would pttxtutc irulalliall ut 
vrvlnr, III the cmr will, It wr ol t ive We have ; litt, duwvcted t 
tnul, tt rife, I of N( ,t 'hl (1< \1,, n) which we Ir : u, s In pal )c r III 
ol lilt',, e tr". 11 0)fit tlllrr{urttllt" li couueu: 1 then it ItIlidic% that In .t , ull. y'ut Ittiilu, t. 11 rn u nlurul (Willi a tarcuutstcf), u ti k 
unuu l Ihr , I. tl) if r, i' .t tmu ,. I .u .h .t II, u lai InltKnrllc held Inay IV yuUt rurumnn ( Ilhcl y reu. "ifL Ittn, nl ntrrltauran. Which c: tn Ir ntttiulcrell . ur I! lur. e . tý", tx I. ttr. 1 trillt oft,, ý, oIlluw of r, ultatt, m dnven xtrllar whits In any rase nut new Ir"aift", Indlt tute that mori dcl. uli"i1 mlxtrlhny, nl Iti {thy". I, al rnvu , nnlrnl . n, turtuf III( It 11 nrr, lerl 
If we look : ri the Iýclccntati'c pulantauuu i' and the citlntI(S 
(I) V) and (V R) klong the disk (ýxc Itlt NI we , rv Ih: u litt 
spatial Ixh: tvtnut is complex At the rrnUr ,I litt lira. whric IIn- 
; "Ht stell. u c to Aleut lies, P is large in all title(- Irn: h: tuds It 
with values 496%, 99%. and 11 ° at ltusIUýýn anglrs 14" 
147", and 14/ respectively. Out If value e, dilletent butt Ihr 
Valdany: n (1')79) result of 09'4, : Ilthttul; h out postwtn angle: t in 
gli tt1. lµ, rtnrnr rhrdisk rnlOUi\ r IH I) : ut, 11I Pt it. -bolh 
sit tny, ly Ird AI ns thstances from the , tat tl'inr tlir dr. 1. i' 
Irý. lrn"rti lu , thOut t" whrrrav (11 
t) it ! ir'; t t ritt mrti bittet en, 1 
Viril IK"t nmr'. sunnv. l,, rri1 I his Ihp in the t: nlotur etadtrnt I'lls'. 
Isla r . 11 a t11-. 
lame of . ih iut 
10 iii b ilt tildcv o %( ihr rcnu. tl st. il . 111d 
ulav lw" I: utvr 1 by nrhulat cmti. ii t lilt, , 4aitatntn. ili, Ill Ihr 
verl, tlnrm ist Ihr (I II) ,. tluut rturvr . ur tnurh sinal/'i in 
, tntltlttuilr Ih. tn Ill 
(lt t') hill ; u- tilt I11t, lilt, ir'Mknrd s. tlut, 
I (use Moot vutnlt., nS instil he at\IM filed -lilt Ow NO urolle . 
lie tusk (IC Its. lcnsitten. l t. ulnlMr. llt mid Ill, - , ruttnl. I, ii 
Ilu" 
blueing ueal lse untie , au he Tautat by ihr vattrir l Blur 
continuum of the untt. tl AI slat AN we lu., k litt hr out tnlti Ili, 
disk however, the enlmuts . uc uIuiurnalnl 
by the tius, curvrly 
Increasing rcddcntng (it the light betide and tftrr %-Wt Iing 
lilt' Iuend n liltWlvclcnl, th dclnndctite ul It to the disk 
together with that (it the tiuu and the ddlus schula Is shown In 
Hg I Whetrtr, the Iwlarliauun to the stat and the two legt 0ns of 
'tllltrx nrhuln.. Ily Ir. e utunutunlcally Into tItc Ictt, tit. ' values to the 
disk (tut the NW and SI. ) at Kist d'(ieasr (It xis H 14, I') and then 
nu" Ist tu t' Ird I-t tut Ittc 1rf<ndenec ul p tlantaU tu out wave 
length tuwaid the " 1.11 and m the ddlutic nebula we can icdut r that 
N 
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Fig. S. I he variation ol per enrage I-lan7altion and the. (H V) ; '"J (t, 
colours with position along the disk The stellar cnmlxmem is cinralyd ni 
txmtloo 0'. Fach plotted value is c. tlculatod front a 5' h )' mlcg, auuu tiro 
rcdmx the error Values are grveu out to 'll on each side of the cemiai ! ar 
Photon statistical errors in 1' are less than f112/ at ill points (B - VI am1 
(I'- R1 colours have onuts approxnnatcly 10I timag 
scattering by relatively large particles (Mie scattering) is occurring 
and that some foreground nebulosity is present near the star. A 
similar wavelength dependence was found for CRI. 2683 (The Fgg 
nebula) by Shawl and harcughi (1976). They calculated the 
ex e"cted wavelength dependence of polarization fra bip olar type 
model and filled this to the CR!. 2688 data Flic model In, olýcd 
both graphite and silic; lt(- particles of sires from 005 to l) 1 It If we 
LOInlr+1c OR-It nwdrls with the results'hown iu big h we find that 
sly y1; 11, hrtr lctrtirlr. of r: nliu, -001 tt fit Ihr INoI: u vatnn. in Ih< 
diffuse ieginnsand in the ccntlal stir Willi His wrrts. N A11hou1"li 
munotunu: increase in P WIth Ä IS seed III the ltNI%C itI. RicI I hr 'I. yx" 
of this increase is too shallow to match our results III the disk ilSclf' 
polarization frorst pure graphite gl, tins can modcl file 
from V to R but it fails cirrnpletcly to matt It the r, hzcrvrd mcre: rcr 
from V to 13. We suggest a two Component Ilarticlc soe ttutri 
hution with perhaps smaller (unite Rayleigh-luke) parucl s te. tt 
ing the Increase to the blue. 
he crtrcrncly large polarizations (- bll'i. ) in the botet nebula 
suggest that it is I) optically thin, 21 contains a very Ltnued range of 
scattering angles and 3) is not tilted out of the plane ut tic sky by 
more than 10' "1 he uniformity of polarization and %urlace 
brightness in the dilluse regions fill all three passbanrlst Implies n 
simple geometry and a high degree of uni(orrnily In particle 
densities 
Close to the disk and central star : ere the 
four lingers of hnght 
II ebti lo lty referred to earlier. I ttese are highly INdar reed tic 
significantly higher than the disk and slightly higher than the part 
of the nebula they are projected against) and show a wavelength 
P) Vti WA VI II NI: It1 IN , NL k, Iliti'ý 
ýyWM 
-t e 
4000, ", ua l anno-- 7300 800,1 
WAVFIFNGTH 
Fig. 6. Ihr wavelength delwndence )d Ix Ian: a UU+L tium I (4. X) 
A) It) K" 
i /( 6)A), of the +vnlrjI uUr (STAR). the dick (NW and Sh w xions NWI), hP 
I )) 
and the JiIlu c urbul. + (W and SW irgiona W N. SW N) the ruing lx'Ialuah in 
valuc% into he red air ndicauve of "; c: nlrr, nr by Iýrge (>; u t+clrs (ladu %11ll! i+l 
VIM10: 1 %18IiS11GdI (V)IAi17 AlUln tnura air of Ihr order of 4 04% or heiler 
dependence similar to the difTuse nebula. Figure 7 shows the 
-- R) colours and the fxolatuation ale long the bright 
NW 
finger and the fahler one to the SN. It is cleat froth the diagram 
That the behavurut of the two ccslrnns and the 1xrl: rnzaticrn is the 
saint along hoch, although it seems that the SF linger is redder by 
till to ll t ntag tu hoth (If - l') and (V - R) than the other 
Elie 
lNelcrntagr Ixrlanzalon) IN rcrnsnlcrahly srnallrr in ihr SW fingst 
but still has Ittr samt. spatnrl clrlx"nclcnrv Such Iitirrcnces utuld 
Mist- if crettrrnib' sx.: nts in III, lit w: uct Juistion III the . 
NW ('III(" 
,! fill in the h; crkw. ml kiitrrtrun ru Ow SW 
liuyri Ihr rrhx'ivet1 
-141111 mid Irsrlaniatrirn of rh iw liný; r. r ni. ty then he attrthuted 
to . tn orientation ehrst with ieslx"rt t, the Inane of the sky 
Anctthct unusual Iceunc of l. k fl , 22 t1 is the fact that no 
cvcnsrvc nchul! rsity is tisihlr to the I-Ast I rt, +nd - 20". Oii 
inspection of edict phot"gtuphs (eipeeltlly Markarian ct al., 
19771 lame nchulosttN is seen to the last but there is still 
considerably less than to the West It is true to say therefore that 
there must be a significant hiightncss ddlcrcncc between the twit 
lobes We can place an uppwer limit of 22.5 (nag/square aresccctnd 
to V lot the surface brightness of the Fast lobe of the nchula. I hiS 
means that at a distance of - 411- It uni the star the eastern lobe 
is 
fainter (hart the West lote by at least I malt to V. Also, there 
appears to bet lack of nrhulusity ill the rehire of the West lobe t C. 
roughly alung the axis of symmetry of the,, ohlect this could be 
caused by natermi betitg ctected one) Isom the stellat regions 
along the bright fingrrs. Alternatively, the absencc of ntatertal in 
thecv titre of the lines could he a prulectuon elect such that we only 
see the bright not of conical lobes dot to the target column density 
C. Aalyin cl at (( I) , hr., "i v. Itwil.. "t I ip . t. i) netruh, 11 
I' ( It VjAu It (V R) NII it 1.1 Ir', Irruri, the I"ast lobe may then be below the detection 111, (-sIjold of 
"I 
_ 
our ('('1) itnagex tr1d previous optical Ithutogia(hv 
A siinil. tt 
1- 111tKICI 
has been proposed Gtr the prculi. tr nebula I'V ltpII es- 
- teault, 1984) where the object is ncuu the ct1 c of a mode. ulat Cloud 
with the visible line )lots Luling from it Ilrr`r (Lb)eis 
howenci, 
probably belong to r1i(Trtrnt physical Irises Also, 
Front the 
colours of the NW anal SW Gny. rt of hr ight ticbulushy 11 tg. 
i) the 
1) 3 mag difference 1x". twecu lhrnt may be au. ounlcd for it the 
NW 
fart .d lhr ubjo. t is lilted tnw: uds IS fhi+ additional rrddcntnK t:: 
1" unlikely lu 
he rtt , e. 1 by phyvtL.. tl dtllcrcnccs hdwccn the two 
fingert suitor. the patcntagc polutiatron and wavelength de 
Iwan Iencr of )wllarilstion arc of a vuntlar furn 
little true interstellar irlmponcnt of ve: ual er<uncucm r'. smaller 
_-I than : `i(r mag then either the dark : loud. 11 lia 'II, ! 
I!, and 213 
- are netter to us than previously estimated or the (.. tlutnlt drntitty of 
matcnal in this region of the,. galaxy is smaller than average 
(typically LSmag of A,. Ixe kfx, htVKrrtld, l9t)X) The bright 
` )l I. r1' star Ill)21 {976, elute tu the d: uk clou(j, has a distinct. 
modulus of 9.6 utthcating a dist: trnc of 98(1 Ix Its observed (It V) 
colour however gives an I(ft V) of 014 Using the standard 
tcla4un A. - Rh(H V) (where R is assumed tu be -l fm tows 
_ parts of tile galasy)the visual extinction towards the titat is only 
0.41 tueg Ilse dark cloud trittst therefore hr behind the III) starr 
and lttc column density of interstellar medium must 1w low 
fhrtefote a large part of the . 4 seen 
in Lk Ila? l1 must he intnn%,, 
to the dark cloud and/or the object itself 
no in 30 4o 
I'0'. 1 Iio( AU(. [ ) An 
independent value of A can be cslunatrd from out 
1tholontctt y of the central stn) ic (It t') ft hl) I )tint`, tute. usual 
I., 
f 
PIS. 7. The von*I n X11 I', (It V). end IV RI alone, NO the NW(. ) And 
SW( 11 bogen ul bnghl nct, ululy to I It Ili 211 II ýAn he ecru ohm if,, SW 
hn get it rntdrt IhAII the NW tlrlyn I, y.. 11-111 ImA itm Mxh1II Vl end (V HI 
duuy IS whelk IcIRlh III, ling, ln ntS,, Id I., wrr pIILV. 111u11 111A11 it, NW 
mrtqunlun even Ihlrn}h II bay Ihr . Anse %poiAl y4urlnre VAIw1 Of (11 I') and 
It - NI Arr Apetn' wlý Mein) Iii. i 1' rrllý"y, i elnlu hits I ins in P, (11 V1 sad 
IIKI 
. u< Ih. "n . i,. l I. " I :yS 
v: tlue of R" and taking the tnutnvc IH l') v. tluc it( an A7 star 
(0 25) an A. of only I mag IN ili wined Faking a value of R 
implied by the phot, ancttic lawlw"ttIrv ii i11)': 117! 6 would make 
Iht> >rnaller still Sinn "ut B fill'-[ IN , cnliul un a I1Inltcr 
wavelength than the sLutdamd It lohet it may be nto rc p(mic 10 
(untaounaloll by cnu. tun hue 11t1k, slim e tlTc, ttng t'tc 0 1') 
,: "I, ) w and he mr .I chic 
1 x: irn t:,. n ýaIIx II NI, ( kI" t t' V) 
culuur inytrtct und, ff I% thew :l oI 1ohnson II`)661, lake all 
InttUttr(I' K) (m II Al staI I) ISwcfin(an 1.. tl' KI I) 1) ", 
ul xallrlrt', Amite. Ihr ellt; r", II tic ii Mill., it, illhct wlllll",, A 1I1.11M' 
n. r. lrII with hItm11 .. 11 wo 
U .w Slulr the fI'll Lih/atlllm xcn nie 
e>tllrtncly hlkh In Ili" , 1111,, ' IcF", Illn', It ". crlm ICA"ll, lhlc Ill ati., ulnr 
11141 [Ile Iattel l"iiiI, lnetll, n Lulu(, 
1"10111 slxxullv. uplL uleeiV, ulnn% (': rlvcl AIIIJ ( Ullcll (141$) 
ulculetc iit ti : 111 Vl%ll il V itii Iu111, -I 11 IlIr"etll Iiiw. 11111 
Lk 11 i 111 1 his w, l". n»umoll I. I hw (It lnlrl' ochLu uuKln Suppi'l l 
111K 1111'. 
. 1'. "IIn11lii n11 11 Itic 'i I Ili. l! l'4 i , Hllrl II 1 Il ur 
objects In ihr "urlr It'll (1. k II1 ,' 
11 
. Irrt 
? l? 1 hour , ul, ll. ll v. llur'I 
A, (? 1% ind ? 44 ii. tg Inlw", Il, rlvl11 Ihr, , , it, htuh 1,1c, lI. (hell It IN 11111MIAl 1)1: 11 them 1, it., 11111 111%11,1,10111nl11rul n( . 4, In It Il') !ti, C%I. "c1: IIl' In Ih, - IIE"hl llf l, lu 1II ll, "11 If , 1', tl t. tntl. ll 
, till-11111! ,1 611, I tn. llrrl. ll 'il ". kqkml'" Ihr , cruel v! nl I x, lrlnmlig like Ilydlulll l 14 I11 '41 Ill IrLllwn tll I. k II, : l1 
, 
`12 117,1 thin dark , loud m will, It . 111 Ihr Glc, is lie hcllevrd lu ix cutiIKddrll. it 
Aly. "al, Ihn(In Iwgr. ll, u 16 111, It, 112, 
. Ind 
Ill 
, i; i I1 , II ýI, tuLu Iwlvlur, wuii I, I,,, kI. like 1II, wl1c lieu the l. C"nlt, " ul it 'lrrk hoot wiurll burl, aut III [lie leli, cl illrud complex A 
l V11111l, lnl , Inlnunl 11 r. Um ll, lll . uuld lie efeeicll 'Althin till- Ilalk Hood It"4"11 In Im I, 'Ile : 1111nurnt . ltilrrnlcol l twcrll liit of alt hlcc ul lrl Iý ,,, 11111 Ic (l, ltlnluu', ill It,,: ticlt'. c 111.11 Il II ! 11 uu1 Inay lw nllrlr drr. lrly cnltw'Q, lcd III the iLuk 11,11111 : 11111 thin ilitlnsll 
lulnlHmenliiit, tits UllnitlI kIt o? 14runllwu.. Ilr", 1,11II'. "w11az"iii.. 
16i u '; u'h. 1l, Innpol, lll, m, 1111.1: 11s, I: ullwnt iii the "I111itlrill 4II%C11, G fl11 +lVt Il 1)11111111111"1 if the 1'. f:, l IIIIM m2' II If the 'yatcni is 1111cd -u lh, tt Ihr IIII., l, r r, rlnhr11Aa1 drelwl ill the II: lrk 
I Ititng the r*ttntUun law "I WhiLGnd (1'). ̀K) tc. . 1,. : ýh. ( I I) 
we ImA a A-- .lI nkag to i cttcr igiccincnt with the rr, ult', 
t aivct uint (when (I')7. 
S. ( I/M'lusNN4 
We have III lr, l III, III I (t I) It,,: elt:. llt n stell, . un; It! n 1, lnr 
(IV Id thrrtnts%loll -, ter nebula Ik 1101 .'lI In 
dorr I1.1 ". h. ln, i. III, I'" 
and K) I flew data c't& Ilvh th'. vilislcn,. ,I ,1 
Lrtgc 
rtutnraeII: u thvk of torus It) ailp, ti d gi: till , mid rntnnl that the 
ItllruIal I, )Iwrc . ue +cCui fit Idle, tint 
It is Ih, - ol, %frt 
v. rtutw, Out Yield the cir. ue t rvrlJrn. r ft l Ih,, ruu. rl iii , tl 
nt. rtelltl. IZrluiisely I: rtge, l 1Iy,, l. uu", ii ", u t II I tl nlr Itt h. ttlýlbli 
fur stint If (tic 1Ntl. utnrut, n If In ihr I, 11%-% It 1", I islu1elcd that 
the III Will nu, m'lwmlum)I the 111, -, I %11111C, 1W t ItI its aw, t, latrtt 
dirk Cloud otay IV- rrslxmsthlr till the . rlgt. tlent hull phulltgy 11t IIlr 
%yslem and That Ik ll 1II lu: rv lie t y, ni11K stellar , t111co 
-1, knuwledgerrrrnts It rý . t, lr. lýu, c 1 ,,. kuwtrdµc the yupixin of 
I'KIR r Stall We wwh 'iI'. n it, Ih. uli. Ihr trirrec for useful 
onrnrent% om parts III s Im I-*' We F. ialdu IIy acknowledge tut 
St'. II(" for irsrar, h ItIIuwsh, l, (. tu, lrnI%hlp supfxxl I IA mid 
MJMresfxr. li rly,. rndth, u, k VAI-I fm th , 116.1u, m1trim 
little 
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! a- 
Is the polarization of NGC1068 
evidence for a non-thermal source? 
I. S. McLean', C. ABplnt, S. R. Ileathcotet 
& At. J. AScCaughreant 
Royal Observatory, and $ Department of Astronomy, 
University of Edinburgh, Blackford Hill, Edinburgh EH9 31-13. UK 
NGC1068 Is one of the brightest galaxies Included by Seyiert' 
in his list of extragalactic objects having compact, luminous 
nuclei within which broad, high-excitation emission lines occur. 
It has been the subject of intensive studles at UV''', optical''`, 
IR'-"l and radio wavelengths""s. Unresolved questions con" 
cern the nature and relationship of the sources of the excess 
flux seen in the W and IR, their connection with the collimated 
jets apparent in high-resolution radio neaps and their association 
with the extended region responsible for the broad emission 
lines. A further question is the location of any dust and Its role 
In modifying the optical and UV spectrum. We report here 
observations with two high-resolution optical ipectro" 
polarimeters which throw new light on these questions. From 
detailed structure found in the linear polarization spectrum of 
the nucleus we conclude that dilution by starlight modifies the 
polarization to an extent not previously appreciated. In fact, 
the polarization of the non-stellar flux In the optical and near 
IR is approximately Independent of wavelength (as expected 
for synchrotron emission or electron scattering) with it direction 
orthogonal to that of the radio jets; such an arrangement Is 
reminiscent of certain quasars and radio galaxies"'". 
Optical polarization in NGCIO68 was first reported by 
Walker" who found that the observed polarization rose strongly 
Into the blue. Subsequently. Visvanathan and Oke1o attempted 
to account for the observed flux and polarization as a superposi- 
tion of an unpolarized stellar component and a non-stellar 
component with polarization independent of wavelength. 
However, it was not until the work of Angel er a!. 7° that 
spectropolarimetry with enough resolution to separate the 
effects of lines and continuum was obtained. Those measure- 
ments had a variable resolution (20A at 3,300A; 160A at 
6.500A) and were sufficient only to demonstrate general trends. 
Accurate broad-band polarimetry2° revealed a weak (5°) rota- 
tion of position angle (0) with wavelength (A) across the optical 
region. In addition, a small component of circular polarization 
was detected (-0.2%). It was concluded10'" that these results 
favoured a dust-scattering polarization mechanism. 
Recently, we have observed NGC1068 using two new multi- 
channel spectropolarimeters. One of these is an imaging spec- 
tropolarimeter (ISP) with a charge coupled device (CCD). and 
the other is a Pockets cell polarimeter used in conjunction with 
the spectrograph and Image Photon Counting System (IPCS) 
at the Anglo-Australian Telescope. Both of these polarimeters. 
(designed and built at the Royal Observatory Edinburgh) arc 
described elsewhere"" 
The observations of NOC1068 reported here were made on 
the 3.9-m Anglo-Australian Telescope. Those with the CCD 
system were obtained on 29 August and measurements with 
the Pockets cell/IPCS were taken on 2 September 1982. The 
entrance apertures used were 1.7x2.2 arcs for the CCD and 
2.0 x 2.5 arcs for the IPCS. Instrumental calibrations have been 
applied using standard techniques=''"; the TPCS data are 
photon noise-limited whereas the CCD data contain some extra 
noise due to CCD defects and charge shifting losses. Figures 1 
and 2 display the ISP and Pockets cell data, respectively. 
One feature of the new data is that the p(A) curve is not at 
all smooth but exhibits a complex structure of humps and dips 
which are not related to the emission lines which dominate the 
spectrum. Of particular interest is the region from A 4,500 to 
x 5,300 A because this interval is covered by both instruments. 
By comparing Figs 1 and 2 it is quite evident that the broad 
area (or notch) of low polarization around 4,750 
A has been 
detected by both polarimeters. On re-examining the earlier 
low-resolution observations of Angel er al. '° we noticed that 
the '4,750 A notch' and several other ripples were indeed 
present but were apparently mistaken for noise. 
There is also structure associated with the emission lines 
themselves. In our data, the [O in) lines at 4,959 and 5,007 
A 
are resolved. Across both lines there is a strong depolarization 
and a very large (-45°) rotation of 8. In the Pockets cell data 
(see Fig. 2) there is perhaps evidence for substructure in p and 
i within the 5,007-A line. There may also be structure in p 
associated with the (S 11) lines and the [N ti]/Ha blend (Fig. 
1). Because we observe the flux and polarization we can derive 
the polarization of the emission lines by themselves by interpol- 
ating for the continuum polarization in the line. Using the 
Pockets cell data for the strong 5,007 line the average intrinsic 
polarization of the emission is pa (1.3* 0.2)% at 6a 151 t 4°. 
This result agrees with the values obtained by Angel er a!. for 
aperture sizes of 2 and 3 arcs which are (0.6: t 0.2)0,4 at 143 * 8° 
and (1.0±0.1)% at 14914°. 
For the permitted lines the situation is ambiguous because 
of the complexity of the continuum p (A) curve. The Ha line 
and [N 11) lines are blended, Hß and He 11 (4,686) lie in the 
4,750 A notch and Hy is weak, Nevertheless, it seems likely 
that part of the decrease in p within the 4,750-A notch may 
be due to unpolarized He 11 and HA emission. 
In addition to the continuum and line structure already men- 
tioned, our data reveal another new feature, namely relatively 
narrow enhancements in p just redward of the Balmer emission 
lines. As the Hß feature is recorded by both polarimeters we 
are confident that it is not an instrumental effect. The feature 
is broadened by binning in the Pockets cell data and by the 
instrumental profile in the CCD data. These enhancements in 
p do not correlate with any obvious intensity structure in the 
red wings of the Balmer lines but resemble displaced 'mirror 
images' of the emission lines themselves. The redshift of these 
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F. 1 CCD imaging ttpeclropolatimcter d ita thawing the pcsI. 
tkm angle IA), the perccmage linear polarization (p) and flux (P, ) 
its a function of wavelength. Typical error bars prr hin in p are 
shown: the error in B6 2N. 6$ up/P. The bin width is IS A over 
most of the p data; the rcwluuoo is -30 A. A smaf segment 
mound 46,700 A has been deleted dud to a group of had pixels. 
features relative to the Ralmer hnu cores is -so A (that is 
-3,000 km s" at I Lß i. 
To interpret thew observations we first need to consider 
qualiºMtively the continuum polarisation. Any underlying polar- 
ized continuum ariººng ºn the nucleus of NGC1068 must ºnevi" 
tably be diluted by the integrated light of stars in that part of 
the galaxy in the line of sight, 'llºcrctore, the observed IxºlariiA- 
tion should show largest values (least dilution) at wavelengths 
corresponding to stcllNr absorption lines. For a normal spiral 
galaxy the spectrum is dominated by solar and late-type stars, 
and there are absorptions due to II and K bads of Ca (the 
4,000 A break), the G band of CII (4.300 A), the Mgtb 
(5,174 A) feature, the Balmer lines of hydrogen and molecular 
bands of several species of mulccules. In addition, the decline 
of the stellar spectra towards Altort wavelengths will result in 
lets dilution and therefore more polarization in the blue. 
From observations of tlºe galaxy itself" the position angle of 
the rotation axle It 143'. This is cause to the direction of the 
polarization of the 10 tit) line-A, Pulanxation due to transmission 
through grains aligned by a galactic nixitnetie field is expected 
to produce polarization vectors parallel to the galactic plane tthat its. 0-55' not 145'), On the littler hund, polarization of 
the (O 111) lines could be due to scattering into our lints-of-sight by grains on the outskirts (farthest (rum the nucleus) of the 
emitting regions. On average, these emitting regiu, ns seem to be aligned with the projection of the mayor axis of the galaxy. Because dilution by galactic light will atlect the emission lines let% than the neighbouring continuum the permitted lines must in fact be substantially lau polarized than the continuum, contrary to the findings of Angel et ei. The absence of any obvious change in 6 does, however, indicate that they do not share the polarization of the forbidden lines, 
Since dilution leaves tli plane of pularizetlon Invariant it 
cannot account for the weak wavelength dependence of 6 revealed by broadband observations unless the galaxy light is itself slightly polarized at a diflerent angle from the underlying source. Such polarization can readily occur by passage through the Interstellar medium of NGC106R, Because the galactic flux 
rr 
Wovelength (A) 
Fig. 2 Pockels cell/IPCS data. Position angle (d), percentage 
linear polarization (p) and flus (F, ) inc shown as a function of 
wavelength. The data have been binned such that the expected 
photon noise error in p is 0.5% outside the JO tat) lines and 0.4% 
within the lines. At the full restitution a single bin cortesponds 
to 0. S A. 
is weakest in the far blue, the observed position angle of 102' 
should correspond most nearly to that of the non"stcllar com- 
ponent. A direction of 102' is almost orthogonal to the pro- 
jected direction of the radio jet, once allowance is made for its 
curvature "'1°. We estimate the jet to lie in position angle -11" 
in the optical nucleus whereas the elongated central radio 
component itself would give -20'; this orthogonal geometry 
also pertains further out in the jet as demonstrated by t5-GHI 
polarization data". If the polarized emission is interpreted as 
being due to the synchrotron process then the magnetic ficht 
is aligned along the jet. 
The enhancements in p associated with the Balmer lines tire 
puzzling, One explanation may be that they correspond to 
strong redshifted absorption lines. At the wavelengths of these 
absorption lines dilution would be considerably reduced and 
so the polarization would tend to rise. As far as we know, no 
set of redshifted absorption lines has been detected in the 
spectrum. Alternatively, they may be due to cloud-cloud scat- 
tenng, perhaps in high-velocity jet material. For example, +a 
photon emitted from a cloud moving in one direction could be 
st, attered by a cloud moving in the opposite direction and thus 
sutler a shift in wavelength. The dispersion of velocities oh- 
served in NGC1068 is almost high enough to be consistent with 
such a model (-2,000 km s''). 
To quantify the idea that dilution hass a crucial role we have 
constructed a simple, semi-empirical model for the continuum. 
The underlying non-stellar (nuclear) component was taken to 
be a power law F. 0Cv" with an intrinsic polarization p,., 
Independent of A (as is appropriate for optically-thin syn- 
chrotron emission from a homogeneous source or for electron 
scattering) at a position angle perpendicular to the radio jet SO 
that 100' < V. ,C 120'. The spectrum of the. galactic component 
was taken to be the same as that of the nucleus of M3I" (which, 
like NGC106B, is of type Sb). The interstellar polarization of 
the galactic component was assumed to follow Serkowski's 
empirical relationship", which is characterized by two para- 
meters A,,,.. and p,,,.. (the wavelength of maximum polarisation 
and its value). We adopt a position angle for the polarization 
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Fig. 3 Representative results from the continuum polarization 
model descnbed in the text. For all three p (A) curves the interstel- 
lar contribution in NGC1068 is given by p... -0.6%. A,,,., 
5, (K)I A, 8,., - 55"; the position angle of the non-stellar com- 
pnnent is 8,,,. 102°; the template galaxy is Mal and both the 
non-stellar and the galactic components suffer an extinction A, 
0.4 mag. The remaining parameters for each curve arc as follows. 
Model a: aa0.0, F, _-0.23, P,,, =12%; Model b: a-1.0, 
F 
0.20, P. ' 13%; Model c: a =1.5, F. - 0.166, P,, - 15%. Model 
a gives the hest fit to our optical data while model c reproduces 
the IR results. 
of the galactic component 8,., -55' as expected for extinction' 
by grains aligned by a magnetic field lying parallel to the galactic 
plane of NGCI068. To specify the relative contributions of the 
two components we define F_ as the fraction of total light 
contributed by the non-stellar component at 5,500 A within a 
circular aperture 2 arcs in diameter. Either or both components 
may be reddened; the wavelength dependence of the extinction 
(A. ) is assumed to follow the average relationship for our 
galaxy76. Figure 3 presents the results of some representative 
models superimposed on the ISP data. 
Values of k., _ and p,,,., are constrained by the weak 6 (A) dependence in the continuum and F. is (for a given a) con- 
strained by the need to match the observed spectrum. The 
principal free parameters are therefore a and p, . Acceptable fits to our data have 0 <a < 1.5; larger values produce too small 
a variation in p between 4,000 and 5,00(1 A while smaller values 
cause too rapid a decline into the red. To constrain the model 
parameters further it is desirable to use IR observations. It 
seems""" that the trends seen in the optical polarization reverse 
beyond 1µm so that p increases to a broad maximum (-4.2% 
in a4 arcs aperture) near 2.2 µm, while 0 rotates back to larger 
angles. This is also a dilution effect as normal galaxies peak 
around 1.6 µm. To produce such an upturn at all, however, 
requires values of a in the upper part of the range given above. 
in fact, the model having a =1.5 yields p -1.6 10,2.4% and 
4.4% at 1.25,1.65 and 2.2 µm respectively, in reasonable 
accord with the results of Lcbofsky etaf. " but is not so satisfac- 
tory in the optical. A value of a --1.0 is a plausible compromise. 
The departure from the model in the 5,200-6,500A range may 
indicate that the synchrotron source is actually inhomogeneous. 
In common with other studies''', the values of A. in our mpdel 
are very much smaller than those found for the emission line 
regions themsclves'"'"J°. This would seem to imply that much 
of the dust lies within the emission-line clouds. 
The values of a and F,,, found here arc in good agreement 
with those obtained by Koski' from modelling of the intensity 
spectrum alone. M. Ward (personal communication) has esti- 
mated F,,, -'30"ß from published aperture photometry. Recent 
estimates based an a comparison of the strengths of stellar 
absorption lines in the blue with those in normal galaxies1°" imply F. -70% With such a large value of F,,, neither a simple 
synchrotron model nor a pure scattering model is tenable but 
an inhomogcneous synchrotron source cannot be ruled out. 
A model invoking pure dilution of synchrotron emission must 
account for the observation of a small but significant component 
of circular polarization. Normal synchrotron emission could 
only account for this circular polarization if the magnetic field 
were very strong, -10' G. Two alternative explanations can be 
advanced, namely, multiple scattering in dust clouds (which 
ui 
would also give a large linear polarization due to scattering) or 
single scattering of a highly linearly polarized beam through a 
medium of aligned grains'"'. The latter mechanism may be 
efficient in NGC1068 because the difference of position angles 
between synchrotron polarization and grain alignment is near 
to the optimum (that is, 45°). 
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leagues Malcolm Smith, Adrian Webster and Ray Wolstcncroft, 
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System design of a 1-5 pm IR camera for astronomy 
I. S. McLean, T. C. Chuter, M. J. McCaughrean, J. T. Rayner 
Royal Observatory, Edinburgh, 
Blackford Hill, Edinburgh, EH9 3HJ, UK. 
Abstract 
The design of a near infrared imaging system for a large ground-based telescope is 
described and discussed. Solid-state hybrid detector arrays are used. The performance 
modelling of such devices is considered and their potential for IR astronomy is discussed. 
Introduction 
The Royal Observatory, Edinburgh (ROE), is presently engaged in a project to provide 
the 3.8 m United Kingdom Infrared Telescope (UKIRT) with the capability to obtain direct 
infrared images at high spatial resolution without recourse to raster-scanning of the 
telescope and a single element detector. In the first instance attention is being given to 
a 1-5pun (near infrared) imaging system called IRCAM (for infrared Camera). At the heart of 
IRCAM is a solid-state 2-dimensional detector array with on-chip multiplexing enabling many 
thousands of detectors (pixels) to be read out very rapidly in series after the infrared 
image has been accumulated as photocharge on the detector. Although such systems are 
common in optical astronomy, useful devices are only now becoming available to the infrared 
community. A high resolution camera is needed to compliment low resolution maps and the 
IRAS all-sky survey. 
Several constraints were borne in mind when specifying the system requirements and 
examining possible designs. Not least of these was the scientific desire to embody in a 
single instrument a useful range of operating modes or configurations to entice a broad 
spectrum of users. In addition, our aim was to provide an instrument which is relatively 
easy to use and consequently, much effort was devoted to a consideration of automating its 
operation and providing user-friendly software. Such features are especially beneficial 
during operation on the summit of Mauna Rea (14,000 ft). 
There are, of course, constraints on the design of an infrared imager for UKIRT which 
are of a strictly physical nature and will obviously have an impact on the scientific uses 
of the camera. Undoubtedly the most important of these con. erns the optical matching of the fixed pixel size of a commercially available array detector, to the intrinsic Image 
scale of the telescope in order to achieve a certain angular resolution on the sky. For a given telescope and a given pixel size, the angular resolution on the sky (also called the pixel field-of-view) is a function only of the f-number of the final camera optic before the detector. At least initially, we intend to use the 58 x 62 1nSb direct readout array, 
manufactured by SBRC, and which has 76 um x 76 um pixels. For UKIRT this implies that PFOV = 4.0/F# (arcsec). 
There are many other practical constraints. For example, the total field of view and its impact on the physical size and cost of optical components, the need to cool the aetec- tor to a temperature between that of liquid helium and solid nitrogen to minimise dark 
current, the size and weight of the IRCAM and the resulting consequences for mechanical flexure, the data rate from the array, and so on. In the design outlined below we have tried to address these problems. 
Overall system description 
A simple block diagram showing the major components of the system is given in Figure 1. The array control unit, array electronics, A/D converter and data pre-processor 
computer are collectively called IRACS for Infrared Array Control System. 
There are also several independent levels of software which are required. 'Our pro- 
cessors are programmed in DEC Micro Power Pascal and the UKIRT VAX 11/730 computer uses 
FORTRAN 77. 
In summary the system works as follows. Infrared radiation emerging from the UKIRT 
Instrument Support Unit (ISU2) comes to a focus in front of the collimator Optics Module. 
The diverging f/36 rays are then collimated into &parallel beam of light and redirected 
into the IRCAM Camera body where the beam is refocussed by cold optics onto the detector 
array. Both of these units (Collimator and Camera Body) are seated on a large Instrument 
Mounting Platform protruding from ISU2 and braced with struts to the telescope mirror cell. 
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A Fabry-Perot etalon can be placed in the collimated beam in front of the IRCAM entrance 
window and a Polarimeter Module can be placed in the ISU2 above 
its dichroic beam-splitter 
mirror. Crucial drive electronics for the detector array together with some signal 
pro- 
cessing and digitising electronics for the output signal are 
located as close as possible 
to the IRCAM cryostat. 
In a cabinet attached to the mirror cell is the Array Timing Generator/ 
Computer 
Interface and the Array Control electronics which is a unit incorporating an 
LSI 11-type 
microcomputer. The function of this micro-processor is to decode the 
high-level commands 
from the UKIRT VAX computer into procedures recognisable by the electronic drive system 
hardware and to synchronise the digitisation of the output signal from the array. 
In 
another cabinet is the motor control and drive unit required for the various moving parts 
(driven by stepper motors) such as filter wheels. 
Data from the array is digitised and sent to a remote pre-processing computer 
(a PPDP 
11/23+ also of the LSI 11 type) in which many rapidly accumulated exposures can be co-added 
into a single "image frame" before that frame is transferred to the URIRT VAX 
11/730 
computer for final storage, analysis and display. 
The astronomer interacts with the system via a terminal and a software routine which 
guides him through the various options (e. g. choice of filter, choice of integration time 
etc. ). A false-colour image display system is available for visual presentation of the 
data frames received by the VAX computer. Once an infrared image data frame has been 
stored on disk by the observing program the user is free to use the Reduction and Analysis 
Package to manipulate and display the data in a variety of ways. Finally, the data files 
on disk are archived to magnetic tape in one of several standard formats. 
Optical and mechanical design 
In essence, the prime optical requirement is to match the f/36 image scale (1.59"/mm) 
of the UKIRT (effective aperture c 3.7m) to the pixels on a 2-dimensional array detector to 
achieve pixel fields of view on the order of 0.5 to a few areseconds over total fields of 
view of 1-2 arcminutes. Moreover, it is essential to (i) form an image of the telescope 
mirror inside the cryostat to act as a cold stop; (ii) provide a parallel input beam to 
the cryostat to enable the camera to be used as an imaging Fabry-Perot spectrometer; (iii) 
minimise the number of optical surfaces because of light-loss and ghosting and (iv) 
accommodate a wide wavelength range. 
The scheme adopted to satisfy these conditions is a variant of a classical design 
often employed in astronomical instruments. In this approach the f/36 beam'emerging from 
the telescope is first collimated by an off-axis gold-coated curved mirror to produce 
bundles of parallel beams corresponding to different points in the image plane. The mirror 
is-placed one focal length (F) from the telescope focal plane and has the property that it 
produces an image (the "entrance pupil") of the telescope entrance aperture at a distance 
slightly greater than F from its surface. This image forms a crucial "stop" for the system 
since all the collimated bundles (from any part of the field of view) pass through this 
image. In practice, the physical stop at this position is "s: ightly oversized (10" 1) to 
allow for a relative shift between image and stop due to misalignment and flexure arising 
as the telescope moves. 
To re-image the telescope focal plane a camera lens (of focal lengtn f) is placed in 
the collimated beam just after the stop. Since the detector is physically small, the image 
in the telescope focal plane must be greatly demagnified by the camera optic. The magnifi- 
cation factor is just f/F. For example, for f  61mm, F w610mm, ms 1/10; the f-number of 
the camera is essentially f/3.6 (or mx FA ). This design forms the basic optical confi- 
guration of IRCAM and the real components 
fFlild 
a PFOV a 1.2 areseconds. 
In the practical realisation of this design a second surface - that of a flat (plane) 
mirror has been added to "fold" the system in a compact way and minimise off-axis angles. Figure 2 shows the practical ray diagram/ physical layout; the curved and flat (gold- 
coated) mirrors comprise the Collimator module, and a cold, anti-reflection-coated Zinc 
Selenide lens within the cryostat acts as the camera optic. 
Two filter wheels each with a capacity for 10 large diameter (30mm) components are located 
in the collimated beam just in front of the cold stop. Standard broad band filters, a 
wire-grid polarizer, and narrow band (1% or 2% bandwidth) filters are included. Immediately 
in front of the cryostat window can be placed a Fabry-Perot etalon of the type already 
available at UxIRT. With the existing etalons the field of view will be limited to +1 arc- 
min; larger etalons can be accommodated. 
To baffle this optical system to stray radiation from warm surfaces outside the cryo- stat two basic steps are taken. Firstly, a cold baffle extends from the entrance winnow 
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back into the cryostat. Secondly, two reflecting annular curved mirrors are placed in the 
beam outside the cryostat such that they "look back" at cold surfaces. 
The most significant mechanical questions to be faced are (1) how to mount the 
required external optics and the cryostat itself onto the telescope, (ii) how to minimise 
flexures. and (iii) how to provide a large enough optical/ vacuum chamber. 
For reasons of size, weight and accessibility, the concept of an instrument Mounting 
Platform (IMP) was adopted. Figure 3 shows schematically how all the parts of IRCAM are 
supported on this platform. The IMP is supported from 1SU2 and the telescope rotator 
flange by eight struts and a braced bracket. With this arrangement the rotator can still be 
used and flexure of the IMP (which weighs 48 kgm) about the port is minimised. 
IRCAM - the instrument itself, comprises two mayor parts, namely, a liquid cryogens 
container which is a modified Oxford Instruments LHe/LN, cryostat and a Camera body/Vacuum 
Chamber made by Vacuum Generators. within the Camera body are several discrete modules, 
these are (i) the Filter Wheel Module and Lyot stop, (ii) the Camera Lens Module and (Ili) 
the Detector Assembly. All of these components are mounted on an easily removable Optical 
Table which is supported from the outer Camera body via low thermal conductivity (fibre 
glass) tubes. The table is cooled by flexible copper links to the liquid nitrogen cold 
shield. 
There are 3 components within the camera head which must be driven from the outside. 
These are the two filter wheels and a fine focus drive for the aetector. Each drive 
consists of identical 5-phase stepping motors, rotary vacuum feed-throughs and drive shafts 
with easily demountable couplings. 
Cryogenics and detector temperature control 
The need for a cryogenic instrument chamber stems from two sources both of which are 
fundamental to the ultimate, optimum use of the infrared array detector. 
Firstly, the detector itself must be cooled in order to function as a photodiode, and 
the lower the temperature the lower its own thermal dark current, and therefore the higher 
its sensitivity. Secondly, the cooled detector consequently becomes very sensitive to the 
thermal (heat) radiation from all the warm components in the optical path and from 
scattered radiation outside the optical path, even if the detector is only sensitive out to 
a wavelength of Sum. Thus the background signal on the detector can be very high unless as 
many as possible of the optical components themselves can be cooled (or are of low 
emissivity) and the detector protected by cold baffles. 
Due mainly to the field-of-view requirements, the internal components of IRCAM are 
quite large. There is therefore a large thermal mass to be cooled and a large radiation 
loading on that mass due to the considerable surface area. For these reasons a large 
cooling capacity is required. After seriously considering closed-cycle coolers it was 
decided to remain with liquid cryogen containers for the time being until more information 
was available and some lab experience of such coolers had teen obtained. Such work is 
currently under way. Liquid nitrogen temperatures are adequate for cooling the components 
within the Camera Head but the detector itself needs to operate somewhat colder than solid 
nitrogen - probably in the range 20-40K. For this reason a Liquid Helium (4K)/Liquid 
Nitrogen (77K) Cryostat was adopted and a scheme devised for establishing an intermediate 
temperature stage. The chosen cryostats have a4 litre helium capacity and a 4.5 litre 
nitrogen capacity. The LN2 reservoir is used to cool all the internal components and to 
sink the unavoidable heat inputs, the main component of which is radiation from the warm 
camera case. Similarly, cooling the detector to a temperature intermediate between LN.. and 
LHe results in a heat input to the liquid helium. Typically, LN, hold times will bt X24 
hours and LHe hold times "36 hours. Since helium may not always be available on Mauna Kea 
and since IRCAM may be used in a "stand-by" (second instrument) mode or a "survey" mode in 
the background limit, it was essential to ensure that the inner vessel of the cryostat 
could be filled with liquid nitrogen and then attached to an evacuation pump to cool it to 
solid nitrogen temperature (50K). At the same time a method of "shorting" the detector 
assembly to this cold-face temperature was required. The solution adopted is that of a 
Variable Conductance Gas Switch (VCGS) as shown schematically in Figure 4 and described 
below. 
The detector mounting block is supported off the optical table (which achieves +BSK) 
by two low conductivity fibre glass tubes. It is thermally connected by a high conductivity 
copper cold finger to the 'hot' end of a cylindrical chamber. called the Heat, Exchanger, 
which is made of stainless steel (a poor conductor). The 'cold' end of this chamber is 
mounted on the copper cold face of the LHe vessel at 4K. The heat exchanger contains 4 
concentrically separated copper cylinders, 2 hot and 2 cold. Connected to the exchanger by 
a stainless steel tube is a smaller copper chamber which is thermally linKed to the cold 
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The SIRCAM package breaks down into three logically separate components. Firstly, 
there it a requirement to calculate the number of photons arriving above the telescope 
from 
astronomical objects of various kinds, from the thermal sky background and 
from night sky 
emission features. The former involves a knowledge of the typical anticipated 
brightnesses, space densities, spectral distributions and so on, for a variety of likely 
targets. The latter two items take into account thermal emission from the sky (using black 
body curves and empirically derived emissivities), ano line emission from the upper 
atmosphere including absolute OH emission photon flux figures actually measured on Mauna 
Mea. 
The second component of the package comprises a model of the effect upon these input 
photons due to the telescope optics, warm external optics, cold filters and cold re-imaging 
optics. This determines the final spectral and spatial distributions of source and back- 
ground photons falling on the detector array, as a function of, for example, the scale-size 
employed. This naturally involves the convolution of the seeing disk with the PSF of the 
various optical components, and upon the reimaging scale employed for any particular 
observation. 
The first two modules of SIRCAM essentially produce an "image" of input photon rates 
as measured by a perfect system dust above the surface of the detector array. The actual 
detector array employed will, of course, not be perfect. The third component of the pack- 
age attempts to model and simulate the response of the detector array to the input "image", 
from photons striking the array surface to the output signal voltage entering the pre- 
amplifier. Effects included in this section are, spectral quantum efficiency, readout 
noise, non-uniform response - including bad pixels, pixel filling factors, crosstalk and, 
in the case of photovoltaic DRC devices, the non-linear generation of dark (leakage) 
current and its overall effect on detector linearity. 
working through from the model astrophysical source of interest to the output image in 
this manner, we can examine the effect that variations of the great many parameters of a 
real infrared imaging system may have on the output "signal-to-noise", using this latter 
term in a general manner to describe the quality of, and rate at which, astronomy may be 
done. In addition, we are using SIRCAM (which is still in a state of continuous develop- 
ment) to stimulate scientific discussions about possible observing programs and to assist 
in the assessment of the system evaluation and commissioning tests as they are carried out. 
The currently available test data on . he SBRC 58 x 62 engineering-quality devices 
suggests dark currents of <5 x 10`pe. s'pixel' at 50K, a quantum efficiency of %80ti at 3 um 
and a readout noise of less than 500 electrons rms, which makes this detector a potentially 
useful device for many astronomical applications. Our simulations predict performances of 
the individual detectors equivalent to the best available single element detectors in the 
thermal background limited case, and at shorter wavelengths, if long on-chip integrations 
are possible, we should see significant improvements in sensitivity. 
Conclusions 
we have designed an infrared imaging system for the 3.8 m UiIRT which allows for 
several optical moves, and which employs 2-d solid state detectors of the type discussed 
elsewhere in these proceedings. In addition, we have oeveloped software tools for the display, reduction, analysis and simulation of IR images. At present we are evaluating this system in the laboratory but we expect to move toward telescope trials later in the 
year. 
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MAGNETIC FIELD STRUCTURE IN DARK CLOUDS 
CONTRIBUTED PAPERS 
M. Tamura, T. Nagata, S. Sato, M. Tanaka 
Department of Physics. University of Kyoto, Japan 
N. Kaifu 
Nobeyama Radio Observatory, University of Tokyo, Japan 
J. Hough 
Hatfield Polytechnic, UK 
1. McLean, I. Gatley 
United Kingdom Infrared Telescope Unit, UK 
R. Garden, M. McCaughrean 
Department of Astronomy, University pf Edinburgh, UK 
The magnetic field geometry in the central regions of two dark clouds 
has been mapped by measuring the polarization at 2.2 Vm of background 
stars and of stars embedded in the clouds. The observations were done 
with the Kyoto polarimeter on the Agematsu Im IR telescope in December 
1984 for Heiles Cloud 2 in the Taurus dark cloud complex, and on the 
UKIRT 3.8m in May and July 1985 for the p Ophiuchus dark cloud core. The 
main results are: 
i) Most of the stars in both regions show polarization and their 
maxima are 2.7% in Heiles Cloud 2 and 7.6% in p Oph, respectively. There 
are similar positive relations between polarization degree and extinc- 
tion Av's. 
ii) The distribution of position angles for Heiles Cloud 2 shows a 
single mode at about 50° and that for p Oph shows a bimode, at about 50° 
and 150°. 
iii) The magnetic fields, as delineated by the infrared polariza- 
tion, appear perpendicular to the flattened elongations of the molec- 
ular clouds. 
Although the efficiency of the alignment Pk/Av in dense regions is 
lower than that in the vicinity of the clouds, it is still significant 
and would require a large magnetic field strength, if normal paramag- 
netic effects are required. The stratified structure of the clouds 
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Fig. 1 (a) K-band polarization map to- Fig. 2 Degree of polarization 
wards Heiles Cloud 2 superposed on the in the K-band versus total 
Av contour map (Sherwood and Wilson visual extinction Av. 
1981). The CS emission contour map of 
THCI (Snell, Langer, and Frerking 1982) 
is also shown. (b) K-band polarizations 
of the central core of the p Oph dark 
cloud are superposed on the map of the 
visual extinction (Wilking and Lada 
1983). 
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MOUSCHOVIAS: Whit are the number densities in these clouds? 
TAMURA.. ti 103 cm-3 in Heiles Cloud 2 and -1.10° cm -3 in the p Oph core. 
MOUSCHOVIAS: At such low densities (C a fewx10 cm-3), ambipolar dif- 
fusion cannot account for your derived, relatively small k(- 1/4) in 
the relation (B/Bo) - (n/no)k. The uncertainties in deriving the field 
a. tltength, as opposed to just its diAeCt. 0n, from polatization observa- 
tions must have something to do with it; aslo the values of Be and no 
you use (e. g. see 1985, Astron. & Astrophys. 142,41); they should be 
those values at which self gravity becomes important (and contraction 
perpendicular to field lines begins) and k becomes 1/2 (see 1976, Ap. 
J. 207,141). The quantity Be can typically be 3 microgauss but no is 
given by B'n 
no - 137 
M°uZ 
cm 3, 
where Be is the field measured in microgauss and M the mass measured 
in solar masses (see above reference, equation Sb). 
PUDRITZ: Your observation of the alignment *of the magnetic field of 
subcondensations with one another is extremely interesting. It suggests 
that the first structures to have formed in molecular clouds are large 
scale sheets, out of which subcondensations have fragmented. If sub- 
condensations form first, one would see a more random orientation of 
their associated magnetic field orientations. Could you comment on 
this? 
TAMURA: As I have shown in the talk, the polarization vectors are 
aligned fairly regularly; most of them are nearly perpendicular to 
the elongation of the clouds. One exception I think of is the "stream- 
er" region to the east of the p Oph core. The polarizations. there are 
parallel to the streams, but they are quite regular again. 
FAZIO: Have you got any evidence of rotation or measurements of Dop- 
pler shifts across the structure for the same clouds where you ob- 
serve magnetic fields polarized perpendicular to the elongation of 
the clouds? 
TAMURA. No. I have no knowledge of rotation measurements for these com- 
plexes. 
FAZIO: If not, it would be worthwhile to do those measurements, in 
order to investigate the role of magnetic field and rotation on the 
instability of these clouds (compare, i. e., with the Chandrasekhar 
and the Fermi Jeans mass). 
SIMULATION AND MODELLING OF INFRARED CAMERA SYSTEMS 
M. J. McCaughrean 
Astronomy Department, University of Edinburgh 
Royal Observatory, Blackford Hill, 
Edinburgh EH9 3HJ, Scotland 
I. S. McLean 
United Kingdom Telescopes Headquarters 
665, Komohana Street, Hilo, Hawaii 96720 
Abstract. We describe a software modelling and simulation package 
(SIRCAM) implemented to aid the design and optimisation of new infrared 
instrumentation based around solid state 2-d detector arrays. We 
discuss the package with particular emphasis on results derived for a 
one to five micron imaging system (IRCAM) for the 3.8m UK InfraRed 
Telescope 
_(UKIRT), 
based around an SBRC 62x58 InSb + SFD type array. 
The package is fully generalised however, and has also been used for 
other types of IR array instrumentation, including spectrometers, and 
SWIR/LWIR camera systems. 
I. INTRODUCTION 
The recent availability of arrays of detectors sensitive to 
infrared radiation has meant that true IR imaging is at last a reality. 
The spectacular gains obtained through the use of such arrays promise 
an exciting new period of discovery in the IR, as seen elsewhere in 
these proceedings. However, the design, implementation, and 
optimisation of instrumentation (both imaging and spectroscopic) 
employing IR arrays pose significant problems. Whilst there are 
lessons to be learnt from both current single channel IR instruments 
and solid state array detector instruments used in the optical, there 
are, in addition, novel problems associated with IR array instruments, 
not least the optimisation of the detectors themselves and the high 
data rates they can provide. Whilst building a first generation 
near-IR camera (IRCAM) for the UKIRT, we set about implementing a full 
software simulation (SIRCAM) of the camera system, with the aims and 
results described below. The package is implemented in Fortran-77, and 
is completely compatible with the ADAM environment, recently chosen as 
the standard data acquisition, reduction, and analysis environment for 
the UK's major observatory facilities around the world, and for the 
Starlink network of astronomical data processing computers. 
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II. AIMS 
our aims in developing the SIRCAM package were as follows : 
(a) to provide feedback to the instrument design and operation 
(b) to estimate system sensitivities across the wide range of 
possible observational configurations 
(c) to explore the properties and limitations of particular 
detector arrays, especially with regards their photometric 
calibration 
(d) to stimulate the development of data reduction and analysis 
software and techniques by providing realistically modelled 
data sets 
(e) to provide a tool to help plan observations 
III. INPUTS 
SIRCAM comprises three main interfaced input sections, including 
the components listed below. All the inputs may be tailored by the 
user in order to explore various observational and instrumental 
configurations. At the same time, a range of default settings are 
available, and the user may save a particular configuration for 
re-examination at a later date. 
(a) Astrophysics - 
(i) typical source flux and space densities 
(ii) broad band photometric magnitudes and colours for 
various classes of source 
(iii) simulated point source fields stored in catalogues 
(iv) simulated 'standard' extended emission sources 
(v) inter-unit conversions - magnitudes to janskys, 
janskys to watts per square centimetre etc.. 
The astrophysical inputs listed above are derived from standard 
texts and photometric catalogues, and used in order to provide 
realistic photon fluxes arriving above the atmosphere for a variety of 
astronomical sources. These photons are then 'processed' by the 
atmosphere, telescope, and optical train, accounting for the following 
effects : 
(b) Atmosphere / Telescope / optics - (i) transmission/emissivity of sky (IRTRANS model) (ii. ) non-thermal sky emission (e. g. OH) 
(iii) seeing profiles 
(iv) emission from telescope and warm optics 
(v) total system photon throughput 
(vi) image scalesize / spectrometer aperture 
(vii) cold filter profiles / spectrometer resolution (Viii) optical point spread function 
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Finally, the 'processed' photons from both source and background 
arrive at the detector array. Considerable effort has. been taken to 
model the behaviour of such arrays, including the following details : 
(c) Detector Array - 
(i) dark current mechanisms (g-r, diffusion) 
(ii) quantum efficiency 
(iii) array uniformity (flat-field, dark current) 
(iv) non-linearities (photo-response, dark currents) 
(v) capacitances (junction, MOSFET) 
(vi) well capacity 
(vii) noise sources 
(viii) readout gain 
(ix) transfer efficiency 
(x) temperature dependencies of the above 
IV. OUTPUTS 
This package enables us to meet the requirements listed in Section 
II across the wide range of configurations applicable to IR array 
instrumentation, in the form of tables of numbers, graphical plots, and 
simulated imagery. 
We have paid particular attention to the parameters relevant to 
the IRCAM design, namely that of an imaging camera operating at low 
(broad-band) and high (CVF, Fabry-Perot) spectral resolutions, at a 
variety of spatial resolutions (0.6 - 2.4"/pixel), on the 3.8m UKIRT, 
and with an SBRC 62x58 InSb + STD type array. Two points of particular 
interest to us in this instance are the wide range of expected 
background flux rates, and the known non-linear dark current generation 
and photon response functions inherent in the SBRC architecture. 
Examples of SIRCAM output relevant to these topics are shown in Figures 
1 and 2. Further exploration of the parameter space is precluded in 
these proceedings, but a full treatise on the inputs and outputs, the 
modelling algorithms, and results, are to be found elsewhere 
(McCaughrean 1987). 
V. CONCLUSIONS 
We have discussed the need for a software simulation package for 
new instrumentation based around IR array detectors. The SIRCAM 
package has been implemented in order to approach these questions, and 
it has been found to be of significant assistance in the design, 
testing, and astronomical commissioning of a new IR camera system for 
the UKIRT. The package is being further improved, and will be used 
alongside the development of new SWIR and LWIR cameras, and IR 
spectrometers. 
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Figure 1. This shows the 
anticipated background 
arriving outside the window 
of a camera on the UKIRT at 
the summit of Mauna Kea. The 
background is due to thermal 
emission from the sky, 
telescope, and warm optics, 
along with short wavelength 
non-thermal OH emission. The 
cold optics will reduce this 
flux prior to rear-, ing the 
detector. Also shown is the 
zenithal transmission for the 
sky above Mauna Kea, along 
with the transmission curves 
for the standard near-IR 
filter set. 













Figure 2. Shown here is a 
simulation of the voltage 
discharge of an SBRC 
InSb + SFD detector. The 
photon flux is typical of 
that expected on UKIRT at K 
(2.2 microns) into 1.2" 
square pixels. The dark 
current at the detector 
temperature of 55K is just 
below 1,000 electrons per 
second per pixel at full 
reverse bias. Note the 
non-linear diode discharge, 
and that the detector runs to 
a steady-state forward bias 
after discharge. 
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DESIRED CHARACTERISTICS OF 2-D ARRAYS FOR SWIR IMAGERS AND 
SPECTROGRAPHS 
R Wade, TJ Lee, IS McLean and CM Mountain 
Royal Observatory, Blackford Hill, Edinburgh 
MJ McCaughrean 
University of Edinburgh, Department of Astronomy 
I Baker 
Mulland Ltd, Southampton 
Abstract. High performance arrays are needed for the short wavelength infrared 
(SWIR) range, 1-2.5 microns, where requirements are rather special because of the 
low background in astronomy applications. The background as a function of 
wavelength for UKIRT on Mauna Kea is discussed and properties of existing arrays 
are used to derive desired characteristics for arrays for typical observations. These 
include high spatial resolution imaging and spectroscopy. It is shown that for imaging 
background limited performance can be obtained using existing CMT material if quieter 
multiplexers are successfully developed; however, high resolution spectroscopy 
challenges currently available material and multiplexers. 
I Introduction 
The ultimate performance limit on any infrared detector system will be that due 
to the shot noise on the background signal. For astronomy applications where the 
photon arrival rates from the sources of interest are generally very low and hours of 
telescope time per square metre of aperture are very expensive, a design goal of any 
system will be to be to achieve background limited performance. In the thermal IR 
this goal is normally easily achieved, however at the shorter IR wavelengths, 1-2.5 
microns, the so-called SWIR region this has not usually be the case except for the 
very best of single channel systems. It is clearly important that we achieve 
background limited performance with future systems if we are to capitalize fully on 
the major investments being made in new facilities and instruments. 
II The Background on Mauna Kea 
The first step in determining the desired characteristics of arrays is to establish 
what background levels we expect at the telescope. In Figure 1. we show a plot of 
the expected rate of generation of photo-electrons for a typical instrument on a 3.8 
metre telescope (McCaughrean 1987). A telescope emissivity of 20 per cent and total 
system throughput of 20 per cent have been adopted, with effective sky and telescope 
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optics temperatures of 253K and 275K respectively. While this plot will change 
for 
different atmospheric conditions and telescope temperatures it is representative of what 
one might expect on an infrared telescope on Mauna Kea. The curve clearly 
has two 
components. Longward of about 2.5 microns the background is dominated 
by thermal 
radiation from the telescope and atmosphere. Below 2.5 microns emission 
from OH 
in the atmosphere dominates. 
Cb Atmospheric emissivity model Traub & Stier (IRIRANS) 
OH emission data Alan 76kunago (measured on IRTF) 


















° Effective sky temperature 253K 
a' p Worm optics temperature : 275K 
V: crm optics effective emissivity 0.2 
Total system throughput 0.2 
2345 
Wavelength (qcm) 
Fig. 1. The background on Mauna Kea. The number of photo electrons detected by a typical instrument on UKIRT is plotted against wavelength. 
The backgrounds expected at I and 2 microns at various spectral resolutions of interest are plotted in Figure 2. We have assumed aI arcsecond square field and a 3.8m telescope. A feature of particular interest in this plot is the enormous range of expected backgrounds from less than 1 electron per second for high resolution spectroscopy at 1 micron to 10,000 electrons per second for imaging at 2 microns. 
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Fig. 2. Numbers of background generated electrons expected at I and 2 microns 
plotted against instrumental resolution. 
III Requirements for Background Limited Operation 
Given. the expected backgrounds, what are the desired characteristics of a given 
detector array in order that it will be limited by this background? The first 
requirement is that the dark current in the detector Ndk is less than the background 
generated current Nb. 
i. e. Ndk << Nb 
This is clearly a necessary requirement if we are to avoid being limited by the 
noise on the dark current rather than that on the background current. 
The second requirement is that we be able to integrate on-chip for a time T which 
is long enough that at the end of an integration the noise on the accumulated 
background signal will be greater than the read noise Nr 
i. e. TNb >> Nr 
If this is not the case we will be limited by read noise rather than background 
noise. In order for this to be true there is a third requirement which is that the 
well capacity of the device is larger than the square of the read noise, this 
requirement does not appear to pose any problems for currently available devices. 
i. e. Well Capacity >> Ißt 
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The required minimum integration times to achieve background 
limited operation 
at 1 and 2 microns are plotted against spectral resolution in 
Figure 3. 
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Fig-3. Required minimum integration times to reach the background limit at 1 
and 2 microns plotted against instrumental resolution for a read noise of 100 
electrons. 
The important point to note in Figure 3. is that while for a read noise of 100 
electrons, integration times of an hour or so will be sufficient to reach the 
background limit at 2 microns at all resolutions up to 10,000, they will not be 
sufficient for spectroscopy at 1 micron unless read noises can be reduced significantly. 
IV Comparison of Required and Achieved Performances 
The desired performance characteristics for arrays for imaging and spectroscopy in 
terms of dark current and read noise are summarised in Table 1. 
TAMM 1 
Desired characteristics to achieve background limited performance 
Imaging Spectroscopy 
Ndk 1000 - 10,000 <I- 10 
Nr 100 500 SO - 100 
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Currently levels of achieved performance as reported at this meeting are 
summarised in Table 2. Performance figures are given for HgCdTe, InSb and 
Germanium diodes and are intended as a rough guide to performance -rather than a 
definitive survey. 
TABLE 2 
Reported performances of currently available arrays 
HgCdTe 1nSb Ce 
Ndk 10 - 1000 100 - 10,000 <4 
Nr 200 - 2000 reported 
50 in prospect 
V Conclusions 
Comparison of Tables 1 and 2 indicates that for imaging applications currently 
available HgCdTe devices should be able to achieve background limited 
performance in the 1-2.5 micron, S"AWIR, region. For spectroscopy applications 
both lower read noises and dark currents will be required. For the very shortest 
wavelengths -germanium diodes may offer the very low dark currents required. 
For coverage of the whole 1-2.5 micron range however, high ROA product 
HgCdTe material with a 2.5 micron cut-off wavelength operating at 50K looks 
promising. However, multiplexers with read noises of 50 electrons or less will be 
required. 
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