Telugu is the third most spoken language in India and one of the fifteen most spoken languages in the world. But, there is no standardized input method for Telugu, which has a widespread use. Since majority of users of Telugu typing tools on the computers are familiar with English, we propose a transliteration based text input method in which the users type Telugu using Roman script. We have shown that simple edit-distance based approach can give a light-weight system with good efficiency for a text input method. We have tested the approach with three datasets -general data, countries and places and person names. The approach has worked considerably well for all the datasets and holds promise as an efficient text input method.
Introduction
Transliteration is the process of mapping text written in one language in to another by means of a pre-defined mapping. It is useful when a user knows a language but does not know how to write its script. It is also useful in case of unavailability of a direct method to input data in a given language. Hence, transliteration can be understood as the process of entering data in one language using the script of the another language. In general, the mapping between the alphabet of one language and the other in a transliteration scheme will be as close as possible to the pronunciation of the word. English transliterated text has found widespread use with the growth of internet usage, in the form of chats, mails, blogs and other forms of individual online writing. This kind of transliterated text is often referred by the words formed by a combination of English and the language in which transliteration is performed, like -Arabish (Arabic + English), Hinglish (Hindi + English) etc. Depending on various factors like mapping, language pair etc, a word in one language can have more than one possible transliterations in the other language. This is more frequently seen in case of transliteration of proper nouns and other named entities. In this paper, we deal with the problem of transliteration of text from Roman script to Telugu. Transliteration can also mean a back transliteration from Telugu to English. However, we discuss only English to Telugu transliteration throughout this work.
Telugu is the third most spoken language in India and one of the fifteen most spoken languages in the world. It is the official language of the state of Andhra Pradesh. Telugu has 56 alphabets (18 vowels and 38 consonants), two of which are not in use now. There are 16 additional Unicode characters to represent the phonetic variants of each consonant. Telugu wikipedia is one of the largest of the Indian language wikipedias. However, Telugu still does not have a user friendly and efficient text input method, which is widely accepted and used. Many tools and applications have been designed for Indian language text input. But, an evaluation of the existing methods has not been performed in a structured manner yet, to standardize on an efficient input method.
Most of the Indian language users on the internet are those who are familiar with typing using an English keyboard. Hence, instead of introducing them to a new keyboard designed for Indian languages, it is easier to let them type their language words using Roman script. In this paper, we deal with text input as a transliteration problem. We attempted to solve this problem by trying out different ways to exploit a large word list which is available to us from the crawl data of an Indian language search engine. Amongst the different methods tried out, an edit distance based approach worked most efficiently for the problem. We have performed these experiments on Telugu. But, the idea can be generalized to other Indian languages as well. This approach is not restricted to Indian languages, though. It can be used with other nonroman script based languages too. Further, the technique will also help transliterating text offline. There is a huge amount of data in the form of Romanized Telugu or any other language, used in various sites on the internet. Lyrics sites and discussion boards are the best examples for this kind of a scenario. Our technique can be applied in converting this text to Unicode. We describe our design and subsequent experiments conducted to verify the efficiency of the system in this paper.
The rest of this paper is organized as follows -Section 2 describes the related work. Section 3 explains some of the approaches we have tried out in the process of designing an effective text input method for Telugu. Section 4 explains our final design methodology. Section 5 presents our experiments and results. Section 6 presents our conclusions and outlines the future work.
Related Work
Many applications concerning text input for Indian languages have been designed in the recent past. Keyboard layouts like Inscript [7] and Keylekh [3] have been developed for Indian languages. There are also online applications like Quillpad 1 and Google's Indic transliteration 2 , which facilitate typing in Telugu through Roman script, without any previous learning on the part of the user. There are also mapping schemes to map Roman character sequences to Telugu characters. Some of them include ITRANS 3 , RTS (Rice Transliteration Scheme) 4 and Wx 5 . Softkeyboards are also designed for Indian languages by Google (gadget on iGoogle), Guruji.com 6 and Telugulipi.net 7 among several others. However, our discussion in this work is limited to the Roman script based typing interfaces for Telugu language.
Edit distances have been used for a variety of matching tasks. They have been used widely for the purpose of detecting spelling variations in named entities. Freeman et.al. [1] used an extension of Levenshtein edit distance algorithm for Cross-linguistic name mapping task in English to Arabic transliteration. Cohen et.al. [12] have performed a comparison of different string distance metrics for name matching tasks. They have also implemented a toolkit of string matching methods for general purpose application. Mauricia et.a. [11] proposed a method to build Indo-European languages tree by using Levenshtein distance 8 . Makin et.al. [6] applied string matching techniques in the context of Cross Lingual Information Retrieval among Indian languages, to identify cognates between two Indian languages. Nayan et.al. [2] used Levenshtein distance, Soundex 9 and Editex [1] for the purpose of Named Entity Recognition in Indian languages. Pingali et.al. [5] also have mentioned about the usage of Fuzzy string matching techniques for Word normalization in Indian languages.
However, though all the above approaches have used edit-distance and other string matching based approaches widely, this work differs from them in the application scenario. While all of them have used those methods for name-matching tasks in mono-lingual as well as cross-lingual retrieval, we used those methods to develop an input method for Telugu language. Hence, we have used them to build an input method for Telugu through transliteration of the Roman script.
Experiments in English to Telugu Transliteration
We have considered text input as a transliteration problem in this work. Hence, we have worked on evolving approaches which consider text input from this point of view. Since we had access to a 1,600,000 strong word list for Telugu, collected from a crawl data index of an Indian language search engine, we have made attempts to exploit it. Further, lack of a parallel corpus for this kind of data came in the way of using any Machine Learning based techniques. Hence, we have come up with several approaches to text input, which involved the usage of this word list. The word list in Telugu was first stored in Roman script, by following a pre-defined mapping. This mapping was formed by performing an Ease of remembrance experiment on the existing mapping schemes for Indian languages.
Ease of remembrance
This experiment was performed based on a similar experiment by Goonetilleke et.al. [8] , which was performed to estimate the ease of remembrance of a particular romanized mapping compared to other. They have performed it for Sinhalese. We have asked a group of 9 users to romanize the alphabets of Telugu language. Users were given a 2-column table. First column contains the Telugu alphabet . Second column is vacant and the user was asked to fill it the spelling of the Telugu alphabet according to their intuition. It is followed by the following procedure:
For a given encoding scheme, calculate the average edit distance between the user's roman transliteration and the encoding scheme's roman transliteration. The scheme with the lowest average edit distance is the easiest to remember.
We performed the experiment with three popular mapping schemes for Indian languages ( RTS, Wx and ITRANS). The results are tabulated below: Since RTS had a better ease of remembrance as proved by this experiment, we have used a near RTS notation to convert our word list to Roman notation. After converting the Telugu word list in to Roman script, we have utilized it in different approaches for forming a data input method. Though we have finally concluded that Levenshtein distance based approach works the best of all, we are presenting the different approaches we have tried in the process of forming an efficient text input method for Telugu. The experimented approaches are explained below.
Generating Combinations
In this method, the input word is split in to individual phonemes. For example: bharat is split as bha-ra-t. An input mapping table is created, which has two columns. The first column contains the phoneme and the second column contains possible alternatives to that phoneme. For example, the phoneme bha can have its variations as ba,baa,bha,bhaa (బ,బ ,భ, ). The second column is filled using the data obtained by performing the "ease of remembrance" experiment. This approach is similar to that performed by Sandeva et.al [9] , who also tried a word list based approach for building a Sinhalese language prediction system. Finally, using this mapping table, all possible combinations of words that can be formed from the input word are generated. Valid words from the generated combinations are returned as predictions. However, as the length of the word increases, lakhs of combinations need to be generated, which slows down the whole process. Further, the method has to search through the word list to give only valid words as output, which again involves the usage of the large word list. This makes the search extremely slow owing to the size of the word list. Hence, an improvement over this idea was implemented, which involves converting the existing word list in to a mapping table.
Building a Mapping Table from the Word List
In this approach, we have re-arranged the Romanized word list to form a key-value data structure. The roman-mapping was case sensitive. Hence, we have formed a new data structure in which the key is a lower-cased word and its value had all the possible case-variated words to the key word, which existed in the dictionary. For example, against an entry kavali, the entries will be: {kAvAlI;kAvAli;kAvali;kavAli;khavAlI} ( ా ా ; ా ా ; ావ ;క ా ;ఖ ా ), which are the various words that exist in the word list, that are case-variated versions of the entered word. Though this approach was better than the previous one, it had one drawback. It works only if all the vowels and consonants entered were correctly spelt by the user, which is not always the case. For example, the word Burma (another name for the country -Myanmar) is actually pronounced barma and hence written so in Telugu. But, since this approach does not save those variations in its data structure, it fails to transliterate in this case. This obviously resulted in a less efficient system since this is a common problem in text input for Indian languages.
Fuzzy String Matching Based Approaches
Since the above mentioned approaches have not proved to be efficient enough for the task, we have tried out some experiments with string similarity metrics and other fuzzy string matching approaches. First, we have experimented with Jaro-Winkler distance, which has been explained in detail in [4] . Our procedure is based on the assumption that the first letter entered is the correct letter. We calculate similarity between the words in the word list starting with that letter and the input word. All the words, which cross a certain threshold level are given as predictions for the input word. The approach scaled well and was fast enough. However, as mentioned by Winkler in [13], the Jaro-Winkler similarity works well for proper names. Its initial purpose was to get the spelling variations of first names and last names. But our dataset is a generalized data set, which has both named entities as well as non-named entities, since this is the problem of a general purpose text input. Hence, this approach did not give a good efficiency to provide a better text input method.
Hence, we have tried to experiment with normalization methods like Soundex. Originally designed to get the spelling variations of names, Soundex achieves its purpose by grouping the letters in to respective classes. The Soundex algorithm is explained to some extent in Freeman et.al. [1] . In essence, it assigns a code to the given word based on its grouping. Similar names will possess the same Soundex code to a large extent. We have customized the Soundex grouping of letters as per the needs of a transliteration approach. We have altered the grouping of classes to some extent and extended the "Alphabet+3 digit code" of Soundex to "Alphabet+N digit code" where N is dependent on the length of the input word, since there will be so many words that have a similar 3 digit code as the input word. However, this did not improve the efficiency much.
Hence, we have tried using edit-distance as a method to devise an efficient text input method for Indian languages. We have used Levenshtein distance for this purpose because it calculates the cost involved in converting one word in to another by considering the number of insertions, deletions and substitutions required for the source word to be converted to the target word. Typically, insertions/deletions/substitutions are the three common factors involved in typing one language using the script of the other language. This approach has worked well and was proved to be very efficient. Our approach is explained below.
Levenshtein Distance Based Transliteration
Levenshtein distance between two strings is defined as the minimum number of operations (which comprise of insertion, deletion or substitution of a single character) required to transform a string to another. In the scenario of transliteration based text input, the intended string differs from entered string typically in one or many of the above mentioned operations. Hence, Levenshtein distance is a suitable metric to experiment with, in the development of a text input method. The following are the steps involved in our approach:
Step 1-Pre-processing the input word: The preprocessing step involves applying a few heuristics on the input word to make it as close as possible to the internal mapping. For example, say a user enters the input word as "raamaayanam" ( ామ యణం), which is one of the Indian epics. The word list actually saves such a word as "rAmAyaNaM" according to its mapping. Hence, one of the rules applied in the preprocessing step is to replace "aa" by "a". Since we compare the edit distance between two words only after converting the words in to lower case, the two words match. This is a simple example. Such rules are written to do some pre-processing on the input word to convert it in to the required form.
Step 2-Prediction: As mentioned before, based on the intuition that the first letter entered by the user is the correct letter, we search through only the words starting with that alphabet in the word list. The words which satisfy the requirements are returned as suggestions. In a couple of experiments, we have considered that the last character should also match. However, this is not a mandatory requirement. The requirements also include calculation of three Levenshtein distances. They are:
1. Levenshtein distance between the two words (i) 2. Levenshtein distance between the consonant sets of the two words (j) 3. Levenshtein distance between the vowel sets of the two words (k)
Here, the terms consonant set and vowel set refers to the concatenation of all consonants and all vowels in the word respectively.
Step 3-Conversion to Unicode: Finally, we have to convert the Romanized predictions back to Unicode notation. This is done by reversing the process followed to convert the word list in to a Roman notation, which was performed in the initial stage.
We have conducted several experiments by varying the Levenshtein distance thresholds of the three distances mentioned above. Our experiments and the results are explained in the following section.
Experiments and Results
We have performed some experiments by varying the threshold levels of the three Levenshtein distances we have considered in designing the system. We have tested this approach on three types of datasets, to estimate the efficiency of this system in offering good predictions. The datasets are explained below.
1. A general dataset of 500 words, which contains Telugu text typed in general.
It includes Telugu words typed in Roman script, named entities like place names and country names and English words adapted in to Telugu. This data was collected from some Telugu websites on the web. This included Telugu Wikipedia, News sites and blog pages. Since the data was collected from a free-text rather than a collection of words, the text in this dataset is the representative of a real word scenario . 2. A dataset of country/place names, which had around 200 words. This was collected from Telugu Wikipedia pages on the respective places. 3. A dataset of person names. This was again collected from Wikipedia pages on famous people. It had 150 words. Some Indian names were also included in the dataset, which mostly consisted of sportsmen, politicians and writers.
There might have been some overlap of the last two datasets with the first dataset since it is a general dataset which encompassed the other two categories.
The results are summarized in the following tables. The first column indicates the experiment number, the second, third and fourth columns indicate the different Levenshtein distances explained in the previous section and the last column shows the efficiency. Efficiency is calculated as the number of words for which the system gave correct predictions for a given input word.
General Observations: 1. The system has not been very efficient with an exclusively named entity dataset compared to the generalized dataset. 2. The person list had the largest accuracy for a particular experiment, more than the generalized dataset. 3. The accuracy with the general dataset has been considerably good.
The second column in the table word Levenshtein distance (i) refers to the Levenshtein distance between the two words being compared. As expected, the system performed efficiently with an increasing value of i. But, since there should be some limit on the increasing value, we stopped at i=6. For words of length smaller than 8, we have limited the i value to 3. However, the third column consonant set Levenshtein distance (j) refers to the difference between consonant sets of the two words. We have decided to use this as a parameter in getting the transliterated output since there will be a lot of words within the threshold i, which may not be related to the source word in any way, but have the same Levenshtein distance. It is kept 2 throughout all the experiments because, it is very unlikely that more than two words which differ in more than two consonants will be representing the same source word. The fourth column refers to vowel set Levenshtein distance(k), which represents the difference in vowels of the two words. This has been varied as either 1 or 2 in most of the experiments we have conducted. This factor has been totally ignored in the last two experiments, to verify its influence on the overall system efficiency.
As it can be seen from the results, the system performed very well with the generalized test data, which proved that this can be an efficient solution to text input for Telugu. This approach is language independent and hence can be applied to any other Indian language, owing to the similarity between Indian languages. The success of the system with the Levenshtein distance approach can be attributed the relationship between the nature of Levenshtein distance and the process of typing Telugu in English, as mentioned in the previous section.
The failure of this system with Named Entities can be owing to the fact that the way they are written is different from the way they are spelt. But, our approach is based on how the words are spelt since the dictionary is converted to a Roman mapping based on the same factor. But, the system worked better with Indian named entities i.e., places, person names which are of Indian origin. It can be attributed to the same reason; since Indian words are spelt in English in the same way as they are pronounced, to a large extent. It is natural that the system will not perform very efficiently with named entities compared to generalized test data, since our purpose is not named entity transliteration but a general purpose text input system. We did not work on specifically transliterating named entities in this approach. Hence, in this perspective, the results on the named entity datasets are encouraging enough. However, the results prove that using Levenshtein distance is a workable approach to build a text input method for Indian languages. Possible alternatives to improve efficiency with named entities can be trying with a different metric, using a combination of metrics or using some heuristics in the existing method.
The variation of accuracy of the system with word Levenshtein distance threshold has been plotted in the graph below: Fig. 1 . Accuracy of the system As it can be noticed from the graph, though the system did not perform well with an exclusively Named Entities based dataset, it performed considerably well with the general purpose dataset, which is a better representation of a general purpose data input needs of the user. Hence, we can claim that Levenshtein distance based transliteration method can provide an efficient data input system for Telugu as well as other Indian languages.
Conclusions and Future Work
In this paper, we have proposed a simple, yet efficient technique for text input in Telugu, which can be easily extended to other non-Roman script based languages. Since it does not involve any learning on the part of the system, it does not put heavy weight on the system. In this approach, we have exploited the availability of a large word list for the language to design a new text input method. Having tried out different approaches in using this word list, we have finally concluded that a Levenshtein distance based approach is most efficient of all. This is because of the relation between Levenshtein distance and the nature of typing Telugu through English. The approach offers only valid words as suggestions and it gives the results instantaneously.
We have to work on further improving the approach so as to make it work better with named entities too, since it will also help in creating gazetteers of named entities in Telugu. We have to test the system on larger datasets before making a full fledged application which uses this system. We plan to explore other distance metrics and/or using a combination of distance metrics to achieve a good working system. The system offers too many suggestions for words of smaller length. We have to look at alternative methods to deal with this problem. A proper ranking function needs to be designed to rank the results in an optimal order.
