Dimensions of river bedforms have an effect on total roughness. The complexity of bedform development causes empirical methods to differentiate from each other in predicting bedform dimensions. In this paper, two novel hybrid intelligence models based on a combination of the group method of data handling (GMDH) with the harmony search (HS) algorithm and shuffled complex evolution (SCE) have been developed for predicting bedform dimensions. A data set of 446 field and laboratory measurements were used to evaluate the ability of the developed models. The results were compared to conventional GMDH models with two kinds of transfer functions and an empirical formula. Also, five different combinations of dimensionless parameters as input variables were examined for predicting bedform dimensions. Results reveal that GMDH-HS and GMDH-SCE have good performance in predicting bedform dimensions, and all artificial intelligence methods were dramatically different to the empirical formula of van Rijn showing that using these methods is a key to solving complexity in predicting bedform dimensions. Also, comparing different combinations of dimensionless parameters reveals that there is no significant difference between the accuracy of each combination in predicting bedform dimensions.
INTRODUCTION
An alluvial channel is a water channel made up of loose sediments called alluvium. The sediments move as bedload and suspended load, and produce bedforms. The principles of creating different bedforms in different alluvial channels (sand-bed, gravel-bed, etc.) have been introduced in different references, e.g. van Rijn (). So, alluvial channels have mobile beds which is the most important parameter in creating bedforms. In fixed bed rivers like concrete channels, no sediment moves in the bed and no bedform is created. River GMDH is an AI technique which belongs to the selforganizing modeling approach. In this method, the number of neurons, the number of layers and the behavior of each neuron is adjusted during the process of training, therefore, the prediction of system modeling in GMDH is more complex than in other artificial methods. GMDH has been reported to have good results in predicting debris flow (Zhang et al. ), significant wave height (Shahabi et al. ) and the discharge coefficient of rectangular sharp-crested side weirs (Ebtehaj et al. ) .
Gaining better predictions by using AI methods rather than empirical models, has not been sufficient in recent According to the above-mentioned applications of AI and hybrid methods, it seems that using these methods can provide an accurate prediction of bedform dimensions which is an important factor in most river engineering problems. According to the literature, only Javadi et al. () have used AI methods including ANN and SVM to predict bedform dimensions using 257 datapoints from the Rhine and Meuse rivers. Using data from just two rivers and no flume data plus a small range of variables increases doubts about using these methods with other natural or flume data sets. To solve this problem, a wider range of data sets and novel hybrid models are required.
The main objective of this research is to develop and apply two new hybrid intelligence methods called GMDH-HS and GMDH-SCE, based on a combination of GMDH with HS and SCE algorithms, to predict bedform dimensions from 447 river and flume data points with a wide range of variables. HS and SCE were used as subroutines for calibrating weights. Also, codes have been written in MATLAB to use the models not the tools in MATLAB.
Finally, the results are compared to conventional methods of GMDH with two kinds of transfer functions called GMDH1 and GMDH2. The advantage of the GMDH model is that the number of neurons and layers is determined while running the model, so GMDH is faster than ANN, GP, etc. for predicting different parameters. Parameters will be defined as inputs which have the following characteristics: (1) easy to measure, (2) easy to calculate, (3) similar to the parameters extended from dimensional analysis, and (4) similar to the parameters that other researchers in the literature have used.
METHODS AND MATERIALS
Group method of data handling GMDH is based on the principle of exploratory self-organizing which is a combination of N-Adaline (Ivakhnenko ).
Since GMDH uses data classification both usefully and uselessly and needs fewer observational data, its structure is more precise in comparison with perceptron and needs less time for performing the calculations. A schematic diagram of this model is shown in Figure 1 (a) with an additional view of the N-Adaline structure with a second order polynomial function as the active function. In Figure   1 (b), sq, ×, X i and Y represent squared, product, the inputs and the output, respectively. The external criterion for determining the system structure and for choosing the best neuron of each layer is defined as follows:
where R 2 is the determination coefficient, and y 0 , y p and y 0 are the observation output, calculated output and average of the observation output, respectively.
In the GMDH algorithm, the data are divided into two groups of training and testing data sets. This division is based on the variance of total data from the mean value. The points with high variance are used in the testing data set to ensure that the selected models can extrapolate outside the data in the training set. Then, the data in the input matrix are taken in pairs and a quadratic polynomial with coefficients, w i , between each pair, x i and x j , with the corresponding output, Y, is written. These coefficients are evaluated using a least squares estimation (LSE) method. The output of each polynomial is compared with the data points in the testing data set. The mean squared error (MSE) is used to select the polynomials which are allowed to proceed to the next layer. In the next layer, the outputs of the selected polynomials become the new input values. After repeating these steps, the lowest MSE will no longer be smaller than in the previous layer. In this situation, the GMDH run will reach the condition of termination. Then, the model will trace back the path of the polynomials that correspond to the lowest MSE in each layer. By repeating these processes, only one neuron will remain in the final layer. Each neuron performs as a nonlinear function of the inputs. In this research, two kinds of nonlinear functions (Equations (2) and (3) in which w i is the coefficient, x i is the input and Y is the output.
Also the GMDH can be combined with other evolutionary or AI models to find the coefficients of polynomials. HS and SCE algorithms are among these models.
Harmony search algorithm
The computational procedure of HS is inspired by a group of musicians searching for a musically pleasing harmony 
GMDH-HS and GMDH-SCE algorithms
Several hybrid intelligent systems have been developed based on a hybrid of DDM with optimization algorithms in various ways. Optimization algorithms are generally used to determine the structure of DDM, calibrate unknown weights or determine both of them. In this study, the HS and SCE are used to calibrate the weights of each neuron in GMDH rather than using the LSE method. Since GMDH is a self-organizing method with an unknown structure, its structure can be determined by HS and SCE algorithms. So, a hybrid integration of GMDH and HS or SCE algorithms may have a better performance by taking advantages of the characteristics of both methods together. In these algorithms, HS and SCE are employed to train and optimize the initial parameters or weights of transfer function in each neuron of the GMDH structure. The objective of the HS and SCE submodels is to determine optimal weights in order to attain the optimum structure of the GMDH model and minimum cumulative errors between the measured and predicted data sets.
Bedforms
Bedforms such as river dunes are rhythmic bed features which are developed by the interaction between water flow and sediment transport (van der Mark et al. ).
River dunes are often schematized as a train of regular triangular features. Figure 2 illustrates characteristics of bedforms. The purpose of this study is to predict the length and height of dune bedforms in rivers and flumes.
Data set
In this study, the main issue is to choose the best parameters as input variables. To find the parameters using dimensional analysis, one can conclude that:
in which Δ and λ are height and length of a bedform, respect- The dimensionless parameters used in this study are: 
where u is depth-averaged flow velocity and R b is hydraulic radius related to bed which is equal to flow depth for wide channels. Combining Equations (5) and (6) yields:
On the other hand, the logarithmic distribution of the velocity profile is: Equations (7) and (8), it is found that u 90 . u Ã can also be simply calculated by use of the E is used to assess the predictive power of models (Masoumi Shahr-Babak et al. ). The range of this criterion is À∞ < E 1 in which E ¼ 1 corresponds to a 'perfect' fit of predicted data to the observed data. The value of 0:9 E < 1 is a 'very satisfactory' prediction, whereas 0:8 E < 0:9 is 'fairly good' and À∞ < E < 0:8 is 
RESULTS AND DISCUSSION
The combination of five dimensionless parameters which are used as inputs, is shown in Table 2 .
The outputs are also Δ=λ and Δ=h. It means that there are 10 runs. The first five runs are the different combinations presented in Table 2 as inputs and one output named Δ=λ Although GMDH-HS and GMDH-SCE have acceptable performances in predicting bedform dimensions, in order to 
Figure 3 | Measured versus predicted bedform dimensions using applied methods for the first combination (C1).
find the best combination and method for predicting bedform dimensions, the ranking system is applied (Das & Suman ) . The ranking system for all combinations and applied methods in Δ=λ and Δ=h prediction are presented in Tables 3 and 4 , respectively. In these tables, CE is the 'coefficient of efficiency' and can be calculated The ranking index (RI) is defined as the sum of four individual rank creations:
where R1, R2, R3 and R4 are based on the best fit calculation, arithmetic calculation, cumulative probability of the ratio of predicted bedform dimensions to measured ones and prediction of bedform dimensions with ±20% accuracy, respectively.
It can be observed from Table 3 that GMDH-HS has the best performance of all applied methods and is more capable of predicting Δ=λ. Also, based on the value of final rank, the fifth combination (C5) yields better answers for predicting Δ=λ.
On the other hand, GMDH-SCE has the best performance in predicting Δ=h as shown in Table 4 . For this parameter, the third combination (C3) yields the best answer. So, Equations (10) and (11) are the best functions for prediction of bedform dimensions.
In order to assess the applied methods in this research, the performance and outcome of these methods are compared with the empirical method of van Rijn (). Table 5 presents the results of bedform dimension prediction during training and testing periods in terms of various statistical indices. C5 and C3 are used in Table 5 .
It can be observed from Table 5 Table 5 that all AI methods outperform the empirical method of van Rijn () and also the performances of GMDH-SCE and GMDH-HS are better than other AI methods in both training and testing periods. In addition, the performance of GMDH1 GMDH2
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CONCLUSION
Although empirical formulae often provide useful predictions of bedform dimensions in alluvial channels, the complexity of the interaction between flow characteristics and development of bedforms is such that these formulae cannot provide the accuracy required. In this study, two hybrid intelligence methods were developed using GMDH, HS and SCE. In the prediction of bedform dimensions, unlike empirical methods, there are no limitations in the ranges of inputs using AI techniques. For this reason, different combinations of the most frequently used dimensionless parameters in the literature were examined. Results reveal the following:
(1) The combination of T, D Ã , θ and z is more accurate for predicting Δ=λ, while the combination of T, D Ã , Fr Ã and z has a better performance in predicting Δ=h. Although these combinations have the best performances in predicting Δ=λ and Δ=h, other combinations also have acceptable performances. So, in situations where researchers lack data, using other combinations can also yield appropriate answers.
(2) For calculation of T, the logarithmic distribution of velocity profile or the boundary-layer characteristics method can be easily used in order to calculate u 0 Ã with regard to the effects of height of roughness caused by bedforms. (4) The performance of GMDH-SCE for predicting bedform dimensions is better than other methods and GMDH-HS is in second place. 5) All AI methods have much better performances than the empirical method of van Rijn (). However, GMDH-HS and GMDH-SCE outperform all other methods for predicting bedform dimensions.
