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Abstract
Methylene diphenyl diisocyanate (MDI) is the most widely employed diisocyanate
for the production of polyurethanes (PUs). This family of polymers is used for
many applications including adhesives and coatings where an important char-
acteristic is good adhesion. Considering how widely PUs are employed, the
importance of MDI production in the world becomes evident. The phosgenation
step, in the MDI production process, ultimately leads to fouling of the climbing
film evaporators (CFEs) employed, resulting in the loss of their thermal effi-
ciency. This work is concerned with the interactions between MDI (and related
compounds) with metal substrates such as steels, which are employed in the CFEs
as well as substrates for adhesion. For this study, surface analysis techniques, in
particular X-ray photoelectron spectroscopy (XPS) and time of flight secondary
ion mass spectrometry (ToF-SIMS), have been employed. Both substrates (316L
and duplex steels) and adsorbates (MDI, polymeric MDI, methylene diphenyl
amine and amine hydrochloride) have been characterised. The interaction be-
tween phenyl ring pi electrons (present in MDI and related compounds) and
metal have been studied by observing the XPS pi-pi∗ shake-up satellite at high
spectral resolution. The interface between MDI and related compounds was then
investigated. After the investigation of the model samples, plant facsimile samples
were produced and analysed. Finally, actual plant samples were characterised.
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Proof was found of interaction between the phenyl ring pi electrons and the silicon
substrate, as well as the formation of covalent bonds at the interface between
MDI and steel as a result of the reaction between isocyanate and metal oxides
and hydroxides, present on the surface of the steel. The facsimile samples showed
the same types of interactions observed in the model samples and it was also
found that the corrosion of the metal strongly influences the adhesion and fouling
mechanisms. The samples from the plant showed similarities with the model and
facsimile samples, proving that they provide a good basis for understanding the
real world scenario.
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Chapter 1
Introduction
1.1 General Introduction
Polyurethane (PU) is a family of polymers which is widely used for the man-
ufacturing of many different materials. The major areas of applications are:
automotive, furniture, thermal insulation, footwear, adhesives, coatings and elas-
tomers. Examples of these applications are shown in Figure 1.1. The diversity of
PUs is made possible by the fact that, during production, it is possible to control
the nature and the properties of the final product. This means that PUs can be
manufactured into a wide range of formulations which reflects their versatility.
PUs can be produced as solids or as foams. There are three kinds of foams:
low-density flexible foams (good for automotive and bedding applications), low-
density rigid foams (used in construction, as a result of their good insulation
properties) and high-density flexible foams (perfect for footwear and other ap-
plications). The solid versions can also be divided into several categories: cast
PU elastomers (used in the production of tyres and pneumatics components), PU
elastomer fibres (mostly used for clothing) and thermoplastic PUs (employed for
hose and cable sheathing and high wear engineering applications).
1
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Figure 1.1: PUs applications in: a) automotive, b) adhesives, c) coatings, d)
insulation e) furniture and f) footwear (pictures provided by Huntsman PU).
The PU polymer chain is formed by the repeat of the urethane linkage (HNCOO).
This group is obtained from the reaction between a hydroxyl group and an
isocyanate. In order to form the polymeric chain, the polyaddition reaction of
diisocyanates and diols is required, as shown in Figure 1.2. The majority of
the diisocyanate employed for the production of PUs is methylene diphenyl diiso-
cyanate (MDI) and toluene diisocyanate (TDI). The work in this thesis is focused
only on the former reactant. The production of MDI is a process made by several
synthetic steps: nitration (benzene is nitrated to nitrobenzene), hydrogenation
(nitrobenzene is hydrogenated to aniline), aniline/formaldehyde condensation
(aniline reacts with the formaldehyde giving a polyamine mixture known as
diaminodiphenylmethane (DADPM)), phosgenation (DADPM is phosgenated to
convert the amine groups in isocyanates), separation (the polyisocyanate mixture
is separated from the diisocyanate mixture) and purification (the mixture of
diisocyanates is fractioned in pure MDI and a mixed isomer steam).
3Figure 1.2: Polyaddition reaction of diisocyanates and diols.
During the phosgenation process, degasser climbing film evaporators (CFEs) are
employed. These are made of 316L stainless steel; they operate vertically but
are laid horizontally for inspection and cleaning. During the process they work
at a temperature between 180◦C and 190◦C. Unfortunately, as happens for most
heat exchangers, fouling layers form over time. These layers decrease the thermal
efficiency of the heat exchanger. In Figure 1.3 an example of a clean and a fouled
CFE is shown. Different tentative efforts have been made to improve the fouling
resistance of the CFEs. However, most of the work have been carried out from
an engineering point of view with little regard to the chemistry. In order to avoid
or decrease this fouling issue, attention must be focused on a chemical point of
view; if the chemistry at the CFE surface is better understood more purposeful
engineering solutions can be developed. This can be achieved by investigating
the interfaces between molecules and mixtures, relevant to the MDI production
process (in particular the phosgenation step), and the surfaces of different metals
of interest.
The interest in the interfaces between MDI related molecules and metal substrate
can also be viewed from another perspective. As previously described, PUs are
widely used as adhesives, and they are often applied to oxidised metal surfaces.
Adhesion is usually a result of intermolecular forces between the adherent and the
substrate. The understanding of adhesion phenomena is nowadays investigated
4 Chapter 1. Introduction
a) 
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Figure 1.3: Picture of a a) clean and b) fouled CFE (Pictures provided by
Huntsman PU).
by the characterisation of the interfacial interactions that occur when the adhesive
or coating is applied to the substrate. Some adhesive formulations are based on
PU monomers, and some pre-polymers contain unreacted isocyanate groups. For
this reason, significant work on interfacial interactions has been carried out over
the years to help understanding how to avoid fouling on the CFE as well as
5how to improve adhesion on metal surfaces, if required. In the first part of the
next chapter, more information about MDI and the chemistry is given as well as
an overview of the production process. The second part is concerned with the
fouling issue and how this can be related to the interactions between isocyanates
and metal and the adhesion processes.
1.2 Aims and Objectives
The following aims were set for the project:
• To characterise the surface of the steels used in the CFEs.
• To assess the interactions occurring at the interface between MDI (and
related compounds) and such steels.
• To investigate the corrosion behaviour of the steels.
• To study the influence of corrosion and temperature on the adhesion of MDI
on steel, in order to provide an initial model of the fouling mechanism.
• To compare the results obtained from model samples to actual industrial
samples.
1.3 Thesis Outline
After this introductory chapter, an overview on MDI and its production process
is given discussing its relation with fouling and adhesion. The work present in the
literature on isocyanate-metal interaction is also introduced. From this literature
review, it is clear the need to investigate this interface further. In Chapter 3 the
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analytical tools employed for this study are presented. The following chapters
(4, 5, 6 and 7) deal with the experimenal work; characterisation of the substrates
of interest, characterisation of the adsorbates (MDI and related compounds) and
characterisation of the interface (between phenyl ring and metals and adsorbates
and steel). On the basis of the conclusions drawn on the interfacial interaction, in
Chapter 8 and 9, the results of analysis of industrial facsimile and real industrial
samples are presented. Finally there is an overall discussion of the thesis work
followed by conclusions and suggestions for future work on the topic.
Chapter 2
Methylene Diphenyl
Diisocyanate: a Polyurethane
Monomer
2.1 Methylene Diphenyl Diisocyanate
2.1.1 Chemistry
Methylene diphenyl diisocyanate (MDI) is the focus of the project because of the
need to understand adhesion and fouling processes in which it is involved. It is
then essential to know more about this molecule, especially the chemistry and
the production process. MDI, the structure of which is illustrated in Figure 2.1,
has two functional groups: the phenyl ring and the isocyanate group.
The first isocyanate, ester of isocyanic acid, was synthesised in 1848 by Wurtz [109],
but it was not until 1937 that its importance for the synthesis of polyurethanes
(PUs) was recognized [11]. Isocyanate can be synthesised in many ways. One
7
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Figure 2.1: MDI molecular structure.
example is the reaction of organic halides with salts of cyanic acid which was the
method employed by Wurtz in 1848. They can be obtained by rearrangements
of nitrile oxides [45] and cyanates [51]. In the laboratory, isocyanates are often
synthesised by means of rearrangements which involve nitrenes (Curtius [32],
Hoffmann [47] and Lossen [61] rearrangements). Other methods involve thermal
processes, reaction of olefins and aldehydes with isocyanic acid, reactions with
imines and phosphimines. However, the most important and industrially em-
ployed method for the production of isocyanate is via the phosgenation reaction
which was first discovered in 1884 by Hentschel [107]. The phosgene can react with
amines, imines, carbamates and urea. Some of the synthesis reactions mentioned
above are schematically illustrated in Figure 2.2.
Isocyanate is a highly reactive functional group with a rich chemistry which shows
a wide range of possible reactions. Being an electrophile it reacts with nucleophilic
groups, such as alcohol, amine and water. Its chemistry can be better understood
by considering its electronic structure. The charge density is mostly localised
on the oxygen and nitrogen atoms, as can be shown by the resonance forms
(Figure 2.3); a nucleophile would then attack the electrophilic carbon.
An electron-withdrawing substituent will help the nitrogen to bear the negative
charge. This increases the positive charge on the carbon atom which enhances the
isocyanate reactivity. Conversely an electron-donor substituent will reduce the
9Figure 2.2: Isocyanate synthesis reactions: a) Curtius, Hofmann and Lossen
rearrangements; b) phosgenation of amines; c) reaction of organic halides with
salts of cyanic acid.
Figure 2.3: Isocyanate resonance forms.
reactivity of the group. This means that aromatic isocyanates are more reactive
than aliphatic ones. In the same way, the more nucleophilic the reactant is, the
more likely the reaction is to happen; an amine will be more reactive than an
alcohol which will be more reactive than a thiol [102].
The most important nucleophilic addition reactions, in the context of PU chem-
istry, are the ones involving hydroxides, water, amines, urea and urethanes [78], [108],
illustrated in Figure 2.4.
The reaction between isocyanate and hydroxides is exothermic and reversible; the
reaction can be accelerated by acidic or basic catalysis. The proposed mechanism
for urethane bondings formation is a concerted one [93]. The reaction with water
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Figure 2.4: Isocyanate reaction with: a) alcohol to give carbamate (urethane), b)
water to give carbamic acid which breaks down to amine and carbon dioxide, c)
amine to give urea, d) urea to give biuret and e) urethane to give allophanate.
is highly exothermic, and forms an unstable carbamic acid intermediate which
breaks down to amine and carbon dioxide. Isocyanates react with primary and
secondary amines to produce urea. This reaction, which is exothermic as well, is
100 to 1000 times faster than the reaction with primary alcohol in the absence of
catalysis. The reactions of isocyanate with urea and urethane are also isothermic
but the second reaction is slow compared to the first. Isocyanates can also give
cycloaddition reactions. The cycloaddition is an intermolecular reaction in which
a new σ bond is formed between the ends of a conjugated or cumulated system;
two pi bond containing molecules react to form a cyclic compound, a σ bond is
formed in the product and a σ bond is broken in the reactant and the pi bonds
rearrange. They are usually classified according to the number of pi electrons
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involved in the reaction [28]. Isocyanate can undergo [2+2] cycloaddition reaction
with many substrates containing a double bond to form four member cycles. The
generic reaction and examples of reactants are illustrated in Figure 2.5. As four
membered rings are not particularly stable they sometimes isomerise to linear
adducts or the initially formed ionic adduct reacts again with one between the
reactants and the isocyanate to form a six membered cycle [2+2+2]. The [2+3]
cycloaddition reactions of the isocyanate form five membered rings. The reactants
are normally 1,3-dipolarophiles or three membered ring compounds. The reaction
normally involves the nitrogen and carbon atoms of the isocyanates but it may
sometimes involve the carbon and oxygen atoms. A general example of [2+3]
cycloaddition reaction involving isocyanates is shown in Figure 2.6.
Figure 2.5: Isocyanate [2+2] cycloaddition reaction.
Figure 2.6: Isocyanate [2+3] cycloaddition reaction.
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Isocyanate can also give five [2+4] cycloaddition reactions with 1,3 dienes, hetero-
dienes, conjugated Shiff bases and cumulenes to give six membered rings. Once
again, the reaction is more likely to involve the nitrogen and carbon atoms of the
isocyanate. The general mechanism is illustrated in Figure 2.7.
The cycloadditions reactions relevant to the MDI and PU production are the
dimerisation and trimerisation of the isocyanate which can also lead to the forma-
tion of carbodiimide and uretonimine [108], [78]. The reactions are schematically
illustrated in Figure 2.8.
Other possible reactions for isocyanate are the insertion reaction into C-H,
O-C-O, N-C-N, C-Halogen and metallic compounds [102]. Some specific reac-
tions, that are potentially important for the aim of this project, are shown in
Figure 2.9 [78].
Now that the chemistry and synthesis methods of the most reactive functional
group of the MDI molecule have been described, it is possible to consider how
the molecule is produced. The production method involves the most common
isocyanate synthetic method employed; via the phosgenation reaction mentioned
above.
Figure 2.7: Isocyanate [2+4] cycloaddition reaction.
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Figure 2.8: Isocyanate a) dimerisation reaction and formation of carbodiimide
and uretonimide and b) trimerisation reaction.
Figure 2.9: Isocyanate reactions with: a) hydrochloric acid, b) phosgene and c)
carboxylic acid.
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2.1.2 Production Process
MDI synthesis does not involve only the phosgenation reaction but is made by
several steps [78].
Nitration process: A mixture of concentrated nitric and sulphuric acids are
added to immiscible benzene and blended. Consequently the exothermic aromatic
electrophilic substitution reaction occurs, inserting a nitro group into the benzene
ring (see Figure 2.10). The two phases; diluted sulphuric acid and nitrobenzene
are separated. Water is removed from the sulphuric acid solution and used
to wash the nitrobenzene. The concentrated sulphuric acid and the unreacted
benzene, obtained by stripping the nitrobenzene, are recycled. After washing
and purification processes the main impurities are:
• Dinitrobenzene (from further nitration),
• Nitrotoluene (from the nitration of toluene impurities),
• Mixed polynitrophenols (from oxidation between benzene and nitric acid).
Figure 2.10: Nitration process reactions.
15
Hydrogenation process: The nitro group is hydrogenated into an amine group
by catalytic hydrogenation using hydrogen gas (see Figure 2.11). The reaction is
strongly exothermic. Various competing processes have been developed to control
this increase in temperature on production scale:
• Liquid slurry phase process; liquid phase and finely divided nickel on inert
support are stirred under hydrogen pressure at 130◦C. The nitrobenzene is
pumped into this stirred liquid where it is converted into aniline. Internal
cooling coils remove the heat. The reaction mix is decanted from the reactor
and the product is distilled following separation from the water.
• Liquid-vapour slurry phase process; in this case the product is removed
from the reactor as a vapour. The heat is removed as latent heat.
• Vapour phase fixed bed; there is a copper catalyst in a fixed bed kept at
400-450◦C. Nitrobenzene is vaporised by the high pressure steam generated
by the exothermic reaction which is fed with excess hydrogen (to control
the exotherm). Aniline and water are condensed, hydrogen recycled and
the catalyst is regenerated by oxidation.
• Vapour phase fluidised bed; in this case the heat is removed by steam
registers within the mobile bed of copper catalyst, however it needs to be
re-generated more frequently.
• Aniline from phenol; fixed bed amination of phenol using ammonia.
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Figure 2.11: Hydrogenation process reaction.
Aniline-formaldehyde condensation process: The aniline formed in the
previous step is made to react with formalin in the presence of an acid catalyst
such as hydrochloric acid in order to obtain a mixture of polyfunctional primary
aromatic amines (see Figure 2.12). The reaction is exothermic and the mixture
is then neutralised with NaOH. The two phases obtained (organic and inorganic)
are separated and the organic one is then washed and purified, the unreacted
aniline is recycled. The product is a mixture of diamine, triamine, tetramine etc.
and the relative quantity depends on the process conditions. As a side reaction
the formaldehyde can act as methylating agent producing some N-methyl groups
in the polyamine. They will have an effect on the MDI products.
Phosgenation process: The polyamines produced react with the highly reactive
phosgene molecules to give carbamoyl chloride which decomposes at elevated
temperature to isocyanate (see Figure 2.13). The reaction is thermoneutral and
rapid. Unfortunately, the other two side reactions are also rapid: the reaction of
the amine groups with hydrochloric acid which gives amine hydrichloride (AHC)
(insoluble) and the reaction of the amines with the formed isocyanate which
gives urea (see Figure 2.14). The first by product reacts with phosgene giving the
desired product. The second one causes a significant yield loss. Also the N-methyl
groups, formed previously as impurity, are converted to N-methyl carbamoyl.
The phosgene is produced by gas phase reaction between carbon monoxide and
chlorine, through a fixed bed of carbon catalyst in a closed system. It is then
17
Figure 2.12: Aniline-formaldehyde condensation process reactions.
Figure 2.13: Phosgenation process reactions.
Figure 2.14: Phosgenation process side reactions.
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adsorbed in monochlorobenzene (MCB) and mixed, in excess (to minimise the
urea formation), with a solution of methylene diphenyl diamine (MDA) in MCB.
Hydrogen chloride and excess phosgene are then eliminated by evaporation. They
are successively separated; the phosgene is recycled and the anhydrous hydrogen
chloride is used as raw material for other processes.
Purification: The final product is finally purified by fractional distillation. For
this aim, thin film evaporators are employed in order to minimise the heating
times (as isocyanates are highly reactive and unstable at high temperatures).
When the isocyanate is distilled, the urea can react with the diisocyanate to form
biuret (as showed in Figure 2.4) and again to form triuret etc., these can cyclise to
form isocyanurate and regenerate urea. Also, urea can form carbodiimide which
can react with isocyanate to form uretonimine. That is why a small number of
urea groups leads to a great yield loss in the purification process. At the beginning
of the chapter it was described that the climbing film evaporators (CFEs), em-
ployed for the vaporisation of solvents after the phosgenation process, are subject
to severe fouling. For this reason more information on this production step is given
in the next section as well as general information of fouling and its mechanisms.
2.2 Fouling
2.2.1 Introduction
The phosgenation process is the final step of the MDI production where the
diisocyanate is actually synthesised. A wide variety of molecules participate,
intentionally or unintentionally, in this stage of the process. A scheme of the
phosgenation process, provided by Huntsman PU, is shown in Figure 2.15. As
can be seen, the solvent used is MCB. During the reaction there is the formation
19
Figure 2.15: Schematic representation of the phosgenation process ( provided by
Huntsman PU).
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of solid amine hydrochloride which mostly reacts in the second reaction section,
but traces of it will still be present in the next stages. The reaction is followed
by other steps: a degasser CFE is employed to eliminate by evaporation the
phosgene and HCl in excess, and also part of the MCB. This section of the plant
is followed by another CFE; a concentrator which eliminates the solvent and the
remaining traces of phosgene and HCl.
These CFEs are operated vertically but are laid horizontally for inspection and
cleaning (Figure 2.16.). During the production they operate at a temperature
that varies along its length from 130◦C to 180◦C. Unfortunately, as for many
heat exchangers, there is the formation of fouling layers during the process which
decreases their thermal efficiency. An example of a fouled heat exchanger is
illustrated in Figure 2.17.
2.2.2 Heat Exchangers and Climbing Film Evaporators
A heat exchanger is used to transfer internal thermal energy between two fluids
at different temperatures. Usually the fluids are not in contact but separated by
a heat transfer surface. They are used in many applications such as space heat-
ing, refrigeration, air conditioning, power plants, chemical plants, petrochemical
plants, petroleum refineries, natural gas processing and sewage treatment [15].
There are many different designs of heat exchangers, developed for different uses,
but one of the most commonly employed in industry, to transfer heat from a hot
stream to a cold one, is the shell and tube heat exchanger. This configuration is
made by a series a tubes, called a bundle, which contains the liquid which needs
to be heated. The heating fluid runs over the tubes (placed in a shell) which work
as a heat exchange surface. The characteristic of having several tubes in the shell
makes it difficult to design these heat exchangers. The difficulty derives from
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Figure 2.16: Scheme of a CFE with fouling area highlighted in red (image provided
by Huntsman PU).
22 Chapter 2. Methylene Diphenyl Diisocyanate
Figure 2.17: Fouled CFE (picture provided by Huntsman PU).
the complexity of the flow pattern, from the different parameters changeable (for
example number and diameters of the tubes, distance between them or diameter
of the shell etc.) and the from operational variables (such as pressure and velocity
of the streams).
In chemical as well as in food industries there is always the need to concentrate
the product (chemicals or food) and to save and recycle the solvent. Normally
this is done by evaporation. In such cases, many kinds of evaporators and
many variations in processing techniques have been developed depending on the
particular application. In the MDI production, as well as for others products,
CFEs (also called rising film evaporators) are employed. The design of this
evaporator is basically a vertical shell and tube heat exchanger; it employs vertical
tubes with steam condensing on the outside surface. This causes the solution
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(which needs to be concentrated), on the inside of the tubes, to boil and the
vapour generated forms a core in the centre of the tubes. The vapour presses the
liquid against the walls of the tubes and the liquid starts to rise. The formation
of more vapour causes a higher central core velocity which forces the remaining
liquid in the tubes wall forming with the higher vapour velocities, in turn, a
thinner and more rapidly moving liquid film [6]. The advantage of using CFEs
is a result of two characteristics. The first is the high heat transfer coefficient
which leads to a reduced transfer area requirement and thus lower cost. The
second is the short residence time of the product in the evaporator; this makes
it suitable for heat sensitive products and allows the usage of higher operating
temperatures [101]. However, the product needs to be of low viscosity and have
minimal fouling tendencies, which is the crucial point of the current work.
2.2.3 Fouling Mechanisms
A considerable problem for industries which employ heat exchangers and CFEs,
is the formation of deposits; fouling layers on the heat transfer surfaces. The
formation of these deposits has many effects on the performance of the heat
exchangers. Since the fouling material usually has lower thermal conductivity
than the heat transfer surfaces and the fluids there is an increase the thermal
resistance. Also, the fouling increases the roughness of the surface which leads to
a bigger resistance to the flow and corrosion can be promoted [56]. This fouling
issue represents a big expense for the industries. It increases costs because of
the energy losses, leads to periodic cleaning which also causes periodic shutdown
with loss in productivity and reduction of life time of the heat exchangers [31].
Studies showed that fouling on heat exchanger is responsible for up to 2.5% of
global CO2 emissions [66]. There are different fouling mechanisms which indicate
24 Chapter 2. Methylene Diphenyl Diisocyanate
the cause and conditions of fouling. They can be classified as follows:
• Chemical reaction fouling; chemical reactions occur at the heat transfer
surfaces. The surface materials usually do not take part in the reaction but
may act as catalysts (polymerization is an example).
• Crystallisation or precipitation fouling; when water-soluble salts, such as
calcium carbonates, crystallise on the cold heat transfer surface forming
scaling (it usually happens in cooling water systems).
• Biological fouling; attachment of micro-organisms, algae, plants and ani-
mals on the heat transfer surfaces used to mimic sea, lake or river conditions.
• Solidification fouling or freezing fouling; liquid or high-melting components
of a mixture freeze on a cooled heat transfer surface.
Fouling can promote and be promoted by the corrosion of the heat transfer
surface. On one hand corrosion makes the surface rough increasing the area of
interaction for the foulant as well as the formulation of the interlocking material,
also, the corrosion product can interact with fouling. On the other hand the
presence of fouling changes the pH or more generally the chemical enviroment
of the surface which could lead to increased corrosion. The fouling model is
usually characterised by a series of consecutive events which can be identified as
five separate steps. There is an induction period during which two steps take
place [66]:
1. In the initiation or delay period, the surface of the new or clean heat
exchanger keeps the high heat transfer coefficient for a certain period of
time (hours or days) during which nuclei of crystallization are formed or
implants for growth are deposited.
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2. In the mass transport period, the components of the fouling are transported
from the bulk of the fluid to the heat transfer surface usually by diffusion.
The fouling period is characterised by the following three steps:
1. In the formation of deposit step, after the transport, the foulant sticks to
the surface or reacts with the deposit,
2. The removal or auto-retardation step, involves, depending on the character-
istics of the deposit, erosion after the deposition of the first layer or other
mechanisms which cause retardation of the deposition.
3. Ageing may increase the tenacity of the deposit.
During the two periods both deposition and removal occur [9]. The foulant
deposit can be constantly decreasing or increasing with the time. There are
four different modalities of fouling, depending on the mass of material deposited
with time: linear mode, falling rate mode, asymptotic mode and saw-tooth mode.
Some conditions are known to increase most types the fouling. Fouling seems to
increase with: high foulant concentration in the fluid, high wall shear stress, low
flow velocity, high surface temperature and rough surface of the heat transfer
body.
It is necessary to periodically clean heat exchangers and different off-line and on-
line methods have been developed. In this specific case, for the CFEs tubes, the
cleaning process involves an initial flush with MCB, then drying with nitrogen
prior to opening up and dismantling the unit which is then jet washed. The unit
is normally dried with nitrogen before being re-installed in the plant. Different
approaches have been attempted as anti-fouling strategies, but the modern ap-
proaches aim for an extension of the induction period time. In order to do this,
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it is necessary to decrease the adhesion of foulant to the relative surface [39]. To
find a way to decrease adhesion it is useful to study the reactions occurring at the
interface between the foulant and the heat exchanger surface, not only from an
engineering and physical point of view [66], but also, as indicated previously, from
a chemical perspective. To be able to understand the interfacial chemistry it is
necessary the know the subtrates with which we are dealing with. In this specific
case the metals used for the CFEs, and commonly used as substrates in adhesion,
are 316L and Duplex Stainless Steel.1 It is also necessary to know the corrosion
properties of these metals, as corrosion is often both cause and consequence of
fouling. For this reason, an insight into the materials and corrosion process is
provided in the next section.
2.2.4 Material Employed and Corrosion
The most widely used materials for heat exchanger and CFEs include: titanium,
copper alloys, steel, stainless steel, duplex steel, nickel alloys. Most of the work
in this thesis concerns 316L stainless steel, but other metals employed are duplex
steel, carbon steel and a Hastelloy superalloy.
All these materials, even the stainless steel, can be subject to different kinds of
corrosion. Corrosion is the process that converts the metals into their oxide, or
more generally it refers to how materials are destroyed as consequence of the
environment in which they are placed in. Materials like stainless steel have a thin
(around 3 nm) passivating oxide layer (usually chromium rich) which protects
them from further oxidation and corrosion. Corrosion tends to promote and be
promoted by the fouling on to the metal surface. There are different types of
corrosion; some of the most common ones are described below [87].
1For brevity this will be referred to as duplex steel throughout this thesis
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Pitting corrosion: It is a localised corrosion process which forms pits and in
extreme cases can cause perforation of engineering equipment. The formation
of pits has been extensively studied in the literature and many works explain
their formation on perfect surfaces as an interaction between a species present
in the environment (often chloride ions) and the passive film. This assumes a
competition between oxygen and chlorine for adsorption on the surface. However,
all surfaces contain defects, inclusions or compositional heterogeneity where the
pitting can start from. The first step is breakdown of the passive film at the
site of inclusion. It has also been shown that pits can grow according to a
self-sustaining mechanism [70]. This mechanism involves the dissolution of the
metal through anodic reaction, balanced by a cathodic reaction, occurring on the
adjacent surface, involving water.
Crevice corrosion: It is a form of localised corrosion, occurring within crevices
and cracks, usually at junctions, and it is important because it can destroy the
integrity of an engineering system. A crevice can work as a corrosion site even if
it is only few micrometres wide. This is because it is large enough to allow the
corroding agent to enter by capillary action, and small enough to ensure that the
corroding agent is stagnant. The mechanism proposed for the crevice corrosion
is the formation of a differential aeration cell resulting in the anodic dissolution
of metal within the crevice [64].
Intergranular corrosion: This form of corrosion occurs at grain boundaries;
the region separating grains of different crystallographic orientation. In these
regions there is often segregation of solute elements or the precipitation of metal
compounds such as carbides, which can be preferentially attacked. The most
common form of intergranular corrosion in stainless steel is sensitisation. It occurs
as a result of the precipitation of chromium carbides in the grain boundaries which
leads to the depletion of chromium in the vicinity of the grain boundaries. The
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lack of chromium makes these zones more susceptable to attack by corroding
agents. In particular it has been observed that when the chromium content is
less than than 12% in weight while the grains have a chromium content of about
18% the boundaries will exhibit corrosion while the grain will not [70].
Stress corrosion cracking: It is the conjoined action of stress and corrosive
enviroment. In the presence of tensile stress and a corrodent, cracks can form,
at the right angles to the direction of the stress, but at a much lower stress level
than that required to fracture the material in normal conditions. There are many
mechanisms considered responsible for the propagation of the stress corrosion
crack, however, they involve two processes: the removal of material at the crack
tip or the separation of material at the crack tip [87].
Corrosion fatigue: The cracking of a metal under repeated cyclic stress, in the
presence of liquid or gasses which may or may not be corrosive to the unstressed
metal. The presence of this liquid or gas lowers the number of stress cycles needed
to crack the material and may accelerate the propagation of the cracks.
Galvanic corrosion: It occurs when two metals, immersed in the same corrosive
solution have different corrosion potentials and are electrically connected. One
of the metals will have cathodic behaviour and the other one anodic; current will
flow between anode and cathode and the corrosion of the first is increased while
the corrosion of the latter is slowed down or stopped. This effect is sometimes
used to protect the cathodic metal from corrosion, sacrificing an anodic metal
(for example zinc or magnesium attached to a ship or a pipeline).
Erosion-corrosion: It is the combination of corrosion effect and mechanical
erosion [37]. It generally occurs in the presence of a flowing corroding agent
containing solid particles. Turbulence and engineering design, which force im-
pingement, accelerate the erosion-corrosion.
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Cavitation damage: Corrosion can increase cavitation damage of metals in
corrosive environment. Cavitation damage occurs in pumps, turbines etc. where
a liquid, which is flowing, experiences flow divergence, rotations and vibration
which form low pressure areas that generate bubbles. These bubbles collapse
forming shock waves that are able to remove material from the metal surface.
Fouling is not the only reason behind the study of the interface between metal
and isocyanates. The adhesion between metals and isocyanate based adhesives
can, also, be better understood by the study of interfacial chemistry. Because of
this and because of the fact that decreasing the fouling means reducing adhesion
between substrate and foulant, a summary of the adhesion mechanisms will be
the focus of next section.
2.3 Adhesion
2.3.1 Introduction
Adhesion processes are closely related to the idea of extending the fouling induc-
tion period time. Some studies have been performed with the aim of assessing
the influence of adhesion forces in fouling processes by modifying the interactions
between the foulant and the heat exchanger surface [39, 38]. In case of fouling,
to extend the induction period, what is wanted is abhesion, i.e. controlled poor
adhesion resulting in the ready release of the organic phase. However, most
of these works assess mechanical or physical properties rather than chemical
ones. Many adhesives for metals are polyurethane based or contain polyurethane
monomers and isocyanate groups. A better understanding of the adhesion of such
adhesives to metal surfaces is thus required. A study of the interactions between
MDI and metals will be beneficial whether adhesion or abhesion is desired. With
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both of these ideas in mind, an overview on adhesion and adhesion mechanisms
is given below.
2.3.2 Adhesion and Adhesion Mechanisms
Adhesion is defined by the Larousee Dictionary of Science and technology as
‘intermolecular forces which hold matter together, particularly closely contiguous
surfaces of neighbouring media e.g. liquid in contact with a solid’. The materials
of interest in these interactions are referred as the substrates and the adsorbates.
Adhesive bonds present some advantages compared to other forms of joints such
as riveting or welding [34]. Adhesive bonds distribute the load evenly, avoiding
high localised stress zones, and thus do not add weight to the structure and
can be easily concealed. Holes and welds can also increase the risk of corrosion
and are less resistant to vibrations. An adhesive insulator layer between two
metals can reduce the chances of electrolytic corrosion. Two other advantages of
using adhesives are that; in the case of glass-to-metal and ceramic-to-metal joints
these can be made without stressing the glass or the ceramic, also adhesives can
be cured at a considerably lower temperature than welding. There are obviously
some disadvantages with adhesive bonds. These include not being able to visually
examine the bond area, control of the surfaces characteristics and cleanliness is
essential, the use of presses, the need for ovens and other apparatus not needed
for the others fastening methods and finally they cannot be used at temperature
above 316 ◦C. The interfacial contact; the ability of the adherent to spread on
the surface of the substrate, is a crucial factor in the assessment of the adhesion
forces, from here the necessity to do contact angle measurements to assess the
wettability of a solid surface by a liquid. However, this is just a first stage in
the formation of a linkage between the materials. It is important to investigate
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the formation of intrinsic adhesion forces at the interface. The mechanisms of
adhesion describe the different kinds of adhesion forces. There are four main
kinds [54]:
Mechanical Interlocking: The adhesive is interlocked into pores, holes and ir-
regularities of the substrate. When strong adhesion is desired, the substrate needs
to be specifically pre-treated to obtain the appropriate topography. However the
increase of joint strength with the increase of surface rugosity can be also due
to the removal of weak surface layers and the increased interfacial contact. This
mechanism can be important when considering the interaction between steel and
MDI; if the metal substrate surface is rough (for example because of corrosion)
its interaction with the MDI can increase.
Diffusion Theory: It refers to the adhesion of polymers to themselves and
it is usually regarded as autohesion. This theory says that this autohesion of
polymers is due to the mutual diffusion of the long chains across the interface,
which with time, disappear. The chain segment of the polymers must have
sufficient mobility and they must be mutually soluble. Thus, no diffusion is
observed in the case of materials with different solubility parameters and highly
crosslinked polymers. This mechanism of autohesion could explain the growth of
fouling layers. Interdiffusion can sometimes occur at polymer/metal interfaces,
as for example between polymeric methylene diphenyl diisocyanate (PMDI) and
copper [88].
Electronic Theory: This theory states that where the substrate and adhesive
have a different electronic band structure, a flow of electrons between them could
occur, until the two Fermi levels reach the same value. The transfer of the
electrons would cause the formation of a double layer of electrical charge at the
interface between the two materials which may give a great contribution to the
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adhesion. This process can, however, also be seen as a consequence of the adhesion
rather than a cause. In the same way corrosion (which is due to oxidation of
metal) could facilitate or be caused by the adhesion of material on the metal
surface.
Adsorption Theory: This theory affirms that the adhesion is due to inter-
molecular forces between the adherent and the substrate. These forces could be
primary bonds (such as ionic, covalent and metallic bonds), or secondary bonds
(such as hydrogen and van der Waals bonds). It has been proven, in different
works, that high joint strength could be reached by means of only dispersion
forces (secondary forces). Donor-acceptor interactions are likely to be the major
kind of adhesion force. Chemical species can act as electron acceptors (e.g.
halogenated molecules and surfaces as silica, Fe2O3 and Fe3O4), electron donors
(e.g. esters, ketones, aromatics, surfaces such as Al2O3 and hydroxides of iron
oxide), or they can act as both depending on the molecule they are interacting
with. In the literature there are examples of primary bonds at the interface
between adherent and substrate [90]. Usually, even in covalent bonds, there is
a degree of ionic character. It is also useful to say that molecular complexes
can also be formed in such interfaces. The term coordination complex refers to
adducts formed by metals in their higher coordination states bonded to organic
or inorganic molecules called ligands. Ligands interacting with the metal ions are
usually electron donors [76].
Nowadays it is recognised that the main mechanism of adhesion is the adsorption
theory, thus the one due to molecular interaction between the two materials.
Work is then required to study the chemistry occurring at the interface between
isocyanates and metals. There is little literature on this particular interaction,
and a summary of the works reporting on it is presented below.
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2.4 Isocyanate-Metal Interaction
As isocyanates are part of PU based adhesives for metal oxides, and are, as well,
involved in fouling issues it is important to know more about the interaction
between this functional group and the surface of metals. Over the years different
works have reported on the subject. In 1992 Chehimi and Watts [26] studied
the interaction between a resin based on an aromatic polyisocyanate and steel by
X-ray photoelectron spectroscopy (XPS). The work showed that, after failure or
with a thin layer of resin on steel, the C1s peak showed that the species involved
in the interfacial interaction are the oxygenated and nitrogenated groups with
double bonds. The O1s peak showed the presence of a peak positioned midway
between the one expected for iron oxide and the one for hydroxide which is
attributable to iron carbamate. Also Fe2p peaks of the uncoated steel show the
presence of both Fe(III) and Fe(II) while in the coated sample only Fe(III) is
detectable, suggesting oxidation of Fe(II). The suggested reaction is between the
isocyanate group and iron hydroxide to form an iron carbamate, although this is
not unequivocally shown. Dillingham and Moriarty [35] studied the adhesion of a
PU based adhesive on steel, using simple model molecules, by Fourier transform
infrared spectroscopy (FTIR). Amine groups seemed to show little adsorption
and no interaction with the metal oxide. Urea showed adsorption on steel with
possibly preferential orientation but no sign of degradation or chemisorption was
observed. Ethylphenyl isocyanate instead seemed to be adsorbed onto the steel
with loss of isocyanate. It was, however, by sorption at high temperature that
more information about the interaction became available; the presence of bands
(not visible in the pure isocyanate spectrum) characteristics for C-O of carbonyl
in metal carboxylate salt was revealed. In this case the authors propose the
reaction of isocyanate with water adsorbed on the surface of the steel with the
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formation of carbamic acid which could react with isocyanate to form urea (which
was not detected) but prefers to react with metal hydroxide to form carboxylate
anion associated with protonated metal hydroxide. Once the water present at
the interface is consumed by the salt formation, the salt is able to interact with
the metal oxide to form the covalent bond showed in the previous work. In 2005
Kim et al. [53] studied how isocyanate bonds to aluminium surface. Through
variation of electrochemical potential they showed how isocyanate rapidly re-
acts with the aluminium surface and the film is retained on the surface unlike
urethane and isopropanol films. This was also confirmed by observation with
the optical microscope where isopropanol did not seem to appear, isocyanate
formed a film and bubbles were observed when the aluminium was exposed to
urethane. Finally, molecular modelling simulation of the three molecules and the
surface of aluminium (considered as an hydroxide cluster) showed that there is
a greater charge distribution on the nitrogen and oxygen atoms (as expected),
and that the highest occupied molecular orbital (HOMO) of the aluminium
cluster is very close in energy to the lowest unoccupied molecular orbital (LUMO)
of the isocyanate, suggesting that a strong interaction between isocyanate and
aluminium hydroxide can be expected with the formation of a urethane linkage
with the metal (as previously proposed). The calculated heat of formation for this
compound was quite negative. A heat of formation close to zero was calculated for
the formation of hydrogen bonding between the alcohol and the aluminium surface
and a mechanism of interaction for the urethane, which involves the formation of
water, was suggested, explaining the formation of bubbles at the interface. In 2010
Shimizu et al. [90] investigated the interaction between PMDI and aluminium
surface by XPS and time of flight secondary ion mass spectrometry (ToF-SIMS).
In this case it was shown that PMDI interact with water both at the surface
and at the interface. This interaction at the interface is interrupted when all
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the water and hydroxyl groups have reacted, at the surface instead PMDI can
continue to react with the atmospheric moisture. The most important finding of
this work was, however, the presence of a fragment, in ToF-SIMS, indicative of the
formation of a covalent bond between the PMDI and the aluminium (AlCHNO+3 )
which again can derive from the formation of metal carbamate. Shimizu in her
PhD thesis [88] also studied the interaction of PMDI with copper and iron. For
copper, diffusion of the metal into the adhesives was observed. The interaction
with iron seemed, instead, to be due mainly to acid-base interactions [89]. Nies
et al. in 2012 [67] and 2014 [41] published work on the interaction between PUs
monomer and the surfaces of gold, aluminium and copper studied by infrared
external reflection adsorption spectroscopy (IR-ERAS). MDI on gold showed
only physical interaction as after several rinsings it was not detected anymore.
For aluminium and copper, however, the first layer of adsorbed MDI was stable,
indicating a strong interaction (confirming the previous works), between adherent
and substrate, in which isocyanate and phenyl groups were involved. Unreacted
isocyanate was still visible in the monolayer proving a monodentate attack of
the diisocyanate and partial displacement by it of previous carbon contamination
seems to take place. No spectral changes were observed for polypropylene and
alcohol.
2.5 Conclusions
In this chapter the motivations which led to the current research were presented.
In particular, the chemistry and production of MDI, the problem of fouling
and how this relates to adhesion, and the understanding of interfacial chemistry
between MDI (or isocyanates in general) and metallic substrates, were described.
Little work in the literature has reported on this subject which needs the use
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of surface analysis techniques such as XPS, Auger electron spectroscopy (AES)
and ToF-SIMS. These are ideal for the analysis of thin films on substrates;
they are able to give chemical information (as it will be illustrated in the next
chapter) which can show how the adsorbates bond to substrates, as adsorption
and formation of chemical bonding is known to be the most important adhesion
mechanism. Computational chemistry can also sometimes help the understanding
of the result obtained experimentally. In the next chapter the surface analysis
techniques used as well as the principles of the theoretical methods used are
described.
Chapter 3
Instrumentation and Methods
3.1 Introduction
To understand both fouling and adhesion involving isocyanates, the chemistry
occurring at the interface between isocyanate molecules and the metals of interest
should be investigated. This requires the analysis of surfaces and interfaces. This
type of analysis is less straightforward compared to bulk analysis. The surface
characteristics are different from those of the bulk, and only a monolayer or
few monolayers are of interest. There are a number of techniques available for
surface and interface analysis. To explore the chemistry of the surfaces of interest,
three methods are widely used: X-ray photoelectron spectroscopy (XPS), Auger
electron spectroscopy (AES), and secondary ion mass spectrometry (SIMS). All
three are used for simple elemental analysis that can range from qualitative to
quantitative, and sometimes for depth characterization at high spatial resolution.
In this work mostly XPS and time of flight secondary ion mass spectrometry
(ToF-SIMS) have been employed.
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3.2 X-ray Photoelectron Spectroscopy
3.2.1 Introduction
All vacuum compatible materials can be analysed with XPS, and all elements
can be detected, except hydrogen. XPS also provides information on the chemical
states of the elements. The depth of analysis can be chosen by changing the energy
of the emitted photoelectron. The depth that can be achieved is 5-10 nm, but
this value varies with the materials. The detection limit is about 0.1 atomic %.
It is easy to make a quantitative analysis through the areas of the peaks obtained
in the spectrum. The elemental composition can also be found as a function of
the depth by use of angle resolved XPS (ARXPS) (by tilting the sample) or by
sputtering [105].
3.2.2 Principle of the Technique
XPS is a technique based on the use of an X-ray beam which, having a high
energy, is able to eject electrons from the core levels of the bombarded atoms.
Measuring the kinetic energy of the electron ejected from the atom, and knowing
the wavelength of the incident radiation, it is possible to determine the precise
energy of the electronic level from which the electron is emitted by means of the
Equation 3.1:
BE = hν −KE + (φ+ S) (3.1)
where: BE is the binding energy of the extracted electron set with the Fermi
level as zero, hν is the energy of the incident X ray, KE is the kinetic energy of
the outgoing electron, φ is the work function of the spectrophotometer and S is
the electrostatic charging of the sample surface. Figure 3.1 shows a schematic
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Figure 3.1: Schematic representation of the photoelectron emission process.
representation of the process. It is important to consider that the electrons which
can escape the solid without energy loss will contribute to the photoelectron peak,
but those which lose energy through inelastic scattering on the path out of the
material will contribute to the background of the spectra at lower kinetic energy
(higher binding energy).
Different processes can follow or accompany the emission of a photoelectron;
• X-ray fluorescence: Emission of an X-ray photon,
• Emission of an Auger electron: The vacancy formed by the photoelec-
tron emission can be filled by an electron from a higher energy level and,
in doing so, the electron loses energy that can be used to expel another
electron, called an Auger electron. This process gives rise to another form
of spectroscopy: AES, which is a technique very close to XPS and involves
the three electron process described above.
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• Shake up: The outgoing electron can interact with a valence electron and
excite it to a higher energy level. This means that the emitted electron will
lose some of the energy to excite the other one and the kinetic energy will
be lower than it would be without this process occurring. In the spectrum,
this results in a satellite structure at higher binding energy than the core
level. An example of this phenomenon can be observed in the 2p spectra
of band d metals (such as iron and chromium) and the pi − pi∗ transition
of the carbon electrons of aromatic compounds. The latter example will be
the centre of an experiment which will be illustrated.
• Plasmons: in the case of metal surfaces, the outgoing electron can excite
collective oscillations (known as plasmons) in the conduction band of the
material and so lose part of the energy. This gives characteristic features
at an higher binding energy than the core level.
3.2.3 Qualitative and Quantitative Information in XPS
As mentioned before, XPS can detect all elements besides hydrogen with a
detection limit of 0.1 atomic %. It is possible to identify the elements present
in the surface of the sample by the binding energy of the peaks visible in the
survey spectra (a wide scan). Each core level of each element has a unique
binding energy. The spectra obtained can also give chemical state information.
The binding energy of an electron depends on the level and the atom of emission
but in small part also on the enviroment of the atom. Although the influence of
the chemical enviroment on the core electrons is much smaller than the one on
the valence electrons, small shifts in the peak position, up to several eV, can be
detected. For example the 1s electron binding energy of a carbon atom linked to
an oxygen atom will be higher than the one of a carbon atom not linked to such
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an electronegative element. This is because the carbon will be more positively
charged and the electron will be more attracted to the nucleus. This general
principle based on initial state effects, however, is not always true. Sometimes
final state effects; the rearrangements occuring after photoemission, can have
a big influence on the electron binding energy. The final-state effects, such as
core-hole screening, relaxation of the orbitals and polarisation of surrounding
ions, influence the magnitude of the chemical shift and in extreme cases can even
invert the predicted trend as relaxation causes a reduction of binding energy.
An extreme example in which the final state effects prevale over the initial state
effects is the Ce and CeO2; the latter has a lower binding energy than the former.
Shake-up satellites are an example of final states effects as well. By acquiring
high resolution spectra (in the regions of the peak of interest) it is possible to
observe this chemical shift. As the shifts are usually very small, computer curve
fitting of the high resolution spectra is widely used to obtain the maximum level
of information.
XPS can also give quantitative information as the intensity of the peak is pro-
portional to the concentration of the element. The intensity is given by the
Equation 3.2:
I = JρσKL (3.2)
where J is the photoelectron flux, ρ is the concentration of the element, σ is the
cross-section for emission , K is the spectrometer factor and L is the effective
attenuation length (EAL). The probability of the emission of an electron as
consiquence of X-ray irradiation (σ) depends on the element, the orbital the
electron belongs to, and the enrgy of the exciting photon. The spectrometer
factor K includes the transmission function and the efficiency of the detector. The
former is the proportion of electrons transmetted through the spectrometer as a
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function of the kinetic energy, the latter is the proportion of electrons reaching the
detector that are actually detected. The EAL L depends on the electron kinetic
energy and the nature of the sample. The intensity is taken as the area of the peak.
For quantification purposes, the experimentally determined sensitivity factos (F)
are usually employed. F includes the terms σ, K and L of the standard equation.
Since the X-ray flux remains costant during the experiment, the concentration
of the element can be calculated by dividing the area of the peak by the relative
sensitivity factor and expressing it as a fraction of the summation of all normalized
intensities.
3.2.4 Compositional Depth Profile
It is possible to obtain information on the composition as function of the depth.
This can be achieved with different methods. Depth information can be obtained
in a non-destructive way by using different X-ray energies. This is because
electrons coming from the same element and level will have a different kinetic
energy depending on the X-ray energy. This will allow a differentiation between
different layers since the inelastic mean free path of the electrons changes with
their kinetic energy. Alternatively, it is possible to examine different energy level
of the same atom as the respective electrons will have different kinetic energy and
thus, again, they would come from different layers. Non-destructive depth profile
can also be achieved by ARXPS. The intensity of the peaks due to electrons
emitted from all depths greater than d at an angle θ normal to the surface is
given by the Beer-Lambert equation (Equation 3.3):
I = I0 exp(− −d
L cos θ
) (3.3)
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where I is the intensity of the signal, I0 is the intensity from an infinitely thick
uniform substrate, L is the mean free path and θ is the angle of emission.
The depth of the analysis changes with the angle of emission as can be seen
in Figure 3.2.
Considering a thin layer of material A on a substrate B, by using the angle resolved
data and the Beer-Lambert equation it is possible to measure the thickness d of
the overlayer: the signal coming from A is given by Equation 3.4
IA = I
∞
A [1− exp(−
d
LA,A cos θ
)] (3.4)
where L is the attenuation length of the electrons from material A across material
A, the signal coming from B is given by Equation 3.5
IB = I
∞
B [1− exp(−
d
LB,A cos θ
)] (3.5)
where L is the attenuation length of B crossing A, taking the ratio R of the two
Figure 3.2: The depth of the analysis is function of the angle at which the electrons
are detected
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signals (Equation 3.6)
IA
IB
= R = R0
[1− exp(− d
LA,A cos θ
)]
exp(− d
LB,A cos θ
)
(3.6)
assuming that LA,A ≈ LB,A it is possible to obtain Equation 3.7
ln(1 +
R
R0
) =
d
IA cos θ
(3.7)
from which it is possible to calculate d. However, it is not an immediate process
to obtain a depth profile from an angle profile. Normally, computational methods
are employed to model such profiles from angle resolved data. These techniques
are useful to look at very thin overlayers (1-10 nm) but to obtain information
from greater depths it is necessary to remove material by sputtering. Layers
of materials are sputtered away by means of ions which can be monoatomic
(like argon) or clusters (e.g. argon or C60). The etch rate depends on different
factors such as: the material etched, the etching ion source, the ion current and
energy and angle of incidence. It is usually difficult to convert from etching time
scale to a depth scale; it is possible to correlate the results to an international
standard (such as Ta2O5/Ta) or, alternatively, a profilometer or atomic force
microscopy (AFM) can be used to measure the depth of the crater formed. Besides
the conversion problem, the technique is not as straightforward as it may look.
It is important to take into account many factors. The roughness of the material
influences the analysis as a rough surface may cover part of the sample from
the etching ions or present different crystalline phases (with different sputtering
yield). Roughness can also be induced by the sputtering reducing depth resolution
with the sputtering time. Different components in the sample can have different
sputtering yield giving rise to preferential sputtering of some components over
others, making quantitative analysis difficult. It is also necessary to underline
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that the sputtering ions can be implanted in the sample or that the sputtered
material can accidentally redeposit on the surface of the sample.
3.2.5 Instrumentation
In this work, for XPS analysis a Thermo Scientific Theta Probe was employed
(Figure 3.3). The instrument has both a twin anode and X-ray monochromator
Figure 3.3: Thermo Fisher Scientific Theta Probe in The Surface Analysis
Laboratory at University of Surrey
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(micro-focused Al Kα) as source, but only the latter was employed in this work.
The monochromator features an user-selectable spot size in the range 15 to
400 µm radius. For most of the experiments a spot size of 400 µm was employed.
The Theta Probe has a 180◦ double focusing hemispherical analyser, and was
operated at a pass energy of 300 eV for survey spectra and from 30 to 150 eV
for high resolution spectra. For insulating samples, charge compensation was
achieved by using an electron flood gun. For depth information ARXPS technique
was employed. On the Theta Probe angle resolved data may be collected over a
60◦ range of angles (from 20◦ to 80◦) in parallel, without tilting the sample. This
is obtained by means of an angle resolving lens and a 2-dimensional detector. A
binding energy of 285.0 eV for the aliphatic components of the carbon 1s peak
was used as reference for charge correction.
The spectra were processed using the manufacturer software; Avantage v5.923,
and the Avantage data system provided the sensitivity factors (based on Wagner)
and transmission function correction. For all the peak fitting, a Shirley type
background removal was employed and a 30% Gauss-Lorentz shape was used. In
first instance, the full width at half maximum (FWHM) was kept the same for the
different components of a given peak, however it was allowed to vary slightly from
this position on a second run. As general criteria, increasing FWHM were selected
with the increase of the binding energy. Data from literature were employed as
a reference for peak positions, with a small variation allowed for fitting. In the
case of 2p and 3d dublet, the fitting was restricted to follow the expected area
ratio between the peaks (2p1/2:2p3/2 equals 1:2 and 3d3/2:3d5/2 equals 2:3). For
the high resolution spectra of Chapter 4, although the same criteria for the fitting
were employed, a different software and a Shirley background plus a tail function
were used, as is explained in Chapter 4.
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3.3 Time of Flight Secondary Ion Mass Spec-
trometry
3.3.1 Introduction
SIMS can analyse all vacuum compatible materials, and all elements and isotopes
can be found, including hydrogen. The technique provides information on the
molecules present on the surface of the sample analysed. Information on the
uniformity of the surface can be obtained by producing elemental or chemical
maps. The depth of analysis is one or two monolayers. The detection limit of the
technique is very low, even less than 1 ppb in optimum cases for elemental ions.
Unfortunately it is not possible to have quantitative information without the use
of very similar standards [103, 52].
3.3.2 Principle of the Technique
In SIMS, energetic particles, such as monoatomic and cluster ions, impinge on the
surface within ultra-high vacuum. The interaction of the ions with the samples
provokes the desorption of atoms and fragments from the surface. Around 10%
of these particles are ions (called secondary ions as the impacting ions are called
primary) which can be collected and detected in a mass spectrometer. It is
possible to detect both negative and positive ions. SIMS analysis can be divided
in three categories:
• Static SIMS: For information on the molecular composition of the surface;
• Dynamic SIMS: For information on the composition with the depth;
• Imaging: To construct bi/tri dimensional chemical image of the surface.
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It is possible to choose different mass analysers for SIMS, and the one used in this
work is a time of flight (ToF) spectrometer. Secondary ions are separated by their
mass/charge ratio. Their mass is determined by the time employed to travel in
a flight tube accelerated by an extractor to a common energy. The mass/charge
ratio can be related to the time of flight employed to reach the detectored by
Equation 3.8, once the extractor energy and the length of the tube are known.
E = mv2/2 = mL2/zt2 (3.8)
where E is the extractor energy, m the fragment mass, z is the fragment charge,
L is the length of the flight tube and t is the time employed by the fragment
to reach the detector. This means that lighter ions travel at higher speeds and
reach the detector before heavier ones. Also, a refletron is used to compensate
the spread in energy of ions with same mass. ToF spectrometers have a high
transmission so high probability that the secondary ions reach the detector; this
is a big advantage considering the small number of secondary ions are emitted
by the sample. Differently from other analysers, ToF detects all the ions emitted
after a primary ions pulse regardless their mass so every single pulse is fully used.
Theoretically, ToF can detect an unlimited mass range although the typical mass
range employed is 1-850 u. ToF-SIMS can be operated in high current bunched
(HCBU) mode which allows spectra to be recorded at high mass resolution. For
a ToF detector the mass resolution (defined as m/δm, where m is the mass of the
peak and δm is the FWHM) is > 103. This high mass resolution can be employed
to distinguish different molecules with the same nominal mass.
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3.3.3 Qualitative and Quantitative Information in SIMS
Qualitative information may be obtained by static SIMS. The condition for static
SIMS is that the flux density of the primary ions is low enough to ensure that
none of the secondary ions are emitted by the regions of the sample are damaged
by the impact. The SIMS static limit is that the number of primary ions hitting
an area of the surface should be less than 1% of the number of atoms in the same
area. This is taken conventionally as 1013 ions cm−2 after the pioneering work
of Briggs [16]. It is needed to reach a good compromise between signal (SIMS
has low ionization probability) and the necessity of not compromising the surface
(following the static limit). This is achieved by choosing adequate ion current,
area, and time of analysis. The outcome of the analysis is a mass spectrum and
its interpretation may be quite complex, especially for organic materials. The
impact of the primary ions usually creates fragmentation of the molecular species
present or can promote crosslinking of the components. It is really difficult to
obtain formal quantitative information by SIMS and this can be explained by
consideration of Equation 3.9:
Is = JPY αθη (3.9)
where Is is the secondary ion current, Jp is the flux of primary ions, Y is the
sputtering yield, α is the ionization probability, θ is fractional concentration and
η is the transmission of the analyser system. Even if the signal depends on the
concentration, α it is not known and it changes with species and environment
(matrix effect). If the beam of primary ions is scanned over the sample surface in
the two dimensions the secondary ions signal can be followed as function of the
position allowing the construction of a bi-dimensional chemical map.
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3.3.4 Compositional Depth Profile
Like for an XPS sputter depth profile, it is possible to sputter away layers of
material from the sample and follow the secondary ions signal as function of
the sputtering time. Sputtering is a destructive method. Usually in this case
it is possible to obtain only elemental information rather than chemical as the
fragments will not be anymore representative of the original chemistry of the
sample. However, sometimes chemical information can be retained by using a
large cluster as sputtering source. The technique shows the same limitations
observed in XPS; it is difficult to convert from etching time profile to a depth
profile, also atomic mixing and preferential sputtering can occur. Depth images
can be constructed by collecting a series of bi-dimensional images under profiling
conditions a three-dimensional chemical map can be obtained.
3.3.5 Instrumentation
ToF-SIMS analysis were obtained using a TOF.SIMS 5 by ION-TOF GmbH
(Figure 3.4). For surface analysis static SIMS condition were adopted. A 25 keV
Bi+3 primary ion beam, with 9.5 keV extractor voltage, rastered over an area
of 100 × 100 µm2 was employed. Both positive and negative SIMS spectra were
aquired in HCBU mode over a mass range of 1-850 u. Sputter profiling was carried
out using a 10 keV C+60 ion source rastered over an area of 400 × 400 µm2, with
a current of 2 nA, operating in the interlaced mode (analysis and sputtering are
done within one ToF-Cycle). Spectral acquisition and processing was achieved
using ION-TOF GmbH software. Fragments of known composition as well as
characteristic fragments of the materials analysed were used for mass calibration.
The mass resolution was greater than 105. The accuracy of the mass assignment
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Figure 3.4: TOF.SIMS 5 by ION-TOF GmbH in The Surface Analysis Laboratory
at University of Surrey
was calculated as expressed in Equation 3.10.
∆ =
|Mmea −Mex|
Mex
× 106 (3.10)
where ∆ is the accuracy of the mass assignment in ppm, Mmea is the measured
mass in the spectra and Mex is the exact mass of the fragment. The fragments
assignment was made trying to match small values of ∆ (<100 ppm) and by
consideration of how the fragment can be explained by the rest of the spectrum
3.4 Density Functional Theory
3.4.1 Introduction
The chemical shifts detectable in XPS can be used to determine the chemical
states of elements, although the shifts are normally quite small and a peak fitting
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routine needs to be used. As a guiding principle for the interpretation of the
spectra, one needs to consider that the binding energy of the core electrons
increases when the valence electrons are involved in bonds and are then slightly
removed. Of course this effect increases with the increase of the electronegativity
of the surrounding atoms. When the element is present only in a few chemical
states, or the atomic enviroments are very different, this process of distinguishing
different functionalities is quite straightforward. However, in many cases, one has
to deal with samples which contain an element in many different oxidation states
as well as similar chemical enviroments which present similar binding energies. In
these cases the interpretation of the spectra is challenging and there is the need to
use reference spectra and data for the correct assignment of peak componts [12, 1].
Sometimes reference spectra for the systems of interest are not available and in
this case calculations which can predict XPS binding energies can provide a good
support for the spectral interpretation. Calculations to model the behaviour of
the binding energy in molecules can be done by density functional theory (DFT)
methods. An insight on this theory is given in the next section.
3.4.2 DFT Principle
From Atomic Orbitals to Molecular Orbitals
In order to understand DFT, a briefing on atomic and molecular orbitals is
provided. The complementarity principle states that an electron manifests either
wave or particle properties and in each experiment one behavior excludes the
other. The fact that an electron has wave-like properties means it becomes
impossible to exactly know both the momentum and the position of the electron
at the same instant of time. This is Heisenberg’s uncertainty principle. In order
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to get around this problem, rather than trying to define its exact position and
momentum, the probability of finding the electron in a given volume of space is
used. The probability of finding an electron at a given point in space is determined
from the function ψ2 where ψ is a mathematical function which describes the
behaviour of an electron-wave; ψ is the wavefunction. This is a mathematical
function that contains all the possible information about the behaviour of an
electron. An atomic wavefunction consists of a radial component, R(r), and an
angular component, A(θ,φ). The region of space defined by a wavefunction is
called an atomic orbital. The way to find the exact wavefuntion is to solve the
Schro¨dinger equation [8, 49]:
ih¯
δψ
δt
= − h¯
2
2m
δ2ψ
δx2
+ V (x)ψ (3.11)
Equation 3.11 is the time dependent Schro¨dinger equation in one dimension (x),
where h¯ is the reduced Plank constant, t represents the time, ψ the wavefunc-
tion, V(x) the potential energy, m the mass of the particle (in general − h¯2
2m
δ2ψ
δx2
represents the kinetic energy). Each atomic orbital may be uniquely labelled by
the set of quantum numbers:
• n is the principal quantum number; n = 1,2,3,...∞
• l is the orbital quantum number; l = 0,1,2,...n-1
• ml is the magnetic quantum number; -l ≤ ml ≤ l
• ms is the spin magnetic quantum number: ±s
The form of the wavefunction is illustrated in Equation 3.12
ψn,l,ml(r, φ, θ) = Rn,l(r)Yl,ml(φ, θ) (3.12)
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where R(r) is the radial component which depends on n, l, and Y(θ,φ) is the
angular components which depends on l, ml; n, l and ml are the quantum numbers.
The atomic orbitals are filled with electrons following the Aufbau principle:
• The orbitals are filled in order of energy starting from the lowest one;
• In case of degenerate orbitals, following Hunde’s rule, electrons will not be
spin-paired in an orbital until each orbital in the set contains one electron;
• As a result of the Pauli exclusion principle two electrons in the same atom
cannot have the same set of n, l, ml and ms quantum numbers, that means
that each orbital can contain a maximum two electrons with the same
quantum numbers besides ms.
A molecular orbital (MO) can be constructed by placing the nuclei of a given
molecule in their equilibrium positions and then calculating the molecular orbitals
(i.e. regions of space spread over the entire molecule) that an electron might
occupy. Each MO can be seen as arising from interactions between atomic
orbitals, such interactions are:
• Allowed if the symmetries of the atomic orbitals are compatible with one
another.
• Efficient if the region of overlap between the two atomic orbitals is signifi-
cant.
• Efficient if the atomic orbitals are relatively close in energy.
It is important to underline that the number of MOs that can be formed must
equal the number of atomic orbitals of the constituent atoms. A simple exam-
ple can be given using the H2 molecule. The MOs in H2 can be obtained by
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considering them as linear combination of atomic orbitals (LCAO). Each of the
H atoms has one 1s atomic orbital associated with the wavefunctions ψ1 and
ψ2. Both the wavefunctions can be associated with a sign (+ or -) and, as it
happens for transverse waves, they can interfere in a constructive (inphase) or
destructive (out-of-phase) manner giving rise to ψ (in-phase MO) which represent
a bonding type interaction and ψ∗ (out-of phase MO) representing an antibonding
interaction. The bonding MO, ψ, is stabilized with respect to the 1s atomic
orbitals, while the antibonding MO, ψ∗, is destabilised.
DFT Basis
To find information on the MOs of a system, technically, the Schro¨dinger equation
needs to be solved. Unfortunately the equation is irresolvable for all but simpler
systems. Computational methods are employed to approximate the wave function
and the energy of a quantum many-body system in a stationary state. One of
the first methods used was Hartree-Fock. It was developed towards the end of
the 1920s, soon after the discovery of the Schro¨dinger equation in 1926. The
assumption is that each electron sees all the others as an average field and,
using an approximated Schro¨dinger equation, a self-consistent field (SCF) method
makes it possible to carry out practical MOs calculations [8, 30].
Since the beginning of the 1990s an alternative method to Hartree-Fock started to
expand; DFT. Its development is a result of the accuracy of the methods based on
this theory and to the fact that it is less computationally demanding compared to
the Hartree-Fock methods. Moreover, in systems which contain d block elements,
DFT methods show results which better reproduce the experimental ones [8].
To understand the basis of the theory, it is useful to define what a functional is.
A functional is a correlation between an element of a space vector (for example
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made by functions f(x)) and an element of a set of scalars (for example an element
of set of real numbers R); F : {f(x)} → R. It can be indicated as F [f(x)] = y.
The fundamental idea on which DFT is based is the first theorem of Honenberg-
Kohn. The theorem states that the electronic energy of the ground state of a solid
or of a molecule is determined by the electronic density [48]. This is basically
an existential theorem; it says that there is a relationship between the ground
state energy and the electronic density but does not say what this relationship
is. What is known is that the energy is a functional of the electronic density
as demonstrated by Hoenberg and Kohn. The expression of the functional is
not known. There exists though, a second theorem by Hohenberg-Kohn which
says that the electronic density of the ground state is a variational quantity [48].
This means that the electronic energy for the ground state is minimum when
the density is exact. It is thus possible to employ linear variational techniques
to optimize the density in the same way it is done for the wave functions with
Hartree-Fock methods. To use variational optimisation methods, approximate
energy functionals have been developed.
The exact energy of the ground state of a system with n electrons can be expressed
by Equation 3.13
E[ρ] = T [ρ] + Vne[ρ] + V
classical
ee [ρ] + Exc[ρ] (3.13)
where; the first term represents the kinetic energy of the electrons, the second
represents the nucleus-electron Coulombic attraction, the third term represents
the avarage electron-electron Coulombic repulsion. The last term is the exchange
correlation energy of the system. The expression of this last term is not known
and contains all the contributions to the energy of which the expression is not
known [71]:
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• Exchange energy: it takes into account Pauli repulsion between electrons
with same spin.
• Correlation energy: takes into account the Coulombian instantaneous in-
teractions between electrons.
• Auto-interaction energy: the contribution of each electron which interacts
with itself which needs to be eliminated.
• Kinetic energy correction: takes into account the fact that the kinetic energy
of the reference system is not equal to the kinetic energy of the ground state
of the real system.
The charge density is given by Equation 3.14
ρ(r) =
n∑
i=1
|ψi(r)|2 (3.14)
where ψi are the Kohn-Sham (KS) orbitals which can be found by solving the KS
equations (see Equation 3.15) [55].
{HKS + VXC(r1)}ψi(r1) = Eiψi(r1) (3.15)
where ψi are the KS orbitals and Ei are their energies, HKS is the KS opera-
tor which includes the known contribution given in Equation 3.13, VXC is the
exchange correlation potential. The latter is given by Equation 3.16
VXC [ρ] =
δEXC [ρ]
δρ
(3.16)
A DFT calculation involves a self-consistent process. At the beginning a charge
density is hypothesised, from it the potential is calculated. At this point the
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system of KS equations is solved to obtain the corresponding KS functions. From
the calculated functions a better approximation of the density value is found. The
process is repeated iteratively until the density and the correlation energy do not
change inside the tolerance threshold. Finally it is possible to find the electronic
energy [8].
For the Hartree-fock method, even in principle, the exact energy of the ground
energy can never be obtained because the wave function is necessarily approxi-
mated. With DFT, if the exact form of the exchange energy was known, the total
energy functional would be exact and it would be possible to obtain the exact
energy of the ground state. KS orbitals can be calculated numerically or they can
be expressed as a function of a set of base functions. It is possible to use many
basis set functions, it is though important to consider that the calculation time
varies with the third power of the number of basis functions. It is necessary to
underline that KS orbitals do not have any physical meaning. Their only link with
the real world is that the sum of their square gives the exact density. However,
it is possible to use the electron density to obtain the same qualitative concepts
which can be obtained with MOs. Also, the electronic density, which depends on
three spatial coordinates, has the same number of variables independently from
the system dimensions.
3.4.3 Applications to XPS Binding Energies
A very simple approach, to obtain theoretical information on the binding energy
of electrons in molecules, is to consider Koopmans’ Theorem. The theorem
equates the negative of the highest occupied molecular orbital (HOMO) energy
with the the ionization potential. More broadly the theorem can be applied
to the removal of electrons from any of the occupied MOs. However, this is an
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approximation as it does not consider the relaxation effects in the ionised molecule
and the fact that the neutral species have one more electron and will then give a
larger correlation effect. These two errors tend to cancel each other making the
Koopmans’ theorem a good approximation but, if the electron is removed from a
core level, the approximation is not as good. This is because, for core electrons,
the relaxation effects are larger than the correlation effects. This mean that with
this approach the binding energy is then underestimated [8].
The theorem, as mentioned, applies to molecular orbitals but there is a similar
theorem for DFT which relates the ionization energies with the eigenvalues (the
energies) of the KS functions (orbitals). The fact that exchange-correlation
potential is aproximated in DFT makes the ionization energies quite different
from the orbital energies. A better approximation is given by using the ∆SCF
approach, with which the binding energy is calculated as the difference between
the neurtral molecule and the ionised species [10]. However, this requires two
calculations rather than one to evaluate the binding energy for a specific electron
in a molecule.
3.4.4 Numerical Approach
In this work, in the interest of computational economy, a simple approach has
been chosen. A Koopmans’ theorem based approach was employed combined
with a tuning procedure which improves the binding energy predictions to a
level comparable with more complex calculations [43]. The binding energies of
the electrons of interest were calculated by using the hybrid functional B3LYP
(Becke, three parameter, Lee-Yang-Parr). This is an approximated functional
which, as exchange energy, uses a portion of exact exchange from Hartree-Fock
theory with a portion of exchange and correlation coming from ab initio and em-
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pirical methods (hence the label hybrid). The basis set chosen was 6-311G(d,p).
Basically, one basis function, expressed as linear combination of 6 primitive
Gaussian functions, is used for each core atomic orbital basis function and three
basis functions, expressed as linear combination of three, one and one primitive
Gaussian functions respectively, are employed for valence atomic orbitals; d and
p functions are also added to the basis set in order to give it more flexibility.
All calculations were performed with GAUSSIAN 09 program package. The first
step was to optimise the geometry of the molecules of interest. By geometry
optimisation, the arrangement in the space of the atoms corresponding to a
minimum of potential surface energy was found. The second step was to employ
the natural bond orbital (NBO) analysis to obtain the core orbital energies.
Employing NBO analysis, the orbitals which are associated almost exclusively
with a single atom (for example core orbitals) are localised as natural atomic
orbital (NAO); orbitals involving bonding or antibonding between two atoms
are localised by using only the basis set atomic orbitals (AOs) of these atoms;
the Rydberg like orbitals are made orthogonal to one another [30]. The tuning
employed for the C1s and N1s to improve the binding energy prediction, was
done with the method proposed by Giesbers et al. [43] and will be explained in
Chapter 5.
3.5 Principal Component Analysis
3.5.1 Introduction
ToF-SIMS spectra contain hundreds, if not thousands, of peaks and the intensities
of some of them might be correlated if, for example, they come from the same
chemical species. SIMS data contains much chemical information, though it is
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hidden and difficult to extrapolate. When it is necessary to deal with a large
amount of complex data it is useful to employ multivariate analysis methods.
Multivariate analysis is the statistical study of the dependence between different
variables. One of the most commonly used methods to help the interpretation of
SIMS data is principal component analysis (PCA). An explanation of this type
of analysis and its mathematical basis is given in the next section. Later on, its
application to SIMS data will be discussed.
3.5.2 PCA Mathematical Basis
The goal of using PCA is to reduce a complex data set to a lower dimension.
Sometimes the measurements of different quantities lead to unclear or redundant
data. In this section the PCA mathematical steps are explained following refer-
ence [92]. Each sample analysed can be seen as a m-dimensional vector, where m
is the number of different measurements, and the vector lies in an m-dimensional
vector space. The measurement vectors form a linear combination of the set of
m unit length basis vectors. It is possible to express the data in another basis
set. PCA tries to determine whether there is another basis set which is a linear
combination of the original one and expresses the data in a better way, e.g. easier
to interpret form. The first thing to do is to check how a change of basis can
be done, and then, define what it means to express the data better. If X is the
data matrix, formed by n columns (samples) and m variables (measurements),
the change of basis can be represented by Equation 3.17.
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Y = PX
y1,1 y1,2 · · · y1,n
y2,1
. . . . . .
...
...
. . . . . .
...
ym,1 · · · · · · ym,n
 =

p1,1 p1,2 · · · p1,m
p2,1
. . . . . .
...
...
. . . . . .
...
pm,1 · · · · · · pm,m


x1,1 x1,2 · · · x1,n
x2,1
. . . . . .
...
...
. . . . . .
...
xm,1 · · · · · · xm,n

(3.17)
where Y is another m × n matrix which is the new representation of the data
and P is a linear transformation which transforms X into Y. P is a rotation of the
m original axis. The rows of P are a set of new basis vectors for expressing the
columns of X. Each coefficient of yi is a dot-product of xi with the corresponding
row in P. The jth coefficient of yi is a projection on to the j
th row of P. The rows
of P are the new set of basis vectors to represent the data.
To understand how to expresses better the data of X, it is important to know
what features are wanted in Y. An ideal set of data would show no noise and no
redundancy. A way to quantify the signal to noise ratio (SNR) is as ratio of their
variances (Equation 3.18).
SNR =
σ2signal
σ2noise
(3.18)
The direction of the largest variances in the measurements contains features of
interest, any spread from that direction represent the noise. A representation of
signal and noise variances is illustrated in Figure 3.5. To find the best way to
represent the data, thus the best rotation of the set basis vectors, it is necessary to
maximise the variance (and the SNR). There is thus the need to define variance
and covariance. For two set of data A = (a1, a2,...,an) and B = (b1, b2,...,bn),
where the subscript indicates the sample number, the variances of A and B
are defined as illustrated in Equation 3.19 and the covariance between them by
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Figure 3.5: Graphical representation of the signal and noise variances for samples
in a bidimensional measurement space.
Equation 3.20.
σ2A =
1
n
n∑
i=1
a2iσ
2
B =
1
n
n∑
i=1
b2i (3.19)
σ2AB =
1
n
n∑
i=1
aibi (3.20)
The covariance measures the degree of linear relationship between two variables.
If two variables correlate or anticorrelate, it means they are not both needed, since
they give the same information, and the absolute magnitude of the covariance
indicates the degree of redundancy. This is illustrated schematically in Figure 3.6.
For the matrix X (for which each row represents all the measurements of a
particular type) the covariance matrix is defined as shown in Equation 3.21.
CX =
1
n
XXT (3.21)
CX , the covariance matrix, is a square matrix in which the diagonal terms are
the variances of a particular measurement type and the off-diagonal terms are
the covariance between measurement types. CX reflects noise and redundancy.
Large values in diagonal terms correspond to significant features and large values
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Figure 3.6: Graphical representation of a) correlated variables and b) non
correlated variables.
in the off-diagonal terms indicate high redundancy. The final objective is to
minimise redundancy and maximise the signal in the data expressed in the new
basis set (the matrix Y). This means that the covariance matrix of Y (CY ) should
be diagonal. There are mathematical methods which allow diagonalisation of a
matrix.
In PCA three main assumptions are made;
• Linearity (the new basis set is a linear combination of the old one),
• Large variances have important structure,
• The principal components are orthogonal (all the basis vector are orthonor-
mal so P is an orthonormal matrix).
The method needs to find an orthonormal matrix P in Y = PX such that CY =
1/n(Y Y T ) is a diagonal matrix. The rows of P are the principal components of
X. CY can be expressed as shown in Equation 3.22
CY =
1
n
Y Y T =
1
n
(PX)(PX)T =
=
1
n
PXXTP T = P (
1
n
XXT )P T = PCXP
T
(3.22)
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It is known that any symmetric matrix A is diagonalised by an orthogonal matrix
of its eginvectors as shown in Equation 3.23
A = EDET (3.23)
where D is a diagonal matrix and E is a matrix of eginvectors of A arranged
as columns. If P is selected so that each row is an eigenvector of CX than
Equation 3.24 is true.
CY = PCXP
T = P (ETDE)P T = P (P TDP )P T =
= (PP T )D(PP T ) = (PP−1)D(PP−1) = D
(3.24)
In conclusion, computing the PCA of X means subtracting off the mean of each
measurement type and computing the eigenvectors of CX .
3.5.3 Applications in SIMS
In SIMS, PCA can be applied to understand how peaks relate to each other and
how their relative intensities correspond to differences in the original samples.
When PCA is applied to SIMS, the starting data matrix X is made by m rows,
which are variables thus the mass peaks, and n columns, which are the samples
thus the spectra. Each sample or spectrum can be seen as a vector in the m
dimensional space defined by the masses. Each selected mass is an axis of this
multidimensional space. When PCA is performed, the principle components
of the data are found; these are directions in the data space chosen to reflect
significant property in the dataset (maximum variance). The data can be seen
as a linear combination of spectra and the data matrix as the product of two
matrices (Equation 3.17). As described above, Y is the matrix which represents
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the data in the new basis set and P is a linear transformation which transforms
X into Y. In SIMS, P is the loading matrix which contains the eigenvectors of the
covariance matrix of X. These are the projections of the principle components in
to the original axes (masses). The loadings indicate how important each mass is
in the principal component. Y is the score matrix. The scores are the projections
of the samples into the new axes formed by the principal components. These
indicate if a spectrum or sample is involved or not in the property indicated by
the principal component and will contain peaks at the masses with high values in
the loadings. A graphic illustration of score and loadings is provided in Figure 3.7.
The data are thus fully described by m principal components. However, PCA
extracts orthogonal factors which successively capture the largest variances in the
data. These are given by the eigenvalues of the matrix P. Only the smaller factors
(the first principal components) have high variances and indicate a property, the
others, which have low variances due to noise, can be eliminated. This allows to
reduce the dimensionality from hundreds of masses to few components [60].
3.5.4 Data Processing
The areas of the peaks included in the PCA process were selected manually; all of
the detectable peaks up to 250 mass units (with a resolution of > 105) have been
taken into account. Peak lists were made by using ION-TOF GmbH software
and the peak intensities were normalised by total ion intensity. The PCA was
performed by using pcaGFT [100]. Prior to the analysis, the software performs
mean centering and Poisson scaling. The former subtracts the mean spectrum
from each sample so that the PCA describes variations from the mean, the latter
takes into account the fact that the SIMS data is dominated by Poisson counting
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Figure 3.7: Graphical representation of scores and loadings for spectra rapre-
sented by two masses.
noise and thus divides the data by the estimated noise variance. When PCA
was performed, the percent of total variance captured by the first N principle
components was calculated (Equation 3.25) and a graph of the this percentage,
as function of the number of principal components, was produced. The number
of principal components was chosen to give maximum 95% total variance.
Totσ2% =
∑N
i=1 ei∑m
i=1 ei
(3.25)
where Totσ2% is the percent of total variance and ei is the i
th eigenvalue.
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3.6 Conclusions
The combination of XPS and ToF-SIMS is very powerful for the analysis of
surfaces and interfaces. The interpretation of the data obtained by using these
techniques was performed with the help of DFT and PCA methods. These are
particularly useful to understand the chemical information obtained from complex
systems which involve metal substrates interacting with mixtures of molecules and
contain different types of functional groups. The data, their interpretation and
results obtained employing these techniques and methods are the focus of the
following experimental chapters and will be discussed in detail.
Chapter 4
The Substrates:
Characterisation of 316L and
Duplex Stainless Steel
4.1 Introduction
To understand adhesion and abhesion phenomena for specific sets of substrates
and adhesives, it is important to know the chemical properties of both. In
this chapter, the surface properties of the substrates of interest are illustrated.
The substrates studied were 316L and duplex stainless steel. AISI 316L is an
austenitic stainless steel which is widely used in applications that require a degree
of resistance to crevice and/or pitting corrosion. The L identifier of 316L indicates
lower carbon content than the standard 316 grade, a characteristic which reduces
the susceptibility to sensitisation (after grain boundary carbide precipitation),
and for this reason, it is widely used in heavy gauge welded components. The
typical composition of 316L steel is given in Table 4.1. The corrosion resistance of
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Table 4.1: Specification of AISI 316L and duplex stainless steel. Values are the
maximum allowable unless a range is given, which indicates the minimum and
maximum values. Iron concentration to balance.
Composition Weight %
Steel C Cr Ni Mo Mn Si P S N
316L 0.03 16-18 10-14 2-3 2.0 0.75 0.05 0.03 0.10
Duplex 0.03 21-23 4.5-6.5 2.5-3.5 2.0 1.0 0.0-0.03 0.03 0.08-0.20
stainless steel is a result of the presence of a thin oxide layer on its surface. 316L
sheets were supplied by Goodfellow. Duplex steel has a two phase microstructure
composed of austenite and ferrite. The two microstructures derive from the pure
iron allotropes α-Fe (body centred cubic structure) and γ-Fe (face centred cubic
structure) in which carbon atoms are dissolved interstitially. The objective is
to obtain a combination of the qualities of the two constituent microstructures,
although sometimes this means having some compromises compared to the pure
phases. Duplex steel is characterised by a very high strength (almost twice the
strength of austenitic steel) and better toughness and ductility than ferritic steels.
The corrosion resistance depends, as for the other steels, on the composition and
quantities of alloying elements. However, they tend to have similar corrosion
resistance to 304 and 316 austenitic steels but with improved stress corrosion
cracking provided performance compared to ferritic steels. The composition of
the duplex stainless steel employed is illustrated in Table 4.1. Compared to
standard stainless steel, duplex has higher chromium and molybdenum content
and lower nickel content. A duplex steel rod was supplied by Aalco. As a first step,
in the chapter, the effectiveness of different cleaning methods was investigated.
Subsequently, the native oxide on the two metals was studied, together with the
modification brought by exposure to water. Finally, some insight on the chloride
corrosion of the steel is given.
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4.2 Steel Cleaning Methods
4.2.1 Introduction
Normally, the outermost layer of the surface of metals is covered by a carbon
contamination layer because the metal surface has a high surface free energy. This
very thin layer forms naturally in atmosphere and cannot be eliminated. However,
a higher concentration of contamination might be due to other factors and needs
to be removed for experimental as well as industrial purposes. The 316L stainless
steel employed for the experiments is sold as mirror finished with a polyisoprene
protective adhesive layer. This layer leaves a high degree of contamination on
the surface after it has been removed. Thus, the surface of the metal needs to
be cleaned. In an industrial context it is also necessary to clean the surface of
steel components (like a climbing film evaporator, CFE), before usage in order to
maintain high performance.
4.2.2 Sample Preparation
Stainless steel 316L mirror finished sheets were cut into 10 mm2 coupons and
the protective film was removed. These coupons were treated with the following
cleaning procedures:
• None (as received),
• Wiped with acetone,
• Wiped with monochlorobenzene (MCB),
• Jet washed,
72 Chapter 4. The Substrates
• Grit blasted (50 µm Al2O3 grit)
• Argon ion etched by X-ray photoelectron spectroscopy (XPS) and subse-
quently exposed to atmosphere.
• UV-ozone cleaned (with an Hitachi ozone cleaner) for 15, 20, 25 or 30
minutes (at 66.5 mbar).
The samples were then analysed by XPS.
4.2.3 XPS Analysis and Results
To measure the quantity of contamination present on the surface, XPS analysis
was employed. Survey spectra of the samples (acquired in the constant analyser
mode at a pass-energy of 300 eV with a step size of 0.4 eV), are shown in
Figure 4.1. Table 4.2 illustrates the quantification for all the samples as well as
the thickness of the contamination layer which can be estimated by using the C1s
signal. The procedure was first described by Castle and Baker [22] and confirmed
in measurements made by Smith [94]; a more recent description can be found in
reference [19]. An automated form of this procedure was used and described by
Baer et al. [58]. The thickness of the contamination layer was estimated as shown
in Equation 4.1:
DCont. = −LC1scosθLn
(
1− [C]
100
)
, (4.1)
where LC1s is the effective attenuation length (EAL) of the C1s electron in an
organic layer (LC1s = 3.53 nm), θ is the take-off angle relative to the sample
normal and [C] is the concentration of carbon expressed as an atomic fraction.
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Table 4.2: Elemental surface concentration and contamination layers thickness,
obtained by XPS, of stainless steel cleaned with different methods.
Sample/Elements C O Fe Cr Al Na N DCont. (nm)
As Received 75.4 22.0 2.0 0.6 - - - 2.0
Acetone Wiped 75.7 20.3 2.8 0.9 - - - 2.0
MCB Wiped 47.5 42.0 8.8 1.7 - - - 0.9
Jet Washed 74.3 21.8 2.7 1.2 - - - 1.9
Grit Blasted 45.7 35.5 2.1 0.7 8.9 3.6 3.5 0.8
Etched (XPS) 16.5 47.5 32.2 3.8 - - - 0.3
UV-Ozone 15 mins 41.3 43.3 13.8 1.6 - - - 0.7
UV-Ozone 20 mins 24.4 53.1 20.6 2.0 - - - 0.4
UV-Ozone 25 mins 23.5 52.5 22.0 2.0 - - - 0.4
UV-Ozone 35 mins 23.0 53.3 21.8 1.9 - - - 0.4
The data show that wiping with acetone and jet washing do not give good
results and significant quantities of carbon contamination are still detected. The
contamination layer seems to decrease slightly by wiping with MCB and grit
blasting. The latter method obviously leads to a rough surface as well as the
presence of aluminium, sodium and nitrogen contamination on the surface, as
showed by the survey spectrum. However, the best results are obtained by
etching in the XPS machine with argon ions and by exposure for 20 mins in
the UV-ozone cleaner. The first method is not a practical solution and leads to
argon implantation on the surface, as showed in the survey spectrum. The latter
is a more practical method. Further exposure in the UV-ozone cleaner does not
modify the surface. Using these two methods it is then possible to remove around
80% of the contamination. The best cleaning methods for the surface of stainless
steel have now been established. The next step is to study the oxide which
constitutes the surface of such metals.
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Figure 4.1: XPS survey spectra. Figure continues on the next page.
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Figure 4.1: (continued) XPS survey spectra of: a) as recieved, b) wiped with
acetone, c) wiped with MCB, d) jet washed, e) grit blasted, f) exposed to UV-
ozone cleaner for 15 mins, g) exposed to UV-ozone cleaner for 20 mins, h) exposed
to UV-ozone cleaner for 25 mins, i) exposed to UV-ozone cleaner for 35 mins and
j) argon ions sputtered and exposed to air for 30 minutes stainless steel.
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4.3 316L Stainless Steel Native Oxide
4.3.1 Introduction
The passivation of stainless steel takes place in atmospheric conditions which
yields a film that is able to self-heal localized damage. The oxide, naturally
formed in air, is generally referred to as the native oxide and it is affected by
environmental factors. Different methods are often employed to modify the oxide
layer to make it suitable for particular applications. For example, modifications
of the 316L steel surface, to facilitate the deposition of supports for catalysts, can
be made by ensuring large surface areas where nickel oxide is predominant [95]
or by forming chromium oxide films by immersion in a chromium electrolyte [96].
Sometimes it is important to see how the surface is modified during operating
conditions in order to understand fouling or corrosion mechanisms. For instance,
there are works reporting on the growth of the oxide on the 316L stainless
steel in high temperature water, mimicking the conditions of a pressurised water
reactor [85], and on the effect of welding, which provokes discoloration in the heat-
affected zone of the steel, which ultimately leads to corrosion [99]. As austenitic
steels are among the most widely employed metals in biomedical applications,
many studies are concerned with the improvement of their biocompatibility, as
well as the stability of their oxides [82, 46]. This steel is also widely used as a
substrate for adhesion; it is one of the technological surfaces on which organic
coatings are applied. In this context, differences in the chemistry of the surface,
as a consequence of different treatments or cleaning processes, will influence the
degree and type of interaction of the adhesives with this metal [42, 20]. Many
works present an overview on the passive film of steel [69], and many involve
XPS [40], but none has compared the composition of the passive film in its
air-formed and after water exposure and shows a correct XPS peak fitting of
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transition metals or use all the information available by XPS. To modify the steel
oxide layer or to understand how the environment influences it, it is important
to know the starting point. In the first section of this chapter, attention is
focused on the composition of the native oxide and changes in its chemistry
brought about by water exposure. XPS and time of flight secondary ion mass
spectrometry (ToF-SIMS) were employed to investigate the nature of the native
oxide on 316L stainless steel and establish how it is modified by immersion in
water. Since conventional ion bombardment will promote the solid-state redox
reaction between iron oxide and chromium metal, in-depth information has been
obtained by angle resolved XPS (ARXPS) as well as ToF-SIMS depth profiling,
using a C+60 cluster source. The complementarity of these two techniques is very
useful for the analysis of thin oxide layers on metals.
4.3.2 Sample Preparation
Stainless steel 316L mirror finished sheets were cut into 10 mm2 coupons. These
coupons were, without any previous treatment, etched free of oxide and other
extraneous material in the XPS spectrometer (ion gun energy: 3 kV, raster
size: 2.5 mm, and sample current: 2 µA). The samples were etched until the
oxygen signal reached its minimum of intensity (after around 1600 s sputter
time) and after further etching the signal did not show any changes (even in
ultrahigh vacuum the metallic chromium will getter some of the remaining oxygen
in the chamber). The samples were then exposed to air and water at ambient
temperature (humidity in the lab is of ca. 40 %). Analyses were carried out after
exposure to laboratory air for 30 min, and air exposure followed by immersion in
high purity water for 30 min.
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4.3.3 XPS Analysis
Acquisition and Interpretation
The survey spectra were acquired in the constant analyser mode at a pass-
energy of 300 eV with a step size of 0.4 eV, and the high resolution spectra
at a pass-energy of 50 eV with step size of 0.2 eV. The high resolution XPS
spectra were fitted using the software NEWGOOGLY developed by Proctor [75],
which employs a background function plus a peak function. This was necessary
for reasons that will become apparent later in this section, but the essential
feature of NEWGOOGLY is the ability to add individual energy loss tails to each
component in the Fe2p or Cr2p spectra. A major disadvantage of all original
equipment manufacturer (OEM) software, and most widely available third party
systems, is the need to remove a global energy loss background from the spectrum
prior to peak fitting. In the case of the 3d transition metals, with their steeply
rising background signal, this can lead to serious errors in peak fitting. The peak
shape used in NEWGOOGLY, and all other XPS peak fitting software, is a Voigt
function (Gaussian/Lorentzian mix) defined by the binding energy maximum,
peak widths, and the Gaussian/Lorentzian ratio. The background consists of a
Shirley function, which has been multiplied with a linear function L shown in
Equation 4.2 , in order to produce a background tail.
L = κ+B1(E − E0), (4.2)
where B1 is the slope parameter of the tail and κ is the Kappa parameter, a shape
parameter that defines the intensity of the intrinsic losses (Equation 4.3).
κ = h/A, (4.3)
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where h is the maximum value of the linear background projected to the peak
centre and A is the Voigt peak area [23, 83, 25].
XPS Survey Spectra
The XPS survey spectrum of the air-exposed sample is shown in Figure 4.2:
primary peaks are identified, revealing the elements present in the steel, together
with oxygen and carbon. The oxygen signal is produced from the thin oxide layer
present on the surface of the steel. The carbon signal is produced from the surface
layer of adsorbed organic contamination. The argon peak indicates the presence
of ions implanted during the sputtering pre-treatment of the sample. Figure 4.3
shows the survey spectrum after water exposure.
The survey spectra are an important and underutilised resource, from which it is
possible to obtain much information about a sample. In this case, they provide
a perspective on the structure of oxides on alloys, prior to more extensive curve
fitting of individual high resolution spectra. For most passive and native oxides
and alloys, the XPS analysis provides information about the oxide composition
with only a minor contribution from the underlying metallic phase. The actual
depth sampled does vary significantly from one end of the XPS spectrum to the
other, according to the dependence of its intensity on the kinetic energy of the
emitted electron. Figure 4.4 represents the attenuation, with depth, of the signal
intensity using the EAL [74] for the Fe3p (2.3 nm) and Fe2p (1.2 nm) peaks
(kinetic energies 1387 and 777 eV), respectively: the electron take-off angle was
53◦. In this diagram, the attenuation curve has been matched to its mirror image,
so that the area between the curves, for any given interval of depth, represents
the contribution from that region to the overall signal intensity. The benefit of
this diagram is that it shows, at a glance, the much increased contribution made
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Figure 4.2: XPS survey spectrum of air exposed 316L stainless steel.
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Figure 4.3: XPS survey spectrum of water exposed 316L stainless steel.
by the metal phase, to the overall signal, at higher kinetic energies. In the present
case, the 3p peaks of iron, chromium, and nickel (kinetic energy 1400 eV) sample
a greater depth than the 2p peaks (kinetic energy 700 eV) of the same elements.
Castle [19] has described a sequence by which this information can be used in a
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Figure 4.4: Contribution of signal to the XPS analysis using data for iron
transitions at high kinetic energy (ca. 1387 eV) and low kinetic energy (ca.
777 eV). The interface position is that obtained in air
.
systematic manner, and this starts with quantification of both 2p and 3p peak
intensities, as shown in Table 4.3, for the two conditions of exposure; i.e. in air
and in water.
Carbon from a contamination film is included in this first analysis. However, the
C1s signal, which will have attenuated the 2p and 3p peaks to differing extents
depending on their kinetic energies, was used to estimate the thickness of the
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Table 4.3: Concentration derived from Survey Spectra.
C(1s)% O(1s)% Fe% Cr% Ni% Mo%
Air
2p (Fe, Cr and Ni) 18.5 49.0 27.0 3.0 2.0 0.5
3p (Fe, Cr and Ni) 20.5 54.5 18.5 4.0 2.0 0.5
Water
2p (Fe, Cr and Ni) 44.6 39.4 10.9 2.6 1.8 0.7
3p (Fe, Cr and Ni) 43.2 38.2 11.3 2.6 4.0 0.7
surface contamination film (DCont.) via Equation 4.1. Having obtained a value
for DCont., the intensity for each peak of interest can be corrected for attenuation
of the carbon layer using Equation 4.4
Icorrected = Iobservedexp
(
DCont.
Lzcosθ
)
, (4.4)
where Lz is the EAL for each peak of interest. Having obtained this set of
values, the carbon concentration can be set to zero and the analysis renormalised
to atomic percentage. This correction has been applied to the values shown in
Table 4.3 with the results given in Table 4.4 together with the estimated thickness
of the contamination layer that was used for the correction. A first step in making
use of the differing analysis depths of the 2p and 3p peaks is to calculate their
concentrations relative to the total of all metal elements or cations within the
XPS analysis volume, i.e. the values in Table 4.4 can be expressed in the form
shown in Equation 4.5:
Z2p(rel.Conc.) =
Z2p%
Fe2p% + Cr2p% +Ni2p% +Mo3d%
, (4.5)
where Z takes the value, in turn, for each of the elements (chromium, iron and
nickel) in the denominator. These values can then be related to the concentration
of the elements in the alloy (as atomic percentage) to give a factor (F), indicating
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Table 4.4: Corrected concentration (atomic % ) and related enrichment factors
derived from the survey spectra. DCont. is the thickness of the contamination
layer in nm.
Fe Cr Ni Mo(3d) O(1s) DCont.
Air
2p 33.5 3.7 2.4 0.6 59.8 0.4
3p 22.9 4.9 2.5 0.6 69.0
F2p 1.21 0.46 0.61
F3p 1.08 0.80 0.82
Water
2p 20.4 4.7 3.0 1.2 70.7 1.2
3p 20.7 4.6 6.6 1.2 66.9
F2p 1.08 0.80 1.07
F3p 0.88 0.70 2.22
the enrichment or depletion of the given element. As an example, Equation 4.6
shows how the factor for iron is calculated.
FFe =
Fe2p%
Fe2p% + Cr2p% +Ni2p% +Mo3d%
/
Fe
Fe+ Cr +Ni+Mo
, (4.6)
This factor differs slightly from the enrichment factors used extensively by Asami
et al. [7, 21], and by Castle and Qiu [24], which are based on oxide compositions
determined after curve fitting to eliminate the metallic component. The factors
determined above relate to the total signal, as acquired in the XPS analysis. This
is a good approximation, considering that the cationic area constitutes around
the 90% of the total metallic peak area. Analysis of the film produced upon air
exposure showed significant differences between the quantification made using the
2p peaks and those made using the 3p peaks. These immediately indicate that
the composition varies with the kinetic energy, i.e. that it varies with analysis
depth. Recalling that the analysis depth is greater for the 3p peaks indicated
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that iron has an enhanced concentration in the oxide films. For chromium, the
reverse is true, as it is for nickel too. For molybdenum, the only observable
peak is the 3d; therefore, a difference in enrichment factor cannot be shown.
The enrichment factor gives a measure of the difference of those compositions
relative to the nominal composition of the steel. Iron has about 20% higher
concentration near the outer surface whereas chromium is reduced to about half
the concentration in the alloy over this analysis range. Turning now to the
set of data obtained after the brief exposure to water, it is possible to see a
striking change in the observed concentrations. The chromium concentration
grows to be 80% of its alloy concentration and iron, enriched before, now shows
relatively little enrichment (Fe2p = 1.08) compared to the alloy composition.
Also, in this case, the enrichment factors confirm that there are gradients of
composition within the depth accessed by XPS in the same direction compared
with the air exposed surface. The depth information from the different peaks
of iron, nickel, and chromium can be used to provide an estimate of the near-
surface concentration gradients. The XPS concentration is the average value
obtained when the composition gradient is integrated according to the well-known
exponential function. It follows that the XPS value will be equal to the actual
value at some depth beneath the surface. These depths will be different for the
values derived from the 2p and the 3p peaks and thus, could be used to estimate
the value and direction of any concentration gradients. Such information is most
often obtained by use of angle resolved spectra to examine the intensity variation
of a single peak. In this context, Seah et al. [86] have shown that when the
XPS concentration is placed at a depth of 0.35 t, where t is the thickness of a
layer containing the element concerned, then the observed concentration is almost
invariant with angle. To provide an estimate of the concentration gradients
from the 2p and 3p peaks, we adopt this magic depth as the point at which
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the XPS concentration equals the actual concentration. The thickness of the
layer of interest, t, can be taken as the value 3Lcosθ, where L takes the value
appropriate to the kinetic energy of the given peak and θ is the take-off angle
of the photoelectrons relative to the normal to the sample surface: this depth,
although arbitrary; is the effective sampling depth for XPS. The magic depth
thus becomes 1.05Lcosθ. Values of L, corresponding to the escape of electrons
from the 2p and 3p levels in the oxide, can be obtained [74], and the concentration
of each element in Table 4.4 can be plotted as shown in Figure 4.5. Since the
gradients are based on only two data points, they cannot be used to imply the
presence of true gradients: a stepwise distribution is still possible. The gradients
do however indicate the highly localised nature of the surface enrichment in a
graphic manner. Having the two data points, the line through them is easily
extended forward to the metal phase and backward to the surface. If the forward
extrapolation is terminated when the extrapolated concentration of the given
element equals that found in the metal, then the depth at which this occurs gives
an estimate of the overall thickness of the altered layer (mainly oxide but there
might be a change in the metal composition at the interface because of element
depletion or enrichment). The thickness of the surface oxide layer derived by this
method (using the air exposed sample as an example) is about 2 nm, as expected.
XPS High Resolution Spectra
C1s, O1s, Fe2p and Cr2p high resolution spectra have been recorded, for the two
samples, using parallel angle resolved XPS (PARXPS) in a set of 16 angles (from
25◦ to 81◦). This was done to obtain in-depth information without resorting
to conventional ion bombardment, which is known to promote the solid-state
redox reaction between iron oxide and chromium metal. In Figures 4.6 to 4.9,
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Figure 4.5: Data obtained from the survey spectrum after air exposure: com-
position plotted against depth for 2p and 3p peaks, respectively. The points of
intersection with the composition of the metal phase are marked by a cross.
curve fittings of the integrated spectra for the peaks of the air and water exposed
samples are shown.
The fit has been carried out on the collapsed data (spectra obtained by summing
the spectra at different angles) and then extended to the set of angle resolved
data. For both samples, the same chemical states are observed. The iron peak
shows a pure metal component, Fe(III), and the associated satellites, indicating
the presence of Fe2O3 (the assignment is in agreement with data reported in
literature [105]). The chromium peak, in the same way, shows a pure metal
component, Cr(III), and associated satellites, because of the presence of Cr2O3
(in agreement with data reported in reference [84]). Oxide, hydroxide, and
water are observed in the O1s peak and, finally, C-C, C-C=O, C-O, and C=O
in the C1s peak. In Figure 4.10, the elemental concentration as a function of
the take-off angle, for both samples, is reported. Similar trends are visible for
both samples; the carbon concentration increases going toward glancing angles.
This is more pronounced for the water exposed sample. OH− and H2O follow
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Figure 4.6: Fe2p high resolution fitted peaks for (a) air exposed and (b) water
exposed 316L steel
a similar trend, which indicates they are present on the surface. The O2− peak
and the metallic components show the opposite trend because they are relegated
under the previous layers. It is important to confirm that the C1s signal is
just a consequence of adventitious hydrocarbon contamination deposited during
the air and water exposure, which followed the preparation of the samples by
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Figure 4.7: Cr2p high resolution fitted peaks for (a) air exposed and (b) water
exposed 316L steel
ion etching. This is a common observation in surface analysis, and it is a
result of the thermodynamic driving force that exists for the material to reduce
the surface free energy, this being readily accomplished by the adsorption of a
vanishingly thin layer of air-borne hydrocarbon. The alternative is the reaction
of pre-existing hydrocarbon during the ion etching process to produce a carbide-
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Figure 4.8: O1s high resolution fitted peaks for (a) air exposed and (b) water
exposed 316L steel
like surface phase, involving cations of the passive film. Identification of the
carbon as arising from a surface film enables its thickness to be estimated and the
quantification to be adjusted for its influence. In the present case, this allows the
2p and 3p peak intensities to be used to estimate the oxide thickness. Following
the rules given by Castle [19, 22], it is possible to confirm that the carbon
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Figure 4.9: C1s high resolution fitted peaks for (a) air exposed and (b) water
exposed 316L steel
peaks present in the spectra are a result of contamination. The Shirley scatter
parameter k [91] is 1.0 for the air exposed sample and 1.1 for the water exposed
sample, thus both higher than 0.1 as required (this is because the C1s peak, from
contamination, is more asymmetric in shape than other organic compounds).
Also, the fact that the background slope is slightly decreasing confirms that the
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Figure 4.10: XPS angular profile of (a) air exposed steel and (b) water exposed
316L steel.
peak is due the contamination as it means that the element is in the outermost
layer. Furthermore, a final confirmation is given by comparing the elements
angle ratio Q (the concentration of the element at an angle of 51◦ divided by
the concentration at a bulk angle of 25◦) from the ARXPS measurements. The
take-off angle of 51◦ was chosen as it represents the higher angular resolved data
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of the set closer to the value of 53◦ of the integrated data. For the air exposed
sample the ratios are as follows: QC = 1.6,QO = 1.0,QFe = 0.9 and QCr = 0.6,
while for the water exposed sample, the ratios are: QC = 1.3,QO = 0.9,QFe = 0.7
and QCr = 0.6. The carbon angle ratio is higher than all the others elements angle
ratios, for both the samples, meaning that the carbon is only a surface layer. The
thickness of this contamination layer for both air and water exposed samples
has been evaluated again using the high resolution angle resolved data by means
of Equation 4.1. This was necessary since more accurate results are obtainable
when the take-off angle range is smaller. The thickness of the contamination
layer, determined using this algorithm and calculated as the mean of the values
obtained at each angle, was 0.4 nm for the air exposed sample and 0.9 nm for the
water exposed one. The water sample value is slightly lower than the value
obtained by means of the survey, which can however still be used as a first
approximation. The same correction procedure applied in the survey section
was applied to the angle resolved set of data. In Table 4.5 the original and
the corrected concentrations, at an intermediate angle of 51◦, are shown. The
background of an XPS peak, in the region from 50 to 100 eV lower kinetic
energy (and thus higher binding energy) is related to the extrinsic energy losses
associated with the transport of photoelectrons through the solid; the deeper
the element is in the solid, the more its electrons will be inelastically scattered,
showing a higher binding energy and so giving a rising background on the left
side of the peak [98]. This phenomenon is particularly strong in the case of the 3d
transition metals. Fe2p and Cr2p peaks have a steeply rising background, and for
this reason, it was necessary to fit the spectra with a Shirley function multiplied
by a linear function expressed in Equation 4.2. The Kappa parameters employed
were obtained from the literature [23]. Concerning the B1 value, which is the
slope parameter of the peak tail, was fixed to a certain value (for the same angle
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Table 4.5: Original concentrations and corrected concentrations of the elements
in air and water exposed steel obtained by XPS at an angle of 51◦.
Fe(0) Fe(III) Cr(0) Cr(III) O−2 OH
− H2O C DCont.
Air
Original 2.1 16.9 0.4 3.3 44.3 10.8 1.7 18.5
Corrected 2.5 21.0 0.5 4.0 54.2 13.2 4.5
Water
Original 1.5 10.2 0.4 2.9 28.6 12.6 7.7 36.1
Corrected 2.4 16.4 0.6 4.3 44.6 19.6 12.0
and the same sample) for the metallic component and left free to be optimised
by the software for the cationic component. It is useful to notice how the tail
slope of the metal component is expected to be negative while that of the oxide
component is expected to be positive or flat, as the metallic iron will clearly be
beneath the thin air-formed passive film or the film modified upon water exposure.
Therefore, for the metallic components, a positive value of B1 was chosen, as it is
expected to be underneath its oxide, and an increasing background is expected.
The comparison of the B1 parameters (which are reported in Table 4.6 for the
collapsed data set) obtained for the cationic component of iron and chromium, for
both the samples, provides information about the presence of these elements in
the surface and possible gradients of concentration. This information is consistent
with the enrichment factors observed from the survey spectra. Figure 4.11 shows
the fitted high resolution spectra of the O1s peak for both the air and the water
exposed samples at two different take-off angles. This enables the determination
of where the hydroxide and water layer are localised in the surface and in which
samples their quantity is higher.
One of the standard procedures in the analysis of oxide films on pure metals is the
determination of the oxide layer thickness by consideration of the metallic and
cationic contributions to the high resolution XPS spectrum. This is performed
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Table 4.6: B1 values for Fe and Cr collapsed peaks for air and water exposed
stainless steel.
B1 Fe(0)/Cr(0) Fe(III) Cr(III)
Air exposed 2.79x10−3 −2.12x10−4 −1.36x10−4
Water exposed 1.00x10−2 −2.95x10−4 −1.14x10−3
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Figure 4.11: O1s high resolution spectra for (a) air exposed 25◦, (b) air exposed
74◦, (c) water exposed 25◦, and (d) water exposed 74◦, 316L steel.
by means of an equation derived from the Beer-Lambert equation (Equation 4.7);
d = Lmetal,oxidecosθln
(
1 +
R
R∞
)
, (4.7)
where R is the ratio of the calculated intensity of the metal component and the
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oxide one, while R∞ is the analogous ratio coming from two infinitely thick layers.
In a series of angle resolved data, by plotting ln[1 + R/R∞] as function of 1/cosθ,
a straight line should be obtained. The slope of this line will be given by d/L,
so the thickness of the oxide can be obtained. Unfortunately, this procedure is
not so straightforward in the case of alloys because of the presence of two or
more cations, which do not have the same concentration and are not uniformly
distributed over the oxide layer. If this equation was applied separately to both
iron and chromium peaks, two different thicknesses for the oxide layer would be
found. This happens because the two metals do not have the same concentration
ratio in the oxide layer that they have in the bulk of the alloy. This means that
their R∞ cannot be considered the same for both and depends on the enrichment
or depletion of the element in the oxide overlayer. A correction can be obtained
by substituting R∞ in Equation 4.7 with Fmet (the enrichment factor calculated
previously for the two metals in the two samples for the 2p peaks). The results
obtained, shown in Table 4.7, for the two metals are closer. It is necessary
to emphasise that this is still an approximation, as the gradient of the metal
concentrations in the metal oxide has not been taken into account.
Table 4.7: Corrected oxide thickness, considering Fe and Cr peaks for the air and
the water exposed samples compared to the thickness obtained by using 2p and
3p peaks from the survey spectra.
Oxide Air (nm) Water (nm) Air from survey (nm)
Fe 1.8 2.1 2.2
Cr 1.9 1.4 2.4
Oxide thickness 1.85(±0.05) 1.75(±0.35) 2.3(±0.1)
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4.3.4 ToF-SIMS Results
Conditions indicated in Chapter 3 where employed to acquire ToF-SIMS spectra.
Sputter profiling was carried out using a 10 keV C+60 ion source over an area of
400 × 400 µm, with a current of 2 nA, operated in the interlaced mode. The
ToF-SIMS positive spectra (Figure 4.12) of the two samples show the presence
of iron, chromium, and nickel on the surface, but no molybdenum, which is
visible in the XPS spectra. This meas that molybdenum is present below iron
and chromium oxide, considering that secondary ion mass spectrometry (SIMS)
is more surface sensitive than XPS. As the air formed film is extremely thin,
it is often removed in the very early stages of elemental ion sputter profiling
and additionally a redox reaction may well occur between substrate and passive
film. Also, as the Cs+ ions commonly used for sputtering combine with iron and
chromium over time, it is impossible to follow the profile of the metals and their
oxides unambiguously with this technique. Cluster ions have a significantly lower
sputter rate for inorganic materials, and thus, it is possible to profile such a thin
film with improved precision. For these reasons, a Buckminster Fullerene (C+60)
cluster beam was chosen. The results obtained show the feasibility of this method
applied to thin oxide layers. In order to obtain a depth profile from the etching
time profile, the data sets collected from XPS were used. In particular, the
thicknesses calculated for the oxide layers in the two samples were used to relate
the depth with the etching time. The time at which the CrO+ ion signal drops
down was equated to the thickness of the respective oxide layer (Figure 4.13).
Figure 4.14 shows the profile of (a) the ions CrO+,CrOH+, and CrOH2O
+ and
(b) the one for FeO+,FeOH+, and FeOH2O
+ for the air exposed sample. The
water exposed sample profiles for these ions show the same trend. It is now
possible to calculate the thickness of the different layers. In the profiles, it is
possible to notice that while for the fragment FeO+ the peak intensity drops to
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Figure 4.12: SIMS positive spectrum of (a) air exposed 316L steel and (b) water
exposed 316L steel after 5 s os sputtering with C+60.
zero, for the fragment CrO+, some intensity is still detected after sputtering.
This can be explained by the fact that, even if under ultra-high vacuum, some
oxygen is still present in the SIMS analysis chamber and following the sputtering
some of the revealed bare metal will oxidise. As the enthalpy of formation of
Cr2O3 is lower (more negative) than the Fe2O3 one, the chromium oxide will
form preferentially over the iron oxide. No additional information was obtained
by the negative spectra. The O− and OH− fragment profiles are coherent with the
one observed for metal oxide and metal hydroxide positive ions. This shows how
the combination of XPS and SIMS is a very powerful method for the investigation
of thin oxide layers on metals.
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Figure 4.13: SIMS depth profile of the ions FeO+ and CrO+ for (a) air exposed
and (b) water exposed 316L steel.
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4.3.5 Discussion
The XPS survey spectrum of the air exposed sample shows, as illustrated in
Figure 4.2, the presence at the surface of carbon contamination and implanted
argon (due to presputtering). There are peaks characteristic of the native oxide
film and subsurface metal: O1s, Cr2p, Fe2p, weak NiLMM (the main Ni2p
spectrum is subsumed within the FeLMM Auger transition) features, and the
Mo3d doublet. As can be seen in Figure 4.3, the same peaks are visible for the
water exposed sample. Also, the SIMS positive spectra illustrated in Figure 4.12
show the presence of iron, chromium, and nickel but not molybdenum. As the
SIMS analysis is more surface sensitive than XPS, this seems to suggest the
molybdenum is present at the interface between the oxide and the substrate. It
is possible to underline that the high resolution spectra of molybdenum by XPS
shows the presence of different oxidation states (Figure 4.15). By comparing the
nickel enrichment factors for 2p and 3p peaks obtained by means of the high
resolution spectra (Table 4.4), it is conceivable that this element is also enriched
at the interface between the bulk alloy and the oxide. By curve fitting of the peaks
(Figures 4.6, 4.7 and 4.8), it is possible to identify a pure metal component and a
Me(III) one for iron and chromium, indicating the presence of an oxide overlayer
made of Fe2O3 and Cr2O3. For the oxygen, there are three components visible:
oxide, hydroxide, and water. Observing SIMS data in the profile in Figure 4.13,
it is possible to notice that the FeO+ ion is enriched in the first nanometer of the
surface and the CrO+ just underneath. This matches with the observation made
with XPS by means of the enrichment factors. By comparing the enrichment
factors for the 2p and the 3p peaks, a gradient of concentration, which follows
the given trend, was evident (Table 4.4). Some important differences between
the two samples are apparent. The quantitative XPS data are presented in
Table 4.5; in the water exposed sample, the carbon contamination is higher.
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Figure 4.15: Mo3d XPS high resolution spectrum for air exposed 316L steel.
The contamination layer, which is naturally adsorbed onto the high free-energy
steel oxide surface, is significantly thicker on the water exposed sample (as shown
in Table 4.4). This is probably accumulated when the metal coupon is taken
out of the water and comes into contact with the meniscus, which will act as a
sink for any dissolved carbonaceous species which are transfered to the sample
surface. This difference in the contamination layer explains the larger value of
the B1 (Table 4.6) of the metallic component in the water exposed samples:
the photoelectrons have to cross more material. Inspection of the energy loss
backgrounds of iron and chromium (from Figures 4.6 and 4.7) suggests that for
the air exposed sample the iron oxide is present above the chromium oxide layer
as stated before. In the second sample, the iron peak shows a negative slope
of the background, meaning that the signal comes from beneath the surface. It
can be assumed, in this case, that most of the background emanates from the
metallic iron underneath the oxide. This visual observation can be confirmed by
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comparing the B1 values listed in Table 4.6. The parameter, which indicates the
slope of the background, and is therefore proportional to the length of the travel
of the photoelectron through the overlayers, is lower for the Fe(III) component
compared to the Cr(III) one (confirming that the Fe2O3 is more concentrated on
the top surface), however, for the water exposed sample, the opposite is true, as
most of the background is due to the metallic component. The Fe intensity
is also lower in the water exposed sample. All these could be explained by
a preferential dissolution of iron oxide in water [77]. On water exposure, the
outermost Fe(III) component of the passive film is removed and now underlies
the Cr(III) component. This observation is further confirmed by inspection of
the Cr2p spectra of Figure 4.7. The spectra are more similar to each other
if compared to the differences seen in the Fe peaks (Figure 4.6). The Cr(III)
containing component of the passive film remains in place while the Fe(III) is
dissolved. The similarity of background structure for the iron and chromium
components of the water exposed film confirms the colocation of Fe(III) and
Cr(III) in the oxide layer. This mechanism can also be used to explain the
difference in the enrichment factors for iron and chromium in the two samples.
The factors appear to diminish for iron after water exposure and increase for
chromium. The SIMS data appear to match with the XPS data. Comparing the
profiles of the two samples in Figure 4.13, it is also possible to notice that the
intensity ratio iron/chromium is bigger for the air-formed film. Although there
is iron dissolution in the case of water exposure, the thickness calculated for the
two oxide layers seems to be the same (Table 4.7). The high resolution O1s
spectra of Figure 4.11 show that there are water and hydroxide layers present at
the surface of both the samples; that is explained by the fact that the intensities
of the OH and H2O peaks are higher at the glancing angle than at bulk angle
for both the samples. The spectra also show that these components are more
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concentrated in the water exposed sample; for both angles, the intensities of OH
and H2O components in the water exposed sample are significantly higher than in
the air-exposed sample. This information would explain why the thickness of the
two oxides is the same even after iron oxide depletion; the thicker hydroxide and
water adsorbed layer in the water exposed samples makes up the lost iron oxide,
compensating for the overall thickness. Figure 4.14 illustrates the profiles of (a)
CrO+,CrOH+,CrOH2O
+ and (b) FeO+,FeOH+,FeOH2O
+ for the air exposed
sample. For both chromium and iron based ions, the depth profile shows a water
absorbed layer at the very surface of the sample together with a thicker hydroxide
layer, which is placed above the oxide layer. The water adsorbed layer shows a
thickness of about 0.4 nm and the hydroxide about 1 nm. The hydroxide is a mix
of iron and chromium hydroxide. The same trends were observed in the water
exposed sample.
In this section the oxide present on the surface of 316L stainless steel and the mod-
ification due to water exposure were thoroughly studied by XPS and ToF-SIMS.
In the next section attention is given to the duplex stainless steel native oxide
and whether or not the same differences are observed if the oxide is exposed to
water.
4.4 Duplex Stainless Steel Native Oxide
4.4.1 Introduction
As for every other steel, the corrosion resistance of duplex steel is a result
of the presence of the thin oxide layer on its surface. Also in this case, the
passivation takes place in atmospheric conditions. Duplex steel has applications
which are similar to the 316L stainless steel, however, it cannot be employed
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at high temperatures because of embrittlement (caused by the formation of α
phase) which can occur at temperatures above 300◦C. In this section potential
differences in the oxide formed on the two phases are explored and the native
oxide is compared to that of the 316L stainless steel.
4.4.2 Sample Preparation
A rod of duplex steel was sectioned into thin discs which were then cut into
quarters using a precision disc cutter and polished to mirror finish, using standard
metallographic techniques to 1 µm diamond finish. One of the coupons was
chemically etched, by exposure for 30 s to Murakami’s reagent (K3Fe(CN)6,
KOH and Water) at 90◦ C. This was done in order to identify the austenitic
and the ferritic phases which are etched at different rates. The result is shown
in Figure 4.16. The sample was then rinsed with acetone and analysed in the
MICROLAB 350F by Auger electron spectroscopy (AES) and energy dispersive
X-ray analysis (EDX). As for the 316L samples, another two coupons were, with-
out any previous treatment, etched free of oxide and other extraneous material
in the XPS spectrometer. The etching procedure was the same employed for
the 316L stainless steel and explained in Section 4.3. These samples were then
exposed for 30 minutes to air and water respectively. Analyses were carried by
AES and EDX on the first sample and XPS on the other two.
4.4.3 Auger and EDX Analysis
The EDX analysis was carried out on two different phase grains in order to
obtain the bulk composition of the ferrite and the austenite. This was done by
using a Thermo Scientific MICROLAB 350. A beam potential of 10 keV and a
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Figure 4.16: Reflected light microscopy image of the surface of the duplex steel
after etching with Murakami’s reagent (austenitic grains are light grey and the
ferritic grains dark grey).
sample current of 5 nA were employed. Table 4.8 shows the chemical composition.
As it is possible to observe from the quantification, the austenite contains a
lower concentration of chromium and molybdenum and a higher concentration of
manganese and nickel compared to ferrite. This is easily explainable considering
that chromium and molybdenum are ferrite formers while nickel and manganese
are austenite formers.
AES analysis was employed to investigate differences, in the duplex steel oxide
layer, for the two different phases which have different bulk compositions. This
was achievable thanks to the possibility of a very small spot size analysis (20 nm)
compared to a grain size of 10-20 nm. The AES spectra are illustrated in
Figure 4.17.
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Table 4.8: Chemical composition, obtained by EDX of the austenitic and ferritic
phases of duplex steel.
Atomic % C O Al Si Cr Mn Fe Ni Mo
Austenite 3.1 1.4 0.1 0.7 34.0 3.2 50.7 5.1 1.7
Ferrite 3.2 1.6 0.1 0.9 39.1 2.9 46.5 2.8 2.9
Figure 4.17: Auger survey spectra of the austenitic phase (red) and ferritic phase
(green)
The spectra coming from the two grains overlap almost perfectly, suggesting that
there is no difference in the composition of the oxides on austenite and ferrite.
By looking at the OKLL region, in Figure 4.18, no changes in the CrKLL peak
are detectable. The iron/oxygen area ratio is 7.4 (average of two points) on the
surface of both phases. This means that the oxide has the same composition and
it is not influenced by the difference in the bulk compositions. These results show
that the oxide present on the surface of the steel can be considered uniform over
the two phases. It is thus possible to use XPS to analyse the native oxide and
compare it to the native oxide on 316L stainless steel explored in the previous
section.
107
Figure 4.18: OKLL spectra of the austenitic phase (red) and ferritic phase (green).
4.4.4 XPS Analysis
XPS analysis was carried out to compare the oxide naturally formed in air and
water, on the surface of the duplex stainless steel, with that formed on the
surface of 316L stainless steel. The spectra were recorded in the same way
described in Section 4.3 for the 316L steel. The survey spectrum of the duplex air
exposed oxide is shown in Figure 4.19. The spectrum looks very similar to that
obtained for the air exposed 316L stainless steel (Figure 4.2). Table 4.9 shows the
quantification (corrected for the carbon contamination), using metallic 2p and 3p
peaks, as well as the thickness of the carbon contamination layer.
The composition appears to be very similar to the 316L air exposed composition.
The same gradients are also observable, suggesting that the layered structure of
the two oxides is also the same; iron oxide in the outermost, chromium oxide
in the innermost part and nickel and molybdenum are enriched in the region
between the bulk and the oxide. The high resolution spectra of iron, chromium
and oxygen are showed in Figure 4.20.
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Figure 4.19: Survey spectrum of air exposed duplex steel.
Table 4.9: Corrected concentration of the surface of duplex steel derived from the
survey scans. DCont. is the thickness of the contamination layer.
Fe Cr Ni Mo(3d) O(1s) DCont.
Air
2p 40.7 4.2 1.9 0.7 52,4 0.3
3p 24.3 5.0 5.3 0.6 64.8
Water
2p 25.6 4.5 1.6 0,7 67.6 0.8
3p 17.2 7.4 5.4 0.7 69.3
The same oxidation states, in the same ratio observed in the air exposed 316L
steel, are also found in the air exposed duplex steel. For iron and chromium; Fe(0),
Fe(III), Cr(0) and Cr(III) components can be found and the oxygen peak is made
up of three components (oxide, hydroxide and adsorbed water), suggesting that
also in this case the oxide is covered by hydroxide and water adsorbed layer.
Since the oxides on duplex steel and 316L steel are virtually the same, it is then
reasonable to assume that they will behave in the same way after water exposure.
In Figure 4.21 the survey spectrum of water exposed duplex steel is illustrated
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Figure 4.20: XPS high resolution spectra of a) Fe2p, b)Cr2p and c)O1s peak of
the air exposed duplex steel.
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Figure 4.21: XPS survey spectrum of water exposed duplex steel.
and in Table 4.9 the chemical composition is showed. As expected, the decrease
of iron quantity and the growing background tail, compared to the air exposed
oxide, prove that in this case, like for 316L steel, there is dissolution of the iron
oxide in water. Higher carbon contamination is also detected. The O1s high
resolution spectrum (Figure 4.22) shows a higher hydroxide and water content
than the air exposed duplex steel, as was observed for 316L steel.
As the climbing film evaporators (CFEs) used in the methylene diphenyl diiso-
cyanate (MDI) production plant are exposed to phosgene (reactant) and HCl
(sub-product), and the solvent evaporated is MCB, it becomes important to
understad the behaviour of the metal in a chlorine containing enviroment. This
is because corrosion of the metal can facilitate fouling, and because a change in
the characteristics of the substrate surface influences the potential bonds formed
at the interface with the foulant. At this stage, it is thus interesting to know how
chlorine attacks the oxide. This is investigated in the next section.
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Figure 4.22: O1s XPS high resolution spectra of duplex steel exposed to water.
4.5 Corrosion of Duplex Steel
4.5.1 Introduction
As mentioned previously, the presence of chlorine ions damages the stainless
steel passive film and is directly related to the formation of corrosion pits. The
corrosion rates of austenitic steels, such as grade 316, are high even at ambient
temperature and low chlorine concentrations. The products of corrosion, FeCl2,
FeCl3 and CrCl3, cause corrosion and cracking themselves. Ferritic steels have a
resistance to hydrochloric acid which is even lower than that of carbon steel [33].
In duplex steel, where there are both austenite and ferrite phases present, different
corrosion rates for the two grains are observed. In particular, it was shown
that the ferritic phase dissolves more rapidly than the austenitic phase. This is
because ferrite can behave as an anode for the austenitic phase sacrificing itself
and protecting the austenite [110]. In this section, the surface of the duplex steel
was investigated, after exposure to concentrated and diluted HCl. Of particular
interest are the roles of iron and chromium and their behaviour.
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4.5.2 Sample Preparation
A rod of duplex steel was sectioned into thin discs which were then cut into
quarters using a precision disc cutter and polished to mirror finish. Two samples
were cleaned by exposure in the UV-ozone cleaner for 20 minutes. The two
coupons were then exposed respectively to 37% HCl solution and ultrapure water
for 30 minutes. As the samples were kept close to each other under the same
fume cupboard, the fumes of the highly concentrated HCl solution are expected
to contaminate the water and expose the metal to chlorine ions. This follows the
effect of an HCl containing environment on water exposed duplex steel.
4.5.3 XPS Analysis and Results
The XPS survey spectra of the two samples, exposed to different chlorine con-
taining enviroments, are showed in Figure 4.23. In both it is possible to see
intense Cl2p peaks and, compared to the metal simply exposed to water of
the previous section, a reduced iron and increased chromium and molybdenum
content is observed. A comparison between the surface composition for water,
diluted HCl and concentrated HCl solutions exposed oxides is shown in Table 4.10.
A simplified version of the oxide of the steel exposed to water, exposed to water
in the presence of HCl fumes and exposed to 37% HCl solution (based also on
the previous experiments) is represented in Figure 4.24. The schematic helps the
understanding of the behaviour of the oxide under corrosion attack. Since the cor-
rosion rate increases with the HCl concentration and, considering that the samples
have been exposed to the solutions for the same amount of time, it is possible to
assume that the coupons exposed to concentrated HCl solution will be in a more
advanced state of corrosion (which would be reachable by the other sample on a
longer time scale). It is then possible to consider the two samples as two kinetic
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Figure 4.23: Survey spectrum duplex steel a) exposed to water in the presence of
HCl fumes, b) exposed to 37% HCl solution.
Table 4.10: Chemical composition of the surface of duplex steel exposed to water,
exposed to water in the presence of HCl fumes and exposed to 37% HCl solution.
Cl Fe Cr Mo O C
Water - 13.3 4.0 0.8 38.2 43.7
Diluted HCl 9.4 3.8 8.7 1.0 35.0 42.1
Concentrated HCl 23.3 2.1 5.0 4.3 26.5 38.7
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Figure 4.24: Schematic of the effect of the corrosion by HCl on the surface of
stainless steel.
steps of the corrosion. At the beginning the chloride ions of the solution adsorb
onto the surface and replace the water and hydroxide molecules linked to the iron
(which is enriched in the outermost part of the oxide). This causes the formation
of FeCl3 and FeCl2 which are very soluble in water (respectively 74.4 g/mL and
68.5 g/mL) and will then be removed from the oxide bringing a weight loss of
this. In Table 4.10 it is possible to see how the iron concentration decreases
compared to water exposed oxide. This corresponds to an increase of chromium
(more concentrated in the lower part of the oxide) and molybdenum which needs
to cross a thinner layer to be detected. By considering iron, chromium and oxygen
high resolution spectra (Figure 4.25), other observations can be made. Most of
the iron signal is from the pure metal of the bulk (confirming the dissolution of
the iron as chloride) and the chromium signal is mostly caused by the presence
of CrCl3 on the very surface. The oxygen signal presents a small oxide peak
and very high hydroxide and water content. At the next stage of the corrosion
(corresponding to the sample exposed to 37% HCl solution), the chlorine attacks
the chromium which forms CrCl3. Being CrCl3 highly soluble as well (58.5 g/mL),
it is dissolved in the water leading to oxide weight loss. This is demonstrated by
the reduced chromium and oxygen concentration. The molybdenum enriched
layer is now closer to the surface and the concentration increases.
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Figure 4.25: XPS a) Fe2p, b) Cr2p and c) O1s high resolution spectra of duplex
steel exposed to water in the presence of HCl fumes.
116 Chapter 4. The Substrates
4.6 Conclusions
Firstly, different cleaning methods of the surface of the steel were tested; wiping
with acetone, wiping with MCB, grit blasting, jet washing, sputtering and expos-
ing to UV-ozone cleaner. The best cleaning method, which balances quality and
practicality, is the exposure to UV-ozone cleaner for 20 minutes. This method
was thus employed to clean the steel surface prior any experiment presented in
the thesis. A comparative study of the air formed and water modified oxide layer,
present on the surface of 316L stainless steel, was performed. For both the air
and water exposed 316L stainless steel samples, there is carbon contamination
and a water adsorbed layer followed by a hydroxide layer before the oxide. The
water and hydroxide layer is more concentrated in the water exposed sample. It is
suggested that the molybdenum is enriched between the oxide and the substrate.
In the water exposed sample, preferential dissolution of Fe2O3 is observed. The
thickness of the mixed oxide layer is estimated to be 1.85 nm for the air exposed
steel and 1.75 nm for the water exposed steel. Similar results were obtained
for the duplex steel. It was also shown that the oxide above the ferritic and
austenitic grains is the same and thus can be considered uniform over the duplex
steel. Finally, the corrosion behaviour of the duplex steel in HCl environment was
studied. Chlorine attacks the iron oxide present on the surface forming FeCl3 and
FeCl2 which are then dissolved in the solution. The chlorine is then able to attack
the chromium, forming CrCl3 which is dissolved as well. The passive layer is then
destroyed and the bare metal exposed.
Now that a picture of the substrates used in this work has been obtained, it
is possible to give some attention to the adsorbates. Thus, the next chapter
deals with the characterisation of the molecules involved in the MDI production
process.
Chapter 5
The Adsorbates:
Characterisation of the Pure
Molecules
5.1 Introduction
In the previous chapter the metallic substrates have been characterised. In
this chapter, the characterisation of the molecules of interest, which participate
to the phosgenation process, is presented. In particular; methylene diphenyl
diisocyanate (MDI), its dimer and polymeric methylene diphenyl diisocyanate
(PMDI) which are the reaction products, methylene diphenyl diamine (MDA)
which is the reactant, amine hydrichloride (AHC) and urea which are the by
products, have been analysed by X-ray photoelectron spectroscopy (XPS) and
time of flight secondary ion mass spectrometry (ToF-SIMS). With the help of
principal component analysis (PCA) and density functional theory (DFT), peaks
and fragments have been assigned and will be used later on as reference data
when the interface with the metal is investigated.
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5.2 Sample Preparation
MDI, PMDI, AHC and urea were provided by Huntsman PU. MDA and the MDI
dimer were provided by Sigma Aldrich. Two samples of 10 × 10 mm2 were cut
from aluminium sheets and covered with a thick layer of pure MDI and PMDI
by drop coating in order to analyse only the molecules. AHC and MDI dimer
were analysed as compressed powder in aluminium containers. Pellets of the
solid where used for MDA analysis. Concenring urea, spectra available in the
university database were employed as reference [88].
5.3 XPS Characterisation
The chemical structure of the molecules of interest is shown in Figure 5.1. All of
them are made by only four elements; hydrogen, carbon, nitrogen and oxygen.
Only AHC contains chlorine as well. Figure 5.2 shows the survey spectrum of
MDI. The survey spectra of the other molecules are very similar. All of them
show, as expected, carbon, nitrogen and oxygen and AHC also shows chlorine.
The elemental composition is reported in Table 5.1 where it is compared with the
expected concentrations.
MDI, PMDI, MDI dimer and urea have an higher amount of nitrogen and lower
amount of oxygen than expected. This is because the isocyanate groups react with
water present in the atmosphere and lose CO2 as shown in Figure 2.4b. MDA
shows some unexpected oxygen, probably due to the exposure to the atmosphere.
To have a better understanding of the chemistry of these compounds, the high
resolution spectra have also been recorded. In Figure 5.3, C1s, N1s, O1s and
the N=C=O/shake-up region high resolution spectra of MDI are shown with
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Figure 5.1: Chemical structure of: MDI, MDI Dimer, MDA, AHC and Urea.
the respective assignments. The same procedure was used for all of the other
molecules and the surface composition, established by peak-fitting, is illustrated
in Table 5.2. Reference spectra [12] and mass balance were used to help with the
assignments.
MDI and PMDI have a very similar composition. For both of them the isocyanate
concentration is lower than expected because the group, reacting with the water
of the atmosphere, forms amines (with loss of CO2 ) which then can react with
other isocyanates to form urea. This explains why the C-N concentration is higher
than that of N=C=O. The same behaviour is observed for the MDI dimer, where
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Figure 5.2: XPS survey spectrum of MDI.
Table 5.1: Theoretical and experimental elemental concentration for MDI, PMDI,
MDI dimer, MDA, urea and AHC(at%).
Molecule Method C N O Cl
MDI XPS 80.1 11.7 8.2 N.A.
Theoretical 79 10.5 10.5 N.A.
PMDI XPS 81.1 10.7 8.2 N.A.
Theoretical N.A. N.A. N.A. N.A.
MDI Dimer XPS 78.7 13.2 8.1 N.A.
Theoretical 77.8 11.1 11.1 N.A.
MDA XPS 84.5 12 3.5 N.A.
Theoretical 86.7 13.3 N.A. N.A.
Urea XPS 78.4 14.7 6.9 N.A.
Theoretical 83.3 11.1 5.6 N.A.
AHC XPS 78.6 12.5 4.0 4.9
Theoretical 76.4 11.8 N.A. 11.8
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Figure 5.3: XPS C1s, Shake-up region, N1s and O1s high resolution spectra of
MDI.
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Table 5.2: Functionalities concentrations obtained by peak fitting of high
resolution spectra (at.%).
C1s
Molecule C-C C-N C-O NCO shake
C-H N2CO up
MDI 56.3 11.3 3.6 5.1 3.4
PMDI 57.8 10.7 5.5 4.1 3.1
Dimer 50.8 14.8 4.5 3.4 5.2
MDA 61.3 16.0 3.5 0.4 3.6
Urea 50.7 15.5 3.3 5.5 3.2
AHC 56.5 12.6 4.0 1.0 4.7
N1s O1s Cl2p
Molecule NCO NH2 NH
+
3 NCO C-O Cl
−
N2CO NCN N2CO
MDI 12.0 0.0 0.0 4.6 3.7 0.0
PMDI 10.7 0.0 0.0 3.6 4.5 0.0
Dimer 10.2 0.0 3.0 5.4 2.7 0.0
MDA 0.0 11.8 0.0 0.0 3.4 0.0
Urea 14.8 0.0 0.0 5.3 1.7 0.0
AHC 0.0 6.9 5.6 0.0 3.8 4.9
the nitrogen peak is also made by two components: one the N-CO-N the other
one could be caused by the presence of carbodiimide groups (see Figure 2.8).
MDA shows a higher concentration of C-N (in the C1s signal) than amine (in the
N1s signal). This can be explained by the presence of N-methyl groups. Urea
does not exhibit big differences from what it is expected. Finally AHC shows
a lower chlorine content than expected. This is validated by the presence of
two components in the N1s peak caused by the presence of both neutral amine
and charged amine hydrochloride. For all the molecules, some contamination
is detected, shown by the presence of C-O in both C1s and O1s signals. It is
particlarly worth noticing that the NCO feature in the MDI spectrum is visibly
made of only one component (Figure 5.3). This is also confirmed by the fact that
the binding energies of the C1s of the isocyanate group is the same as the N2CO
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groups C1s binding energies of urea and MDI dimer. Also, they all show only
one component in this region as observed for MDI. This will become important
in the next chapter where the interface between MDI and metals will be studied.
The experimental binding energies of the pure molecules were employed to im-
prove the DFT binding energy prediction which will be useful later on for the
assignment of unknown XPS peaks. DFT simulations of the binding energies for
MDI, MDI dimer, MDA and Urea were performed as explained in Chapter 3.
The values obtained were compared to those obtained by XPS. By plotting
the binding energies of the C1s functional groups obtained with the calculation
against those obtained by XPS, a line is obtained [43]. The R2 value of the
linear regression fitting the data is 0.94. From the equation of the line obtained,
the tuning procedure, to improve the binding energy prediction, is implemented
(Equation 5.1);
EexpC1s = 0.9184E
theory
C1s + 33.648(eV ) (5.1)
where Eexpc1s is the experimental or correct C1s binding energy, and E
theory
C1s is C1s
binding energy calculated by DFT.
The C1s binding energies obtained by DFT (after this tuning procedure) and the
binding energies obtained by XPS are shown in Table 5.3. The theoretical values
agree well with the experimental values (with a standard deviation of 0.4 eV). This
method will successively be used to help the understanding and interpretation of
the interface spectra and support the suggested assignments.
As regards N1s and O1s groups binding energies, not having enough data to build
a regression line, as for the C1s, a general line constructed by using theoretical and
experimental binding energies of C1s, N1s and O1s data together was built. The
tuning procedure, which can be employed for N1s binding energies prediction, is
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Table 5.3: Carbon functionalities theoretical and experimental binding energies.
Molecule Functionality XPS BE (eV) DFT BE (eV)
MDI C-C/C-H 284.6 284.8
C-N 285.6 286.3
N=C=O 288.9 288.3
Dimer C-C/C-H 284.6 284.5
C-N 285.7 286.2
N2CO 289.0 289.4
MDA C-C/C-H 284.5 284.0
C-N 285.5 285.3
Urea C-C/C-H 284.6 284.5
C-N 285.5 285.7
N2CO 289.1 288.5
shown in Equation 5.2.
EexpN1s = 1.0274E
theory
N1s + 3.623(eV ) (5.2)
In this case the standard deviation is 0.6 eV.
At this point the reference molecules have been characterised by ToF-SIMS. This
is the topic of the next section of this chapter.
5.4 ToF-SIMS Characterisation
Figure 5.4 shows the positive ToF-SIMS spectra in the mass range of m/z = 1-
245 u of PMDI, MDA, urea and AHC (only PMDI, being polymeric shows
important fragments at higher masses). The spectra also contain some significant
assignments of positive ion fragments. Most of them are common for all the
four compounds but their relative intensities change according to the samples.
Figure 5.5 shows a summary of these important fragments. The assignments
are in agreement with the literature and the nitrogen rule [88, 90]. This states
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Figure 5.4: Positive ToF-SIMS spectra of a) PMDI, b) MDA, c) Urea and d)
AHC.
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Figure 5.5: Probable structures of positive ion fragments from PMDI, MDA, Urea
and AHC spectra.
that, for organic compounds (containing hydrogen, carbon, nitrogen, oxygen,
silicon, phosphorus, solfur and halogens), even electron ion fragments have odd-
numbered molecular masses if they contain zero or an even number of nitrogen
atoms and have even-numbered molecular masses if they contain an odd number
of nitrogen atoms [65]. Table 5.4 indicates which are the characteristic (most
intense) fragments for each molecule. The fragmentation pattern leading to the
formation of these positive fragments is illustrated in Figure 5.6.
Table 5.4: Characteristic significant fragments for PMDI, MDA, urea and AHC.
Sample 77 91 106 132 180 195 197 206 223 249
PMDI Y Y - Y - - - Y - Y
MDA Y Y Y - - Y Y - - -
Urea Y Y Y - Y Y Y - Y Y
AHC Y Y Y - - Y Y - - -
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Figure 5.6: Schemaic representation of MDI (below) and MDA (above) fragmen-
tation patterns.
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The 77 and 91 nominal mass fragments are common to all components as they are
typical of all phenyl containing molecules. The fragments at 106, 195 and 197 u,
which contain only the amine group, are very intense in the MDA and AHC
spectra as expected, but are also present in the urea spectrum. The fragments
containing only isocyanate and not amine (132, 206 and 249) are pronounced only
in the PMDI spectrum. The urea spectrum has fragments which contains both
functionalities (180, 223 and 249).
Even if some differences between these molecules are evident, it is still quite
difficult to distinguish between their spectra on a univariate analysis basis. In
order to do this with more confidence, PCA was employed to separate the spectra
and understand better their unique features. Figure 5.7 shows the percentage of
total variance as function of the number of principal components. The maximum
number of principal components which gives a total variance lower than 95%
(the threshold chosen to select the number of significant principal components)
is two, thus, only the first two components are used to interpret the data. The
scores of the samples in principal components (PCs) PC1 and PC2 are illustrated
in Figure 5.8. PC1 separates MDI and PMDI from MDA and AHC while PC2
separates PMDI from MDI. The relative loadings are shown in Figure 5.9. For
each principal component, fragments showing positive loadings values anticorre-
late with fragments showing negative loadings values. This means that for a set of
spectra, for example, the presence of intense signals from fragments with positive
loadings could be associated with the presence of lower intensity signals from
fragments with negative loadings and vice versa. The assignment of fragments
for the most significant peaks (for positive and negative loadings) is given in
Table 5.5. In PC1 the positive loadings show that the peaks representative of
MDI and PMDI are small hydrocarbon fragments, oxygen containing fragments
and isocyanate containing fragments. These peaks anticorrelate with the nitrogen
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Figure 5.7: Percent of total variance captured as function of the number of
principal components.
Figure 5.8: Scores of MDI, PMDI, MDA and AHC for PC1 and PC2.
containing fragments characteristic of MDA and AHC, and fragments containing
both amine and isocyanate characteristic of the urea (as inferred previously). This
is expected considering that both PMDI and MDI contain the isocyanate group
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Figure 5.9: Loadings for PC1 and PC2.
while MDA and AHC contain the amine group and no oxygen. Urea can undergo
fragmentation resulting in both isocyanate and amine groups, thus fragments
with both functionalities are detected. In PC2 the positive loadings are the
peaks representative of PMDI. These are caused by fragments of relatively high
mass, containing both oxygen and nitrogen (thus deriving from or containing the
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Table 5.5: Fragment assignments for the most significant peaks visible in
the loadings plots. For a given principal component, fragments with positive
loadingings values anticorrelate with fragments with negative loadings values.
PC1
Pos. Neg.
Mass Fragment Mass Fragment
29.039 C2H
+
5 54.045 C3H4N
+
41.039 C3H
+
5 80.052 C5H6N
+
43.019 C2H3O
+ 94.066 C6H8N
+
43.056 C3H
+
7 106.068 C7H8N
+
55.021 C3H3O
+ 118.051 C7H6N
+
2
55.056 C4H
+
7 144.048 C9H6NO
+
69.076 C5H
+
9 154.061 C11H9N
+
95.091 C7H
+
11 195.082 C13H11N
+
2
132.062 C8H6NO
+ 197.099 C13H13N
+
2
263.080 C16H11N2O
+
2 223.083 C14H11N2O
+
PC2
Pos. Neg.
Mass Fragment Mass Fragment
57.074 C4H
+
8 31.018 CH3O
+
63.024 C5H
+
3 31.020 CH
+
3
73.061 C5H7NO
+ 43.019 C2H3O
+
132.062 C8H6NO
+ 55.021 C3H3O
+
133.052 C8H7NO
+ 55.059 C4H
+
7
263.080 C16H11N2O
+
2 69.040 C4H5O
+
69.076 C5H
+
9
81.040 C5H5O
+
97.069 C6H6O
+
139.050 C10H4N
+
isocyanate group). Anticorrelated to these peaks is a wide range of peaks whose
fragments contain oxygen which are more representative of MDI. This means that
MDI fragments to smaller ions than PMDI which seems to retain the isocyanate
functionality more than the MDI.
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5.5 Conclusions
In this chapter the adsorbates have been characterised. It was possible to see that,
through XPS analysis, the different functionalities of the molecules of interest can
be identified. This can be achieved through peak fitting of the high resolution
spectra of the elements of the molecules. The fitted spectra of the pure molecules
can be used as a reference when the technique will be employed to analyse
their interactions with the metal substrates. The binding energies found for
the different functional groups have also been used to define a tuning procedure
to improve the predicted binding energy obtainable by DFT. The theoretical
binding energies obtained in this way are quite close to the experimental ones.
The theoretical prediction of the binding energies can then be employed to assign
unknown peaks in complex spectra. In the second part of this chapter it was seen
how MDI, PMDI, MDA, Urea and AHC show similar ToF-SIMS spectra which
can, however, be distinguished thanks to PCA. The use of these reference spectra
obtained in this chapter will give an important help towards the understanding
of the interfacial chemistry.
The next chapter is dedicated to the behaviour of the phenyl ring which is present
as functional group in all the molecules of interest. Its capability of interacting
with metals and the use of XPS for the recognition of this possible interaction is
evaluated.
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Chapter 6
Phenyl Ring – Metal Interaction
6.1 Introduction
The phenyl ring is a functional group present in all the molecules of interest in this
project. It is found in many polymers used in adhesion, expecially when adhesion
to metal surfaces is required, for example, polyurethanes, phenolic-polyamide and
phenolic-epoxy. Thus, it is important to understand its interactions with potential
metal substrates and if these can compete with the interactions obtainable with
other functional groups such as amine or isocyanate. Many works in the literature
studied metal-polymer interactions by X-ray photoelectron spectroscopy (XPS);
infra-red spectroscopy and high-resolution electron-energy-loss spectroscopy have
also been employed [72]. In order to do this, it is advantageous to examine the
frontier molecular orbitals (MOs) of the phenyl group. Benzene is a planar
symmetrical hexagon with six trigonal (sp2) carbon atoms, each having one
hydrogen atom in the plane of the ring. This means that each of the six carbon
atoms share a σ bond with the two neighbouring carbon atoms and with the
hydrogen atom. Each carbon atom also shares an unpaired electron in the
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p orbital not involved in the hybridisation process and perpendicular to the
molecular plane. The length of the C-C bond in benzene is 1.39 A˚, this value
is intermediate between those typical for C-C single bonds (1.47 A˚) and double
bonds (1.33 A˚). A simple way to analyse the frontier MOs of the benzene ring
(the last orbitals occupied by electrons and the first unoccupied) is by means of
the Hu¨ckel method [29]. This method considers, separately, the orbitals locally
definable as σ and pi. This is based on the approximation that the electrons
in the pi orbitals are less constrained than the ones in the σ orbitals, and thus,
the interaction between them is poor. Also, the pi orbitals symmetric properties
distinguish them from the σ orbitals. To obtain the frontier MOs of benzene, it
is possible to consider only the p orbitals, perpendicular to the molecule plane,
of each carbon atom with the spare electron (not used to form σ bonds). From
six atomic orbitals, six MOs are obtained, three bonding and three anti-bonding.
The six electrons will all be placed in the bonding orbitals (this gives rise to
the particular stability of the benzene). The pi-like frontier MOs are shown in
Figure 6.1a.
The only electronic transition allowed by the selection rules is from the degenerate
orbitals e1g to the e2u ones. An interaction which involves the pi electrons would
alter the energy of these orbitals, and therefore, the energy of the transition. As
stated in Chapter 3, in XPS, shake-up satellites may occur when the outgoing
electron interacts with one of the valence electron and excites it, promoting it
to a higher energy orbital. The kinetic energy of the ejected electron will be
reduced by the quantity given to allow the transition of the valence electron.
This will give a satellite structure at a higher binding energy than the core level
position. The C1s peak of aromatic compounds presents a satellite because of
the pi-pi∗ (e1g to e2u) transition; therefore, by monitoring the binding energy of
the satellite, at high energy resolution, it is possible to observe the energy of the
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Figure 6.1: a) Benzene b) Benzene core ion frontier molecular orbitals.
transition. The shake-up of benzene seems to be made by five main components
(transitions) [63, 68, 80] and not only one as anticipated. This can be explained
by symmetry. Considering a localized C1s core hole, benzene will lose part of
the symmetry passing from punctual group D6h to C2v. This is reflected in the
energy of the MOs: a split of the two degenerate couples is observed, and the
number of possible transitions is increased to five (Figure 6.1b). For this project,
it is interesting to understand if an interaction between the aromatic ring and the
surface of metals can be observed, by means of the pi-pi∗ shake-up. Instead of pure
benzene, polystyrene has been employed for practical reasons. Since polystyrene
is in solid phase and is a polymer, the appearance of the shake-up satellite is
altered: the peaks appear broader and less well defined [79, 12]. Since pi electrons
can be donated to an electron acceptor, a phenyl ring is able to behave as a
Lewis base. For this reason, silicon was chosen as substrate, as it is considered
to have an acidic surface because of the presence of silanol groups. A relatively
strong interaction can be expected between them, resulting in a visible shift of
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the shake-up features. This experiment investigates the feasibility of the method
which could eventually be used to assess the interaction, via phenyl ring, between
the molecules and substrates of interest.
Other works have reported on the interaction between pi electrons and metal
substrates; the observation reported and used as proof of interaction was an
attenuation of the shake-up feature as a result of the fact that more delocalised
pi electrons give rise to less intense lines [36, 57, 73]. However, there is no work
that has reported a shift in the binding energy of the shake-up or assigned the
interaction to a specific MO.
6.2 Samples Preparation and experimental
Three silicon coupons were taken from a silicon sheet supplied by Goodfellow.
The three silicon coupons were spin-coated at 8000 rpm for 60 seconds with
a 0.1%, 0.2% or 2.5% solution of polystyrene (also supplied by Goodfellow) in
chloroform. The survey spectra were acquired in the constant analyser mode at
a pass-energy of 300 eV with a step size of 0.4 eV, the high resolution spectra
at a pass-energy of 50 eV with a step size of 0.1 eV. Wave functions and orbital
energies of benzene were calculated by means of Gaussian09. Density functional
theory (DFT) was employed using a B3LYP functional and a 6-311+ G (d ) basis
set. To represent benzene containing one carbon with a core hole, the equivalent
core approximation was employed [27]. The simulation was run considering
solvation with chloroform. To assign the peaks to the different transitions, as
an approximation, the difference in energy between the two orbitals involved was
considered. Although the relaxation energy and configuration interactions are
not taken into account in this way, it is still possible to see the energy order of
the five transitions.
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6.3 Results and Discussion
The survey spectrum of the sample coated with the 2.5% solution of polystyrene
represents the polystyrene bulk as it shows only the C1s peak (Figure 6.2a). The
analysis of the one coated with the 0.2% solution of the polymer gives information
on the near-interface region as the survey shows small silicon and oxygen peaks
from the substrate (Figure 6.2b) and, finally, the analysis of the sample coated
with 0.1% solution of polystyrene provides information about the interface, and
the survey spectrum shows intense silicon and oxygen peaks (Figure 6.2c). The
thicknesses of the samples spin coated with 0.2% and 0.1% of polystyrene in
chloroform have been calculated by means of the Beer-Lambert equation, and
are, respectively, 1.0 and 0.4 nm [105]. Figure 6.3 shows the high resolution C1s
peak and the shake-up satellite for the bulk polystyrene. An example of the shake
up satellite for the aromatic ring can be seen in reference [63].
The shake-up peak has been fitted with five components representing the five
allowed transitions. The assignments are controversial in the literature [63, 68,
80]. In the current work, assignments were made according to the transition
energy approximated by DFT. The calculated energies of the transitions are
reported in Table 6.1, although the calculation essentially gives the same results
as in the literature [63, 68, 80].
A high resolution spectrum of the shake-up satellite was recorded for the three
samples, and the peak envelopes were all fitted with the five components as
shown in the spectrum of Figure 6.3. The first strongest feature of the satellite
(between 288 and 292 eV) has been fitted with four components because of the
better residual obtained and to ensure that the full width at half maximum of the
peaks was similar to that of the second satellite feature (placed around 294 eV)
which is made by only one component. The binding energy of the components for
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Figure 6.2: XPS survey spectra of silicon wafer spin coated with a) 2.5%, b) 0.2%
and c) 0.1% solution of polystyrene in chloroform.
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Figure 6.3: C1s and shake-up spectrum of polystyrene (2.5% on Si) with
assignment of the peaks to the electronic transitions.
Table 6.1: Transition energy of the shake-up components for the three
samples (eV).
Components Bulk Near-interface Interface Calculated
1) 2b1 − 3b1 4.6 5.1 5.1 6.82
2) 1a2 − 2a2 5.8 5.9 6.0 6.96
3) 1b1 − 3b1 6.8 6.8 6.9 10.34
4) 2b1 − 4b1 7.8 7.8 7.8 11.05
5) 1b1 − 4b1 10.4 10.6 10.7 14.57
the three samples was compared and is shown in Table 6.1. Component 4 does
not seem to change moving from the bulk to the interface. A small shift, in the
direction of higher binding energy, seems to occur for components 2 and 3 and
a greater one for the components 1 and 5. Component 1 has very low intensity
and, even in the shake-up spectrum of gaseous benzene, is barely visible. This
means that a shift of component 1 might not be representative of an interaction
occurring at the interface, as it cannot be objectively distinguished from the
second component (also the calculated value for the two transition energies is
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very similar). Concerning component 5, which is separated from the others, the
shift is more reliable as it is less likely to be a result of an erroneous peak-fitting
procedure. A rise in energy of the transition 1b1 − 4b1 implies that an interaction
with the surface of the substrate occurs through the orbital 1b1. If this is true
then component 3 (transition 1b1 − 3b1) should also be affected by this change.
This seems to occur by examining Table 6.1, even though it is not shifted by the
same amount as component 5. In Figure 6.4, a comparison of the normalised
shake-up features from the interface and near interface curve shows a shift on the
higher binding energy side for the 5th component (as observed in the Table 6.1).
Also, observing the left side of the main shake-up feature, where one might expect
component 4 to lie, a difference between the interface curve and the other two
is noticeable, and a decrease in intensity is observed. This is in line with the
shift of the component 1 suggesting an interaction, which involves the orbital
2b1. From an acid-base reaction point of view, benzene (and more generally
phenyl rings) can be seen as a base, having delocalized pi electrons, which can be
partially donated (so the phenyl ring can act as a Lewis electron donor), while
silicon is considered to have an acidic surface because of surface silanol groups.
Also, from MOs point of view, benzene (and phenyl ring) can also be seen as
a molecule, which has two electrons in the highest occupied molecular orbital,
which can interact with the lowest unoccupied molecular orbital of an acid [106],
in this case, the surface of silicon. These kind of interactions (including hydrogen
bonding) can often be observed by XPS careful peak-fitting [59].
It is known that water molecules interact with the benzene electron cloud through
hydrogen [50, 97]; it is thus possible that the SiOH group (present on the surface
of silicon) is able to interact in the same way. The behaviour of the benzene
ring as electron donor is schematically illustrated in Figure 6.5, which also shows
a possible interaction between SiOH and the phenyl ring. It is likely that the
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Figure 6.4: Shake-up spectra of polystyrene bulk sample (dashed line),
polystyrene-silicon near interface (dotted and dashed line) and polystyrene-
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Figure 6.5: Graphic representation of a) benzene interacting as an electron-donor
with an electron-withdrawing particle and b) SiOH interacting with the phenyl
ring through the hydrogen atom.
hydrogen of the silicon hydroxide interacts with the pi electrons of the phenyl
rings, present in polystyrene, through the symmetric 1b1 like orbital with its 2s
like orbital in the centre. This would create two new orbitals, one at a lower and
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one at a higher energy than the two original ones. If the new bonding orbital,
derived from the 1b1 orbital, has a lower energy than the original one, also all
the electronic transitions starting from it will require more energy than for the
unreacted compound. This would then explain the shift at a higher binding
energy of component 5 as well as that of component 3 in the shake-up structure.
This is illustrated in the MOs diagrams of Figure 6.6. The same seems, however,
to occur for the orbitals 2b1 and 1a2. This may be a sign of an interaction with
the hydrogen atom with a different orientation or of an interaction with oxygen
p orbitals of the appropriate symmetry.
A confirmation of an interaction between polystyrene and substrate can be given
through some consideration of the background of the three spectra. A rising back-
ground indicates that photoelectrons coming from an inner layer are crossing an
overlayer and are inelastically scattered, losing some of their energy and showing
a higher binding energy. The fact that the background seems to increase with the
increase of the thickness of the polymer layer, and the fact that the shake-up signal
can only be due to the polystyrene, means that there is a layer at the interface,
which is different from the bulk polystyrene above it, therefore confirming the
presence of an interfacial interaction that changes the characteristic of the carbon
photoelectrons.
An interaction between aromatic rings present in other molecules (such as methylene
diphenyl diisocyanate (MDI) and related compounds) and metallic substrates like
stainless steel is possible on the basis of the above commentary. However, the
method reported above is not suitable to assess such interaction at the interface
between MDI (and related compounds) and steel. The shifts observed are very
small and the presence of different substituents on the aromatic ring makes the
shake-up features more complicated, also, other C1s peaks might overlap with it.
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Figure 6.6: Variation of the transitions (1b1 − 3b1 and 1b1 − 4b1) energies after
interaction of the benzene ring with SiOH through the orbital 1b1.
6.4 Conclusions
The feasibility of the use of the shake-up feature in XPS spectra to detect bonding
between the phenyl ring and the substrate was determined. Careful analysis of
the C1s pi-pi∗ shake-up satellite provides a method to probe the interactions of the
aromatic ring with a substrate. Consideration of the background features of the
satellite may confirm the interaction. In particular, in the case of polystyrene and
silicon, it was possible to identify the specific transition involved in the interaction.
This led to the hypothesis of the formation of a bond between the hydrogen of
the SiOH, present on the surface of the silicon and the pi electron cloud of the
phenyl ring. However, the shifts observed are very small and the characteristics
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of the shake-up changes according to the ring substituents. The systems of
interest in this work are not as simple as polystyrene and contain mixture of
substituents and functional groups in the ring. This means that the method
cannot be employed for the assessment benzene-metal interaction in this context.
Once both substrates and adherates have been characterised and the possibility
of the aromatic ring interacting with metal substrates has been considered, the
interface can be investigated. This will be done in the next chapter where the
tools built in this chapter will be employed to study the interface between MDI
and 316L steel, duplex steel and some of the components of these alloys.
Chapter 7
The Interface:
A Study of the Interaction
between MDI and Stainless Steel
7.1 Introduction
The previous two experimental chapters dealt with the characterisation of the
substrates and of the adsorbates. At this point, since a background knowledge
of the starting components has been established, it is possible to investigate
the interfaces that form between them. In particular, adsorption isotherms
and new detectable X-ray photoelectron spectroscopy (XPS) and secondary ion
mass spectrometry (SIMS) peaks, which differ from those observed for the single
components, will be used to identify specific interactions between methylene
diphenyl diisocyanate (MDI), methylene diphenyl diamine (MDA) and amine
hydrichloride (AHC) and the different steels substrates in different conditions.
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7.2 Adsorption Isotherms of MDI on Air and
Water Exposed 316L Steel
7.2.1 Introduction
In Chapter 2 it was said that the adsorption theory is recognised to be the most
important mechanism of adhesion. According to this theory, the interatomic and
intermolecular forces between molecules and substrate are the cause of adhesion.
Adsorption can be divided in physisorption and chemisorption. The former
caused by weaker forces such as Van der Waals, dipole-dipole and London forces,
while the latter is stronger and is due to the formation of chemical bonds.
An important difference between them is that physisorption can form multiple
layers while chemisorption forms a monolayer. The easier way to describe the
chemisorption at liquid solid interface is by mean of the Langmuir equation
(Equation 7.1).
c
x
=
1
bΓm
+
c
Γm
(7.1)
where c is the concentration of the solution in which the substrate is exposed, x
is the surface concentration of the adsorbate, Γm is the monolayer coverage and
b is a constant expressed by Equation 7.2.
b = b0exp(Q/RT ) (7.2)
where b0 is a frequency factor, Q is the interaction energy, R is the gas constant
and T the temperature [4]. Adsorption isotherms were built by using the concen-
tration of adsorbates on the substrate detected by XPS, for coupons immersed
in solutions of different concentration. This was done by using air and water
exposed 316L stainless steel. This allows the comparison of adsorption on the
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two differently treated coupons of steel as well as confirming that the process
which takes place is chemisorption.
7.2.2 Sample Preparation
Samples of 10 × 10 mm2 were cut from 316L stainless steel sheets. These coupons
were successively etched free of the oxide in the XPS spectrometer and then
exposed to laboratory air for a short time (30 minutes) in order to obtain a native
air-formed oxide on the surface. A selection of the samples were later exposed to
water for 30 minutes and then allowed to dry in air for one hour. As discussed
in Chapter 4, the water immersion treatment is known to lead to the selective
dissolution of iron from the sample surface and thus provides a chromium rich
surface. Solutions of MDI (provided by Huntsman PU) in acetone were prepared
in the range 10−3 v/v% to 10 v/v%. The 10 v/v% was prepared by mixing
5 ml of MDI with acetone in a 50 ml volumetric flask. The other solutions were
prepared by successive dilutions. The air and the water exposed samples of steel
were immersed in 40 cm3 of the chosen solution for 20 minutes to ensure the
establishment of kinetic equilibrium. The samples were then rinsed with fresh
acetone three times for two minutes and left to drain vertically on aluminium foil
and then left to dry for 1 hour.
7.2.3 Results and Discussion
Five pairs of samples (air and water exposed) were immersed for 20 minutes in
different concentrated solutions of MDI in acetone (10, 1, 0.1, 0.01, 0.001 v/v%
respectively). The samples were then analysed by XPS. All the spectra show
elements characteristic of the substrate: iron, chromium and molybdenum. Oxy-
gen, from both the oxide present on the surface of the steel and from the MDI
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molecule, is detectable. Carbon, from contamination attracted by the high surface
free energy steel, is also present. Finally, the spectra show nitrogen, the N1s
peak being diagnostic of the adsorbed MDI. Since the nitrogen is indicative of
the presence of the MDI on the steel, its concentration, for the water and air
exposed steel, was plotted as function of the MDI solution concentration in order
to obtain adsorption isotherms in the manner of Watts and Castle [104], as shown
in Figure 7.1.
The adsorption isotherms are superficially rather similar although there are two
important points that should be noted. The knee observed at low concentrations
in the transition from sharply increasing to plateau values is much sharper for
the air exposed samples, indicating a greater enthalpy of adsorption. The water
exposed data reaches a plateau (monolayer coverage) at low concentrations and
appears to be of the Langmuir type, the simplest model of adsorption on a solid
surface. In order to confirm the isotherm type as Langmuir the required tests
were carried out [104]: a Langmuir plot is constructed by plotting c/[N] versus
c (where c is the solution concentration in v/v % and [N] is the concentration
of the nitrogen in the XPS surface analyses in atomic %). The plots (shown in
Figure 7.2) show a correlation coefficient (R2) of 1 for the water exposed samples
and 0.9999 for the air exposed sample.
This establishes that both adsorption types conform to the Langmuir Equation
and the assumptions of Langmuir adsorption appear to be justified for adsorption
of MDI on both substrates. Inspection of Figure 7.1 shows that the water exposed
stainless steel isotherm appears to develop over the air exposed one showing
a greater capacity for MDI for the former substrate at intermediate solution
concentrations. The slope of the line obtained by the Langmuir plots (which is
the same for both) is 1/Γm, where Γm is the monolayer coverage derived from the
Langmuir Equation, meaning that the two samples have the same concentration
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Figure 7.2: Langmuir plot relative to the adsorption isotherm of MDI on water
exposed and air exposed stainless steel.
of adsorption sites. Nevertheless, the value of the intercept is given by 1/bΓm.
The constant b, which is proportional to the heat of adsorption, is greater for the
water exposed sample meaning that, in this case, the interaction is more energetic.
The surface of the steel, as studied, is covered by an hydroxide and an adsorbed
water layer. The concentration of hydroxides and water groups is greater for
water exposed steel suggesting that, in this case, hydroxide is the main and more
energetic adsorption site. For the air exposed sample, the hydroxide groups may
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not cover completely the oxide surface so that there are different adsorption sites
with different heats of adsorption. This hypothesis seems to explain the data of
the adsorption isotherms.
The MDI overlayer thickness for the two samples was calculated by means of
the Beer-Lambert equation [105]; the thickness of the MDI layer calculated for
the air exposed sample is 1.1 nm and for the water exposed sample is 1.2 nm.
The dimensions of the MDI molecule, obtained through density functional theory
(DFT) geometry optimisation, are shown in Figure 7.3.
The measured thickness of the MDI layer, for both samples, is in the range
of the molecule dimensions, confirming the adsorption of a single monolayer at
the plateau of the adsorption isotherm. The comparison between the molecule
dimensions and the overlayer thickness allows a speculation on the orientation of
the molecule on the surface (see Figure 7.4).
The geometry shown suggests that the interaction between adsorbate and sub-
strate occurs with one end of the molecule. A reaction between the isocyanate
group and the hydroxide, present on the surface of the steel, can be hypothesised
on the basis of the isocyanate group reactivity. Again, this would be consistent
Figure 7.3: 4-4′MDI optimized geometry shown on the x-z and y-z plane.
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Figure 7.4: Potential orientation of 4-4′MDI on the surface of stainless steel.
with the greater interaction observed in case of steel exposed to water due to
a greater hydroxyl group content. As it is possible to see from Figure 7.5, the
formation of this covalent bond is compatible with the possible orientation of the
molecule on the surface. The hypothesis of the presence of different adsorption
sites in the air exposed sample can be used to explain the slightly lower thickness
of the MDI layer obtained on this substrate. If different kinds of adsorption sites
are available, the MDI molecule can show different geometries of interaction and
the one calculated by means of the Beer-Lambert equation is an average of the
thicknesses which would be obtained by considering the different orientation of
the molecules on the surface.
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Figure 7.5: Covalent bond formation at the interface between MDI and stainless
steel.
7.3 Interaction Between MDI and
Clean Stainless Steel
7.3.1 Introduction
The study of the adsorption isotherms gave a first insight into what happens at
the interface between steel and MDI and also helped raising some hypotheses
on the type of interaction occurring. Although in an industrial enviroment it is
rare to deal with a clean metallic substrate, the first to step towards the goal of
this work, was to study the interaction with a clean steel substrate. This enables
the understanding of the role of the metal oxide in the interaction without the
influence of other components which will be added later in a second step. In this
section, particular interest is addressed to the specific interactions which may be
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identified by comparing the signals of the constituent elements of 316L and duplex
stainless steel and those of MDI with the signals coming from the interface.
7.3.2 Sample Preparation
Coupons of 316L and duplex steel were UV-ozone exposed for 20 minutes in
order to clean their surfaces. The coupons were then exposed for 20 mins to a
10 v/v% solution of MDI and polymeric methylene diphenyl diisocyanate (PMDI)
in acetone. The samples were then rinsed with fresh acetone three times for 2
minutes and left to drain vertically on aluminium foil and then left to dry for 1
hour prior analysis.
7.3.3 Interactions of MDI and PMDI
with 316L Stainless Steel
XPS Results
Figure 7.6 illustrates the survey spectra for MDI and PMDI exposed 316L steel
coupons. The spectra look like hybrids between the pure metal and pure molecule
spectra (Figure 4.2 and Figure 5.2). The presence of both nitrogen and metallic
peaks in the spectra confirms that the interface between the two materials is
analysed.
In Figure 7.7 high resolution C1s spectra of MDI and PMDI interface are shown.
The spectra have been fitted and the different components have been assigned.
The sample exhibits features of both MDI (Figure 5.3) and steel (Figure 4.9)
and, more particularly, the interface between the two. Further inspection of the
N=C=O signal shows that it is much wider compared to the other components
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Figure 7.6: XPS survey spectra of a) MDI and b) PMDI interface, with 316L
stainless steel.
hence hints at the presence of particular species at the interface. This peak can be
fitted with two components (Figure 7.8) which may be assigned to N=C=O/C=O
and HNCOOM (M = metal). This is consistent with the nitrogen signal (Fig-
ure 7.9) which shows a peak at higher binding energy than isocyanate, compatible
with the formation of urethane type of bonding [12], and also with the formation
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Figure 7.7: XPS C1s high resolution spectra of a) MDI and b) PMDI interface,
with 316L stainless steel.
of hydrogen bonding between the nitrogen and the metal hydroxide [3]. The
N1s also shows a third component at a lower binding energy than the N1s of
the isocyanate group. This can be attributed to an interaction of the nitrogen
with the metal. The oxygen signal is too complex to give information on specific
interactions. This is because the signal contains many components of both organic
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Figure 7.8: XPS C1s (NCO region) high resolution spectra of a) MDI and b)
PMDI interface, with 316L stainless steel.
and inorganic moieties. Many of the different components share the same binding
energy and cannot, therefore, be distinguished. No differences between the Fe2p
and Cr2p signals of the interface samples and the clean steel were found.
XPS analysis seems then to suggest three types of interactions. One is between
isocyanate and metal hydroxide; the interaction mechanism, which is the same
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Figure 7.9: XPS N1s high resolution spectra of a) MDI and b) PMDI interface,
with 316L stainless steel.
that occurs for the formation of the urethane bonding, is shown schematically
in Figure 7.10. The hydroxide oxygen doublet is attracted by the electrophilic
carbon of the isocyanate group, this will leave the nucleophilic nitrogen free to
interact with the hydrogen in a four centres reaction mechanism. The second
interaction is constituted by the nitrogen adsorbing into the metal through hydro-
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gen bonding with the metal hydroxide. The last interaction is the formation of a
covalent bond between nitrogen and the metal. This can be due to a cycloaddition
reaction between the isocyanate group and the metal oxide (see Figure 7.11) as
illustrated in Chapter 2. The middle step of this mechanism leads to the same
type of bonding as that obtained through the interaction between isocyanate and
hydroxide. This means that also this type of mechanism can contribute to the
formation of the covalent bond with the metal.
In order to confirm the assignments, DFT prediction for the binding energy of
C1s and N1s in the product molecules was employed. The molecules used to
simulate the products created are illustrated in Figure 7.12. The theoretical
binding energies for the possible products of interaction are shown in Table 7.1
where they are compared with the experimental binding energies found by XPS in
the interface. In order to have a reference, theoretical and experimental binding
energies for pure MDI have also been added. As it is possible to see, the theoretical
data seem to support well the assignments made for the new XPS peaks appearing
Figure 7.10: Schematic representation of the possible mechanism for the reaction
of MDI with iron hydroxide.
Figure 7.11: Schematic representation of the possible mechanism for the interac-
tion between nitrogen in MDI and the iron oxide.
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Figure 7.12: Model molecules used for DFT binding energy prediction for a)
reaction between MDI and iron hydroxide and b) cycloaddiction reaction of MDI
to iron oxide.
Table 7.1: Carbon functionalities theoretical and experimental binding energies.
Molecule Functionality XPS BE (eV) DFT BE (eV)
MDI C1s: C-C/C-H 284.6 284.8
C1s: C-N 285.6 286.3
C1s: N=C=O 288.8 288.3
N1s: N=C=O 400.0 400.1
Ph-NHCOOFe C1s: C-C/C-H 284.8 284.4
C1s: C-N 285.5 285.8
C1s: NCOOFe 289.2 288.9
N1s: NCOOFe 400.7 400.5
Ph-N=Fe C1s: C-C/C-H 284.8 284.7
C1s: C-N 285.5 285.6
N1s: N=Fe 398.6 399.7
at the interface. Higher binding energies (compared to the isocyanate group) are
expected for both C1s and N1s as consequence of the formation of the urethane
type of bond with the metal. A lower N1s binding energy is instead expected for
the product of the cycloaddition reaction of isocyanate to metal oxide. All these
characteristics are observed in the XPS of the interfacial samples.
ToF-SIMS Results
MDI and PMDI interface samples were also analysed by time of flight secondary
ion mass spectrometry (ToF-SIMS). The SIMS positive spectra of the two in-
terface samples show peaks typical of both MDI (and PMDI) and the interface
region, as shown in Figure 7.13 and 7.14.
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Figure 7.13: SIMS positive spectrum of MDI interface with clean 316L steel.
Figure 7.14: SIMS positive spectrum of PMDI interface with clean 316L steel.
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Principal component analysis (PCA) was performed, using the peaklist created
for the pure molecules (Chapter 5), on pure MDI, pure PMDI, pure Urea, MDI-
316L steel interface and PMDI-316L steel interface. In this way the peaks coming
from the metal substrate or containing metal were excluded. This was done in
order to establish if new patterns of intensities, for the different type of fragments
detected in the original molecules, were visible at the interface. The aim was to see
if specific functional groups are more retained at the interface. Figure 7.15 shows
the variance plot, from which it is possible to establish that only the first three
principal components (PCs) need to be considered, since the maximum number of
principal components that gives a total variance below 95% (chosen as threshold
value) is three. PC1 shows the same differences, seen in Chapter 5, between MDI
and PMDI. The differences were highlighted in Table 5.5 where the fragments
representative of PMDI are peaks containing both oxygen and nitrogen and the
fragments representative of MDI contain only oxygen. The interface samples sit
Figure 7.15: Percent of total variance captured as function of the number of
principal components.
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on the zero of the PC1 axis showing that they do not have a preference amongst
these fragments (see Figure 7.16). Figure 7.17 shows, instead, the scores of PC2
and PC3. PC2 separates the interface (and urea) samples from the pure MDI
and PMDI. Table 7.2 shows the assignment of the relative positive and negative
loadings of Figure 7.18.
The data show how nitrogen containing fragments are more significant at the
interface than in the original molecule. It was observed that an increase in the
intensity of nitrogen containing peaks corresponds to a decrease in intensity of the
peaks representings hydrocarbon and oxygen fragments. This is also represented
Figure 7.16: Scores of MDI, PMDI, Urea, MDI interface and PMDI interface for
PC1.
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Figure 7.17: Scores of MDI, PMDI, Urea, MDI interface and PMDI interface for
PC2 and PC3.
in Figure 7.19 which illustrates the high resolution SIMS spectra of the fragments
at nominal mass of 28 u for pure PMDI and PMDI at the interface. The
ratio between the nitrogen containing fragment and the hydrocarbon fragment
increases going from the pure component to the interface. This result leads to
two hypotheses. It suggests the formation of urea at the interface as product of
the reaction of isocyanate with the water present on the surface of the steel with
loss of CO2. Additionally, it confirms that interactions through nitrogen occur
at the interface, as observed through XPS analysis. This can be attributed to
the formation of hydrogen bonding and metal nitrogen covalent bond formation.
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Figure 7.18: Loadings for PC2 and PC3.
PC3 separates the PMDI interface from the MDI one (Figure 7.17). The loadings
(shown in Figure 7.18 and Table 7.2) show that the MDI interface is characterised
by low mass fragments and shows more peaks containing two nitrogen atoms than
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Table 7.2: Fragment assignments for most significant peaks visible in the loadings
plots.
PC2
Pos. Neg.
Mass Fragment Mass Fragment
28.020 CH2N
+ 43.020 C2H3O
+
29.039 C2H
+
5 55.021 C3H3O
+
42.039 C3H
+
5 55.059 C4H
+
7
54.036 C3H4N
+ 57.038 C3H5O
+
58.075 C4H
+
10 69.040 C4H5O
+
104.045 C7H6N
+ 69.076 C5H
+
9
106.068 C7H8N
+ 81.075 C6H
+
9
130.068 C9H8N
+ 97.068 C6H9O
+
167.065 C11H7N
+
2 119.089 C9H
+
11
132.062 C8H6NO
+
PC3
Pos. Neg.
Mass Fragment Mass Fragment
29.039 C2H
+
5 58.076 C4H
+
10
41.039 C3H
+
5 74.017 C6H
+
2
43.020 C2H3O
+ 103.053 C8H
+
7
43.056 C3H
+
7 116.029 C7H4N
+
2
55.059 C4H
+
7 118.051 C7H6N
+
2
57.074 C4H
+
9 128.058 C10H
+
8
69.076 C5H
+
9 154.051 C10H6N
+
2
106.068 C7H8N
+ 165.062 C11H5N
+
2
132.062 C8H6NO
+ 166.058 C11H6N
+
2
167.065 C11H7N
+
2
the PMDI interface. However, the difference between the two samples (MDI
interface and PMDI interface) is small since the total variance for the first three
component is close to 95%.
Other important information can be obtained by identifying peaks which ap-
pear only in the interface samples and do not appear either in the substrate or
molecular spectra. Some examples, and relative fragment assignment (for both
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Figure 7.19: Pure PMDI and PMDI interface peaks at 28 u.
positive and negative spectra), are shown in Figure 7.20. The presence of peaks
containing both metal and nitrogen confirms the formation of a covalent inter-
action between the steel and MDI. The peaks assigned to FeNH+2 , C6H6NFe
+,
C2N2Fe
− and C2N2OFe− at, respectively; 71.952 u (∆ = 15.6 ppm), 147.985 u
(∆ = 23.1 ppm), 107.941 u (∆ = 16.0 ppm) and 123.933 u (∆ = 26.6 ppm)
support the hypothesis of a cycloaddition reaction between metal oxide and
isocyanate. The peak observed at 97.931 u assigned to CNOFe+ (∆ = 6.3 ppm)
and the peak at 117.952 u assigned to CH4NO2Fe
+ (∆ = 52.3 ppm) confirms
the formation of a urethane type bond with the metal through reaction of the
isocyanate with the metal hydroxide. The same peaks are observed for both MDI
and PMDI interface samples.
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Figure 7.20: SIMS peaks. Figure continues on the next page.
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Figure 7.20: (continued) SIMS positive peaks around a) 72, b) 98, c) 118 and d)
148 nominal mass and negative peaks around e) 108 and f) 124 nominal mass.
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7.3.4 Interaction Between MDI and Duplex Steel
The interface between MDI and duplex steel was also studied. XPS shows that
the same interactions occurring between MDI and 316L steel are also detectable
at the interface between MDI and duplex steel. Figure 7.21 shows the survey
spectrum and Figure 7.22 the high resolution spectra of C1s, N=C=O region
and N1s. Also in this case, two peaks are visible under the N=C=O feature one
ascribable to the isocyanate and the other to the product of the reaction of the
isocyanate with metal hydroxide (and/or oxide). The N1s feature is composed of
three peaks as seen at the MDI 316L steel interface. The higher binding energy
peak is the counterpart of the interaction peak visible in the C1s N=C=O region,
the middle one from the isocyanate and the low binding energy peak is explained
by the interactions between the nitrogen and the metal.
Figure 7.21: XPS survey spectrum of MDI-Duplex steel interface.
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Figure 7.22: XPS a) C1s, b) C1s NCO regions and c) N1s high resolution spectra
of MDI-Duplex steel interface.
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7.3.5 Interactions of MDA and AHC
with 316L Stainless Steel
MDA and AHC are, respectively, the reactant and the side product of the phos-
genation reaction, it is thus interesting to determine how they interact with the
surface of the steel as well. The XPS survey spectra of both interfaces with 316L
steel show how the molecules are retained at the interface; nitrogen for MDA and
nitrogen and chlorine for AHC are detectable (AHC survey spectrum is shown
as example in Figure 7.23). The cause of their interaction can be understood
by observing their XPS N1s high resolution peaks and comparing them with
those of the pure molecule (see Table 5.2). The MDA spectrum showed only one
component (the amine) while the interface spectrum shows two components (see
Figure 7.24); the amine and a peak at higher binding energy attributable to the
formation of hydrogen bonding between the nitrogen and the metal hydroxide
present on the surface.
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Figure 7.23: XPS survey spectrum of AHC-316L steel interface.
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The N1s peak of pure AHC comprises of two components: amine and the ammonia
cation while in the interface samples two new peaks appear (see Figure 7.25). One
is, again, because of the hydrogen bond formation the second could caused by
the formation of a small amount of NO2.
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Figure 7.24: XPS survey spectrum of AHC-316L steel interface.
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Figure 7.25: XPS survey spectrum of AHC-316L steel interface.
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7.4 Interaction between MDI and Dirty Stain-
less Steel
7.4.1 Introduction
In real life situations, and especially in chemical plants, the steel employed is
never clean and free of contamination like the one employed for the previous
model experiments. For this reason, in order to take the work a step further
from the interaction between MDI with the clean steel oxide, the interaction of
MDI with uncleaned (as received) 316L stainless steel was studied. This allows
an understanding of whether MDI is able to replace the contamination and if the
interactions, detected with the clean substrate, can occur on a dirty surface as
well.
7.4.2 Sample Preparation
Coupons of 316L stainless steel were obtained from a steel sheet and the protective
polymer film was removed. No further preparation was performed before drop
coating the surface with pure MDI. After a few seconds, the samples were rinsed
with acetone left to dry in air prior XPS and SIMS analysis.
7.4.3 Results and Discussion
As visible from the XPS survey spectrum (Figure 7.26) nitrogen is detectable
on the surface of the steel, meaning that some MDI is adsorbed into it. It is
interesting to analyse the C1s, C1s NCO region and N1s high resolution spectra
and see what interactions are observable. As shown in Figure 7.27, the NCO
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Figure 7.26: XPS survey spectrum of the interface between MDI and as received
316L steel.
region of the C1s peak is, again, comprised of two peaks, as in the case of the
interface between MDI and clean steel. This means that the MDI is able to, at
least partially, displace the carbon contamination and interact with the metal
hydroxide. Furthermore, by looking at the complete C1s spectrum (Figure 7.28)
a new peak appears at a lower binding energy than C-C/C-H functionality (283.6
eV). This is consistent with the formation of a carbide [14]. Since the peak
does not appear in the MDI-clean steel interface or in the as received steel, this
carbide is probably formed only when MDI, metal and hydrocarbon are present
together at the interface. SIMS analysis was also carried out to compare the
spectra obtained from the MDI-clean steel and MDI-dirty steel interfaces. The
spectra are quite similar although the intensity of hydrocarbon peaks is higher,
and peaks from fragments containing both iron and carbon appear only in the
MDI-dirty steel interface (some of them are listed in Table 7.3). However, these
fragments are visible also in the as received steel surface SIMS spectrum, even
though no carbidic peak is visible in the XPS C1s peak in this case. It is possible
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Figure 7.27: XPS C1s NCO region high resolution spectrum of the interface
between MDI and as received 316L steel.
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Figure 7.28: XPS C1s high resolution spectrum spectrum of the interface between
MDI and as received 316L steel.
that these fragments are also related to the C1s carbide-like peak, and carbon and
iron are actually bonded before SIMS analysis in the MDI-dirty steel interface.
The N1s signal is made by four different peaks as shown in Figure 7.29. The
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Table 7.3: Fragment assignments for most significant peaks visible in the loadings.
Mass Fragment ∆ (ppm)
71.960 FeCH+4 81.3
87.956 FeOCH+4 52.1
95.924 FeC2O
+ 56.4
96.921 FeC2HO
+ 94.9
119.926 FeC4O
+ 29.4
120.935 FeC4HO
+ 24.8
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Figure 7.29: XPS N1s high resolution spectrum spectrum of the interface between
MDI and as received 316L steel.
peak at higher binding energy (400.8 eV) is consistent with the one observed at
the MDI-clean steel interface and attributable to the product of the reaction of
MDI with metal hydroxide (result complementary with those observed in the C1s
isocyanate region) and the formation of hydrogen bonding between nitrogen and
hydroxide. The two peaks at lower binding energies (398.9 and 397.6 eV) can
both be assigned to a covalent bond between nitrogen and metal. The binding
energy of the nitrogen increases with the increase on nitrogen concentration in
the species [44]. This can be explained by the fact that if nitrogen is linked to
more metal atoms, it will be more negatively charged and its binding energy
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will decrease. This means that the peak at 398.9 eV can be caused by the
formation of N=Fe through cycloaddition reaction as observed in the case of
the interface with clean steel, while the peak at 397.6 eV can be attributed to the
formation of nitrides with a lower nitrogen metal ratio, like, for example, Fe2N,
Fe3N, Fe4N [13].
7.5 Interaction between MDI and the
Steel Alloying Elements
7.5.1 Introduction
In the previous section the formation of carbides and nitrides was observed at
the interface between MDI and dirty 316L steel. However, no differences in the
binding energies of the transition metals, compared to the clean steel were noticed.
Thus, it was not possible to determine which metal of the alloy was involved in the
formation of such compounds. For this reason, the interface between MDI and
the major alloying component of 316L steel were investigated. This was done
in order to assign which metals participate and how to the single interactions
described above.
7.5.2 Sample Preparation
Coupons of iron, nickel and molybdenum were obtained from sheets. These were
already available in the lab. No further preparation was performed before drop
coating of pure MDI on the surface. A silicon coupon was chromium coated. XPS
analysis showed that no silicon was visible after the treatment meaning that the
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sample can be considered as chromium bulk. The samples were then rinsed with
acetone left to dry in air.
7.5.3 Results and Discussion
Figure 7.30 shows the C1s XPS high resolution spectra for the interfaces between
MDI and iron, chromium, nickel and molybdenum oxides. As can be seen, only
the MDI iron interface seems to contain the carbide observed at the interface
between MDI and dirty 316L stainless steels. It is therefore possible to assume
that the carbide in question is an iron carbide. This is also in agreement with
the fact that the very surface of the oxide layer on 316L steel is rich in iron, as
observed in Chapter 4. All of the metals seem to be able to interact, through
their hydroxide, with the isocyanate group, as testified by the higher full width
at half maximum (FWHM) visible in the NCO region of the C1s peak, which is
clearly made by two components. In the case of iron, chromium and nickel, this
is confirmed by the N1s high resolution spectra illustrated in Figure 7.31. All
contain, in fact, the peak (at around 400.8 eV) assigned to the urethane bond
with the metal and the formation of hydrogen bonding with the metal hydroxide.
Also, they all contain the peak at around 398.6 eV due to the product of the
cycloaddition reaction between MDI and metal oxide. In the case of iron, a
fourth peak is visible at lower binding energy, also observed in the case of MDI
and dirty steel interface. This was attributed to the formation of a nitride with
a lower nitrogen metal ratio than the peak at 398.6 eV. As this peak seems to
appear when also the carbide peak in C1s spectrum appears, the formation of
the carbide and the nitride seem to be related. As concerns molybdenum, no
information can be obtained from the N1s peak as it overlaps with the Mo3p
doublets. In the case of the steel, this peak did not constitute an impediment to
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Figure 7.30: XPS C1s high resolution spectrum spectrum of the interface between
MDI and a) iron, b) chromium, c) nickel and d) molybdenum.
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Figure 7.31: XPS N1s high resolution spectrum spectrum of the interface between
MDI and a) iron, b) chromium and c) nickel.
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the N1s signal interpretation, since its concentration in the alloy is very low and
is even lower in the oxide layer.
7.6 Conclusions
Adsorption isotherms on air exposed and water exposed 316L stainless steel
samples showed that steel which has been previously exposed to water, and
contains more hydroxyl groups, has greater capacity for MDI. The adsorption
appears to be of the Langmuir type. The comparison between the thickness of
the adsorbed layer and the dimension of the molecule (obtained by geometry
optimisation) confirms the presence of a monolayer. It also suggests that the
bond occurs with one end of the MDI molecule. It is, therefore, possible to make
the hypothesis of covalent bonding between isocyanate and metal hydroxide. The
results are in agreement with following experiments undertaken. These show that
the isocyanate groups of the MDI molecule are able to interact with the metal
hydroxyl groups, present on the surface of the steel, forming a covalent bond.
Also, other types of interactions could be detected; the formation of hydrogen
bonding between nitrogen and metal hydroxide and formation of nitrogen metal
double bond as result of a cycloaddition reaction between the isocyanate and
the metal oxide. The same results were observed in the case of duplex steel. It
was then established that, even when the steel is not cleaned (and contains an
high degree of hydrocarbon contamination), MDI is able to partially displace the
contamination and give the same interactions observed with the clean steel. Also,
the formation of a carbide and a nitride (with lower nitrogen metal ratio than
the one due to the cycloaddition reaction) was observed. This occurs only when
MDI, metal and hydrocarbon are present together at the interface. When the
interfaces with the single alloying elements of steel (iron, chromium, nickel and
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molybdenum) were studied, only in the case of iron were the carbide and nitride
like species detectable, suggesting that the iron is responsible for their formation
in the steel. However, all the metals were shown to be capable of giving all the
other interactions observed for the steel-MDI interface.
In this chapter the chemical bonding occurring for very simple model system was
studied. In order to extend the knowledge of the interfacial interactions and make
it more relatable to the chemistry in chemical plants, the next chapter will deal
with more complex samples which try to mimic better what occurs during the
phosgenation process (in the MDI production process).
Chapter 8
Production and Analysis of Steel
Specimens Exposed to Pseudo
Plant Conditions
8.1 Introduction
In the previous chapter, the basic understanding of adhesion and fouling in
chemical plants was studied by using very simple model systems. This chapter
is the first attempt to build a bridge between those model systems and the
behaviour of the real plant. Samples, which mimic the plant behaviour in a
controlled manner, were prepared in a purpose built rig, and analysed by scanning
electron microscopy (SEM), X-ray photoelectron spectroscopy (XPS) and time
of flight secondary ion mass spectrometry (ToF-SIMS). The preparation of these
facsimile samples involved the exposure of cleaned and corroded 316L and duplex
steels to methylene diphenyl diisocyanate (MDI), MDI plus methylene diphenyl
diamine (MDA) and MDI plus amine hydrichloride (AHC), all at 200◦C in a flux
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of phosgene gas. This allows the comparison of the adhesion of organic material
on both types of steel and in different conditions. The mixture of components and
the presence of phosgene mimics the behaviour of the condenser tubes following
the phosgenation step in the actual production process.
8.2 Sample Preparation
Coupons of 316L stainless steel and duplex steel were cut from a sheet and a rod
respectively. All of them were UV-Ozone cleaned for 20 mins in order to remove
carbon contamination. A rig was available, within Huntsman PU, for the sample
preparation. This was made of a steel reaction chamber which can be heated and
with connectors to allow the flux of gasses. The reactor is shown in Figure 8.1.
A Teflon disk was attached to the lid of the reactor in order to load, hold and
unload the samples. A thermometer was in contact with a steel coupon, placed
onto the Teflon disk, in order to monitor the temperature of the samples (the
temperature of the walls and lid of the reactor were also monitored). The disk
with one of the batches of samples is shown in Figure 8.2.
Before every experiment, the reactor was purged with nitrogen. For every batch
of samples, the procedure exposed below was followed. The samples were placed
onto the disk and the reactor closed. The temperature (registered on the test
coupon) was then raised to 200◦C, once this temperature was reached, a flux
of 200 mL per minute, of the desired gas (HCl or phosgene), was started. The
samples were left in the reactor in these conditions for three hours. Finally the
gas flux was stopped and the temperature brought to ambient.
A first batch of four samples (two 316L steel and two duplex steel coupons)
was treated in the reactor as descibed above, in a flux of phosgene. Another 16
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Figure 8.1: Reactor employed for the preparation of the samples.
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Figure 8.2: 316L and duplex steel samples placed on the teflon disk, which was
then placed inside the reactor.
samples (8 316L steel coupons and 8 duplex steel coupons) were treated with
a flux of HCl instead. These two batches were prepared in order to study the
corrosive effect of phosgene and hydrochloric acid on the two types of steel and
also to create the substrate for the preparation of other samples. A third batch
of samples was made by two untreated 316L steel coupons, two untreated duplex
steel coupons, two 316L and two duplex steel coupons previously treated with HCl
in the reactor. Once placed on the Teflon disk the 8 coupons were drop-coated
with a 0.005 M solution of MDI in monochlorobenzene (MCB). In order to have
the same quantity of MDI on all the samples, the ratio between the quantity of
solution dropped and the surface area of the coupons was kept constant. Another
two batches of samples were made again by: two untreated 316L steel coupons,
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two untreated duplex steel coupons, two 316L and two duplex steel coupons
previously treated with HCl in the reactor, each. One of the batches of coupons
was coated (with the same method employed before) with a 0.005 M solution of
MDI and MDA in MCB. Since MDI and MDA react to form urea, the two solutes
were mixed together just before coating the coupons on the Teflon disk. This was
done to avoid the two compounds interacting before being in contact with the
metal in the reactor. The last batch (again made with the same types of coupons)
was coated with a 0.005 M solution of MDI and AHC in MCB. Since AHC does
not dissolve in MCB the solution was stirred during the coating process so that
the metal coupons could be exposed to MDI and suspension of AHC particles.
Table 8.1 gives a list of the samples prepared.
Table 8.1: List of the corrosion and facsimile samples prepared. The steel coupons
treated with HCl were then used as corroded substrate for the facsimile sample.
Corrosion
Sample Substrate Gas flux
316L-COCl2 316L steel COCl2
Duplex-COCl2 Duplex steel COCl2
316L-HCl 316L steel HCl
Duplex-HCl Duplex steel HCl
Facsimile
Sample Substrate HCl corroded Gas flux Adsorbate
316L-MDI 316L steel No COCl2 MDI
Duplex-MDI Duplex steel No COCl2 MDI
316L-HCl-MDI 316L steel Yes COCl2 MDI
Duplex-HCl-MDI Duplex steel Yes COCl2 MDI
316L-MDI-MDA 316L steel No COCl2 MDI plus MDA
Duplex-MDI-MDA Duplex steel No COCl2 MDI plus MDA
316L-HCl-MDI-MDA 316L steel Yes COCl2 MDI plus MDA
Duplex-HCl-MDI-MDA Duplex steel Yes COCl2 MDI plus MDA
316L-MDI-AHC 316L steel No COCl2 MDI plus AHC
Duplex-MDI-AHC Duplex steel No COCl2 MDI plus AHC
316L-HCl-MDI-AHC 316L steel Yes COCl2 MDI plus AHC
Duplex-HCl-MDI-AHC Duplex steel Yes COCl2 MDI plus AHC
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8.3 Corrosion of 316L Steel and Duplex Steel
by Exposure to Phosgene and HCl
The 316L steel and duplex steel samples surfaces, after exposure to phosgene and
HCl are shown in Figure 8.3. Visually, the samples exposed to HCl present a
yellow surface. This could indicate a higher degree of corrosion since the colour
can be related to the formation of FeCl3. Figure 8.4 shows the XPS survey spectra
of the four samples.
All of the spectra show the same elements: iron, chromium, nickel, molybdenum
(part of both alloys), oxygen (the oxide layer), carbon (from contamination) and
chlorine reacted after exposure to COCl2 and HCl. However, as illustrated in
Table 8.2, the relative concentrations change according to the samples.
The chlorine concentration is higher in the samples exposed to HCl than the
corresponding samples exposed to phosgene. This confirms that HCl is more
corrosive than COCl2, as already predicted by looking at the surface of the
samples. The chlorine concentration is higher in the duplex steel samples than in
the 316L steel samples, showing how duplex steel is more susceptible to chlorine
corrosion. The reduction of the oxygen concentration with the increase in chlorine
concentration shows that the oxide layer is consumed. It is interesting to notice
that the iron-chromium ratio decreases going from the phosgene exposed to the
Figure 8.3: Surface of phosgene and HCl exposed 316L and duplex steels at 200◦C.
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Figure 8.4: XPS survey spectra of 316L and duplex steels phosgene and HCl
exposed at 200◦C.
Table 8.2: Surface composition (at.%) of Phosgene and HCl treated 316L and
duplex steel.
Sample C Cl Cr Fe O Ni Mo Fe/Cr
316L-COCl2 23.8 6.2 3.8 19.1 45.4 1.4 0.2 5.0
316L-HCl 19.8 13.0 4.5 21.0 40.6 1.0 0.1 4.7
Duplex-COCl2 24.8 17.8 1.9 24.2 30.6 0.6 0.2 12.7
Duplex-HCl 21.2 21.2 4.1 22.5 30.4 0.5 0.1 5.5
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HCl exposed samples. This demonstrates how the iron (at the top of the oxide)
is dissolved and the chromium rich layer underneath exposed.
The high resolution spectra provide more information. All the chlorine present is
inorganic (Cl2p3/2 binding energy ca. 198.5 eV), even in the samples exposed to
phosgene, confirming that the chlorine attacks the metal. Figure 8.5 shows the
Fe2p peak for the different samples and it is possible to observe how it changes
going from one sample to another.
For all the samples two oxidation states are recognised; Fe(III) and Fe(II). In the
316L exposed to COCl2 sample most of the signal derives from Fe(III) with some
Fe(II). In the 316L exposed to HCl sample the Fe(II) peak starts to become more
prominent as is shown by the shift towards lower binding energies. In both of the
duplex samples, the signal seems to be due mostly to Fe(II). Since the decrease in
Fe(III) and increase in Fe(II) is concurrent with the decrease of O1s and increase
of Cl2p (as shown in Table 8.2), it is plausible that Fe(III) is representative of the
presence of Fe2O3 and Fe(II) of the presence of FeCl2 [18]. Another proof that the
Fe(II) signal is mostly due to FeCl2 is evidenced by the intense satellite peak which
is, usually, more prominent for chlorides than for oxides [2]. The Cr2p binding
energy (577.4 eV) is also compatible with the formation of chromium chloride [18].
This suggests that the coupons exposed to HCl are more susceptible to corrosion
than the those exposed to phosgene and also that duples steel is less resistant to
general corrosion than 316L steel.
In order to confirm the observations made on the basis of the XPS analysis, and
to investigate possible differences in the molecular composition of the samples,
ToF-SIMS analysis was employed. ToF-SIMS negative spectra (more representa-
tive for metal oxides) of the four samples are illustrated in Figure 8.6.
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Figure 8.5: XPS Fe2p spectra of phosgene and HCl exposed 316L and duplex
steels at 200◦C. Fe(II) = ca. 709.6 eV and Fe(III) = ca. 710.8 eV.
Principal components analysis (PCA) was performed to identify patterns in the
samples. The scores of PC1 and PC2 are illustrated in Figure 8.7.
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Figure 8.6: SIMS negative spectra. Figure continues on the next page.
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Figure 8.6: (continued) SIMS negative spectra of a) phosgene exposed 316L steel
and b) phosgene exposed duplex steel, c) HCl exposed 316L stainless steel and
d) HCl exposed duplex steel at 200◦C.
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Figure 8.7: Scores of phosgene and HCl exposed 316L and duplex steels for PC1
and PC2.
PC1 separates the duplex samples from the 316L samples, while PC2 separates
the samples exposed to COCl2 from those exposed to HCl, thus, each sample
occupies a quadrant. The loadings for both the principal components are shown
in Figure 8.8 and the relative assignments in Table 8.3.
Both duplex samples have chlorine containing peaks that anticorrelate with oxy-
gen related peaks which are more significant, instead, for 316L. The phosgene
exposed samples present peaks containing both oxygen and chlorine which anti-
correlate with peaks containing only chlorine. This could be explained considering
that phosgene contains oxygen and some might be retained when it bonds with
the metal.
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Figure 8.8: Loadings of phosgene and HCl exposed 316L and duplex steels for
PC1 and PC2.
Both techniques show that both HCl and phosgene lead to the corrosion of the
steel with HCl being more aggressive. Also, duplex steel is more susceptible to
chlorine attack than 316L steel. This can be explained by the fact that the ferritic
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Table 8.3: Fragment assignments for most significant peaks visible in the PC1
and PC2 loadings of the 316L and duplex steel exposed to phosgene and HCl.
PC1
Pos. Neg.
Mass Fragment Mass Fragment
34.971 Cl− 12.000 C−
36.967 37Cl− 14.016 CH−2
71.935 FeO− 14.026 CH−3
91.913 FeHCl− 15.995 O−
125.866 FeCl−2 17.003 OH
−
104.925 CH2FeCl
− 17.998 H2O−
PC2
Pos. Neg.
Mass Fragment Mass Fragment
34.971 Cl− 159.856 Fe2O−3
69.938 Cl−2 160.849 FeCl
−
3
71.935 37ClCl− 162.838 Fe2ClO−
83.936 COFe− 194.828 Fe2ClO−3
99.930 CO2Fe
− 213.801 Fe2Cl2O−2
118.902 COFeCl− 223.827 COFeCl−4
phase (present in the duplex steel) has lower resistance to hydrochloric acid than
the austenitic phase and in duplex steel the ferritic phase behaves as sacrificial
anode for the austenitic phase [33, 110].
To obtain morphological information on the samples and know more about the
nature of the corrosion, SEM analysis was carried out. Figures 8.9-8.12 show SEM
micrographs of phosgene treated 316L steel and duplex steel and HCl treated 316L
steel and duplex steel respectively.
Comparing 316L steel to duplex steel exposed to phosgene or HCl, 316L has
a lower chlorine concentration but shows higher pitting corrosion than duplex
steel, as previously seen. Duplex steel exposed to phosgene (Figures 8.10) shows
a smoother surface than the relative 316L steel sample (Figures 8.9). On the
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Figure 8.9: SEM images at 100 and 500× at 15.0 kV of COCl2 exposed 316L
steel.
Figure 8.10: SEM images at 100 and 500× at 15.0 kV of COCl2 exposed duplex
steel.
Figure 8.11: SEM images at 100 and 500× at 15.0 kV of HCl exposed 316L steel.
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Figure 8.12: SEM images at 100 and 500× at 15.0 kV of HCl exposed duplex
steel.
duplex steel it is possible to distinguish the two phases; austenitic (white) and
ferritic (grey) (see Figure 8.10 and 8.12). This confirms that the two undergo
different corrosion rates and the ferrite is preferentially dissolved in chlorine
containing environment. However, pits of corrosion were more commonly found
on the austenitic grains (see Figure 8.10). The most striking characteristic, visible
from the SEM images, is the formation of ‘worms’ of corrosion originating from
the pits (see as example Figure 8.9). This has been previously observed in the
literature [81, 62, 5]. Riggs et al. [81] studied the effect of pH on oxygen corrosion
of mild steel in brine at elevated pressures. The work reports that an ‘unusual
filamentary type corrosion product develops and grows in the 300-500 psi oxygen
pressure range in pH 12 system’. A mechanism for the formation of the tubes
was also proposed. In the anodic region of the pit, oxidation of the steel occurs,
and oxygen reduction occurs in the adjacent cathodic region. Ferrous hydroxides
precipitate in-between and are subsiquently oxidised to various iron oxides. This
produces a further depletion of oxygen in the anodic region. The maintained
difference in oxygen concentration leads to the formation of tubes. Luklinska
and Castle [62] examined the morphology, crystalline structure and chemical
composition of the corrosion product formed through exposure of an aluminium-
201
brass alloy to a natural seawater environment. Depending on the conditions,
two forms of corrosion products were observed; fibre and film type. In the work
it was suggested that the fibrous nature of the corrosion product arises from
the extrusion of an initially formed gel through a semi-permeable membrane.
More recently, Alkanhal et al. [5] published a study on the pitting corrosion on
the surface of carbon steel under immersion in tap water in static and rotating
samples. The corrosion pits in the rotating samples were followed by a tubular
structure of corrosion products in the reverse direction of rotation. Although the
conditions of corrosion were different the authors repropose the mechanism of
formation of the tubular structure suggested by Riggs et al. [81].
8.4 316L and Duplex Steels Exposed to MDI,
MDI plus MDA and MDI plus AHC
8.4.1 XPS Results
The surfaces of untreated and corroded (exposed to HCl) 316L and duplex steels
coupons, coated with MDI, MDI plus MDA or MDI plus AHC and exposed in
the reactor at 200◦C in flux of phosgene, are shown in Figure 8.13. Visually, once
again, the samples pre-treated with HCl present a yellow surface. This could
indicate higher degree of corrosion as the colour can be related to the formation
of FeCl3. These samples also seem to have higher organic coverage than the
clean steel ones. The samples exposed to MDI plus MDA show the presence of
big ‘crystals’ of organic material which, in many points, have come off leaving
patches of uncovered metal. The samples exposed to MDI plus AHC look very
inhomogenous.
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Figure 8.13: Surface of clean and corroded 316L and duplex steels coated with
MDI, MDI plus MDA or MDI plus AHC.
XPS analys was carried out in the centre of the samples with a spot size of 400 µm.
For the samples coated with MDI plus MDA the analysis was performed in areas
without crystals and that were not covered by a crystal previously. Concerning
the samples coated with MDI plus AHC, the analysis was performed avoiding the
areas with a thick organic layer. This was done in order to investigate the inter-
face. Quantification, obtained by XPS, is presented in Table 8.4. The presence
of nitrogen in all the samples shows that some MDI (and related compounds)
has adhered to the surface of the steel. The presence of metal peaks, at the same
time, show that the interface is analysed.
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Table 8.4: Surface composition (at.%) of cleaned and HCl treated 316L and
duplex steels coated with MDI, MDI plus MDA or MDI plus AHC.
Sample C Cl Cr Fe O N
MDI
316L 25.1 5.1 2.5 24.5 41.5 1.3
316L-HCl 40.0 6.5 2.5 15.0 32.4 3.6
Duplex 21.1 5.8 1.9 26.6 42.6 2.0
Duplex-HCl 44.9 6.3 2.1 15.3 26.5 4.9
MDI-MDA
316L 50.1 5.3 0.0 15.7 24.9 4.0
316L-HCl 62.1 5.2 1.9 5.6 17.6 7.6
Duplex 57.3 5.0 0.9 8.9 23.1 4.8
Duplex-HCl 68.7 4.4 2.1 3.1 12.9 8.8
MDI-AHC
316L 55.7 5.0 1.0 11.8 21.8 4.7
316L-HCl 51.6 4.9 2.0 11.3 26.7 3.5
Duplex 68.4 6.0 0.0 6.3 12.8 6.5
Duplex-HCl 65.6 5.2 2.0 4.8 16.3 6.1
The set of samples exposed to MDI and MDI plus MDA follow the same trend.
Chlorine concentration, as expected, increases going from the clean samples
treated with MDI and phosgene to those which were treated with HCl before
the exposure to MDI. The same is true for carbon and nitrogen, showing that
more organic materials adhere to the corroded samples. Also, by consideration
of the nitrogen concentration (of which the only source could be MDI and MDA
or AHC) it is possible to observe that, for both clean and corroded steels, the
organic phase adsorbs more onto the duplex steel than onto the 316L steel. Iron
and oxygen concentrations decrease on going from the clean steel to the corroded
steel.
It is also important to observe that the nitrogen concentration is much higher
for the samples exposed to MDI plus MDA than the samples exposed to MDI
or MDI plus AHC. In this solution a considerable quantity of urea is expected.
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The steel exposed to MDI plus AHC shows little difference between samples
previously treated with hydrochloric acid and the untreated samples. However,
as observed for the others sets of samples, the duplex steel coupons show a
higher nitrogen, carbon and chlorine concentration than the 316L steel coupons.
Moreover, for this set of samples, the nitrogen concentration is higher than the
samples exposed to MDI but is lower than the ones exposed to MDI plus MDA.
Other information can be obtained from the high resolution XPS spectra. Cl2p
peaks related to the untreated 316L and duplex steels exposed to MDI and
phosgene, show only the the presence of chlorides. Cl2p spectra of 316L and
duplex steels treated with HCl before exposure to MDI and phosgene show also
an organic component. For the set of samples exposed to MDI plus MDA the
chlorine peak is again mostly assigned to the inorganic component, but the organic
component is also significant. Finally, for the set of samples exposed to MDI plus
AHC the Cl2p peak is assigned predominantly to the inorganic component and
for a small part to an organic component. The concentration of the organic
chlorine component seems to follow the nitrogen concentration. This can be
explained assuming that the free isocyanate group of MDI and amine (of the
side not reacted with the metal) reacts with the phosgene and chlorine available
as illustrated in Figure 8.14. Density functional theory (DFT) was employed to
predict the binding energy of C1s and N1s of the molecules in Figure 8.15, the
results are illustrated in Table 8.5.
As can be seen, C1s cannot be used to assess the interaction between MDI
related compounds with the metal since the diagnostic peak (at around 289 eV)
has a similar binding energy to the predicted one for C1s in phosgene and acyl
chlorides. The N1s high resolution spectra show the same components observed
at the interface between MDI and steel (see examples in Figure 8.16). The
formation of nitrogen metal bond seems to occur with all the sets of samples. The
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Figure 8.14: Reactions between a) amine and phosgene, b) isocyanate and
phosgene and c) isocyanate and chlorine.
Figure 8.15: Model molecules used for DFT binding energy prediction of products
of reaction of amine and isocyanate with phosgene.
Table 8.5: C1s and N1s DFT predicted binding energy.
Moecule Functionality DFT BE (eV)
Phosgene C1s C=O 291.3
Acyl Chloride C1s C=O 289.4
N1s 400.9
Di-Acyl Chloride C1s C=O 290.2
N1s 402.2
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Figure 8.16: XPS N1s High resolution spectra of a) cleaned 316L steel coated
with MDI plus MDA and b) corroded 316L steel coated with MDI plus MDA.)
N1s signal at higher binding energy than the one attributable to the isocyanate
group, can be caused by the carbamoyl chloride formation and not only to the
interaction between isocyanate and metal. The reaction between isocyanate and
metal hydroxide, therefore, cannot be unambiguously assessed by XPS.
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8.4.2 ToF-SIMS Results
ToF-SIMS positive spectra for the three sets of samples are shown in Figure 8.17.
All the spectra look very similar. The only difference seems to be the quantity
of organic material. As shown also by XPS, the coupons exposed to MDI plus
MDA have a higher quantity of organic material followed by those exposed to
MDI plus AHC followed by the coupons exposed to MDI. The set of samples
exposed to MDI plus AHC shows a more intence FeCl+ peak. PCA was performed
on the three sets, the pure original molecules (MDI, MDA and AHC) and urea
(expected to be formed from MDI and MDA) including only the organic peaks.
This was done by creating a peacklist containing only peaks lying in the mass
range between x + 0.7 and x + 1 u where x is the nominal mass (since carbon,
hydrogen, nitrogen and oxygen always have masses above the nominal mass unlike
inorganic compounds). PCA is useful to determine whether the organic part of
the samples retained characteristics of their original components or if urea is the
main compound formed. Inspection of PC1 versus PC2 and the PC3 scores plot
(Figure 8.18) it is possible to see that all the samples cluster in the same place,
showing again that their organic component is similar for all of them and they
do not seem to have memory of their original components. Their position in
the score plots is close to zero among the differences between the pure molecules
suggesting that they have peaks characteristic of all of them. The presence of
peaks corresponding to the fragments FeNH+2 , and CH4NO2Fe
+ illustrated in
Figure 8.19 seems to confirm that both the interactions connecting metal to
nitrogen and metal to oxygen (shown in Figure 7.10 and 7.11) occur in all the
three sets of samples.
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Figure 8.17: SIMS positive spectra, from 10-200 u, of clean and corroded 316L
and duplex steels treated with MDI, MDI plus MDA or MDI plus AHC.
209
Figure 8.18: PC1 vs. PC2 and PC3 Scores fo rclean and corroded 316L and
duplex steels treated with MDI, MDI plus MDA or MDI plus AHC and pure
molecules (PMDI, MDI, MDA, AHC and urea.)
210 Chapter 8. Specimens Exposed to Pseudo Plant Conditions
Figure 8.19: SIMS positive high resolution spectra, at 72 and 118 u nominal mass,
of clean duplex steel treated MDI plus MDA.
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8.4.3 SEM Results
The SEM micrographs of clean 316L and duplex steels exposed to MDI in phos-
gene flux, shown in Figure 8.20, are very similar to those obtained for the metal
exposed to acid or phosgene. These samples have a low organic coverage, as
shown by XPS and ToF-SIMS. The corroded samples exposed to MDI are similar
between each other and show large bursts with associated corrosion ‘worms’
(Figures 8.21 and 8.22). These seem to go through the organic layer. The
mechanism could be similar to that of the growth of chemical gardens where
the corrosion products extrude, bursting through a semi-permeable membrane
because of an osmotic pressure [17]. The micrographs show that 316L steel has
a higher number of such excrescences.
The set of four samples exposed to the MDI plus MDA solution show a good
degree of coverage with some patches where the metal substrate is visible (Fig-
ures 8.23 to 8.26).
Figure 8.20: SEM images at 100 × at 15.0 kV of 316L steel (left) and duplex
steel (right) coated with MDI and exposed to flux of phosgene at 200◦C.
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Figure 8.21: SEM images at 100 and 1000 × at 15.0 kV of corroded 316L steel
coated with MDI and exposed to flux of phosgene at 200◦C.
Figure 8.22: SEM images at 100 and 1000 × at 15.0 kV of corroded duplex steel
coated with MDI and exposed to flux of phosgene at 200◦C.
Figure 8.23: SEM images at 50 and 500 × at 15.0 kV of clean 316L steel coated
with MDI plus MDA and exposed to flux of phosgene at 200◦C.
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Figure 8.24: SEM images at 50 and 500 × at 15.0 kV of clean duplex steel coated
with MDI plus MDA and exposed to flux of phosgene at 200◦C.
Figure 8.25: SEM images at 50 and 500 × at 15.0 kV of corroded 316L steel
coated with MDI plus MDA and exposed to flux of phosgene at 200◦C.
Figure 8.26: SEM images at 50 and 500 × at 15.0 kV of corroded duplex steel
coated with MDI plus MDA and exposed to flux of phosgene at 200◦C.
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Again corrosion tubes burst through the organic layer and fewer or no tubes are
visible in the coating free patches. This is observed in all four 500 × (on the
right) micrographs. By observing the two areas (coated and uncoaeted) at higher
magnification the metal patch shows smaller corrosion features (Figure 8.27). The
uncovered patches of metal are the areas where ‘crystals’ of organic material,
mentioned previously, came off. The fact that fewer and smaller tubes are
observable in these uncovered regions seems to suggest that the organic layer
acts as a semi-permeable membrane in the crystal garden type mechanism for
the formation of the ‘worms’.
Finally, SEM micrographs of the last set of samples, exposed to MDI plus AHC,
(untreated 316L and duplex steels in Figure 8.28 and previouslly corroded 316L
and duplex steels in Figure 8.29) show a very uneven coverage with areas of
uncovered metal and areas with thick organic layer. This seems to be damaged
by the electron beam which heats it with consequent formation of bubbles which
explode. Once again, the 316L steel samples show a higher concentration of
Figure 8.27: SEM images at 100 and 1000 × at 5.0 kV of clean 316L steel coated
with MDI plus MDA and exposed to flux of phosgene at 200◦C.
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Figure 8.28: SEM images at 100 × at 15.0 kV of clean 316L steel (left) and
duplex steel (right), coated with MDI plus AHC and exposed to flux of phosgene
at 200◦C.
Figure 8.29: SEM images at 100 × at 15.0 kV of corroded 316L steel (left) and
duplex steel (right), coated with MDI plus AHC and exposed to flux of HCl at
200◦C.
‘worms’ than the duplex steel (comparing the micrographs of Figure 8.28) and,
as expected the samples previously exposed to HCl show more corrosion feature
(comparing the micrographs of Figure 8.28 to those of Figure 8.29).
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8.5 Conclusions
316L and duplex steel behaviour in phosgene and HCl flux at 200◦C was studied.
The metal exposed to HCl, as expected, shows more signs of general and pitting
corrosion for both types of steel. Duplex steel seems to have a higher degree
of general corrosion (for example its oxide layer is thinned more compared to
the 316L one), this could be explained by the fact that the ferritic grains are
preferentially dissolved in chlorine containing environment than the austenitic
ones. However, 316L steel shows a higher degree of pitting corrosion with the
formation of corrosion tubes. Cleaned coupons and HCl corroded coupons of both
steels have been exposed to MDI, MDI plus MDA or MDI plus AHC solutions
in flux of phosgene at 200◦C. The set of samples which show the highest degree
of coverage is the one exposed to the MDI plus MDA solution. However, the
samples show a few large ‘crystals’, attached to the metal, which occasionally
come off leaving patches of uncovered metal. The set exposed to MDI plus AHC
are very inhomogeneous with uncovered areas and areas covered by a thick organic
layer. Finally the samples exposed to just MDI are more homogenous but with
a small amount of organic material on the surface. Most of the samples show
corrosion tubes bursting through the organic layer bringing corrosion materials
onto the top of the organic layer. The 316L samples, again, show more corrosion
tubes compared to the duplex samples. MDI and related compounds seem to
adhere more on the previously corroded metal than on the clean metal (with the
exception of the samples exposed to MDI plus AHC where not much difference
is observed) and more on the duplex than on 316L steel.
In this chapter more complex systems (a step closer to the industrial reality) have
been made and analysed. As final part of this work some real industrial samples,
provided by Huntsman PU, have been analysed in order to establish a possible
link with the model samples. This will be the topic of the next chapter.
Chapter 9
Industrial Samples
9.1 Introduction
As the concluding part of this work, the opportunity was taken to analyse sam-
ples coming from the plant itself. Specifically four coupons of different alloys
(Hastelloy superalloy and carbon, 316 and duplex steels), placed in the bottom
of the condenser column of a pilot plant, were analysed by X-ray photoelectron
spectroscopy (XPS). This means that the samples were exposed to the reaction
liquid. A pipe of the climbing film evaporator (CFE), dismantled for replacement
and cleaned with the standard Huntsman PU procedure (jet washing and nitrogen
purging), was also analysed. These analyses were conducted to confirm whether
the model and facsimile samples, studied previously, and the interactions assessed
on them, are useful and connect directly with the real industrial samples.
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9.2 Results
9.2.1 Hastelloy Superalloy
Hastelloy is a nickel based superalloy, which contains chromium, cobalt, molyb-
denum, iron, silicon and carbon. It is used for its resistance to high temperaure
and high stress in a moderately to severely corrosive enviroment. The Hastelloy
coupon, which was exposed in the pilot plan, is shown in Figure 9.1 where the
areas analysed by XPS are indicated. The surface composition in the different
points is indicated in Table 9.1.
It is possible to notice that the nitrogen concentration in the different areas does
not follow the carbon concentration trend, but that of the metals and oxygen.
This suggests that the nitrogen is retained into the metal and responsible for
Figure 9.1: Hastelloy coupon picture with analysed regions; high left (HL), high
right (HR), low left (LL) and centre (C).
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Table 9.1: Hastelloy coupon surface composition (at.%)
Area C N O Cl Si Cr Fe
HR 73.1 5.3 17.0 1.6 1.2 0.5 1.3
HL 83.4 2.0 10.4 1.5 1.2 0.6 0.9
C 63.4 6.6 21.9 3.6 1.3 0.9 2.3
LL 84.0 1.9 10.7 0.8 1.2 0.5 0.9
the interfacial interactions. Examination of the C1s high resolution spectra
(Figure 9.2), for the four regions, it is evident that in the regions with higher
carbon concentration (and lower nitrogen and metal concentration) the aliphatic
component of carbon is predominant, hiding the aromatic carbon due to the
methylene diphenyl diisocyanate (MDI) and related compounds. In these regions
carbon contamination seems to cover the interface. This is further demonstrated
by looking at the C=O and shake-up region of the C1s spectrum (Figure 9.3).
The background tail after the shake up feature is steeper for the regions with
high aliphatic carbon concentration showing that the aromatic part is buried un-
derneath it (as the corresponding photoelectrons are backscattered and make the
background grow). The N1s peaks can be fitted in the same way employed for the
model samples (Figure 9.4), meaning that the interactions occuring are most likely
of the same type. As seen for the samples of the previous chapter, interactions
between phosgene and MDI or amine occur as the organic chlorine component
appears for the areas with more prominent nitrogen peaks (Figure 9.5).
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Figure 9.2: Hastelloy XPS C1s high resolution spectra of the following areas of
the sample; high left (HL), high right (HR), low left (LL) and centre (C).
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Figure 9.3: Hastelloy XPS C1s C=O region high resolution spectra of the
following areas of the sample; high left (HL), high right (HR), low left (LL)
and centre (C).
Figure 9.4: Hastelloy XPS N1s high resolution spectra of the following areas of
the sample; centre (C).
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Figure 9.5: Hastelloy XPS Cl2p high resolution spectra of the following areas of
the sample; high left (HL), high right (HR), low left (LL) and centre (C).
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9.2.2 Carbon Steel
Carbon steel is the cheapest and most commonly employed type of steel. The
carbon steel coupon, exposed in the pilot plant, is shown in Figure 9.6 again
with the different regions analysed by XPS indicated. In this case, as shown by
Table 9.2 and Figure 9.7, in all the regions a very thick hydrocarbon (aliphatic)
contamination is visible covering the interface. The background tail, after the
shake-up region, is steep for all the positions and suggests that some aromatic
carbon is placed underneath (see Figure 9.8). N1s and Cl2p signals are very weak
in this case.
Figure 9.6: Carbon steel coupon picture with analysed regions; high left (HL),
high right (HR), low left (LL) and centre (C).
Table 9.2: Carbon steel coupon surface composition (at.%)
Area C N O Cl Si Cr Fe
HR 86.9 1.8 8.3 0.6 1.0 0.6 0.9
HL 90.0 1.2 6.0 0.6 0.7 0.6 0.9
C 85.0 2.1 10.1 0.5 1.2 0.2 0.9
LL 88.1 2.0 7.3 0.7 0.6 0.1 1.2
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Figure 9.7: Hastelloy XPS C1s high resolution spectra of the following areas of
the sample; high left (HL), high right (HR), low left (LL) and centre (C).
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Figure 9.8: Hastelloy XPS C1s CO region high resolution spectra of the following
areas of the sample; high left (HL), high right (HR), low left (LL) and centre (C).
9.2.3 316 Steel
The 316L steel coupon is very important because it gives a direct comparison
with the model samples. The coupon is shown in Figure 9.9 with the analysed
areas identified. The results (shown in Table 9.3) show a trend similar to that
seen for the Hastelloy, although the positions with higher or lower carbon concen-
tration are not corresponding. Like for the Hastelloy, the nitrogen concentration
does not follow the carbon concentration suggesting, again, that the nitrogen,
Table 9.3: 316 steel coupon surface composition (at.%)
Area C N O Cl Si Cr Fe
HR 84.7 1.4 9.1 1.2 1.4 0.5 1.7
HL 82.7 1.7 10.3 1.4 1.0 1.0 1.8
C 55.3 4.0 25.8 3.9 3.2 1.6 6.2
LL 71.6 7.3 14.3 2.2 1.8 1.2 1.6
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Figure 9.9: 316 steel coupon picture with analysed following areas of the sample;
high left (HL), high right (HR), low left (LL) and centre (C).
responsible for the interfacial interactions, is covered by aliphatic carbon in some
areas. From the C1s high resolution spectra of the four regions (Figure 9.10) it
is evident that, in the regions with higher carbon concentration, the aliphatic
component of carbon is predominant, hiding the aromatic carbon from the MDI
and related compounds. In the C=O shake up region (Figure 9.11), once again,
the background tail after the shake up feature is steeper for the regions with
high aliphatic carbon concentration showing that the aromatic part is buried
underneath it. Also in this case, the N1s peaks is made by the same four
components (Figure 9.12). The organic chlorine component appears for the areas
with more prominent nitrogen peaks (Figure 9.13) showing a correlation with it.
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Figure 9.10: 316 steel XPS C1s high resolution spectra of the following areas of
the sample; high left (HL), high right (HR), low left (LL) and centre (C).
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Figure 9.11: 316 steel coupon XPS C1s C=O high resolution spectra of the
following areas of the sample; high left (HL), high right (HR), low left (LL) and
centre (C).
Figure 9.12: 316 steel coupon XPS N1s high resolution spectra of the following
area of the sample; low left (LL).
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Figure 9.13: 316 steel coupon XPS Cl2p high resolution spectra of the following
areas of the sample; high left (HL), high right (HR), low left (LL) and centre (C).
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9.2.4 Duplex Steel
The duplex steel coupon can be also related to the model samples, studied in the
previous chapters, and thus, it is very important. This sample is different from
the others, as shown in Figure 9.14. The metal is covered by a black layer, not
very adherent to the surface, which comes off easily and disintegrates. In this
case, XPS analysis of the uncovered metal, of the back side of the black coating
(the side touching the metal) and the top side of the black coating was performed.
The results are shown in Table 9.4.
Figure 9.14: Duplex steel coupon picture with analysed following areas of the
sample; metal and black fouling layer (Black).
Table 9.4: Duplex steel coupon surface composition (at.%)
Area C N O Cl Cr Fe
Metal 18.9 0.0 50.5 3.2 0.0 27.4
Black Back 74.7 9.8 11.4 1.5 0.0 2.7
Black Top 52.3 3.3 31.2 1.9 0.0 11.3
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The behaviour observed is counterintuitive as the top of the fouling layer contains
more metal and oxygen and less carbon and nitrogen than the bottom of the
layer which is in contact with the metal. If the C1s high resolution spectra are
observed (Figure 9.15), it is visible how the carbon of the top of the layer is
Figure 9.15: Duplex XPS C1s high resolution spectra of the regions; metal, black
film back and black film top.
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more similar to the metal carbon while the back of the coating contains a higher
aromatic component. The nitrogen peaks of both sides of the black layer look
very similar to all the others observed (Figure 9.16). Important observations can
be made from the Cl2p peaks (Figure 9.17). The chlorine present on the metal,
as expected, is mostly inorganic as it is in the formation of corrosion products.
The back of the fouling layer contains a high concentration of organic chlorine
(and aromatic carbon) confirming that this side of the layer is made up from MDI
related compounds, which have interacted with the metal and the phosgene. The
Figure 9.16: Duplex steel coupon XPS N1s high resolution spectra of the region;
black layer back and black layer top.
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Figure 9.17: Duplex XPS Cl2p high resolution spectra of the regions; metal, black
film back and black film top.
chlorine peak of the top of the layer is made, again, mostly by inorganic chlorine.
This, together with the high iron content, means that corrosion products have
migrated to the top across the organic layer.
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A schematic representation of the layered structure of the sample is shown in
Figure 9.18. This is consistent with the observations made in Chapter 8 where
‘worms’ of corrosion were bursting through the organic layer bringing corrosion
and inorganic material on the top of the organic layer. This is a very important
observation which strongly links the model samples with the industrial samples.
The formation of these ‘worms’ seems to have an important role in the corrosion
and fouling processes, which take place in the real plant.
Figure 9.18: Schematic representation of the layered structure of the duplex steel
coupon placed in the bottom of the condenser column of the pilot plant.
9.2.5 Condenser Tube
A picture of the inside of the used and cleaned (water-jet) condenser tube is shown
in Figure 9.19. The XPS survey spectrum of the inside of the cleaned condenser
tube is shown in Figure 9.20. The spectrum looks close to that of clean steel
although small quantities of extraneous elements are observed; chlorine, nitrogen,
calcium and sodium. The surface composition is shown in Table 9.5. Calcium
and sodium derive from the jet washing and handling of the pipe. The presence
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Figure 9.19: Inside of the used and cleaned condenser tube of the industrial plant.
Figure 9.20: XPS survey spectrum of the inside of the condenser tube.
Table 9.5: Condenser tube (inside) surface composition (at.%)
Element C N O Cl Cr Fe Mo Ca Si Na
at.% 51.3 1.6 36.5 1.0 3.0 2.9 0.3 0.8 2.1 0.5
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of chlorine (together with the rusty appearance of the surface) demonstrates the
presence of corrosion. The Cl2p peaks are only made by chloride (Figure 9.21).
The nitrogen detected is residue from the presence of MDI related fouling. By
inspection of the N1s high resolution spectrum (although not intense), the same
components observable for the model samples and industrial coupons are present
(Figure 9.22).
Figure 9.21: XPS Cl2p high resolution spectrum of the inside of the tube.
Figure 9.22: XPS N1s high resolution spectrum of the inside of the tube.
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9.3 Conclusions
In this chapter a forensic analysis was undertaken. Four coupons, (Hastelloy su-
peralloy and carbon, 316 and duplex steel respectively) exposed in the Huntsman
PU pilot plant were analysed together with a piece of a condenser tube employed
in the plant and replaced. The analysis showed how the coupons contain a fouling
layer where aromatic carbon and nitrogen are visible. The components of the
N1s peak confirm that interaction between MDI and related compounds with
the metal surface occurs. Also, the corrosion of the surface of the metals seems
to play a very important role in the formation of the fouling layer. For the
duplex coupon, the formation of corrosion ‘worms’, which burst out through the
organic layer depositing corrosion products over it, as observed for the model
sample, seems to occur. Concerning the condenser pipe, even after cleaning,
the surface shows residues of corrosion and MDI related organic material. The
same interfacial interactions, involving nitrogen and metal, occurring in the model
samples, are observed in the industrial samples. This last experimental chapter
reinforces the utility of the ideas developed on the results from the simple model
samples which are a strong basis for the study of adhesion and fouling of MDI
and related compounds on steel. In the next chapter a general discussion of all
the results obtained and shown in this thesis will be presented.
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Chapter 10
From Model Samples
to Plant Samples
This is work is concerned with the interactions between methylene diphenyl
diisocyanate (MDI), and, more generally, isocyanates and related compounds,
with metal substrates such as 316L and duplex steels. The understanding of these
interactions will help with improving both product and production performance of
polyurethanes (PUs). The first area, for which the assessment of these interfacial
interactions is important, is adhesion. PUs are widely employed as adhesives on
metal oxide surfaces. Some adhesive formulations are based on PU monomers
(such as MDI) or contain free isocyanate groups. Knowing how isocyanates can
interact with metal substrates is helpful to improve the adhesion properties of
these PU products. The second area which makes this work important is fouling.
In the production of MDI, during the last reaction step; the phosgenation, the
climbing film evaporators (CFEs) employed to condense the product, are subject
to fouling which can range from mild to severe. The formation of fouling affects
their thermal efficiency. This leads to a higher energy consumption and to
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production down-time in order to clean or replace the CFE units. As MDI and
related compounds, HCl and phosgene are involved in this step of the process,
the understanding of the interaction of these molecules with the steel, of which
the CFE is made, may help suggest solutions to improve efficiency and reduce
running costs for the production of MDI.
To assess the interactions occurring at the interface between MDI and steel and to
start an understanding of why the fouling occurs the following steps were carried
out.
• Characterisation of the oxide on 316L and duplex steel substrates and study
of the influence of water exposure on the oxide characteristics and behaviour
in a chlorine containing environment.
• Characterisation of the adsorbate molecules; MDI, polymeric methylene
diphenyl diisocyanate (PMDI), methylene diphenyl diamine (MDA), and
amine hydrichloride (AHC) which participate in the phosgenation process.
• Assessment of the possibility of the interaction between the phenyl ring
(present in all the compounds involved in the phosgenation process) and
metal surfaces.
• Investigation of the interfacial chemistry of MDI, PMDI, MDA and AHC
with 316L and duplex steels and with the alloying elements (iron, chromium,
nickel and molybdenum).
• Preparation and characterization of clean and corroded steel sample ex-
posed to MDI, MDA and AHC mixtures in phosgene gas flux.
• Characterisation of steel coupons exposed in the bottom of the condenser
column of the pilot plant and of a used and cleaned condenser tube from
the plant.
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From the analysis of the 316L and duplex steel oxide layers much information
was obtained. A carbon contamination and a water adsorbed layer are followed
by a hydroxide layer before the oxide. The oxide layer (around 1.85 nm thick)
contains a gradient of concentration with iron being enriched in the outermost
side and chromium being enriched in the innermost part of the layer. Between this
and the metal a molybdenum and nickel enriched region is present. A schematic
representation is given in Figure 10.1 where the effect of water exposure is also
illustrated. After exposure in water the carbon contamination layer is thicker
and the concentration of water and hydroxyl groups is higher. Also, preferential
dissolution of iron oxide was observed. As mentioned, the same results were
obtained for both types of steel and for the duplex steel no differences in the
oxide above the ferritic and austenitic grains were observed. Concerning the
behaviour in chlorine environment, a schematic representation of the corrosion
was shown in Figure 4.24. The chlorine attacks the iron rich oxide layer forming
FeCl3 and FeCl2 which are dissolved leading to a thinning of the oxide layer. The
chromium rich layer is subsequently attacked forming CrCl3 which is dissolved
as well, leaving the bare metal exposed to corrosion attack. If the two metals
Figure 10.1: Schematic representation of the surface of steel after air exposure
and after water exposure.
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are exposed for three hours at 200◦C to a flux of HCl and phosgene gas, the HCl
exposed samples show more sign of general and pitting corrosion. With both HCl
and phosgene the duplex steel shows a higher degree of general corrosion, because
it contains ferrite which is preferentially dissolved in acidic chlorine containing
environments compared to austenitic. However, 316L shows a higher degree of
pitting corrosion which is also associated with the formation of corrosion ‘worms’
or tubes.
It was observed that the phenyl ring in polystyrene can act as a base with the pi
electrons and interact with an acid like the silanol groups present on the surface
of silicon, like shown in Figure 6.5. It was not possible to assess this interaction
in more complex systems like MDI. However, it is possible to assume that this
can happen even in the case of MDI and steel but isocyanate is a more favourable
and reactive candidate for the interaction with metal substrate.
It has been determined that MDI orientates vertically (with an angle of 50-
60◦) as shown in in Figure 7.4. This suggests that the isocyanate group is
responsible for the interaction with the metal. At the interface between MDI
and both 316L and duplex steels, the formation of urethane bonding with the
metal hydroxide (seen to be present on the steel surface), nitrogen-metal double
bond and nitrogen-metal hydroxide hydrogen bond formation was observed. The
mechanisms are illustrated in Figures 7.10 and 7.11. MDA and AHC showed
interaction with the steel as well. In particular the formation of hydrogen bonding
with the metal hydroxide seems to occur. Since in an industrial environment
the steel used in the pipes or for adhesion is not as clean as surface analysis
laboratory samples, the interaction between MDI and steel containing a carbon
contamination layer (coming from the protective adhesive layer) was investigated.
It was established that even in this case MDI is capable of being adsorbed into the
surface interacting with the steel and partly displacing the carbon contamination.
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The same interactions observed with clean steel were detected together with the
formation of a carbide-like and nitride-like species. In order to understand which
metals are responsible for the formation of these species, the interaction of MDI
with the uncleaned alloying element; iron, chromium, nickel and molybdenum
was investigated. While iron seems to be the only metal forming the carbide and
nitride like species, all the metals were shown to be capable of giving the other
interactions at the interface. All these observations and the interactions assessed
explain the goodness of adhesion of PU based adhesives on metal oxides.
To have more information useful for the fouling issue, other samples, closer
to industrial reality, were made and analysed. Cleaned 316L and duplex steel
samples were drop coated with a solution of MDI, mixture of MDI and MDA or
mixture of MDI and AHC in monochlorobenzene (MCB). The samples were then
placed in a reactor at 200◦C (temperature similar to the one reached by a CFE)
in a flux of phosgene (employed in the phosgenation process). The same was also
done with 316L and duplex steels previously corroded in order to investigate the
role of corrosion in the fouling. From all three solutions on all samples adsorption
of organic material was observed. The samples which showed more coverage were
the ones exposed to the MDI/MDA mixture, uneven coverage was observed for
the MDI/AHC solution while low but homogenous coverage was observed for the
samples exposed to the MDI solution. For all three cases, more organic material
was present in duplex steel compared to the respective 316L sample. The same
types of interactions seen previously were observed on these samples with the
addition of the formation of new molecules due to interaction with phosgene and
chlorine (see Figure 8.14). Corrosion affects the amount of material deposited on
the surface; on the corroded samples more organic material is detected. It is thus
possible to assume that corrosion facilitates the formation of fouling and probably
reduces the induction time. Corrosion ‘worms’ burst through the organic layer by
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an osmotic pressure related mechanism (similar to the one for the formation of
chemical gardens). The corrosion material is, in this way, brought on top of the
organic one. This will probably lead to the adsorption of more organic material
which will cause the extrusion of more corrosion products and so on. A schematic
representation of this mechanism is illustrated in Figure 10.2.
The model samples show a strong connection with the industrial samples. Hastel-
loy superalloy and carbon, 316 and duplex steels, placed in the bottom of the
condenser column of the pilot plant, together with the used and cleaned condenser
tube of the production plant show fouling layers containing nitrogen. The same
interfacial interactions observed in the model samples were found on these. In
addition, the coupons were covered by a hydrocarbon layer (the thickness of which
changed depending on the position) probably a result of the oil employed in the
plant. For the duplex coupon the black layer of fouling did not adhere very well
to the surface, and came off and disintagtrated. The samples showed a peculiar
sandwich structure (shown in Figure 9.18) where the organic part is situated
between two corrosion layer with high metal and inorganic chlorine content. This
is compatible with the ‘worms’ mechanism seen in the model samples. The
work exposed in this thesis constitutes a good basis for the understanding of
both adhesion and fouling involving PU and metallic substrates useful for PU
manufacturing companies.
Figure 10.2: Schematic representation of the deposition of organic material on
the steel surface due to corrosion.
Chapter 11
Conclusions and Future Work
11.1 Conclusions
The aim of the work in this thesis was to study the interfacial interaction between
MDI and stainless steel. This was done in order to understand the adhesion
properties of PU based adhesives and to understand the cause of fouling in the
CFEs employed for the MDI production. The following conclusions were drawn:
• 316L and duplex steels surfaces are composed of an iron/chromium oxide
covered by a hydroxide layer which is covered by a layer of adsorbed water
and carbon contamination. The oxide is iron rich towards the outside and
chromium rich towards the inside. Exposure in water leads to a thicker con-
tamination layer, higher hydroxide and water concentration and preferential
dissolution of iron oxide.
• Phenyl rings are capable of interacting with metal substrates through their
pi electrons and careful analysis of the XPS C1s pi-pi∗ shake-up satellite
provides a method to probe this interaction in very simple systems.
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• Adsorption of MDI is observed on the surface of the steel, the molecule is
adsorbed in a vertical-like position interacting with one end.
• MDI reacts with the oxide and hydroxide present on the surface of the steel
through two mechanisms; one similar to the PU formation (leading to a
urethane bonding with the metal), the other being cycloaddition reaction
between isocyanate and metal oxide (leading to the formation of nitrogen-
metal double bond).
• For MDI, MDA and AHC the formation of hydrogen bonding between the
metal hydroxide and the nitrogen was observed.
• If the surface of the steel contains carbon contamination, MDI is able
to replace the contamination and interact with the metal. Formation of
carbide-like and nitride-like species were also observed. This is related to
the presence of iron.
• Following exposure of 316L and duplex steels to corrosion environment at
200◦C, duplex steel shows a higher degree of general corrosion while 316L
steel shows a higher degree of pitting corrosion. Tubular corrosion is also
observed.
• More organic material (MDI and related compounds) is adsorbed on cor-
roded steel compared to clean steel.
• Duplex steel attracts more organic material on its surface than 316L steel.
• ‘Worms’ of corrosion products burst out of the organic layer depositing on
the top of it. This might be linked to the degree of fouling.
• Correlations between model samples and actual plant samples were found.
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11.2 Future Work
Further work is needed to extend the knowledge on both adhesion and fouling
mechanism. Below some suggestions to expand this work are given.
• The corrosion behaviour of 316L and duplex steels (and other metals/alloys
relevant to the MDI production process) should be studied in more depth
to better understand the formation of tubular corrosion and determine
which steel and why has better resistance to it. In particular, corrosion,
as function of time and/or temperature should be monitored through a
range of techniques including scanning electron microscopy (SEM), XPS
and ToF-SIMS and electrochemical techniques.
• The mechanism through which the corrosion products burst through the
organic layer needs to be better understood. The formation of the ‘worms’
should be studied by monitoring a steel coupon previously corroded in
chlorine containing environment and exposed to MDI. This should be done
in air and in solution (such as acetone or MCB) at different temperatures
and as function of time. Reducing the number of components present in
the system, compared to the experiments proposed in Chapter 9, with
this specific aim, will help explain the osmotic pressure that cause the
phenomenon.
• Once the above mechanisms are understood the plant facsimile samples
could be analysed again on the basis of the new information.
• Analysis of an unclean fouled condenser pipe coming from the plant should
be undertaken.
• Alternative metals could be tested to minimize corrosion and adhesion or
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reactions with the MDI and related compounds. This would lead to an
increase of the fouling induction time. Coating for the metal, such as
antifouling paints, or pretreatment process, could be tested.
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Kovar (Fe-29 Ni-17 Co wt%) is widely used in electrical components. For applications such as
feed-throughs there is a requirement to join it to glass, forming a glass-to-metal seal. A controlled
thickness, well adhered, oxide is desired on the Kovar to form a strong bond. The oxides formed on
Kovar pre-oxidized, at 700 and 800 C for ten min, have been analyzed. Each sample showed the
presence of Fe2O3, CoO and NiO. XPS survey spectra and high resolution spectra were collected
and are presented.VC 2015 American Vacuum Society. [http://dx.doi.org/10.1116/11.20150301]
Keywords: Kovar; glass ceramic sealing alloy; glass-metal seal; XPS; transition metal oxides
INTRODUCTION
Kovar is used because it has a similar co-efficient of thermal
expansion to common sealing glasses (borosilicate based for
example), approximately 6  106/C over the range 20–500 C.
As such, any seal (or bond) between these materials can be rel-
atively free from stress. Best practice has determined that
pre-oxidation of Kovar prior to the sealing operation produces
the best results (in terms of strength and hermeticity).
Historically either weight gain or oxide layer thickness have
been measured when assessing pre-oxidation procedures, and
several investigations have been carried out into the optimum
heat treatment (Refs. 1–5). The nature of the oxide formed is
also of importance since FeO is highly mobile in glass and a
network modifier (Ref. 6).
Kovar sheet was polished to a 1 lm diamond finish. These
sheets were then cleaned following the standard cleaning pro-
cedure for metal components for use in glass-to-metal seals
(Ref. 7). Following cleaning, samples were oxidized in air for
10 min at 700 C and 800 C. The surface and interface chem-
istry resulting from this is not well studied and as such XPS
analysis was carried out. While adventitious carbon contami-
nation was found to be quite thick, 1.4 and 0.6 nm on the 700
and 800 C samples respectively, argon ion sputtering was not
performed on the samples to avoid the reduction of the metal
oxides.
XPS analyses of the pre-oxidized samples showed the presence
of Fe2O3, NiO and CoO at the surface. The atomic concentra-
tions of the metal oxides Fe, Ni, Co were approximately
4.1, 0.4 and 2.8 at.% for 700 C and 9.0, 0.4 and 4.4 at.% for
800 C. Analysis was performed on three points from each
sample and the concentrations were found to be consistent.
The samples were analyzed using grazing angle x-ray diffrac-
tion; the patterns showed only Fe2O3 and Fe3O4. It is believed
that the Fe3O4 crystallographic isomer CoFe2O4 is present at the
surface. In this structure the iron is present as Fe3+ and the
cobalt is present as Co2+. The formation of this structure has
been suggested previously (Ref. 8). These oxides would provide
almost identical XPS and XRD results (Refs. 9 and 10). The
samples were also sectioned and analyzed using a Joel 7100F
SEM fitted with a Thermo Scientific EDS detector. The oxide
thickness was found to be approximately 1.5lm and 3lm, for
the 700 and 800 C samples respectively. EDS line scans from
the oxide into the bulk metal showed a surface enrichment of
iron indicating an oxide growth dependent upon iron diffusion.
This would be consistent with the formation of an oxide structure
of Fe2O3 followed by an under layer of Fe3O4. Although there
has been some research suggesting the spinel structure (Refs. 4
and 8) and even identification of the spinel by XRD (Ref. 11)
many authors simply report a pure iron oxide layer (Refs. 12–14)
in contradiction to the presence of cobalt and nickel in the oxide
characterized here. To the author’s knowledge, XPS has not pre-
viously been used to characterize the oxide layer on Kovar.
SPECIMEN DESCRIPTION (ACCESSION #01339, 1 OF 2)
Host Material: Kovar sheet, 700 C treatment
CAS Registry #: Unknown
Host Material Characteristics: homogeneous; solid; polycrystal-
line; conductor; metal
Chemical Name: Kovar
Source: futurealloysa)Author to whom correspondence should be addressed.
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Host Composition: Fe 53%, Ni 29%, Co 17%, Mn 0.5%, Si
0.2%, Mg 0.1.%, Ti 0.1%, Zr 0.1%
Form: 50  50  2mm thick metal sheet
Lot #: F15 ALLOY (KOVAR) RODAR MIL-I
History & Significance: Sample was heated to 700 C for ten
min and allowed to cool naturally to room temperature. The
sample was analyzed previously using SEM and EDX, both in
plane and in cross section. The sample heated to 700 C
showed an oxide thickness of 1.2 lm with an atomic elemen-
tal concentration of 54% oxygen, 26% iron, 9% cobalt, 10%
nickel when analyzed with a primary beam energy of 15 kV.
EDX mapping also showed an iron depleted region extending
1lm below the oxide. XRD analysis was performed using a
PANalytical X’Pert Pro X-ray diffractometer using a Cu Ka
source (1.5405 A˚) over the 2h range 15 to 75. These patterns
were indexed as aFe2O3 and Fe3O4 using ID cards 00-033-0664
and 00-019-0629 respectively.
As Received Condition: 50  50  2mm metal sheet wrapped in
polypropylene
Analyzed Region: center of the metal sheet
Ex Situ Preparation/Mounting: The sample was mounted to the
sample stage using sprung copper beryllium clips.
In Situ Preparation: None
Pre-Analysis Beam Exposure:
Charge Control: None
Temp. During Analysis: 300 K
Pressure During Analysis: <1  105 Pa
SPECIMEN DESCRIPTION (ACCESSION #01340, 2 OF 2)
Host Material: Kovar sheet, 800 C treatment
CAS Registry #: Unknown
Host Material Characteristics: homogeneous; solid; polycrystal-
line; conductor; metal
Chemical Name: Kovar
Source: futurealloys
Host Composition: Fe 53%, Ni 29%, Co 17%, Mn 0.5%, Si
0.2%, Mg 0.1%, Ti 0.1%, Zr 0.1%
Form: 50  50  2mm thick metal sheet
Lot #: F15 ALLOY (KOVAR) RODAR MIL-I
History & Significance: Sample was heated to 800 C for ten min
and allowed to cool naturally to room temperature. The sample
was analyzed previously using SEM and EDX, both in plane and
in cross section. The sample heated to 800 C showed an oxide
thickness of 3.2lm with an atomic elemental concentration of
55% oxygen, 26% iron, 12% cobalt, 6% nickel when analyzed
with a primary beam energy of 15 kV. EDXmapping also showed
an iron depleted region extending 2lm below the oxide. XRD
analysis was performed using an PANalytical X’Pert Pro X-ray
diffractometer using a Cu Ka source (1.5405 A˚) over the 2h range
15 to 75. These patterns were indexed as aFe2O3 and Fe3O4 using
ID cards 00-033-0664 and 00-019-0629 respectively.
As Received Condition: 50  50  2mm metal sheet wrapped in
polypropylene
Analyzed Region: center of the metal sheet
Ex Situ Preparation/Mounting: The sample was mounted to the
sample stage using sprung copper beryllium clips.
In Situ Preparation: None
Pre-Analysis Beam Exposure:
Charge Control: None
Temp. During Analysis: 300 K
Pressure During Analysis: <1  106 Pa
INSTRUMENT DESCRIPTION
Manufacturer and Model: Thermo Scientific Theta Probe
Analyzer Type: spherical sector
Detector: Multi-channel plate detector
Number of Detector Elements: 128
INSTRUMENT PARAMETERS COMMON TO ALL SPECTRA
 Spectrometer
Analyzer Mode: constant pass energy
Throughput (T5EN): N¼See comment below
Throughput Comment: The transmission function is calculated
from a cubic polynomial fit to a plot of LOG (Peak Area *
XSF/PE) vs. LOG (RR) RR=KE/PE (Retard Ratio = Kinetic
Energy/Pass Energy) XSF is a term to account for the differ-
ence in absolute sensitivities of the Ag MNN and Ag 3d peaks.
Excitation Source Window: 1.5lm Al window for Mg source,
none for mono source
Source Strength: 300 W
Source Beam Size: 50lm  50lm
Signal Mode: pulse single channel
 Geometry
Incident Angle: 30
Source to Analyzer Angle: 67.4
Emission Angle: 53
Specimen Azimuthal Angle: 70
Acceptance Angle from Analyzer Axis: 60
Analyzer Angular Acceptance Width: 30  30
DATA ANALYSIS METHOD
Energy Scale Correction: All spectra were shifted to align ad-
ventitious carbon to 285.0 eV if necessary.
Recommended Energy Scale Shift: Accession #s 1339-01 to 08,
+0.35 eV; Accession #s 1339-09 to 15, +0.2 eV; Accession #s
1340-01 to 07, 0 eV; Accession #s 1340-08 to 14, +0.2 eV
Peak Shape and Background Method: The spectrum was fitted
using Fe 2p3/2 and Fe 2p1/2 components in addition to two
Fe(III) satellites. These combined a background function plus
a peak function. The peak is a Voigt function (G/L) defined by
binding energy. The background consists of a Shirley function
which has been multiplied with a polynomial, P, so as to pro-
duce a background tail P = k + B1(E  E0).
B1 = The slope parameter of the tailk = Kappa parameter, a
shape parameter which defines the intensity of the intrinsic
Pre-Oxidized Kovar by XPS 59Surface Science Spectra, Vol. 22, 2015
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losses, k = h/A, where h = maximum value of the linear back-
ground projected to the peak center, A = Voigt (G/L) peak
area. Further information is contained in Ref. 15.
The peak fitting function was a Gaussian - Lorentzian product
function with a maximum of 20% Lorentzian mix. The Shirley
function was used for background subtraction.
As there is often ambiguity in determining which oxidation
state or states are present in the iron 2p spectrum, the 700
degree sample spectrum collected with the monochromated
source was fitted using GOOGLY, developed by Proctor for
the analysis of steel surfaces (Refs. 15 and 16). The iron oxida-
tion state was found to be Fe3+.
Quantitation Method: Quantification carried out using Avantage
v4.84 software from Thermo Scientific. Sensitivity factors used
in Thermo Scientific Avantage software. Peak library is ALWAG
from C. D. Wagner, et al.., Surf. Interface Anal., 3. 211 (1981).
The analyzer resolution has been taken as the full width half
maximum of the silver 3d5/2 peak at each pass energy.
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SPECTRAL FEATURES TABLE
Spectrum
ID #
Element/
Transition
Peak
Energy (eV)
Peak Width
FWHM (eV)
Peak Area
(eV 3 cts/s)
Sensitivity
Factor
Concentration
(at. %)
Peak
Assignment
01339-02 Fe 2p3/2 710.9 3.7 7597 2 6.7 Fe2O3
01339-04 Co 2p3/2 780.3 2.8 7762 2.5 5.5 CoO
01339-05 Ni 2p3/2 854.7 1.6 1746 3 0.6 NiO
01339-07 C 1s 285.0 1.2 7995 0.25 46.7 Adventitious carbon
01339-08 O 1s 529.9 1.3 16718 0.66 40.5 O in metal oxide and
contamination
01339-01 Mo 3d 232.1   0.275 Trace Mo oxide
01340-02 Fe 2p3/2 710.9 3.4 13592 2 13.4 Fe2O3
01340-03 Co 2p3/2 780.2 2.5 7729 2.5 5.7 CoO
01340-04 Ni 2p3/2 854.7 2.1 1160 3 0.5 NiO
01340-06 C 1s 285.0 1.5 3526 0.25 21.1 Adventitious carbon
01340-07 O 1s 530.1 1.4 23730 0.66 57.1 O in metal oxides and
contamination
01340-01 Na 1s 1071.8 1.2 7852 2.3 1.0 Contamination
01340-01 Ca 2p 347.9 1.3 3400 1.58 0.3 CaCO3
01340-01 Mo 3d 231.9 2.7 4815 2.75 0.2 Mo oxide
01340-01 Si 2s 152.7 2.7 4548 0.286 2.2 SiO2
01339-10 Fe 2p3/2 710.7 3.4 24978 2 4.1 Fe2O3
01339-11 Co 2p3/2 780.0 2.7 22404 2.5 2.8 CoO
01339-12 Ni 2p3/2 854.7 2.1 4708 3 0.4 NiO
01339-14 C 1s 285.0 1.5 40830 0.25 56.2 Adventitious C
01339-15 O 1s 529.9 1.7 63644 0.66 34.5 O in metal oxides and
contamination
01339-09 Si 2p 152.0 1.9 6040 0.234 0.8 SiO2
01339-09 Mo 3d 235.0 1.9 16380 2.75 0.2 Mo oxide
01339-09 S 2p 168.1 2.2 7958 0.54 0.4 Metal sulphide
01339-09 Na 1s 1072.0 1.5 13446 2.3 0.6 Contamination
01340-09 Fe 2p3/2 710.7 3.6 52292 2 9.0 Fe2O3
01340-10 Co 2p3/2 780.0 2.7 21285 2.5 4.4 CoO
01340-11 Ni 2p3/2 854.7 2.0 3960 3 0.4 NiO
01340-13 C 1s 285.0 1.7 20998 0.25 28.7 Adventitious carbon
01340-14 O 1s 529.9 1.7 92876 0.66 51.8 O in metal oxides
and contamination
01340-08 Si 2s 153.4 2.4 4185 0.234 2.3 Si in SiO2
01340-08a Na 1s 1071.7 3.4 17815 2.3 2.6 Contamination
01340-08 Ca 2p 347.3 3.0 3650 1.58 0.6 CaCo3
01340-08 Mo 3d 232.1 2.9 16838 2.75 0.2 Mo oxide
aAP = 2062, KLL = 990.3 eV
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ANALYZER CALIBRATION TABLE
Spectrum
ID #
Element/
Transition
Peak
Energy (eV)
Peak Width
FWHM (eV)
Peak Area
(eV 3 cts/s)
Sensitivity
Factor
Concentration
(at. %)
Peak
Assignment
01341-01a Au 4f7/2 83.85 0.62 701 11.593 100 Au metal
01343-01b Cu 2p3/2 932.61 0.81 6574 18.147 100 Cu metal
01342-01c Ag 3d5/2 368.16 0.52 48.04 13.068 100 Ag metal
aAu metal
bCu metal
c Ag metal
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GUIDE TO FIGURES
Spectrum (Accession) # Spectral Region Voltage Shift* Multiplier Baseline Comment #
1339-01 survey 0.35 1 0 1
1339-02 Fe 2p 0.35 1 0 1
1339-03 Fe 2p 0.35 1 0 1
1339-04 Co 2p 0.35 1 0 1
1339-05 Ni 2p 0.35 1 0 1
1339-06 [NP]** Fe 3p, Co 3p, Ni 3p 0.35 1 0 1
1339-07 [NP] C 1s 0.35 1 0 1
1339-08 [NP] O 1s 0.35 1 0 1
1340-01 survey 0 1 0 2
1340-02 Fe 2p 0 1 0 2
1340-03 Co 2p 0 1 0 2
1340-04 Ni 2p 0 1 0 2
1340-05 [NP] Fe 3p, Co 3p, Ni 3p 0 1 0 2
1340-06 [NP] C 1s 0 1 0 2
1340-07 [NP] O 1s 0 1 0 2
1339-09 [NP] survey 0.2 1 0 1
1339-10 [NP] Fe 2p 0.2 1 0 1
1339-11 Co 2p 0.2 1 0 1
1339-12 [NP] Ni 2p 0.2 1 0 1
1339-13 [NP] Fe 3p, Co 3p, Ni 3p 0.2 1 0 1
1339-14 [NP] C 1s 0.2 1 0 1
1339-15 [NP] O 1s 0.2 1 0 1
1340-08 [NP] survey 0.2 1 0 2
1340-09 [NP] Fe 2p 0.2 1 0 2
1340-10 Co 2p 0.2 1 0 2
1340-11 [NP] Ni 2p 0.2 1 0 2
1340-12 [NP] Fe 3p, Co 3p, Ni 3p 0.2 1 0 2
1340-13 [NP] C 1s 0.2 1 0 2
1340-14 [NP] O 1s 0.2 1 0 2
1341-01 [NP] Au 4f7/2 0 1 0 3
1343-01 [NP] Cu 2p3/2 0 1 0 5
1342-01 [NP] Ag 3d5/2 0 1 0 4
*Voltage shift of the archived (as-measured) spectrum relative to the printed figure. The figure reflects the recommended energy scale correction
due to a calibration correction, sample charging, flood gun, or other phenomenon.
** [NP] signifies not published; digital spectra are archived in SSS database but not reproduced in the printed journal.
1. Kovar sheet, 700 C treatment
2. Kovar sheet, 800 C treatment
3. Au calibration
4. Ag calibration
5. Cu calibration
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Accession # 01339–01
Host Material Kovar sheet, 700 C treatment
Technique XPS
Spectral Region survey
Instrument Thermo Scientific Theta Probe
Excitation Source Al Ka monochromatic
Source Energy 1486.68 eV
Source Strength 300 W
Source Size 0.05 mm  0.05 mm
Analyzer Type spherical sector
Incident Angle 30
Emission Angle 53
Analyzer Pass Energy: 300 eV
Analyzer Resolution 2.10 eV
Total Signal Accumulation Time 270 s
Total Elapsed Time 540 s
Number of Scans 2
Effective Detector Width 0.5 eV
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n Accession #: 01339–02
n Host Material: Kovar sheet,
700 C treatment
n Technique: XPS
n Spectral Region: Fe 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.65 eV
Total Signal Accumulation Time:
1147 s
Total Elapsed Time: 2100 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
n Accession #: 01339–03
n Host Material: Kovar sheet,
700 C treatment
n Technique: XPS
n Spectral Region: Fe 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.65 eV
Total Signal Accumulation Time:
1147 s
Total Elapsed Time: 2100 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
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n Accession #: 01339–04
n Host Material: Kovar sheet,
700 C treatment
n Technique: XPS
n Spectral Region: Co 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.65 eV
Total Signal Accumulation Time:
1027 s
Total Elapsed Time: 2040 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
n Accession #: 01339–05
n Host Material: Kovar sheet,
700 C treatment
n Technique: XPS
n Spectral Region: Ni 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 80 eV
Analyzer Resolution: 0.80 eV
Total Signal Accumulation Time:
1042 s
Total Elapsed Time: 2100 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
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Accession # 01340–01
Host Material Kovar sheet, 800 C treatment
Technique XPS
Spectral Region survey
Instrument Thermo Scientific Theta Probe
Excitation Source Al Ka monochromatic
Source Energy 1486.68 eV
Source Strength 300 W
Source Size 0.05 mm  0.05 mm
Analyzer Type spherical sector
Incident Angle 30
Emission Angle 53
Analyzer Pass Energy: 300 eV
Analyzer Resolution 2.10 eV
Total Signal Accumulation Time 270 s
Total Elapsed Time 540 s
Number of Scans 2
Effective Detector Width 0.5 eV
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n Accession #: 01340–02
n Host Material: Kovar sheet,
800 C treatment
n Technique: XPS
n Spectral Region: Fe 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.65 eV
Total Signal Accumulation Time:
1147 s
Total Elapsed Time: 2100 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
n Accession #: 01340–03
n Host Material: Kovar sheet,
800 C treatment
n Technique: XPS
n Spectral Region: Co 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.65 eV
Total Signal Accumulation Time:
1027 s
Total Elapsed Time: 2040 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
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n Accession #: 01340–04
n Host Material: Kovar sheet,
800 C treatment
n Technique: XPS
n Spectral Region: Ni 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Al Ka
monochromatic
Source Energy: 1486.68 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 80 eV
Analyzer Resolution: 0.80 eV
Total Signal Accumulation Time:
1042 s
Total Elapsed Time: 2100 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
n Accession #: 01339–11
n Host Material: Kovar sheet,
700 C treatment
n Technique: XPS
n Spectral Region: Co 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Mg Ka
Source Energy: 1253.6 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.98 eV
Total Signal Accumulation Time:
1027 s
Total Elapsed Time: 2040 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
Pre-Oxidized Kovar by XPS 69Surface Science Spectra, Vol. 22, 2015
 Redistribution subject to AVS license or copyright; see http://scitation.aip.org/termsconditions. Download to IP:  131.227.181.154 On: Wed, 17 Jun 2015 14:44:18
n Accession #: 01340–10
n Host Material: Kovar sheet,
800 C treatment
n Technique: XPS
n Spectral Region: Co 2p
Instrument: Thermo Scientific Theta
Probe
Excitation Source: Mg Ka
Source Energy: 1253.6 eV
Source Strength: 300 W
Source Size: 0.05 mm  0.05 mm
Analyzer Type: spherical sector
Incident Angle: 30
Emission Angle: 53
Analyzer Pass Energy: 50 eV
Analyzer Resolution: 0.98 eV
Total Signal Accumulation Time:
1027 s
Total Elapsed Time: 2040 s
Number of Scans: 50
Effective Detector Width: 0.1 eV
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The very thin native oxide film on stainless steel, of the order of 2 nm, is known to be readily modified
by immersion in aqueous media. In this paper, X-ray photoelectron spectroscopy (XPS) and time of
flight secondary ions mass spectrometry are employed to investigate the nature of the air-formed film
and modification after water emersion. The film is described in terms of oxide, hydroxide, and water
content. The preferential dissolution of iron is shown to occur on immersion. It is shown that a water
absorbed layer and a hydroxide layer are present above the oxide-like passive film. The concentrations
of water and hydroxide appear to be higher in the case of exposure to water. A secure method for the
peak fitting of Fe2p and Cr2p XPS spectra of such films on their metallic substrates is described. The
importance of XPS survey spectra is underlined and the feasibility of C60
þ SIMS depth profiling of a
thin oxide layer is shown.VC 2015 American Vacuum Society. [http://dx.doi.org/10.1116/1.4927319]
I. INTRODUCTION
AISI 316L is an austenitic stainless steel which is widely
used in applications that require a degree of resistance to
crevice and/or pitting corrosion. The L identifier of 316L
indicates lower carbon content than the standard 316 grade,
a characteristic which reduces the susceptibility to sensiti-
zation (grain boundary carbide precipitation), and for this
reason, it is widely used in heavy gauge welded compo-
nents. The typical composition of 316L steel is given in
Table I.
The corrosion resistance of stainless steel is a result of the
presence of a thin oxide layer on its surface. The passivation
of stainless steel takes place in atmospheric conditions which
yields a film that is self-healing on localized damage. The
oxide, naturally formed in the atmosphere, is generally
referred to as the native oxide and it is affected by environ-
mental factors and, for this reason, different methods are of-
ten employed to modify the oxide layer to make it suitable
for particular applications. For example, modifications of the
316L steel surface, to facilitate the deposition of supports for
catalysts, were made by ensuring large surface areas where
nickel oxide is predominant1 or by forming chromium oxide
films by immersion in a chromium electrolyte.2 Sometimes
it is important to see how the surface is modified during
operating conditions in order to understand fouling or corro-
sion mechanisms. For instance, there are works reporting on
the growth of the oxide on the 316L stainless steel in high-
temperature water, mimicking the conditions of a pressured
water reactor,3 and on the effect of welding, which provokes
discoloration in the heat-affected zone of the steel, which
ultimately leads to corrosion.4 As austenitic steels are among
the most employed metals in biomedical applications, many
studies concern with the improvement of the material from a
biocompatibility as well as a stability of the oxide point of
view.5,6
This steel is also widely used as a substrate for adhesion;
it is one of the “technological surfaces” on which organic
coatings are applied. In this context, differences in the
chemistry of the surface, as a consequence of different
treatments or cleaning processes, will influence the degree
and modality of interaction of the adhesives with this
metal.7,8 Many works present an overview on the passive film
of steel,9 and many involve X-ray photoelectron spectroscopy
(XPS),10 but a few have compared the composition of the pas-
sive film in its air-formed and after water exposure and show a
correct XPS peak fitting of transition metals or use all the in-
formation available by XPS. To modify the steel oxide layer
or to understand how the environment influences it, it is impor-
tant to know the starting point. For these reasons, in this paper,
attention is focused on the composition of the native oxide and
changes in its chemistry brought about by water exposure.
XPS and time of flight secondary ions mass spectrometry
(ToF-SIMS) were employed to investigate the nature of the
native oxide on 316L stainless steel and establish how it is
modified by immersion in water. As conventional ion bom-
bardment will promote the solid-state redox reaction between
iron oxide and chromium metal, in-depth information has been
obtained by angle resolved XPS (ARXPS) as well as ToF-
SIMS depth profiling using a C60
þ cluster source. This work
takes advantage of the complementarity of these two techni-
ques for the analysis of thin oxide layers on metals and shows
the usefulness of the observation of the survey spectrum prior
more detailed analysis of high resolution spectra.a)Electronic mail: s.tardio@surrey.ac.uk
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II. EXPERIMENT
A. Sample preparation
Stainless steel 316L mirror finished sheets were cut into
10  10mm2 coupons. These coupons were, without any
previous treatment, etched free of oxide and other extraneous
material in the XPS spectrometer (Thermo Scientific Theta
Probe spectrometer). This was obtained by using a Thermo
EX05 argon ion gun (ion energy: 3 kV, raster area: 2.5mm,
and sample current: 2 lA). The sample was etched until the
oxygen signal reached its minimum of intensity (after around
1600 s sputter time) and after further etching the signal does
not show any changes (even in ultrahigh vacuum the metallic
chromium will getter some of the remaining oxygen in the
chamber). The samples were then exposed, at the same time,
to air and water at ambient temperature (humidity in the lab
is of circa 40%). Analyses were carried out after exposure to
laboratory air for 30 min, and air exposure followed by
immersion in high purity water for a further 30 min.
B. XPS analysis
1. Acquisition
XPS analyses were carried out using a Thermo Scientific
Theta Probe spectrometer. The survey spectra were acquired
in the constant analyzer mode at a pass-energy of 300 eV
with a step size of 0.4 eV, and the high resolution spectra at
a pass-energy of 50 eV with step size of 0.2 eV. A mono-
chromated Al Ka x-ray was employed (h¼ 1486.68 eV).
Parallel angle resolved XPS (PARXPS with 16 angles
between 25 and 81) was used in order to obtain in depth in-
formation for the study of the native oxide layer on stainless
steel. For integral spectra h is taken as 53, which represents
the midpoint of an acceptance angle of 628. Spectra were
acquired and initially processed using the instrument manu-
facturer’s software (Avantage V4.45).
2. Curve fitting
The high resolution XPS spectra were fitted using the
software NEWGOOGLY developed by Proctor,11 which employs
a background function plus a peak function. This was neces-
sary for reasons that will become apparent later in this paper,
but the essential feature of NEWGOOGLY is the ability to add
individual energy loss tails to each component in the Fe2p or
Cr2p spectra. A major disadvantage of all original equipment
manufacturer (OEM) software, and most widely available
third party systems, is the need to remove a global energy
loss background from the spectrum prior to peak fitting. In
the case of the 3d transition metals, with their steeply rising
background signal, this can lead to serious errors in peak
fitting. The peak shape used in NEWGOOGLY, and all other
XPS peak fitting software, is a Voigt function (Gaussian/
Lorentzian mix) defined by the binding energy maximum,
peak widths, and the G/L ratio. The background consists of
a Shirley function, which has been multiplied with a polyno-
mial P shown in Eq. (1), in order to produce a background
tail
P ¼ jþ B1ðE E0Þ; (1)
where B1 is the slope parameter of the tail and j is the
Kappa parameter (a shape parameter that defines the inten-
sity of the intrinsic losses)
j ¼ h=A; (2)
where h is the maximum value of the linear background pro-
jected to the peak center and A is the Voigt (G/L) peak
area.12–14
C. ToF-SIMS analysis
A TOF.SIMS5 (ION-TOF GmbH, M€unster, Germany)
system was employed for ToF-SIMS analyses. Static SIMS
condition (ion dose< 1 1013 ions cm2) were employed
using a 25 keV Bi3
þ primary ion beam, with 9.5 keV extrac-
tor voltage, rastered over an area of 100 100 lm. Both pos-
itive and negative SIMS spectra were acquired in high
resolution (bunched) mode over a mass range of 1–850 lm.
Sputter profiling was carried out using a 10 keV C60
þ ion
source rastered over an area of 400 400 lm, with a current
of 2 nA, operating in the interlaced mode. Spectral acquisi-
tion and processing was achieved using ION-TOF GmbH
software.
III. DATA PROCESSING AND RESULTS
A. XPS data
1. Survey spectra data
The XPS survey spectrum of the air-exposed sample is
shown in Fig. 1: primary peaks are identified, revealing the
elements present in the steel together with oxygen and car-
bon. The oxygen signal is produced from the thin oxide layer
present on the surface of the steel. The carbon signal is pro-
duced from a surface layer of adsorbed organic contamina-
tion. The argon peak indicates the presence of ions
implanted during the sputtering pretreatment of the sample.
Figure 2 shows the survey spectrum after water exposure.
The survey spectra are an important and underutilized
resource, with which it is possible to obtain much informa-
tion about a sample. In this case, they provide a perspective
TABLE I. Composition of AISI 316L stainless steel. Values are the maximum allowable unless a range is given, which indicates minimum and maximum
values.
Composition/weight %
C Cr Ni Mo Mn Si P S N Fe
0.03 16.00–18.00 10.00–14.00 2.00–3.00 2.00 0.75 0.05 0.03 0.10 Balance
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on the structure of oxides on alloys, prior to more extensive
curve fitting of individual high resolution spectra. For most
passive and native oxides and alloys, the XPS analysis pro-
vides information about the oxide composition with only a
minor contribution from the underlying metallic phase. The
actual depth sampled does vary significantly from one end of
the XPS spectrum to the other, according to the dependence
of its intensity on the kinetic energy of the emitted electron.
As an example, in Fig. 3, we have plotted the attenuation,
with depth, of the signal intensity using the effective attenua-
tion length15 (EAL) for the Fe3p (2.3 nm) and Fe2p (1.2 nm)
peaks (kinetic energies 1387 and 777 eV), respectively: the
electron takeoff angle was taken to be 53, as used through-
out the present work. In this diagram, the attenuation curve
has been matched to its mirror image, so that the area
between the curves, for any given interval of depth, repre-
sents the contribution from that region to the overall signal
intensity. The benefit of this diagram is that it shows, at a
glance, the much increased contribution made by the metal
phase, to the overall signal.
In the present case, the 3p peaks of iron, chromium, and
nickel (kinetic energy 1400 eV) sample a greater depth
than the 2p peaks (kinetic energy 700 ev) of the same ele-
ments. Castle16 has described a sequence by which this in-
formation can be used in a systematic manner, and this starts
with quantification of both 2p and 3p peaks intensities, as
shown in Table II, for the two conditions of exposure; i.e., in
air and in water.
Carbon from a contamination film is included in this first
analysis. However, the C1s signal can be used to estimate
FIG. 1. XPS survey spectrum of air exposed stainless steel.
FIG. 2. XPS survey spectrum of water exposed stainless steel.
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the thickness of the surface film, which will have attenuated
the 2p and 3p peaks to differing extents, depending on their
kinetic energies. The procedure was first elaborated by
Castle and Baker17 and confirmed in measurements made by
Smith;18 a more recent description can be found in Ref. 16.
An automated form of this procedure was used and described
by Baer et al.19 The thickness of the contamination layer is
estimated as
DCont: ¼ LC1s cos h 1 ½C
100
 
; (3)
where LC1s is the EAL of the C1s electron, h is the take-off
angle relative to the sample normal, and [C] is the concen-
tration of carbon expressed as an atom fraction. Having
obtained a value for DCont., the intensity for each peak of
interest can be corrected for attenuation using the
relationship
Icorrected ¼ Iobserved exp Dcont:
Lz cos h
 
; (4)
where Lz is the EAL for each peak of interest. Having
obtained this set of values, the carbon concentration can be
set to zero and the analysis renormalized to atomic percent-
age. This correction has been applied to the values shown in
Table II with the results given in Table III together with the
estimated thickness of the contamination layer that was used
for the correction. A first step in making use of the differing
analysis depths of the 2p and 3p peaks is to calculate their
concentrations relative to the total of all metal elements or
cations within the XPS analysis volume, i.e., the values in
Table III can be expressed in the following form:
Z2pðrel: conc:Þ
¼ Z2p%ðFe2p%þ Cr2p%þ Ni2p%þMo3d%Þ ; (5)
where Z takes the value, in turn, for each of the elements in
the denominator. These values can then be related to the con-
centration of the elements in the alloy (as atomic percentage)
to give a factor (F), indicating the enrichment or depletion of
the given element. As an example, the factor for iron
becomes
FFe ¼ Fe2p%ðFe2p%þ Cr2p%þ Ni2p%þMo3d%Þ
 Fe
Feþ Cr þ NiþMo
 
: (6)
This factor differs slightly from the enrichment factors used
extensively by Asami et al.20,21 and by Castle and Qiu,22
which are based on oxide compositions determined after
curve fitting to eliminate the metallic component. The fac-
tors determined above relate to the total signal, as acquired
in the XPS analysis. This is a good approximation, consider-
ing, as it will be seen later in this report that the cationic area
constitute around the 90% of the total metallic peak area.
Analysis of film produced upon air exposure showed sig-
nificant differences between the quantification made using
the 2p peaks and those made using the 3p peaks. These
FIG. 3. Contribution of signal to the XPS analysis using data for iron. The
interface position is that obtained in air.
TABLE II. Concentration derived from the survey spectra.
C(1s)% O(1s)% Fe% Cr% Ni% Mo(3d)%
Air
2p 18.5 49.0 27.0 3.0 2.0 0.5
3p 20.5 54.5 18.5 4.0 2.0 0.5
Water
2p 44.6 39.4 10.9 2.6 1.8 0.7
3p 43.2 38.2 11.3 2.6 4.0 0.7
TABLE III. Corrected concentration and related enrichment factors derived
from the survey scans and enrichment factors. Cont. d. is the thickness of
the contamination layer.
Fe Cr Ni Mo(3d) O(1s) Cont. d. (nm)
Air
2p% 33.5 3.7 2.4 0.6 59.8 0.4
3p% 22.9 4.9 2.5 0.6 69.0
F2p 1.21 0.46 0.61 1.20
F3p 1.08 0.80 0.82 1.18
Water
2p% 20.4 4.7 3.0 1.2 70.7 1.2
3p% 20.7 4.6 6.6 1.2 66.9
F2p 1.08 0.80 1.07 2.40
F3p 0.88 0.70 2.22 2.25
05E122-4 Tardio et al.: Comparative study of the native oxide on 316L stainless steel 05E122-4
J. Vac. Sci. Technol. A, Vol. 33, No. 5, Sep/Oct 2015
 Redistribution subject to AVS license or copyright; see http://scitation.aip.org/termsconditions. Download to IP:  81.109.135.169 On: Fri, 07 Aug 2015 08:34:35
immediately indicate that the composition varies with the ki-
netic energy, i.e., that it varies with analysis depth. Recalling
that the analysis depth is greater for the 3p peaks indicated
that iron has an enhanced concentration in the oxide films.
For chromium, the reverse is true, and nickel behaves like
chromium. For molybdenum, the only observable peak is the
3d; therefore, a difference in enrichment factor cannot be
shown.
The enrichment factor gives a measure of the difference
of those compositions relative to the nominal composition of
the steel. Iron has about 20% higher concentration near the
outer surface whereas chromium is reduced to about half the
concentration in the alloy over this analysis range.
Turning now to the set of data obtained after the brief ex-
posure to water, it is possible to see a striking change in the
observed concentrations. The chromium concentration grows
to be the 80% of its alloy concentration and iron, enriched
before, now shows relatively little enrichment (F2p¼ 1.08)
compared to the alloy composition. Also, in this case, the
enrichment factors confirm that there are gradients of com-
position within the depth accessed by XPS in the same direc-
tion compared with the air exposed surface.
The depth information from the different peaks of iron,
nickel, and chromium can be used to provide an estimate of
the near-surface concentration gradients. The XPS concen-
tration is the average value obtained when the composition
gradient is integrated according to the well-known exponen-
tial function. It follows that the XPS value will be equal to
the actual value at some depth beneath the surface. These
depths will be different for the values derived from the 2p
and the 3p peaks, respectively, and thus, if they were known,
could be used to estimate the value and direction of any con-
centration gradients. Such information is most often obtained
by use of angle resolved spectra to examine the intensity var-
iation of a single peak. In this context, Seah et al.23 have
shown that when the XPS concentration is placed at a depth
of 0.35t, where t is the thickness of a layer containing the
element concerned, then the observed concentration is
almost invariant with angle. To provide an estimate of the
concentration gradients from the 2p and 3p peaks, we adopt
this “magic depth” as the point at which the XPS concentra-
tion equals the actual concentration. The thickness of the
layer of interest, t, can be taken as the value 3Lcosh, where L
takes the value appropriate to the kinetic energy of the given
peak and h is the take-off angle of the photoelectrons normal
to the sample surface: this depth, although arbitrary; is the
effective sampling depth for XPS. The magic depth thus
becomes 1.05Lcosh. Values of L, corresponding to the
escape of electrons from the 2p and 3p level in the oxide,
can be obtained,15 and the concentration of each element in
Table III can be plotted as shown in Fig. 4. Since the gra-
dients are based on only two data points, they cannot be used
to imply the presence of true gradients: a stepwise distribu-
tion is still possible. The gradients do however indicate the
highly localized nature of the surface enrichment in a
graphic manner. Having the two data points, the line through
them is easily extended forward to the metal phase and back-
ward to the surface. If the forward extrapolation is
terminated when the extrapolated concentration of the given
element equals that found in the metal, then the depth at
which this occurs gives an estimate of the overall thickness
of the altered layer (mainly oxide but there might be a
change in the metal composition at the interface because of
element depletion or enrichment). The thickness of the sur-
face oxide layer derived by this method (using the air
exposed sample as an example) is about 2 nm, as expected.
2. High resolution spectra data
High resolution spectra have been recorded, for the two
samples, for carbon, oxygen, iron, and chromium using
PARXPS in a set of 16 angles (from 25 to 81). This was
done in order to obtain in-depth information without resort-
ing to conventional ion bombardment, which is known to
promote the solid-state redox reaction between iron oxide
and chromium metal. In Figs. 5–8, curve fittings of the inte-
grated spectra (h¼ 25–81) for the peaks of the air and
water exposed samples are shown. The fit has been carried
out on the collapsed data (spectra obtained by summing the
spectra at different angles) and then extended to the set of
angle resolved data. For both samples, the same chemical
states are observed: the iron peak shows a pure metal compo-
nent, Fe(III), and the associated satellites, indicating the
presence of Fe2O3 (the assignment is in agreement with data
reported in literature24); the chromium peak, in the same
way, shows a pure metal component, Cr(III), and associated
satellites, because of the presence of Cr2O3 (in agreement
with data reported in Ref. 25); oxide, hydroxide, and water
are observed in the O1s peak; and finally, C-C, C-C¼O,
C-O, and C¼O in the C1s peak. In Fig. 9, the elemental con-
centration as a function of the take-off angle, for both sam-
ples, is reported. Similar trends are visible for both samples:
the carbon concentration increases going toward glancing
angles. This is more pronounced for the water exposed sam-
ple. OH and H2O follow a similar trend demonstrating to
be present on the surface. The O2
 peak and the metallic
components show the opposite trend because relegated under
the previous layers.
FIG. 4. (Color online) Data obtained from the survey scan after air exposure:
composition plotted against depth for 2p and 3p peaks, respectively. The
points of intersection with the composition of the metal phase are marked by
a cross.
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It is important to confirm that the carbon 1s signal is just
a consequence of adventitious hydrocarbon contamination
deposited during the air and water exposure, which followed
the preparation of the samples by ion etching. This is a com-
mon observation in surface analysis, and it is a result of the
thermodynamic driving force that exists for the material to
reduce the surface free energy, this being readily accom-
plished by the adsorption of a vanishingly thin layer of
air-borne hydrocarbon. The alternative is the reaction of pre-
existing hydrocarbon during the ion etching process to pro-
duce a carbide-like surface phase, involving cations of the
passive film. Identification of the carbon 1s as arising from a
surface film enables its thickness to be estimated and the
quantification to be adjusted for its influence. In the present
case, this allows the 2p and 3p peak intensities to be used to
estimate the oxide thickness. Following the rules given by
Castle,16,17 it is possible to confirm that the carbon peaks
present in the spectra are a result of contamination. The
Shirley scatter parameter k (Ref. 26) is 1.0 for the air
exposed sample and 1.1 for the water exposed sample, thus
both higher than 0.1 as required (this is because the C1s
peak, from contamination, is more asymmetric in shape than
other organic compounds). Also, the fact that the back-
ground slope is slightly decreasing confirms that the peak is
due the contamination as it means that the element is in the
outermost layer. Furthermore, a final confirmation is given
by comparing the elements angle ratio Q (the concentration
of the element at a glancing angle of 51 divided by the con-
centration at a bulk angle of 25) from the ARXPS measure-
ments. The take-off angle of 51 was chosen as it represents
the higher angular resolved data of the set closer to the value
of 53 of the integrated data. For the air exposed sample the
ratios are as follows: QC¼ 1.6, QO¼ 1.0, QFe¼ 0.9, and
QCr¼ 0.6, while for the water exposed sample, the ratios are:
FIG. 5. Fe2p high resolution fitted peaks for (a) air exposed steel and (b) water exposed steel.
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QC¼ 1.3, QO¼ 0.9, QFe¼ 0.7, and QCr¼ 0.6. The carbon
angle ratio is higher than all the others elements’ angle
ratios, for both the samples, meaning that the carbon is only
a surface layer.
The thickness of this contamination layer for both air and
water exposed samples has been evaluated again using the
high resolution angle resolved data by means of Eq. (3). This
was necessary since more accurate results are obtainable
when the take-off angle range is smaller.
The thickness of the contamination layer, determined
using this algorithm and calculated as the mean of the values
obtained at each angle, was 0.4 nm for the air exposed sam-
ple and 0.9 nm for the water exposed one. The water sample
value is slightly lower than the value obtained by means of
the survey, which can however still be used as a first
approximation.
The same correction procedure applied in the survey sec-
tion was applied to the angle resolved set of data. In Table IV,
the original and the corrected concentrations, at an intermedi-
ate angle of 51, are shown.
The background of an XPS peak, in the region of
50–100 eV lower kinetic energy (and thus higher binding
energy) is related to the extrinsic energy losses associated
with the transport of photoelectrons through the solid; the
deeper the element is in the solid, the more its electrons will
be inelastically scattered, showing a higher binding energy
and so giving a rising background on the left side of the
peak.27 This phenomenon is particularly strong in the case of
the 3d transition metals. Fe2p and Cr2p peaks have a steeply
rising background, and for this reason, it was necessary to fit
the spectra with a Shirley function multiplied by a polyno-
mial function expressed in Eq. (1). The Kappa parameters
employed were found in the literature.12 Concerning the B1
value, which is the slope parameter of the peak tail, was
fixed to a certain value (for the same angle and the same
sample) for the metallic component and left free to be
FIG. 6. Cr2p high resolution fitted peaks for (a) air exposed steel and (b) water exposed steel.
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optimized by the software for the cationic component. It is
useful to notice how the tail slope of the metal component is
expected to be negative while the one of the oxide compo-
nent is expected to be positive or flat, as the metallic iron
will clearly be beneath the thin air-formed passive film or
the film modified upon water exposure. Therefore, for the
metallic components, a positive value of B1 was chosen, as it
is expected to be underneath its oxide, and an increasing
background is expected. The comparison of the B1 parame-
ters (which are reported in Table V for the collapsed data
set) obtained for the cationic component of iron and chro-
mium, for both the samples, provides information about the
presence of these elements in the surface and possible gra-
dients of concentration. This information is consisted with
the enrichment factors observed from the survey spectra.
Figure 10 shows the fitted high resolution spectra of the
O1s peak for both the air and the water exposed samples at
two different take-off angles. This enables the determination
of where the hydroxide and water layer are localized in the
surface and in which samples their quantity is higher.
One of the standard procedures in the analysis of oxide
films on pure metals is the determination of the oxide layer
thickness by consideration of the metallic and cationic con-
tributions to the high resolution XPS spectrum. This is per-
formed by means of an equation derived from the
Beer–Lambert equation
d ¼ kmetal;oxide cos h ln 1þ R
R1
 
; (7)
where R is the ratio of the calculated intensity of the metal
component and the oxide one, while R1 is the analogous ra-
tio coming from two infinitely thick layers. In a series of
angle resolved data, by plotting ln[1þR/R1] as function of
1/cos h, a straight line should be obtained. The slope of this
FIG. 7. O1s high resolution fitted peaks for (a) air exposed steel and (b) water exposed steel.
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line will be given by d/k, so the thickness of the oxide can be
obtained.
Unfortunately, this procedure is not so straightforward in
the case of alloys because of the presence of two cations,
which do not have the same concentration and are not uni-
formly distributed over the oxide layer. If this equation was
applied separately to both iron and chromium peaks, two dif-
ferent thicknesses for the oxide layer would be found. This
happens because the two metals do not have the same con-
centration ratio they have in the bulk of the alloy. That
means that their R1 cannot be considered the same for both
and depends on the enrichment or depletion of the element
in the oxide overlayer. A correction can be obtained by sub-
stituting R1 in Eq. (7) with Fmet (the enrichment factor cal-
culated previously for the two metals in the two samples for
the 2p peaks). The results obtained, shown in Table VI, for
the two metals are closer. It is necessary to emphasize that
this is still an approximation, as the gradient of the metals
concentration in the metal oxide has not been taken into
account.
B. Tof-SIMS data
The ToF-SIMS positive spectra (Fig. 11) of the two sam-
ples show the presence of iron, chromium, and nickel on the
surface, but no molybdenum, which is visible in the XPS.
It is well known that depth profiling of extremely thin air-
formed films of the type considered in this paper present sig-
nificant problems in SIMS, particularly dynamic SIMS
although the situation is somehow more straightforward in
ToF-SIMS profiling. As the air formed film is extremely
thin, it is often removed in the very early stages of elemental
ion sputter profiling and additionally a redox reaction may
well occur between substrate and passive film. Cluster ions
have a significantly lower sputter rate for inorganic materi-
als, and thus, it is possible to profile such a thin film with
FIG. 8. C1s high resolution fitted peaks for (a) air exposed steel and (b) water exposed steel.
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improved precision. This is also true for XPS. For these rea-
sons, a Buckminster Fullerene (C60
þ) cluster beam was cho-
sen. Considering the depth profile, as the Csþ ions
commonly used for sputtering combine with iron and chro-
mium over time, it is impossible to follow the profile of the
metals and their oxides unambiguously with this technique.
Similarly, the use of Arþ ions can bring about ion beam
reduction and the potential reduction of the metallic cations
to a lower valence state. The results obtained show the feasi-
bility of this method applied to thin oxide layers.
In order to obtain a depth profile from the etching time
profile, the data sets collected from XPS were used. In par-
ticular, the thicknesses calculated for the oxide layers in the
two samples were used to relate the depth with the etching
FIG. 9. (Color online) XPS angular profile of (a) air exposed steel and (b) water exposed steel.
TABLE IV. Original concentrations and corrected concentrations of the ele-
ments in air and water exposed steel obtained by XPS at an angle of 51.
Fe(0) Fe(III) Cr(0) Cr(III) O2
 OH H2O C
Air
Original 2.1 16.9 0.4 3.3 44.3 10.8 1.7 18.5
Corrected 2.5 21.0 0.5 4.0 54.2 13.2 4.5
Water
Original 1.5 10.2 0.4 2.9 28.6 12.6 7.7 36.1
Corrected 2.4 16.4 0.6 4.3 44.6 19.6 12.0
TABLE V. B1 values for Fe and Cr collapsed peak for air and water exposed
stainless steel.
B1 Fe(0)/Cr(0) Fe(III) Cr(III)
Air exposed 2.79 103 2.12 104 1.36 104
Water exposed 1.00 102 2.95 104 1.14 103
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time. The time at which the CrOþ ion signal drops down
was equated to the thickness of the respective oxide layer
(Fig. 12).
Figure 13 shows the profile of (1) the ions CrOþ, CrOHþ,
and CrOH2O
þ and (2) the one for FeOþ, FeOHþ, and
FeOH2O
þ for the air exposed sample. The water exposed
sample profiles for these ions show the same trend. It is now
possible to calculate the thickness of the different layers.
In the profiles, it is possible to notice that while for the
fragment FeOþ the peak intensity drops to zero, and for the
fragment CrOþ, some intensity is still detected after sputter-
ing. This can be explained by the fact that, even if under
ultrahigh vacuum, same oxygen is still present in the SIMS
analysis chamber and following the sputtering some of the
revealed bare metal will oxidize. As the enthalpy of
formation of Cr2O3 is lower (more negative) than the Fe2O3
one, the chromium oxide will form preferentially over the
iron oxide. No additional information was obtained by the
negative spectra. The O, OH fragment profiles are coher-
ent with the one observed for metal oxide and metal hydrox-
ide positive ions.
This shows how the combination of XPS and SIMS is a
very powerful method for the investigation of thin oxide
layers on metals.
IV. DISCUSSION
The XPS survey spectrum of the air exposed sample
shows, as illustrated in Fig. 1, the presence at the surface of
carbon contamination and implanted argon (due to presput-
tering). There are peaks characteristic of the native oxide
film and subsurface metal: O1s, Cr2p, Fe2p, weak NiLMM
(the main Ni2p spectrum is subsumed within the FeLMM
Auger transition) features, and the Mo3d doublet. As can be
seen in Fig. 2, the same peaks are visible for the water
exposed sample. Also, the SIMS positive spectra illustrated
in Fig. 11 show the presence of iron, chromium, and nickel
but not molybdenum. As the SIMS analysis is more surface
sensitive than XPS, this seems to suggest the molybdenum is
present at the interface between the oxide and the substrate.
FIG. 10. O1s high resolution spectra for (a) air exposed 25, (b) air exposed 74, (c) water exposed 25, and (d) water exposed 74, steel.
TABLE VI. Corrected oxide thickness considering Fe and Cr peaks for the air
and the water exposed samples compared the thickness obtained by 2p and
3p peaks from the survey scan.
Oxide Air (nm) Water (nm) Air from survey (nm)
Fe 1.8 2.1 2.2
Cr 1.9 1.4 2.4
Oxide thickness 1.85(60.05) 1.75(60.35) 2.3(60.1)
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It is possible to underline that the high resolution spectra of
molybdenum by XPS shows the presence of different oxida-
tion states (Fig. 14).
By comparing the nickel enrichment factors for 2p and 3p
peaks obtained by means of the high resolution spectra
(Table III), it is conceivable that this element is also enriched
at the interface between the bulk alloy and the oxide.
By curve fitting the peaks (Figs. 5–7), it is possible to
identify a pure metal component and a Me(III) one for iron
and chromium, indicating the presence of an oxide overlayer
made of Fe2O3 and Cr2O3. For the oxygen, there are three
components visible: oxide, hydroxide, and water.
Observing SIMS data in the profile in Fig. 12, it is possi-
ble to notice that the FeOþ ion is enriched in the first nano-
meter of the surface and the CrOþ just underneath. This
matches with the observation made with XPS by means of
the enrichment factors. By comparing the enrichment factors
for the 2p and the 3p peaks, a gradient of concentration,
which follows the given trend, was evident (Table III).
Some important differences between the two samples are
apparent. The quantitative XPS data are presented in Table IV;
FIG. 11. SIMS positive spectrum of (a) air exposed steel and (b) water exposed steel.
FIG. 12. (Color online) SIMS depth profile of the ions FeOþ and CrOþ for
(a) air exposed and (b) water exposed steel.
FIG. 13. (Color online) Depth profile of the ions (a) CrOþ, CrOHþ,
CrOH2O
þ and (b) FeOþ, FeOHþ, FeOH2O
þ for air exposed steel.
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in the water exposed sample, the carbon contamination is
higher. The contamination layer, which is naturally adsorbed
onto the high free-energy steel oxide surface, is significantly
thicker on the water exposed sample (as shown in Table III).
This is probably accumulated when the metal coupon is taken
out of the water and comes into contact with the meniscus.
This difference in the contamination layer explains the larger
value of the B1s (Table V) of the metallic component in the
water exposed samples: the photoelectrons have to cross more
material.
Inspection of the energy loss backgrounds of iron and
chromium (from Figs. 5 and 6) suggests that for the air
exposed sample the iron oxide is present above the chro-
mium oxide layer as stated before. In the second sample, the
iron peak shows a negative slope of the background, mean-
ing that the signal comes from beneath the surface. It can be
assumed, in this case, that most of the background emanates
from the metallic iron underneath the oxide. This visual ob-
servation can be confirmed by comparing the B1 values listed
in Table V. The parameter, which indicates the slope of the
background, and is therefore proportional to the length of the
travel of the photoelectron through the overlayers, is lower
for the Fe(III) component compared to the Cr(III) one (con-
firming that the Fe2O3 is more concentrated on the top sur-
face), however, for the water exposed sample, the opposite is
true, as most of the background is due to the metallic compo-
nent. The Fe intensity is also lower in the water exposed
sample. All these could be explained by a preferential disso-
lution of iron oxide in water.28 On water exposure, the outer-
most Fe(III) component of the passive film is removed and
now underlies the Cr(III) component. This observation is
further confirmed by inspection of the Cr2p spectra of Fig. 6.
The spectra are more similar to each other if compared to the
differences seen in the Fe peaks. The Cr(III) containing com-
ponent of the passive film remains in place while the Fe(III)
is dissolved. The similarity of background structure for the
iron and chromium components of the water exposed film
confirms the colocation of Fe(III) and Cr(III) in the oxide
layer. This mechanism can also be used to explain the differ-
ence in the enrichment factors for iron and chromium in the
two samples. The factors appear to diminish for iron after
water exposure and increase for chromium. The SIMS data
appear to match with the XPS data. Comparing the profiles
of the two samples, it is also possible to notice that the inten-
sity ratio iron/chromium is bigger for the air-formed film.
Although there is iron dissolution in the case of water expo-
sure, the thickness calculated for the two oxide layers seems
to be the same (Table VI).
The high resolution O1s spectra of Fig. 10 show that there
are water and hydroxide layers present at the surface of both
the samples; that is explained by the fact that the intensities of
the -OH and H2O peaks are higher at the glancing angle than
at bulk angle for both the samples. The spectra also show that
these components are more concentrated in the water exposed
sample; for both angles, the intensities of -OH and H2O com-
ponents in the water-exposed sample are significantly higher
than in the air-exposed sample. This information would
explain why the thickness of the two oxides is the same even
after iron oxide depletion; the thicker hydroxide and water
adsorbed layer in the water exposed samples makes up the
lost iron oxide, compensating for the overall thickness.
Figure 13 illustrates the profile in (1) for the ions CrOþ,
CrOHþ, and CrOH2O
þ and in (2) for the ions FeOþ,
FeOHþ, and FeOH2O
þ for the air exposed sample. For both
chromium and iron based ions, the depth profile shows a
water absorbed layer at the very surface of the sample to-
gether with a thicker hydroxide layer, which is placed above
the oxide layer. The water adsorbed layer shows a thickness
of about 0.4 nm and the hydroxide about 1 nm. The hydrox-
ide is a mix of iron and chromium hydroxide. The same
trends were observed in the water exposed sample.
V. SUMMARYAND CONCLUSIONS
A comparative study of the air formed and water modified
oxide layer, present on the surface of 316L stainless steel,
has been performed with different aims:
• To build a better understanding of the nature of the native
oxide film, which is usually modified for several applica-
tions or studied under different environmental conditions.
• To give information about how water (often used to wash
metallic plants components or to understand corrosion
behavior) can transform the passive layer.
• To provide a detailed approach showing how thin passive
films can be analyzed, to a high degree of confidence, by
XPS, supported by ToF-SIMS sputter profile data.
A quantitative measure, by means of XPS and ToF-SIMS,
of the changes in the native oxide film, has been obtained.
The following conclusions have been drawn:
(1) For both the air and water exposed 316L stainless steel
samples, there is contamination and a water adsorbed
layer followed by an hydroxide layer before the oxide.
The water and hydroxide layer are more concentrated in
the water exposed sample. It is suggested that the molyb-
denum is situated between the oxide and the substrate. In
the water exposed sample, preferential dissolution of
Fe2O3 is observed. The thickness of the mixed oxide
layer is estimated to be 1.85(60.05) nm for the air
exposed steel and 1.75(60.35) nm for the water exposed
steel.
FIG. 14. Mo3d high resolution spectrum for air exposed steel.
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(2) Useful information can be obtained by the survey spec-
tra, where peak background and differences between 2p
and 3p peaks can be taken into account.
(3) For good peak fitting of the 2p XPS spectra of iron and
chromium, the 2p doublet peaks should be fitted to-
gether; the energy loss tail of each individual component
should be taken into account as well as the satellite
structure.
(4) SIMS depth profile by using clusters as sputtering source
is shown to be an optimal method to obtain in depth in-
formation on the thin passivation layer of stainless steel.
The example in this paper uses C60þ cluster ions, but
the same conclusion would be expected using massive
ion clusters, which are now widely used in sputter profil-
ing by both XPS and ToF-SIMS.
(5) The combination of XPS and SIMS is a powerful tool in
the field of corrosion science for the analysis of ultrathin
films on metallic alloys.
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Polystyrene-silicon bonding through π
electrons: a combined XPS and DFT study
Sabrina Tardio,a* Marie-Laure Abel,a Robert H. Carrb and John F. Wattsa
Silicon wafers, covered with different thickness layers of polystyrene, were analysed by XPS. High resolution spectra of the C1s
shake-up satellite, due to the π-π* transition of the aromatic ring, were compared. A shift in the shake-up binding energy
represents a change in the electronic transition energy and so in the energy of the molecular orbital. This made it possible to assess
and confirm an interaction between the π electrons of the phenyl ring and the silanol groups present on the surface of the silicon.
Copyright © 2015 John Wiley & Sons, Ltd.
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Introduction
The phenyl ring is a functional group present in many polymers
used in adhesion, especially when adhesion to metal surfaces is
required, for example, polyurethanes, phenolic-polyamide,
phenolic-epoxy etc. Thus, it is important to understand its
interactions with potential metal substrates. Many works in the
literature studied metal–polymer interactions by XPS, infra-red
spectroscopy and high-resolution electron-energy-loss spectros-
copy have also been employed.[1] In order to do this, it is
advantageous to examine the frontier molecular orbitals (MOs)
of the phenyl group. Benzene is a planar symmetrical hexagon
with six trigonal (sp2) carbon atoms, each having one hydrogen
atom in the plane of the ring. This means that each of the six
carbon atoms share a σ bond with the two neighbouring carbon
atoms and with the hydrogen atom. Each carbon atom also
shares an unpaired electron in the p orbital not involved in
the hybridization process and perpendicular to the molecule
plane. The length of the C–C bond in benzene is 1.39Å, this
value is intermediate between those typical for C–C single bonds
(1.47Å) and double bonds (1.33Å). A simple way to analyse the
frontier MOs of the benzene ring (the last orbitals occupied by
electrons and the first unoccupied) is by means of the Hückel
method.[2,3] This method considers, separately, the orbitals locally
definable as σ and π. This is based in the approximation that the
electrons in the π orbitals are less constrained than the ones in
the σ orbitals, and thus, the interaction between them is poor.
Also, the π orbitals symmetric properties distinguish them from
the σ orbitals. To obtain the frontier MOs of benzene, it is
possible to consider only the p orbitals, perpendicular to the
molecule plane, of each carbon atom with the spare electron
(not used to form σ bonds). From six atomic orbitals, six MOs
are obtained, three bonding and three anti-bonding. The six
electrons will all be placed in the bonding orbitals (this gives rise
to the particular stability of the benzene).
The π-like frontier MOs are shown in Fig. 1a.
The only electronic transition allowed by the selection rules is
from the degenerate orbitals e1g to the e2u ones. An interaction,
which involves the π electrons, would alter the energy of these
orbitals, and therefore, the energy of the transition. It is well
known that, in XPS, shake-up satellites may occur when the out-
going electron interacts with one of the valence electron and
excites it promoting it to a higher energy orbital. The kinetic
energy of the ejected electron will be reduced by the quantity
given to allow the transition of the valence electron. This will
give a satellite structure at a higher binding energy than the
core level position. The C1s peak of aromatic compounds
presents a satellite because of the π-π* (e1g to e2u) transition;
therefore, by monitoring the binding energy of the satellite, at
high energy resolution, it is possible to observe the energy of
the transition. The shake-up of benzene seems to be made by
five main components (transitions)[4–6] and not only one as
expected. This can be explained by symmetry. Considering a
localized C1s core hole, benzene will lose part of the symmetry
passing from punctual group D6h to C2v. This is reflected in
the energy of the MOs: a split of the two degenerate couples
is observed, and the number of possible transitions is increased
to five (Fig. 1b). The aim of this work is to see if an interaction
between the aromatic ring and the surface of metals can be
observed, by means of the π-π* shake-up. Instead of pure
benzene, polystyrene has been employed for practical reasons.
As polystyrene is in solid phase and is a polymer, the appear-
ance of the shake-up satellite is altered: the peaks appear
broader and less well defined.[7,8] As π electrons can be donated
to an electron acceptor, benzene is able to behave as a Lewis
base. For this reason, silicon was chosen as substrate, as it is
considered to have an acidic surface because of the presence
of silanol groups. A relatively strong interaction can be expected
between them, resulting in a visible shift of the shake-up
features.
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Other works have reported on the interaction between π elec-
trons and metal substrates; the observation reported and used as
proof of interaction was an attenuation of the shake-up feature as
a result of the fact that more delocalized π electrons give rise to less
intense lines.[9–11] However, there is, to the authors’ knowledge, no
work that has reported a shift in the binding energy of the shake-up
or assigned the interaction to a specific MO.
Experimental
Three silicon coupons were spin-coated with, a 0.1%, 0.2% or 2.5%
solution of polystyrene in chloroform. XPS analyses were achieved
by using a Thermo Scientific Theta Probe spectrometer. A
monochromated Al Kα X-ray was employed (hν=1486.68eV). The
survey spectra were acquired in the constant analyser mode at a
pass-energy of 300 eV with a step size of 0.4 eV, the high
resolution spectra at a pass-energy of 50 eV with a step size of
0.1 eV. Spectral processing was carried out using the manufac-
turer software Avantage v5.923 (Thermo Fisher Scientific, East
Grinstead, UK).
Wave functions and orbital energies of benzene were
calculated by means of Gaussian09 (Gaussian, Inc. Wallingford,
Connecticut, USA). A density functional theory (DFT) approach
was employed using a B3LYP functional and a 6-311+G(d)
basis set. To represent benzene containing one carbon with
a core hole, the equivalent core approximation was
employed.[12] The simulation was run considering solvation
with chloroform. To assign the peaks to the different transi-
tions, as an approximation, the difference in energy between
the two involved orbitals was considered. Although the relax-
ation energy and configuration interactions are not taken into
account in this way, it is still possible to see the energy order
of the five transitions.
Results and discussion
The survey spectrum of the sample coated with the 2.5%
solution of polystyrene represents the polystyrene bulk as it
shows only the C1s peak (Fig. 2a). The analysis of the one
coated with the 0.2% solution of the polymer gives information
on the near-interface region as the survey shows small silicon
and oxygen peaks from the substrate (Fig. 2b) and, finally, the
Figure 1. a) Benzene b) Benzene core ion frontier molecular orbitals.
Figure 2. XPS survey spectra of silicon wafer spin coated with a) 2.5%, b)
0.2% and c) 0.1% solution of polystyrene in chloroform.
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analysis of the sample coated with 0.1% solution of polystyrene
provides information about the interface, and the survey spec-
trum shows intense silicon and oxygen peaks (Fig. 2c). The thick-
nesses of the samples spin coated with 0.2% and 0.1% of
polystyrene in chloroform has been calculated by means of the
Beer–Lambert equation, and is, respectively, 1.0 and 0.4nm.
Figure 3 shows the high resolution C1s peak and the shake-up
satellite for the polystyrene bulk. The shake-up peak has been
fitted with five components representing the five allowed
transitions.
The assignments are controversial in the literature. In the current
work, assignments were made according to the transition energy
approximated by DFT calculations and reported in Table 1,
although the calculation essentially gives the same results as
literature.[4–6] The high resolution spectrum of the shake-up satellite
was recorded for the three samples, and the peak envelopes were
all fitted with the five components as shown in the spectrum of
Fig. 3. The binding energy of the components for the three samples
was compared and is shown in Table 1.
Component 4 does not seem to change moving from the bulk
to the interface. A small shift, in the direction of higher binding
energy, seems to occur for components 2 and 3 and a greater
one for the components 1 and 5. Component 1 has very low in-
tensity and, even in the shake-up spectrum of gaseous benzene,
is barely visible. In this work, the first strongest feature of the
satellite has been fitted with four components because of the
better residual obtained and to ensure that the full width at half
maximum of the peaks was similar to that of the second satellite
feature. However, a shift of component 1 might not be represen-
tative of an interaction occurring at the interface, as it cannot be
objectively distinguished from the second component (also the
calculated value for the two transition energies is very similar).
Concerning component 5, which is separated from the others,
the shift is more reliable as it is less likely to be a result of an
erroneous peak-fitting procedure. A rise in energy of the transi-
tion 1b1-4b1 implies that an interaction with the surface of the
substrate occurs through the orbital 1b1. If this is true, then
component 3 (transition 1b1-3b1) should also be affected by this
change. This seems to occur by examining Table 1, even though
not shifted by the same amount as component 5. In Fig. 4, a
comparison of the normalized shake-up feature from the
interface and near interface curve shows a shift on the higher
binding energy side for the 5th component (as observed in
the Table 1). Also, observing the left side of the main shake-up
feature, where one might expect component 4 to lie, a differ-
ence between the interface curve and the other two is
noticeable, and a decrease in intensity is observed. This is in line
with the shift of the component 1 suggesting an interaction,
which involves the orbital 2b1.
From an acid-base reaction point of view, benzene can be
seen as a base, having the delocalized π electrons, which can
be ‘partially donated’ (so the phenyl ring can act as a Lewis
electron donor), while silicon is considered to have an acidic
surface because of surface silanol groups. Also, from MOs point
of view, the benzene can also be seen as a molecule, which
has two electrons in the highest occupied molecular orbital,
which can interact with the lowest unoccupied molecular orbital
of an acid[13], in this case, the surface of silicon. These kind of
interactions (including hydrogen bonding) can often be detected
by XPS careful peak-fitting.[14]
It is known that water molecules interact with the benzene
electron cloud through hydrogen;[15,16] it is thus possible that the
SiOH group (present on the surface of silicon) is able to give the
same interaction. The behaviour of the benzene as electron donor
is schematically illustrated in Fig. 5, which also shows a possible
interaction between SiOH and the phenyl ring.
It is likely that the hydrogen of the silicon hydroxide interacts
with the benzene π electrons through the symmetric 1b1 orbital
with its 2 s like orbital in the centre. This would create two new
orbitals, one at a lower and one at a higher energy than the two
original ones. If the new bonding orbital, derived from the 1b1
Figure 3. C1s and shake-up spectrum of polystyrene (2.5% on Si) with assignment of the peaks to the electronic transitions.
Table 1. Transition energy of the shake-up components for the three
samples
Components (eV) Bulk Near-interface Interface Calculated
1) 2b1-3b1 4.6 5.1 5.1 6.82
2) 1a2-2a2 5.8 5.9 6.0 6.96
3) 1b1-3b1 6.8 6.8 6.9 10.34
4) 2b1-4b1 7.8 7.8 7.8 11.05
5) 1b1-4b1 10.4 10.6 10.7 14.57
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orbital, has a lower energy, all the electronic transitions starting
from it will require more energy, and this would then explain
the shift at a higher binding energy of component 5 as well
as the one of component 3 in the shake-up structure. This is
illustrated in the MOs diagrams of Fig. 6.
The same seems, however, to occur for the orbitals 2b1 and 1a2.
This may be a sign of an interaction with the hydrogen atomwith a
different orientation or of an interaction with oxygen p orbitals of
the right symmetry.
A confirmation of an interaction between polystyrene and
substrate can be given through some consideration of the back-
ground of the three spectra. A rising background indicates that
photoelectrons coming from an inner layer are crossing an
overlayer and are inelastically scattered, losing some of their
energy and showing a higher binding energy. The fact that
the background seems to increase with the increasing of the
thickness of the polymer layer, and the fact that the shake-up
signal can only be due to the polystyrene, means that there is
a layer at the interface, which is different from the bulk polysty-
rene above it, confirming, therefore, the presence of an interfa-
cial interaction that changes the characteristic of the carbon
photoelectrons
Conclusions
Careful analysis of the C1s π-π* shake-up satellite provides a
method to probe the interactions of the aromatic ring with a
substrate. Consideration of the background features of the satellite
may confirm the interaction. In particular, in the case of polystyrene
and silicon, it was possible to identify the specific transition
involved in the interaction. This led to hypothesize the formation
of a bond between the hydrogen of the SiOH, present on the
surface of the silicon and the π electron cloud of the phenyl ring.
Figure 5. Graphic representation of a) benzene interacting as an electron
donor with an electron-withdrawing particle and b) SiOH interacting with
the phenyl ring through the hydrogen atom.
Figure 6. Variation of the transition (1b1-3b1 and 1b1-4b1) energies after
interaction of the benzene with SiOH through the orbital 1b1.
Figure 4. Shake-up spectra of polystyrene bulk sample (dashed line), polystyrene-silicon near interface (dotted and dashed line) and polystyrene-silicon
interface (dotted line). The numbers indicate the transitions illustrated in Table 1: 1: 2b1-3b1, 2: 1a2-2a2, 3: 1b1-3b1, 4: 2b1-4b1 and 5: 1b1-4b1.
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Future work involving angle resolved XPS and molecular modelling
will give a better insight on the interactions occurring.
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