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EXISTENCE OF ASYMPTOTICALLY OPTIMAL PRE-WEIGHTED
t-DESIGNS
MARTIN EHLER, GIACOMO GIGANTE, AND THOMAS PETER
Abstract. We investigate the existence of low-cardinality cubature points on smooth, con-
nected, compact affine algebraic manifolds of dimension d. We verify that if N is larger than
a suitable constant times td and N positive weights are fixed, then there exist cubature points
of strength t. In contrast to the equal weight case, the constant depends not only on the
manifold but also on lower and upper bounds on the weights. Our present results generalize
recent findings on the existence of t-designs by Etayo, Marzo, and Ortega-Cerda`. Concerning
the unit sphere, our results even extend the corresponding findings of Bondarenko, Radchenko,
and Viazovska.
1. Introduction
Cubature points {xj}Nj=1 with positive weights {ωj}Nj=1 are widely used for numerical in-
tegration. One refers to cubatures of strength t (or weighted t-designs) if all polynomials of
degree t are exactly integrated by the weighted sums over sampling values. By using the results
in [15], one can check that for many smooth compact manifolds M⊂ Rn of dimension d, there
exist such cubature points and positive weights with N ≍ td †. If the possibility of adjusting
the weights is eliminated, for instance, if weights are chosen a-priori, then existence of cubature
points is more involved. If the weights are all equal, i.e., ωj = 1/N , for j = 1, . . . , N , cubature
points of strength t are also called t-designs. In their celebrated paper [9], Bondarenko, Rad-
chenko, and Viazovska verify the existence of t-designs on the unit sphere Sd whenever N & td.
This was recently generalized to smooth, connected, compact affine algebraic manifolds M of
dimension d by Etayo, Marzo, and Ortega-Cerda` in [17]. There, the authors follow the general
construction recipe of [9] taking a suitable equal area partition of M from [19] and proving
Marcinkiewicz-Zygmund inequalities for such partitions in this more general situation.
Cubature points often relate to the problem of optimal locations of a finite set of sensors,
where the weights ω1, . . . , ωn reflect the range of the sensors x1, . . . , xN , respectively. In many
applications, different types of sensors must be combined, which leads to fixed but inhomoge-
neous ranges. In the present manuscript we check on lower bounds on N for the existence of
cubature points when the weights are fixed but are not necessarily all equal. Our main finding
is that cubature points exist for any prior chosen weights whenever N is at least larger than
a constant times td. In contrast to the equal weight case, this constant does not only depend
on M but also on the smallest and largest weights allowed, cf. Theorem 5. Note that such
dependency is reasonable, cf. Example 4, and that it is explicit in our result. As in [17] we are
dealing with smooth, connected, compact affine algebraic manifoldsM of dimension d, so that
our results generalize [17]. Moreover, our findings are also new for the sphere.
As [17] was guided by [9], our proof is guided by the approach in [17]. In contrast to [17],
we must generalize the equal area partitions from [19] to partitions with volumes matching the
†We use the notation &, meaning the right-hand side is less or equal to the left-hand side up to a positive
constant factor that is only allowed to depend onM and hence on d. It does not depend on t or N . The symbol
. is used analogously, and ≍ means both hold, . and &.
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prior chosen weights. There, constants depending on the smallest and largest weights come
into play. We then check how these constants further enter into the proceeding proof of [17],
especially when it comes to the Marcinkiewicz-Zygmund inequalities.
The outline is as follows. In Section 2, we recall the findings in [9, 17] and state our main
result. The outline of its proof, meaning the construction recipe from [9, 17], is provided in
Section 3. We construct the suitable partition in Section 4 and verify Marcinkiewicz-Zygmund
inequalities for such partitions in Section 5. For the sake of completeness, the actual proof based
on the construction recipe from [9, 17] and using the partitioning as well as the Marcinkiewicz-
Zygmund inequalities is contained in Section 6.
2. Main result
LetM⊂ Rn be a smooth, connected, compact affine algebraic manifold of dimension d. We
denote the normalized d-dimensional Hausdorff measure on M by µM, so that µM(M) = 1.
Let R[X] be the set of polynomials with real coefficients in n real variables and denote the
subset of polynomials of total degree at most t by Polt(R
n) ⊂ R[X].
Definition 1. For N points {xj}Nj=1 ⊂M and weights {ωj}Nj=1 ⊂ R, we say that {(xj , ωj)}Nj=1
is a weighted t-design if
(1)
∫
M
f(x)dµM(x) =
N∑
j=1
ωjf(xj), for all f ∈ Polt(Rn).
Although we use set notation, we allow for multiple copies of the same point in {xj}Nj=1. Since
the constant function is contained in Polt(R
n) and µM is normalized, (1) implies
∑N
j=1 ωj = 1.
Weighted t-designs as in Definition 1 have not only been widely used on the unit sphere but have
also been constructed and applied in the Grassmannian manifold, cf. [6, 7, 10, 12, 16, 20, 21, 22]
and [1, 2, 3, 4, 5, 13]. See also [11, 14, 18].
By combining the findings in [17] and [15], we deduce that if {(xj , ωj)}Nj=1 is a weighted
t-design, then N & td. This asymptotic lower bound on N can be matched:
Proposition 2 ([15]). If N & td, then there are positive weights {ωj}Nj=1 ⊂ R and points
{xj}Nj=1 ⊂M such that {(xj , ωj)}Nj=1 is a weighted t-design.‡
Recently, existence was proved for fixed weights ω1 = . . . = ωN = 1/N by Etayo, Marzo,
and Ortega-Cerda`. It generalized the famous result of Bondarenko, Radchenko, and Viazovska
for the sphere in [9]:
Theorem 3 ([17]). If N & td then there are points {xj}Nj=1 ⊂M such that {(xj , 1/N)}Nj=1 is
a weighted t-design.
Comparing Theorem 3 with Proposition 2 leads to the question about existence of cubature
points for fixed weights that are not all equal.
Example 4. For simplicity, let M = Sd be the unit sphere in Rd+1, d ≥ 1. For N ≥ 2, let the
weights be given by ω1 = (1− 1N+1) and ωj = 1(N+1)(N−1) , j = 2, . . . , N . Direct arguments yield
that there cannot exist points {xj}Nj=1 ⊂M, such that {(xj , ωj)}Nj=1 is a weighted 1-design.
‡Here and in the remaining part of the manuscript, the logic is meant to be that there is a constant C > 0
such that if N ≥ Ctd then there are . . . .
3This example shows us that we need to involve some restrictions on the relation between N
and the weights in order to derive a generalization of Theorem 3 to weights that are not all
equal. Our main result is the following:
Theorem 5. Let 0 < a ≤ 1 ≤ b be fixed. If N & b( ba)2dtd and weights {ωj}Nj=1 ⊂ R with∑N
j=1 ωj = 1 satisfy
a
N ≤ ωj ≤ bN , then there are {xj}Nj=1 ⊂ M such that {(xj , ωj)}Nj=1 is a
weighted t-design.
Note that Theorem 5 is even a new result when M is the sphere Sd, extending the findings
in [9]. For a = b = 1, it reduces to Theorem 3.
Before we prove Theorem 5 in the subsequent sections, we first show that the lower bound
on the weights can be dropped by slightly increasing the lower bound on N .
Corollary 6. Let b ≥ 1. If N & (b + 1)2d+2td and weights {ωj}Nj=1 ⊂ R with
∑N
j=1 ωj = 1
satisfy 0 ≤ ωj ≤ bN , then there are {xj}Nj=1 ⊂M such that {(xj , ωj)}Nj=1 is a weighted t-design.
Proof of Corollary 6. Assume all weights are in increasing order, ω1 ≤ ω2 ≤ . . . ≤ ωN . Par-
tition the set of weights in blocks with total mass at least 1/N . Thus let j1 be such that∑j1−1
j=1 ωj < 1/N but W1 =
∑j1
j=1 ωj ≥ 1/N . Let j2 be such that
∑j2−1
j=j1+1
ωj < 1/N but
W2 =
∑j2
j=j1+1
ωj ≥ 1/N , and so on, up until jm = N in such a way that
∑N−1
j=jm−1+1
ωj < 1/N
but Wm =
∑N
j=jm−1+1
ωj ≥ 1/N . Notice that the construction ends correctly since ωN ≥ 1/N .
By construction, for all i = 1, . . . ,m,
1
N
≤Wi ≤ b+ 1
N
, 1 =
N∑
j=1
ωj =
m∑
i=1
Wi ≤ mb+ 1
N
,
so that m ≥ N/(b + 1). We can therefore apply Theorem 5 to the weights {Wi}mi=1 since
m ≥ Nb+1 & (b + 1)2d+1td. There are points {xi}mi=1 such that {(xi,Wi)}mi=1 is a weighted
t-design. By repeating the point xi for all the weights ωj with ji−1 + 1 ≤ j ≤ ji we obtain the
desired cubature. 
3. Construction recipe
As in [17], our proof of Theorem 5 follows the framework developed in [9] and is based on
the following theorem, cf. [9, 17] and references therein:
Theorem 7 (Brower degree theory). Let H be a finite dimensional real Hilbert space with inner
product 〈·, ·〉H. Let Ω ⊂ H be an open, bounded subset with 0 ∈ Ω and denote its boundary by
∂Ω. If F : H → H is any continuous map such that 〈x, F (x)〉H > 0, for all x ∈ ∂Ω, then there
is xˆ ∈ Ω satisfying F (xˆ) = 0.
In order to explain the use of Theorem 7, let us denote the restrictions of functions in
Polt(R
n) onto M by Polt(M), which is a linear subspace of the Hilbert space L2(M). Let
Pol0t (M) denote the orthogonal complement of the constant functions within Polt(M). The
reproducing kernel Kt : M×M → R of Pol0t (M) is symmetric and satisfies the reproducing
property
(2) f(x) = 〈f,Kt(·, x)〉, x ∈ M,
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where 〈·, ·〉 is the L2-inner product with respect to the measure µM. It is easy to check that
{(xj , ωj)}Nj=1 is a weighted t-design if and only if
(3)
N∑
j=1
ωjKt(·, xj) = 0.
In other words, for fixed weights {ωj}Nj=1, we seek points {xj}Nj=1 such that (3) is satisfied. The
reproducing property (2) also yields
(4) 〈f,
N∑
j=1
ωjKt(·, xj)〉 =
N∑
j=1
ωjf(xj), for all f ∈ Pol0t (M).
Note that the tangential gradient ∇Mf(x) of f ∈ R[X] at x ∈ M is the orthogonal projection
of the gradient ∇f(x) onto the tangent space of M at x, cf. [17].
Theorem 8. Let 0 < a ≤ 1 ≤ b be fixed. For all N & b( ba)2dtd and all weights {ωj}Nj=1 ⊂ R
with
∑N
j=1 ωj = 1 and
a
N ≤ ωj ≤ bN , there is a continuous map
(5) x : Pol0t (M)→MN , f 7→ (x(f)1, . . . , x(f)N )
such that, for all f ∈ Pol0t (M) with
∫
M ‖∇Mf(x)‖dµM(x) = 1,
(6)
N∑
j=1
ωjf(x(f)j) > 0.
By choosing H := Pol0t (M) and
Ω := {f ∈ Pol0t (M) :
∫
M
‖∇Mf(x)‖dµM(x) < 1},
Theorem 8 with (4) implies that the mapping
F : Pol0t (M)→ Pol0t (M), f 7→
N∑
j=1
ωjKt(·, x(f)j)
satisfies the assumptions of Theorem 7, so that (3) leads to our main result in Theorem 5.
The following lemma yields the existence of a suitable map for (5):
Lemma 9. Suppose that the assumptions of Theorem 8 hold and, for ǫ > 0, let Uǫ : R→ R be
a smooth increasing function that is the identity map on [ǫ,∞) and equals ǫ/2 on [0, ǫ/2]. Then
there are points {xj}Nj=1 ⊂ M and s0, ǫ > 0, such that, for j = 1, . . . , N , and f ∈ Pol0t (M),
the solutions yj(f) : [0,∞)→M of the differential equation{
∂syj(f, s) =
∇Mf(yj(f,s))
Uǫ(‖∇Mf(yj(f,s))‖)
yj(f, 0) = xj,
(7)
induce the mapping
x(f)j := yj(f, s0), j = 1, . . . , N,
in (5) such that (6) holds.
The proof of our main Theorem 5 reduces to verifying Lemma 9, which provides a con-
struction recipe for the map in (5). However, we still need to investigate on the starting
points {xj}Nj=1 and s0, ǫ. The subsequent section deals with the choice of the starting points
{xj}Nj=1 ⊂M.
54. Weighted partitions
To select the starting points {xj}Nj=1 ⊂M for the differential equation (7), we shall construct
a suitable partition {Rj}Nj=1 of M, so that we take xj ∈ Rj , for j = 1, . . . , N . Recall that a
partition of M is a finite collection of measurable subsets Rj such that Rj ∩Ri = ∅, for j 6= i,
and µM(M\
⋃N
j=1Rj) = 0. It turns out though that the partition needs to be adapted to the
weights {ωj}Nj=1. The following result generalizes equal area partitions from [19]:
Theorem 10. Let 0 < a ≤ 1 ≤ b be fixed. For all N & b and all choices of weights {ωj}Nj=1 ⊂ R
with
∑n
j=1 ωj = 1 and
a
N ≤ ωj ≤ bN , there is a partition {Rj}Nj=1 of M such that µ(Rj) = ωj,
for j = 1, . . . , N and each Rj containing a ball of radius & (
a2
b )
1/dN−1/d and being contained
in a ball of radius . b1/dN−1/d.
The proof of Theorem 10 is based on the following lemma on non-atomic measures not
having gaps in their range:
Lemma 11 ([19]). Let S be a measurable subset of M. Then, for any 0 ≤ r ≤ µM(S), there
is Γ ⊂ S such that µM(Γ) = r.
Note that this lemma holds for more general spaces M than the ones we consider in the
present manuscript, see [19] for a brief discussion.
Corollary 12. Given positive weights {ωi}mi=1 ⊂ R, let S and Q1, . . . , Qm ⊂ S be measurable
subsets of M. If {Qi}mi=1 are pairwise disjoint with µM(Qi) ≤ ωi and µM(S) ≥
∑m
i=1 ωi, then
there are pairwise disjoint R1, . . . , Rm ⊂ S, such that Qi ⊂ Ri and µM(Ri) = ωi, i = 1, . . . ,m.
Proof. We start with S1 := S \
⋃m
i=1Qi. Since µM(S1) ≥ ω1 − µM(Q1), there is Γ1 ⊂ S1 such
that µM(Γ1) = ω1 − µM(Q1). We set R1 := Q1 ∪ Γ1. Next, we define S2 := S1 \R1. There is
Γ2 ⊂ S2 such that µM(Γ2) = ω2 − µM(Q2). Let R2 := Q2 ∪ Γ2 and so on. 
Proof of Theorem 10. Without loss of generality, we can assume that a and b are the optimal
bounds with respect to the weights {ωj}Nj=1. Our assumptions on M imply that there are
constants 0 < c1 ≤ c2 <∞ such that
(8) c1r
d ≤ µM(B(x, r)) ≤ c2rd, for all x ∈ M, 0 < r ≤ diam(M),
where B(x, r) denotes the ball of radius r centered at x. The proof proceeds as in the equal
weight case in [19], with a few technical modifications. As in [19], we know that there is a
family of dyadic cubes in M, i.e., there is 0 < δ < 1 as well as 0 < u1 ≤ u2 < ∞, a collection
of open subsets {Qkα : k ∈ Z, α ∈ Ik} in M, where each Ik is a finite index set, and points
{zkα : k ∈ Z, α ∈ Ik} with
i) µM(M\
⋃
α∈Ik
Qkα) = 0, for all k ∈ Z,
ii) for l > k and α ∈ Il, there is β0 ∈ Ik such that
– Qlα ⊂ Qkβ0 ,
– Qlα ∩Qkβ = ∅, for all β ∈ Ik with β 6= β0
iii) B(zkα, u1δ
k) ⊂ Qkα ⊂ B(zkα, u2δk), for all k ∈ Z, α ∈ Ik.
Since c1, δ, d,diam(M) are constants only depending on M, we can assume
(9) N ≥ 2b
c1δd diam(M)d .
Choose k ∈ Z such that
(10) u1δ
k+1 < (
2
c1
b
N
)1/d ≤ u1δk,
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so that we obtain the estimates
(11) µM(Q
k
α) ≥ µM(B(u1δk)) ≥ c1ud1δkd ≥ 2
b
N
.
Here, we have used (8), so that we still need to ensure u1δ
k ≤ diam(M). Indeed, we derive
u1δ
k =
u1δ
k+1
δ
≤ (
2
c1
b
N )
1/d
δ
≤ diam(M),
where we have used (9). Thus, (11) is a valid estimate.
Similarly, we derive an upper bound
µM(Q
k
α) ≤ µM(B(u2δk) ≤ c2ud2δkd ≤
c2
c1
(u2
u1
)d 2
δd
b
N
=
c2
c1
(u2
u1
)d 2
δd
b
a
a
N
.
With C := c2c1
(
u2
u1
)d
2
δd
3d ba , we have checked
(12) 2
b
N
≤ µM(Qkα) ≤
C
3d
a
N
.
For the cube generation k, we now build a graph with vertices Ik. For α, β ∈ Ik, we put an
edge (α, β) if and only if B(zkα, u1δ
k) ∩ B(zkβ, u1δk) 6= ∅. This graph is connected, cf. [19], so
that we can extract a spanning tree with leaf nodes, intermediate nodes, and one root node.
We create the directed tree T by directing the edges from the root towards the leaves, so that
(α, β) ∈ T is the directed edge between α and its child β.
The triangular inequality yields
Qkα ∪
⋃
(α,β)∈T
Qkβ ⊂ B(zkα, 3u2δk),
cf. [19, Corollary 2]. Hence, we obtain the volume estimate
(13) µM(Q
k
α ∪
⋃
(α,β)∈T
Qkβ) ≤ µM(B(zkα, 3u2δk)) ≤ c2(3u2δk)d ≤ C
a
N
.
We now aim to taking a younger generation of dyadic cubes, say l = k+m, such that all cubes
of generation l have measure smaller than 1C
a
N . Indeed, let m be a positive integer such that
(14) δm ≤ 3C−2/d < δm−1.
Notice that 3C−2/d < 1, so that this choice is possible. Thus, for all α ∈ Il, we get from (14)
and (10)
µM(Q
l
α) ≤ µM(B(u1δl)) ≤ (c2ud1δkd)δmd
≤ (c2ud1δkd)3dC−2
≤ c2
c1
2
δd
3d
b
a
a
N
C−2 ≤ 1
C
a
N
.
We now construct the partition by running through the directed tree T and using the above
estimates, which are overkill for the leaves but are more appropriate for the remaining nodes.
Let us denote the weights by Ω := {ωj}Nj=1.
7Leaves. Start with a leave node α ∈ Ik. Take the maximal number of weights from Ω such
that their sum is not bigger than µM(Q
k
α). Say this maximal number is Nα and denote the
corresponding subset by Ωα ⊂ Ω. Each cube of generation l has measure at most 1C aN , so that
the volume of Nα cubes of generation l is bounded by
Nα
1
C
a
N
≤ 1
C
µM(Q
k
α) ≤
1
M
µM(Q
k
α ∪
⋃
(α,β)∈T
Qkβ) ≤
a
N
,
where we have used (13). According to (12), Qkα has sufficient volume that we can choose Nα
cubes of generation l inside of Qkα. Let us denote them by Q
l
β1
, . . . , QlβNα
. By Corollary 12,
we enlarge each of such cubes within Qkα, so that their measure matches the weights in Ωα, so
that we obtain {Rβi}Nαi=1. The remainder in Qkα, i.e., Wα := Qkα \
⋃Nα
i=1Rβi has volume less than
b/N , because we took the maximal number of weights.
We repeat the above steps for each leaf node but only allow weights in Ω that have not been
chosen previously. After having finished all leaves, we have remainders Wα ⊂ Qkα, for each
α ∈ Ik that corresponds to a leaf.
Intermediate nodes. For each α ∈ Ik that is neither a leaf nor the root, start with Xα =
Qkα ∪
⋃
(α,β)∈T Wβ, that is we add all the remainders coming from the children of α. Note
that we can proceed with the intermediate nodes in an ordering such that the remainders Wβ
with (α, β) have indeed all been computed yet. Note also that we can assume Wβ ⊂ Qkβ,
for all (α, β) ∈ T . Now repeat the same argument as before with Xα in place of Qkα. Take
the maximal number of the remaining weights from Ω such that their sum is not bigger than
µ(Xα). Again, this number is denoted by Nα and the corresponding subset of the weights by
Ωα. As we saw before, the entire volume of Nα cubes of generation l is at most a/N , so that
they can be chosen within Qkα. Let us denote these cubes by Q
l
β1
, . . . , QlβNα
. The volume of
Qkα \
(⋃Nα
i=1Q
l
βi
)
is still at least b/N . According to Lemma 11, there is Wα ⊂ Qkα \
(⋃Nα
i=1Q
l
βi
)
with volume
µM(Wα) = µM(Xα)−
∑
ω∈Ωα
ω < b/N.
By Corollary 12, we extend the cubes Qlβ1 , . . . , Q
l
βNα
within Xα \ Wα, so that the volumes
match the weights in Ωα, yielding subsets {Rβi}Nαi=1. By comparing volumes, the union of the
extensions now covers the neighboring remainders Wβ (at least up to a set of measure zero),
and the new remainder Wα is indeed contained in Q
k
α.
We proceed with the remaining weights for each of the intermediate nodes in a suitable
order.
Root. We do the same as for intermediate nodes but comparing volumes yields that the re-
mainder of the root node must have measure zero.
After having treated each node in T , we have collected a partition {Rj}Nj=1, so that we
obtain, with a suitable reordering, µM(Rj) = ωj, for j = 1, . . . , N .
Since each Rj contains a cube of generation l, it contains a ball of radius u1δ
l. A short
calculation yields δl &
(
a2
b
)1/d
N−1/d. On the other hand, each Rj is contained in a ball of
radius 3u2δ
k . b1/dN−1/d, which concludes the proof. 
Remark 13. Theorem 10 holds for any complete, connected metric measure spaces that satisfy
(8), cf. [19] for further details.
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5. Marcinkiewicz-Zygmund inequalities
The proof of Lemma 9 will be based on Marcinkiewicz-Zygmund inequalities that hold for
points taken from partitions as in Theorem 10. In fact, we use slightly weaker conditions:
Theorem 14 (Marcinkiewicz-Zygmund 1). Under the assumptions on the weights in Theorem
8, let N & b( ba)
2dtd and suppose that {Rj}Nj=1 are measurable subsets of M satisfying
- µM(M\
⋃N
j=1Rj) = 0,
- µM(Ri ∩Rj) = 0, for all i 6= j,
- µM(Rj) = ωj, for j = 1, . . . , N ,
- there are points zj ∈ Rj , j = 1, . . . , N , and constants L1 ≍ (a2b )1/d and L2 ≍ b1/d, such
that
(15) B(zj, L1N
−1/d) ⊂ Rj ⊂ B(zj , L2N−1/d).
Then, for all f ∈ Pol0t (Rn) and for any choice of points xj ∈ B(zj , L2N−1/d), j = 1, . . . , N , it
holds
1
2
∫
M
|f(x)|dµM(x) ≤
N∑
j=1
ωj|f(xj)| ≤ 3
2
∫
M
|f(x)|dµM(x).
Proof. We follow the equal weight case in [17] with minor technical modifications. Note that
we aim at establishing the estimate∣∣∣ ∫
M
|f(x)|dµM(x)−
N∑
j=1
ωj|f(xj)|
∣∣∣ ≤ 1
2
∫
M
|f(x)|dµM(x),
which implies the assertion. Choose α & b( ba)
2d such that N = αtd, so that condition (15)
yields
(16) B(zj , α
− 1
dL1t
−1) ⊂ Rj ⊂ B(zj , α−
1
dL2t
−1).
Triangle and reverse triangle inequalities lead to∣∣∣ ∫
M
|f(x)|dµM(x)−
N∑
j=1
ωj|f(xj)|
∣∣∣ = ∣∣∣ N∑
j=1
∫
Rj
|f(x)|dµM(x)−
N∑
j=1
∫
Rj
|f(xj)|dµM(x)
∣∣∣
≤
N∑
j=1
∫
Rj
∣∣|f(x)| − |f(xj)|∣∣dµM(x)
≤
N∑
j=1
∫
Rj
∣∣f(x)− f(xj)∣∣dµM(x).
There are x′j ∈ B(zj, α−
1
dL2t
−1), j = 1, . . . , N , such that ‖∇Mf(x′j)‖ ≥ ‖∇Mf(x)‖, for all
x ∈ B(zj , α− 1dL2t−1). We obtain with (16)
∣∣∣ ∫
M
|f(x)|dµM(x)−
N∑
j=1
ωj|f(xj)|
∣∣∣ ≤ N∑
j=1
ωj diam(B(zj , α
− 1
dL2t
−1))‖∇Mf(x′j)‖
≤ 2α− 1dL2t−1
N∑
j=1
ωj‖∇Mf(x′j)‖.
9Let X denote the complexification of M, which consists of the complex zeros of the ideal
defining M. From [8, Section 2.4], see also [17], we know that
‖∇Mf(x′j)‖ . t2d+1
∫
BX(x
′
j ,t
−1)
|f(z)|dµX(z),
where BX(x
′
j , t
−1) denotes the ball in X of radius t−1 centered at x′j and µX denotes the
measure on the complexification. Without loss of generality, we assume α1/d ≥ 2L2, so that
BX(x
′
j , 2α
− 1
dL2t
−1) ⊂ BX(x′j , t−1).
If π is any permutation of {1, . . . , N}, for which
m⋂
i=1
BX(x
′
π(i), t
−1) 6= ∅,
then, as in [17], a volume comparison and overlap arguments imply m . α
Ld
1
. Therefore, we
derive
N∑
j=1
∫
BX(x
′
j ,t
−1)
|f(z)|dµX(z) . α
Ld1
∫
⋃N
j=1BX(x
′
j ,t
−1)
|f(z)|dµX(z)
According to [17, Lemma 3.1], this leads to
N∑
j=1
∫
BX(x
′
j ,t
−1)
|f(z)|dµX(z) . α
Ld1
1
td
∫
M
|f(x)|dµ(x),
so that we obtain
N∑
j=1
ωj‖∇Mf(x′j)‖ .
b
N
α
Ld1
t2d+1
td
∫
M
|f(x)|dµ(x).
Putting all this together, we derive
∣∣∣ ∫
M
|f(x)|dµM(x)−
N∑
j=1
ωj|f(xj)|
∣∣∣ . 2α− 1dL2t−1 b
N
α
Ld1
td+1
∫
M
|f(x)|dµ(x)
. 2α−1/d
bL2
Ld1
∫
M
|f(x)|dµ(x).
Due to the choice
(17) α1/d & b1/d(
b
a
)2 &
bL2
Ld1
,
we conclude α−
1
d
bL2
Ld
1
. 1/2. The latter can actually be pushed below 1/2 by adjusting the
constant in the assumption N & b( ba)
2dtd. 
Next, we state analogous Marcinkiewicz-Zygmund inequalities for gradients. We need the
following preparatory result:
Proposition 15. Let k ∈ N be any fixed number. Suppose that the assumptions of Theorem
14 hold, where the constant for the lower bound on N may now depend on k. Then, for all
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vectors of polynomials g = (g1, . . . , gn) ∈
(
Pol0t+k(R
n)
)n
1
2
√
n
∫
M
‖g(x)‖dµ(x) ≤
N∑
j=1
ωj‖g(xj)‖ ≤ 3
√
n
2
∫
M
‖g(x)‖dµ(x).
Proof. As in [17], we observe ‖g(x)‖ ≤ ∑ni=1 |gi(x)| ≤ √n‖g(x)‖ and apply Theorem 14 for
each gi. 
The following Marcinkiewicz-Zygmund inequality for gradients will be an important ingre-
dient for the proof of Lemma 9:
Theorem 16 (Marcinkiewicz-Zygmund 2). Under the notation and the assumptions of Theo-
rem 14, it holds
(18)
∫
M
‖∇Mf(x)‖dµM(x) ≍
N∑
j=1
ωj‖∇Mf(xj)‖.
As for the analogous statements in [17], Theorem 16 follows from Proposition 15. We omit
the details.
6. Proof of Lemma 9
The Marcinkiewicz-Zygmund inequalities in Theorem 16 are now used to verify Lemma 9:
Proof of Lemma 9. We have collected all ingredients to essentially follow the steps in [17] and
[9]. Let R = {Rj}Nj=1 be a partition as in Theorem 10 and consider the gradient flow with
starting points xj = zj ∈ Rj , for j = 1, . . . , N . For an arbitrary polynomial f ∈ Pol0t (Rn), we
derive
〈f,
N∑
j=1
ωjK(·, yj(f, s0))〉 =
N∑
j=1
ωjf(yj(f, s0))
=
∫ s0
0
∂s
N∑
j=1
ωjf(yj(f, s))ds +
N∑
j=1
ωjf(zj)
≥
∫ s0
0
∂s
N∑
j=1
ωjf(yj(f, s))ds −
∣∣∣ N∑
j=1
ωjf(zj)
∣∣∣.
As in the proof of Theorem 14, we estimate
∣∣∣ N∑
j=1
ωjf(zj)
∣∣∣ ≤ ‖R‖ N∑
j=1
ωj
∥∥∇Mf(x′j)∥∥,
where ‖R‖ := maxj=1,...,N diam(Rj) and x′j ∈ B(zj , L2N−1/d), j = 1, . . . , N . By using the
Marcinkiewicz-Zygmund inequalities for the gradients in Theorem 16 and recalling that we are
dealing with
∫
M ‖∇Mf(x)‖dµM(x) = 1, there is a constant KM ≥ 1, such that
(19)
1
KM ≤
N∑
j=1
ωj‖∇Mf(x′j)‖ ≤ KM
11
implying ∣∣∣ N∑
j=1
ωjf(zj)
∣∣∣ ≤ KM‖R‖.
The chain rule and the definition of Uǫ yield
∂s
N∑
j=1
ωjf(yj(f, s)) =
N∑
j=1
ωj
∥∥∇Mf(yj(f, s)∥∥2
Uǫ(‖∇Mf(yj(f, s))‖)
≥
∑
{j:|∇Mf(yj (f,s)
∣∣|≥ǫ}
ωj
∥∥∇Mf(yj(f, s)∥∥
≥
N∑
j=1
ωj(
∥∥∇Mf(yj(f, s)∥∥− ǫ)
Let s0 = 3K2M‖R‖ and ǫ = 12KM . We observe ‖∂syj(f, s)‖ ≤ 1 by (7). Thus, for arbitrarily fixed
s ∈ [0, s0], the distance between the starting point zj and yj(f, s) cannot exceed s0. Assuming
without loss of generality that 3K2M‖R‖ ≤ L2N−1/d we thus have yj(f, s) ∈ B(zj , L2N−1/d).
Applying Theorem 16 as in (19) yields
∂s
N∑
j=1
ωjf(yj(f, s)) ≥ 1KM − ǫ.
Since s was arbitrary, the above inequality holds for all s ∈ [0, s0], so that we obtain
〈f,
N∑
j=1
ωjK(·, yj(f, s0))〉 ≥ 3K2M‖R‖
( 1
KM −
1
2KM
)−KM‖R‖
≥ KM‖R‖
2
> 0.
Applying Theorem 7 completes the proof. 
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