Abstract. In this paper, we study the following time-dependent stochastic differential equation
Introduction
The main purpose of this paper is to establish the strong well-posedness for a class of supercritical stochastic differential equations driven by non-degenerate α-stable processes, and with time-dependent Hölder drift b. More precisely, we are mainly concerned with the following SDE: dX t = σ t (X t− )dZ t + b t (X t )dt,
where σ :
are two Borel measurable functions, and Z is a pure jump Lévy process with Lévy measure ν whose characteristic function φ(x) is given by
When σ t (x) and b t (x) are Lipschitz continuous in x ∈ R d , it is well known that by applying Picard's iteration method and by first removing large jumps of Z, one can show that SDE (1.1) has a unique strong solution. This paper is concerned with the strong existence and strong uniqueness solution to SDE (1.1) when b t (x) is not Lipschitz continuous in x. To state our condition on Lévy measure ν, for α ∈ (0, 2), denote by L (α) non the space of all non-degenerate α-stable measures ν (α) , that is,
where Σ is a finite measure over the unit sphere S We assume that there are ν 1 , ν 2 ∈ L (α)
non , β ∈ (1 − α/2, 1) and Λ > 0 so that for all t 0 and x, y ∈ R d , ν 1 (A) ν(A) ν 2 (A) for A ∈ B(B 1 (0)), (1.4) |b t (x)| Λ and |b t (x) − b t (y)| Λ|x − y| β , (1.5) Λ −1 |ξ| |σ t (x)ξ| Λ|ξ|, σ t (x) − σ t (y) Λ|x − y|, (1.6) where · denotes the Hilbert-Schmidt norm of a matrix, and |·| denotes the Euclidean norm. We call a pure jump Lévy process Z whose Lévy measure ν satisfies condition (1.4) an α-stable-like Lévy process. The following is the main result of this paper. t ) is a cylindrical α-stable process, that is, each component is an independent copy of a non-degenerate one-dimensional (possibly asymmetric) α-stable process, then condition (1.3) is satisfied. Note that in this case, the Lévy measure of Z t is singular with respect to the Lebesgue measure. Remark 1.3. By a standard localization method, if (1.5) and (1.6) are assumed to hold on each ball B(0, R) := {x ∈ R d : |x| < R} with Λ depends on R, then for each x ∈ R d , there exists a unique strong solution to SDE (1.1) up to the explosion time ζ with lim t↑ζ X t = ∞.
The study of weak and strong well-posedness of SDE (1.1) with irregular coefficients has a long history and there is a large amount of literatures devoted to this topic especially when Z is a Brownian motion. When Z is a standard d-dimensional Brownian motion, σ t = I d×d and b is bounded measurable, Veretennikov [15] proved that SDE (1.1) has a unique strong solution, which extended a result of Zvonkin [19] in one-dimension. Using Girsanov's transformation and results from PDEs, Krylov and Röckner [9] obtained the existence and uniqueness of strong solutions to SDE (1.1) when σ is the identity matrix and b satisfies
These results have been extended to SDEs with Sobolev diffusion coefficients and singular drifts in [16, 17] by using Zvonkin's idea.
However, things become quite different when Z is a pure jump Lévy process. For onedimensional case, Tanaka, Tsuchiya and Watanabe [14] proved that if Z is a symmetric α-stable process with α ∈ [1, 2), σ t (x) ≡ 1 and b t (x) = b(x) is bounded measurable, then pathwise uniqueness holds for SDE (1.1). They further show that if α ∈ (0, 1), and even if b is Hölder continuous, the pathwise uniqueness may fail. For one-dimensional multiplicative noise case where σ t (x) = σ(x), see [2] and [10, Theorem 1] . For multidimensional case, Priola [11] proved pathwise uniqueness for (1.1) when σ t (x) = I d×d , Z is a non-degenerate symmetric but possibly non-isotropic α-stable process with α ∈ [1, 2) and b t (x) = b(x) ∈ C β (R d ) with β ∈ (1 − α/2, 1) is time-independent. Note that in this case, the infinitesimal generator corresponding to the solution X of (
is the infinitesimal generator of the Lévy process Z, which is a nonlocal operator of order α. When α > 1, L (α) is the dominant term, which is called the subcritical case. When α ∈ (0, 1), the gradient ∇ is of higher order than the nonlocal operator L (α) so the corresponding SDE (1.1) is called supercritical. The critical case corresponds to α = 1. Priola's result was extended to drift b in some fractional Sobolev spaces in the subcritical case in Zhang [18] and to more general Lévy processes in the subcritical and critical cases in Priola [12] . Recently, for a large class of Lévy processes, Chen, Song and Zhang in [6] established strong existence and pathwise uniqueness for SDE (1.1) when σ t (x) = I d×d and b t (x) is time-dependent, Hölder continuous in x. Therein, the authors not only extend the main results of [11] and [12] for the subcritical and critical case (α ∈ [1, 2)) to more general Lévy processes and time
, 1), but also establish strong existence and pathwise uniqueness for the supercritical case (α ∈ (0, 1))
, 1)). It partially answers an open question posted in [11] on the pathwise well-posedness of SDE (1.1) in the supercritical case. However, when Z is a cylindrical α−stable process Z, the result of [6] requires α > 2/3. As mentioned in [6] , it is a quite interesting question whether the constraint α > 2/3 can be dropped. Theorem 1.1 of this paper not only gives an affirmative answer to the above question but moreover it is done for the multiplicative noise setting. We remark that except in the one-dimensional case, almost all the known results in literature on strong well-posedness of SDE (1.1) driven by pure jump Lévy process Z requires σ t (x) = I d×d .
We now describe the approach of this paper. As usual, to study the strong well-posedness of SDE (1.1), we shall use Zvonkin's transform, which requires a deep understanding for the following nonlocal PDE (Kolmogorov's equation):
where
We mention that when L t is the usual fractional Laplacian ∆ α/2 := −(−∆) α/2 with α ∈ (0, 1), that is, when ν(dz) = |z| −d−α dz and σ = I d×d in the above definition, and b ∈ L ∞ ([0, T ]; C β ) with β ∈ (1 − α, 1), Silvestre [13] obtained the following a priori interior estimate for any solution u of (1.7):
where B r := {x ∈ R d : |x| < r}. Such an interior estimate suggests that one could solve the supercritical SDE (1.1) uniquely when Z is a rotationally symmetric α-stable process with α ∈ (0, 1) and b ∈ L ∞ ([0, T ]; C β ) with β ∈ (1 − α/2, 1) (see [12] ). However the approach of [13] 
, where F ( f ) denotes the Fourier transform of f ) is bounded from above by −c 0 |ξ| α , we show the following a priori estimate for (1.7): for every f (x + σ t (x)z)ν(dz) may not be smooth even if f (x) and σ t (x) are smooth.
Thus to treat the general case, we have to first remove the large jumps. Next we need to impose a small condition on the oscillation of σ by using a perturbation argument, see Theorem 3.3 below, which will be removed later through a localization and patching together procedure. This paper is organized as follows: In Section 2, we recall some well-known facts from Littlewood-Paley theory, in particular, the Bony decomposition and Bernstein's inequalities, and establish a useful commutator estimate. In Section 3, we study the nonlocal advection equation (1.7) with irregular drift b, and obtain some a priori estimates in Besov spaces. In Section 4, we prove our main theorem by Zvonkin's transform and a suitable patching together technique.
We close this section by mentioning some conventions used throughout this paper: We use := as a way of definition. For a, b ∈ R, a ∨ b := max{a, b} and a ∧ b := min{a, b}, and on
The letter c or C with or without subscripts stands for an unimportant constant, whose value may change in difference places. We use A ≍ B to denote that A and B are comparable up to a constant, and use A B to denote A CB for some constant C.
Preliminary
In this section, we recall some basic facts from Littlewood-Paley theory, especially Bernstein's inequalities (see [1] ). We then establish a commutator estimate, which plays an important role in our approach.
Let S (R d ) be the Schwartz space of all rapidly decreasing functions, and
For R, R 1 , R 2 0 with R 1 < R 2 , we shall denote
The following simple fact will be used frequently: Let f, g ∈ S ′ (R d ) be two tempered distributions with supports in B R 0 and D R 1 ,R 2 respectively. Then
be a smooth radial function with
It is easy to see that ϕ 0 and supp ϕ ⊂ B 3/2 \ B 1/2 and
From now on we shall fix such χ and ϕ, and introduce the following definitions.
Definition 2.1. The dyadic block operator Π j is defined by
For s ∈ R and p, q ∈ [1, ∞], the Besov space B s p,q is defined as the set of all f ∈ S ′ (R d ) with
Some literature, e.g., [1, 4] , uses notation ∆ j for the dyadic block operator Π j defined above. We choose to use notation Π j in this paper out of two considerations: the dyadic block operator is a projection operator in the L 2 -space and we want to avoid possible confusion with Laplacian operator ∆.
Let 
Let h = F −1 χ be the inverse Fourier transform of χ. Define
and for j 0,
By definition it is easy to see that
The cut-off low frequency operator S k is defined by
It is easy to see that
Moreover, by (2.2), one has
The following identity f g = T f g + T g f + R( f, g) is called the Bony decomposition of f g.
We first recall the following Bernstein's type inequality (cf. [1] and [4] ).
and for any j 0, 9) and for any 2 p < ∞, j 0 and α ∈ (0, 2), there is a constant c > 0 such that for all f ∈ S ′ (R d ),
The following commutator estimate plays an important role in this paper.
Proof. We first consider the case β 2 = 0. In this case , by (2.5),
For any p ∈ [1, ∞] and s ∈ (0, 1), by Theorem 2.36 of [1] ,
Using Hölder's inequality and (2.4), we have
(2.12)
Next we consider the case β 2 ∈ [−β 1 , 0). By using Bony's decomposition, we can write
Notice that by (2.6) and (2.1),
Therefore, by (2.6) and (2.12) we have
Similarly, by Hölder's inequality and β 2 < 0, we have
and
Finally, we have
= 1, and
Combining the above calculations and using f B s
, we complete the proof.
Nonlocal parabolic equations
In this section we study the solvability and regularity of nonlocal parabolic equation (1.7) with Hölder drift. Let σ be a constant d × d-matrix and ν a measure on R d such that
We define a Lévy-type operator L ν σ by
By Fourier's transform, we have
. In this section, for λ 0, we study the solvability of the following equation with Besov drift
For a space-time function f :
In this subsection we consider equation (3.1) with time dependent constant coefficient σ t (x) = σ t . First of all, we establish the following Bernstein's type inequality for nonlocal operator L ν σ , which plays a crucial role in the sequel. Lemma 3.1. Suppose Re(ψ ν σ (ξ)) −c 0 |ξ| α for some c 0 > 0. Then for any p > 2, there is a constant c p = c(c 0 , p) > 0 such that for j = 0, 1, · · · ,
and for j = −1,
Proof
Letting g be a smooth function, by definition we have
Multiplying both sides by |g| p/2 and then integrating in x over R d , by Plancherel's formula, we obtain
which in turn gives the desired estimate by taking g = Π j f and (2.10).
Now we can state our main result of this subsection. 
4)
and for any s Proof. (i) We first assume
. Under this assumption, it is well-known that the non-local PDE (3.1) has a unique smooth solution u (see [17] ). Our main task is to show the a priori estimates (3.4) and (3.5). Using operator Π j acts on both sides of (3.1), we have
For p > 2, by the chain rule or multiplying both sides by |Π j u| p−2 Π j u and then integrating in x, we obtain
and by Lemma 3.1, there is a c > 0 such that 
j . By Bernstein's inequality (2.8), we have
For I
(32) j , we have by the divergence theorem and (2.8) again,
Combining the above two estimates, we obtain
Since 1 − β + d/p < α, by dividing both sides by Π j u p−1 p and using Young's inequality, we get for some c 0 , λ 0 > 0 and all j −1,
which implies by Gronwall's inequality that for all j −1,
Hence,
where we have used that 2 α j t 0 e −c 0 2 α j s ds = (1 − e −c 0 2 α j )/c 0 1/c 0 .
. By embedding relation (2.3) and interpolation theorem, we have for all ε ∈ (0, 1),
and similarly,
Substituting these into (3.7) and letting ε be small enough, we get 8) and also,
Now, multiplying both sides of (3.6) by 2 γ j and then taking supremum over j, we obtain
Thus, by Gronwall's inequality we get
, which together with (3.8) yields (3.4). Combining (3.4) with (3.10), using the interpolation theorem again, we obtain (3.5).
(ii) Let ρ be a non-negative smooth function with compact support in
Let u ε be the smooth solution of PDE (3.1) corresponding to b ε and f ε , which can be written as
By the a priori estimate (3.4), we have
By this uniform estimate and (3.11), we also have for all 0 t t
Thus, there is a subsequence (still denoted by u ε ) and a continuous function u with
By taking limits and suitable weak convergence method, we obtain the existence of solution u (see [6] for more details).
3.2. Variable diffusion coefficient case. In this subsection we consider the variable diffusion coefficient case, and introduce the following assumptions on σ t (x): (H θ ε ) There are θ, ε ∈ (0, 1) and Λ 1 such that σ t (x) − σ t (y) Λ|x − y| θ and σ t (x) = σ t (0) for |x| ε, (3.12)
Notice that (3.12) means that σ only varies near 0 and this implies that
About the Lévy measure ν, we assume
In particular, for any δ > α,
Since the Lévy measure ν is not necessarily absolutely continuous with respect to the Lebesgue measure, it seems hard to show that for any f ∈ B α+γ p,∞ ,
which is very essential if one wants to use the perturbation argument. Thus we have to first remove the large jump part and consider the following operator
The following theorem is the main result of this subsection. Although this analytic result needs a special assumption on the oscillation of σ t (·), it is enough for us to get our Theorem 1.1.
Theorem 3.3. Let β ∈ (0, 1) and α ∈ (0, 2) with α+β > 1. Let T > 0 and p ∈ (
. Then there are ε 0 ∈ (0, 1) and λ 0 > 0 such that for all ε ∈ (0, ε 0 ) and λ ∈ (λ 0 , ∞), 16) and for any s ∈ (0, α + γ), 17) where c λ = c(λ, d, p, α, s) → 0 as λ → ∞.
In order to get the above result, we need the following commutator estimate. 
Combining the above calculations, we obtain the desired estimate.
, ∞) and θ ∈ (
where c ε → 0 as ε → 0.
Proof. For simplicity of notation, we drop the time variable t and write
We prove the estimate for α ∈ (0, 1). The case α ∈ [1, 2) is similar. By [5, (2.19 )], we have
Noticing that by (3.12), 
To show the estimate, by (2.7), we have
For J 1 , by (3.19 ) and Bernstein's inequality (2.9), we have
For J 2 , for any γ ∈ (0,
, we get δ + 
Combining the above calculations, we obtain the estimate.
We are in a position to give
Proof of Theorem 3.3. By the classical continuity method or Picard's iteration, it suffices to prove the a priori estimate (3.16). Let us rewrite equation (3.1) as
By the assumption θ > β > 1
θ. So, by (3.4) and Lemma 3.5, for any γ ∈ (0, β], we have
where C is independent of ε and λ. Choosing ε 0 small and λ 0 large enough, we get for all ε ∈ (0, ε 0 ) and λ ∈ (λ 0 , ∞),
Thus, we finish the proof. In this section, we give a proof for the main result of this paper, Theorem 1.1. Let N(dt, dz) be the Poisson random measure associated with Z, that is,
whose intensity measure is given by dtν(dz). LetÑ(dt, dz) = N(dt, dz) − dtν(dz) be the compensated Poisson random martingale measure. By Lévy-Itô's decomposition, we have
zN(ds, dz), zN(1, dz) . Thus, SDE (1.1) can be written as
To solve SDE (1.1), by standard interlacing technique, it suffices to solve the following SDE
Below we shall fix a complete and right continuous filtered probability space (Ω, F , P; (F t ) t 0 ) so that all the processes are defined on it. Let us first show the following preliminary result.
) with common bound Λ for almost every ω, where ε 0 is the same as in Theorem 3.3. Then there is a unique F t -adapted solution X t so that
Proof. Let T > 0. Consider the following backward nonlocal parabolic system with random coefficients:
By the assumptions and Let Φ t (x, ω) = x + u t (x, ω). Then by (4.3), x → Φ t (x, ω) is a C 1 -diffeomorphism and X t+τ n (ω) := X ′ t (ω) + X τ n (ω). Observe that {τ n+1 < s} = ∪ t∈Q,t<s ({τ ′ < t} ∩ {τ n < s − t}) ∈ F s .
This means that τ n+1 is an F t -stopping time. Since t → X ′ t is right continuous, by Lemma 4.2, we also have 1 [τ n ,τ n+1 ) (t)X t is F t -measurable.
Moreover, by construction and induction, it is easy to see that for t < τ n+1 , X t uniquely solves The proof is complete.
