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growth-fragmentation by its intrinsic area
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Abstract
The genealogical structure of self-similar growth-fragmentations can be described in terms of a
branching random walk. The so-called intrinsic area A arises in this setting as the terminal value
of a remarkable additive martingale. Motivated by connections with some models of random planar
geometry, the purpose of this work is to investigate the effect of conditioning a self-similar growth-
fragmentation on its intrinsic area. The distribution of A satisfies a useful smoothing transform which
enables us to establish the existence of a regular density a and to determine the asymptotic behavior
of a(r) as r → ∞ (this can be seen as a local version of Kesten-Grincevicˇius-Goldie theorem’s for
random affine fixed point equations in a particular setting). In turn, this yields a family of martingales
from which the formal conditioning on A = r can be realized by probability tilting. We point at a limit
theorem for the conditional distribution given A = r as r → ∞, and also observe that such conditioning
still makes sense under the so-called canonical measure for which the growth-fragmentation starts from
0.
Keywords: Growth-fragmentation; branching process; self-similarity; smoothing transform; intrinsic
martingale.
AMS subject classifications: 60G18; 60J80
1 Introduction
AMarkovian growth-fragmentation is a Crump-Mode-Jagers type branching process which can be thought
of as a model describing masses of individuals in a family of living cells. These evolve independently one
from the other, and the dynamics of the mass of a typical cell are governed by a Markov process on R+.
Each negative jump-time for the mass is interpreted as a birth event, in the sense that it is the time at
which a daughter cell is born, whose initial mass is precisely given by the absolute size of the jump (so
that conservation of masses holds at birth events). When those dynamics further enjoy self-similarity,
the process that records masses of cells at birth given their generations is a branching random walk.
Under fairly general assumptions, this naturally yields a remarkable martingale, whose terminal value
A is called the intrinsic area of the growth-fragmentation, see Section 2 in [3]. The intrinsic area A is a
fundamental random variable which notably appears in a variety of limit theorems for self-similar growth-
fragmentations, see Dadoun [8]; we also refer to the well-known contributions [12, 13, 23] by Jagers and
Nerman for closely related works where akin intrinsic martingales now are determined by the so-called
Malthusian parameter.
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Motivations. The purpose of the present work is to investigate the conditional versions of such self-
similar growth-fragmentation processes given A. One of our motivations comes from recent connections
[3, 4, 15, 22] between growth-fragmentations and random planar geometry. In these connections, growth-
fragmentations with a given intrinsic area correspond, intuitively speaking, to random surfaces with a
given“area”. Indeed, in [4], we have considered cycles obtained by slicing at all heights random Boltzmann
triangulations with a simple boundary, and we have established a functional invariance principle for the
lengths of these cycles, appropriately rescaled, as the size of the boundary grows. The limiting process
is described using a self-similar growth-fragmentation process with explicit parameters, and roughly
speaking encodes the breadth-first search of the Brownian disk (as considered in [22]), and the intrinsic
area of the growth-fragmentations corresponds to the “area” of the Brownian disk. See [3, Section 6] for
the more general case of stable Boltzmann planar maps.
Regularity of the density of the intrinsic area. Of course, the study of conditioning a growth-
fragmentation on the value of its intrinsic area A requires first investigating the distribution of A. In the
setting of branching random walks, distributions of terminal values of Biggins’ additive martingales are
usually not known explicitly, and there is a vast literature about their properties that is based on the
so-called smoothing transform. We refer notably the treatise [7] and the recent works [9, 20] in which
many more references can be found.
We shall consider the framework where the dynamics describing masses of individuals is given by a
non-negative self-similar Markov process with no positive jumps, and we denote by κ : R+ → (−∞,∞]
the so-called associated cumulant function (see (6) for a precise definition), which is a convex function
with limq→∞ κ(q) = ∞. Throughout this work we make the fundamental assumption that Crame´r’s
condition is in force:
there exist 0 < ω− < ω+ <∞ such that κ(ω±) = 0 and κ
′(ω−) > −∞.
Also, as in [3] we suppose that κ in finite in a neighborhood of ω+. Specifying to our case general results
due to Liu [17, 18], we shall first establish the existence of a regular density a for the intrinsic area A
under P1, which is the law of the system starting from one particle of size 1 (see Section 2 for precise
definitions, and in particular (11) for the definition of A).
Theorem 1.1. The law of A under P1 is absolutely continuous. More precisely, there exists a ∈ C∞0 (R
∗
+)
(i.e. for any n ≥ 0, the derivative of order n, a(n), is a continuous function on (0,∞) which vanishes
both at 0 and at ∞) such that
P1(A ∈ dr) = a(r)dr.
We then establish precise local estimates for the asymptotic behavior of a(r) as r → ∞ and we
also actually see that a is actually everywhere positive on (0,∞). We recall first from Lemma 2.3 in
[3] the following consequence of a general estimate also due to Liu [17] (related to the famous Kesten-
Grincevicˇius-Goldie theorem) for the tail distribution:
P1(A > r) ∼
r→∞
cr−ω+/ω− , (1)
where c ∈ (0,∞) is some constant. The following result is a local and sharper version of (1).
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Theorem 1.2. The following assertions hold.
(i) We have
a(r) ∼
r→∞
c
ω+
ω−
r−1−ω+/ω− ,
where c is the constant appearing in (1).
(ii) For every r > 0, we have a(r) > 0.
The proof of Theorem 1.2 occupies a major part in this work. It will be achieved through the use
of several recursive distributional equations related to the smoothing transform satisfied by A. Those
fixed point equations are derived via first-passage times and path decompositions of Le´vy processes with
no positive jumps, since the latter arise naturally in the description of the trajectories of cells via the
well-known Lamperti’s transformation for self-similar Markov processes; see Lemma 3.2. The absence
of positive jumps is a crucial assumption in several arguments of the proof of Theorem 1.2 but not
elsewhere (in particular Theorem 1.1 holds for growth-fragmentations with positive jumps). However,
Theorem 1.2 should hold in a greater generality, see in particular the growth-fragmentations with positive
jumps considered in Section 6 of [3] for which A is a biased stable law. We refer to Section 3.4 for possible
extensions.
Conditioning on the intrinsic area. Properties of the density a are essential to construct a regular
disintegration of self-similar growth-fragmentations with respect to their intrinsic areas (Corollary 4.2).
More precisely we shall identify martingales given in terms of the density a (Theorem 4.1). This allows
us to define a new probability distribution by tilting (see (29)), which roughly speaking amounts on
conditioning on having a fixed intrinsic area. We shall then use this representation to study the asymptotic
behavior of the conditional distributions, first given A = r → ∞ (Corollary 4.5), and then when the
growth-fragmentation has initial mass zero (Lemma 4.6), which requires working under the so-called
canonical measure. In the connection with random planar geometry, the first setting amounts to working
with certain marked random surfaces without a boundary. Indeed, a particular realization of the infinite
measure N−0 defined in Section 4.3 corresponds to the so-called Boltzmann measure on the space of
Brownian map instances in [22]. It should also appear in the extension of the functional limit theorem of
[4] to Boltzmann triangulations without a boundary. This will be investigated in future work.
We stress that the construction of growth-fragmentations conditioned on its intrinsic area only uses
Theorem 1.2 as an input and works mutatis mutandis in the presence of positive jumps. In particular, it
applies to the processes considered in [3, Section 6] related to stable Boltzmann maps.
Outline. The plan of the rest of this article is as follows. General notation and background on growth-
fragmentations and cell systems are presented in Section 2. Section 3 is devoted to properties of the
density of the intrinsic area, and the applications to conditioning on A = r are developed in Section 4.
2 Notation, assumptions, and background
We lift from [3] some notation and assumptions related to self-similar Markov processes, cell systems,
growth-fragmentation processes, etc. and several related notions that will be used throughout this text.
As we shall need to work with many different laws or measures, it will be convenient to adopt canonical
notation, in the sense that we shall denote by X,X ,X, etc. coordinate processes on some specific spaces of
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functions, which are then endowed with different probability (or even σ-finite) measures, P,Q,P ,Q,P,Q,
etc. As a consequence, different notation for mathematical expectations such as E and E can be used,
sometimes in the same formula.
• Generic trajectories and rescaling. In this work, we consider ca`dla`g functions w : [0,∞)→ [0,∞)
that are stopped at their first hitting time of 0. That is, if we write ζw := inf{t > 0 : w(t) = 0}, then
w(s) = 0 for all s ≥ ζw. We call ζw the lifetime of w; we stress that ζw may be infinite (i.e. w(s) > 0 for
all s > 0) and also that w may have a positive lifetime ζw ∈ (0,∞] even when w(0) = 0.
We further impose the absence of positive jumps, i.e. ∆w(t) := w(t) − w(t−) ≤ 0 for all t ∈ (0, ζw),
and that w never reaches the absorbing state 0 by a jump (i.e. w(ζw−) = 0 whenever ζw < ∞). We fix
some deterministic procedure for enumerating the absolute values of the jump sizes. When ζw <∞, we
usually decide to enumerate those in the non-decreasing order, but other procedures could also be used.
When w has only finitely many jumps, we agree for definitiveness to complete this finite sequence by an
infinite sequence of 0’s.
Functions w as above will be often referred to as trajectories, and the space of trajectories is endowed
with the Skorokhod J1 topology. We denote by X = (X(t))t≥0 the coordinate process, that is for every
t ≥ 0, X(t) stands for the map w 7→ w(t); we define similarly ζ = ζX : w 7→ ζw. We also write (Ft)t≥0
for the canonical filtration.
Let α ∈ R be some fixed real number. For every b > 0, we define the rescaled trajectory
w(b) : t 7→ bw(bαt) for all t ≥ 0.
We further use obvious notation such as
X(b)(t) = bX(bαt) : w 7→ w(b)(t) and X(b) = (X(b)(t))t≥0. (2)
• Self-similar Markov processes (SSMP). We assume that the space of trajectories is endowed with
a family of probability measures (Px)x≥0 under which the process X is both Feller and fulfills the scaling
property. In particular, Px(X(0) = x) = 1, and for every b > 0,
the law of X(b) under Px is Pbx. (3)
Recall our assumption that no trajectory can reach 0 by a jump. A classical result due to Lamperti
shows that under the law P1, the canonical process can be expressed in the form X(t) = exp(ξ(τt)), with
ξ = (ξ(t))t≥0 is a spectrally negative Le´vy process (without killing) and
τt =
∫ t
0
Xα(s)ds , t ≥ 0.
Observe that in this framework, there are the identities
τt = inf
{
r ≥ 0 :
∫ r
0
exp(−αξ(s))ds ≥ t
}
and ζ =
∫ ∞
0
e−αξ(s)ds P1-a.s.
When α < 0, it is known that P1(ζ <∞) = 1 if and only if limt→∞ ξ(t) = −∞ a.s., and P1(ζ <∞) = 0
otherwise (and vice-versa for α > 0).
The law of the spectrally negative Le´vy process ξ is determined by its Laplace exponent Ψ : R+ → R
via
E(exp(qξ(t))) = exp(tΨ(q)) for all t, q ≥ 0. (4)
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In turn, the Laplace exponent is given by the Le´vy-Khintchin formula
Ψ(q) :=
1
2
σ2q2 + dq +
∫
(−∞,0)
(eqy − 1 + q(1 − ey)) Λ(dy) , q ≥ 0, (5)
where σ2 ≥ 0, d ∈ R, and Λ is the Le´vy measure on (−∞, 0) which fulfills
∫
(1 ∧ y2)Λ(dy) < ∞. We
further assume throughout this work that the Le´vy measure has an infinite total mass Λ((−∞, 0)) =∞;
as a consequence ξ is non-lattice and has infinitely many jumps a.s.
In the sequel, we say that X is a self-similar Markov process (SSMP) under the laws (Px)x≥0, with
characteristics (Ψ, α) and refer to Chapter 13 of [14] for general background on this topic.
Cumulant, Crame´r’s condition, and tilted SSMP. We next define the so-called cumulant function
κ : R+ → (−∞,∞] by
κ(q) := Ψ(q) +
∫
(−∞,0)
(1 − ey)qΛ(dy)
=
1
2
σ2q2 + dq +
∫
(−∞,0)
(eqy − 1 + q(1 − ey) + (1− ey)q) Λ(dy). (6)
The cumulant is a convex function with limq→∞ κ(q) = ∞, and throughout this work we make the
fundamental assumption that Crame´r’s condition holds:
there exist 0 < ω− < ω+ <∞ such that κ(ω±) = 0 and κ
′(ω−) > −∞, (7)
and also that κ(ω+ + ε) <∞ for some ε > 0. We also write
ω∆ := ω+ − ω−.
The inequality Ψ < κ combined with convexity shows that Ψ(q) < 0 for q ∈ [ω−, ω+], and this forces
limt→∞ ξ(t) = −∞ a.s. Shifting the cumulant at each of those two roots yields two important functions,
namely
Φ±(q) := κ(q + ω±), q ≥ 0, (8)
which can be viewed as the Laplace exponents of two Le´vy processes with no killing, say η±. We then
denote by Q±x the distribution of the SSMP with characteristics (Φ
±, α) started from x > 0. Observe that,
for α < 0, ζ <∞ and limt→ζ−X(t) = 0 almost surely under Q−x , whereas ζ =∞ and limt→∞X(t) =∞
Q+x -a.s.
Cell systems. A cell system is a collection of trajectories that describe the sizes of a family of cells as
a function of their ages, and which is endowed with a genealogical branching structure a` la Crump-Mode-
Jagers. Roughly speaking, every jump of a trajectory during its lifetime is interpreted as a birth-event,
in the sense that a daughter cell is born at the time of a jump of her mother and the size of the daughter
at birth is simply given by the (absolute) size of that jump. Let us first formalize this notion.
As usual, the genealogy is conveniently encoded by the Ulam tree U =
⋃
n≥0N
n with N = {1, 2, . . .};
we shall use classical notation in this setting without recalling it. An element u ∈ U is thus a finite
(possibly empty) sequence of positive integers, which we call an individual, or a cell. A cell system is
then defined as a family X := (Xu, u ∈ U) indexed by the Ulam tree, where each Xu = (Xu(s))s≥0 is a
trajectory.
By a slight abuse of notation, we write ζu = inf{s > 0 : Xu(s) = 0} for the lifetime of the trajectory
Xu, i.e. the age at which the mass of the cell u is absorbed at 0. We view ζu as the age at death of the
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individual u. Recall that for every individual u ∈ U, we enumerate the negative jumps of Xu according
to some deterministic procedure, and this yields the sizes at birth Xu1(0), Xu2(0), . . . of the children
u1, u2, . . . of u. Working in absolute time, we also denote by bu the birth-time of the individual u, so that
b∅ = 0 and buj − bu is the instant at which the j-th jump of Xu occurs. Similarly, we write du = bu + ζu
for the death-time of the individual u, hence [bu, du) is the time-interval during which this individual is
alive.
We next equip cell systems with three families of probability measures. They share the common
feature that daughter cells evolve independently one of the other and according to the dynamics of the
SSMP with characteristics (Ψ, α). We stress that the ancestor cell ∅, often referred to as Eve, may follow
different dynamics, which then fully determine the law of the system. In other words, these probability
measures are distributions of branching processes on a space of trajectories which have the same branching
mechanisms, but for different random initial states, where the initial state refers here to the trajectory of
Eve.
We will be primarily interested in the case when the trajectory X∅ of Eve is also given by a SSMP
with characteristics (Ψ, α). This yields a first family of probability measures (Px)x≥0 on the space of cell
systems. More precisely, the latter is defined recursively as follows. We first let the Eve cell X∅ have
the law Px of the SSMP with characteristics (Ψ, α). Next, given X∅, the processes of the sizes of cells
at the first generation, Xi = (Xi(s), s ≥ 0) for i ≥ 1, have the distribution of a sequence of independent
processes with respective laws Pxi , where x1, x2, . . . denotes the sequence of the positive jump sizes of
−X∅, ranked according to the deterministic procedure. We continue in an obvious way for the second
generation, and so on for the next generations.
The second and the third families, (Q−x )x≥0 and (Q
+
x )x≥0, will play a sporadic role in this work that
will be explained later on. They correspond to the cases when the evolution of Eve is given by SSMP now
with characteristics (Φ−, α), respectively (Φ+, α). We shall denote the mathematical expectation under
Px (respectively, under Q±x ) by Ex (respectively, by E
±
x ).
It will be convenient in the sequel to introduce the scaling transformation for cells. Specifically, we
write for any b > 0
X (b)u = (bXu(b
αs))s≥0 and X
(b) = (X (b)u , u ∈ U), (9)
where α ∈ R is the same parameter that we used for rescaling trajectories in (2). Note from the scaling
property (3) that
the law of X (b) under Px (respectively, Q±x ) is Pbx (respectively, Q
±
bx) . (10)
Growth-fragmentations. The growth-fragmentation X = (X(t), t ≥ 0) associated to a cell system X
is the process describing the sequence of the masses of cells (repeated according to their multiplicities and
ranked in the non-increasing order) that are alive as a function of the absolute time. That is, we write
X(t) = (X1(t), X2(t), . . .) = {{Xu(t− bu) : t ∈ [bu, du) & u ∈ U}}
↓,
where the notation {{· · · }}↓ indicates that the elements of a multiset in (0,∞) are enumerated in the
non-increasing order, and completed by infinitely 0’s in the case where this multiset is finite.
Endowing cell systems with different distributions yield different laws of growth-fragmentations.
Specifically, we write Px (respectively, Q
±
x ) for the distribution of X induced by Px (respectively, by
Q±x ). The scaling property is immediately shifted to growth-fragmentations, namely for every b > 0
the law of X(b) := (bX(bαt))t≥0 under Px (respectively, Q
±
x ) is Pbx (respectively, Q
±
bx).
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Information about the genealogy of cells is lost when considering only X rather than X , and even
though the distributions of cell systems Px and Q−x are generally mutually singular, the law of the
growth-fragmentations Px and Q
−
x are actually equivalent. More precisely, dQ
−
x = x
−ω−AdPx, where A
is the so-called intrinsic area; see the next section here and also Section 4.3 in [3]. In turn, Q+x can be
thought of as a version of the growth-fragmentation conditioned on having indefinite growth.
3 The intrinsic area of a cell system and its density
The intrinsic area A of a cell system arises as the terminal value of a remarkable martingale for an
underlying branching random walk. The purpose of this section is to establish several properties of its
distribution, namely Theorem 1.1 and 1.2. Let us briefly sketch the strategy and the tools employed. First,
we recall in Section 3.1 the classical smoothing transform satisfied by A. This is a recursive distributional
equation of the form
A
(in law)
=
∑
i≥1
γiAi,
where Ai are i.i.d. copies of A also independent of the positive vector (γi)i≥1 whose law will be specified in
(13) below. In Section 3.2 we rely on the work of Liu [18] and check the sufficient conditions on (γi)i≥1
to get existence and smoothness of the density of A (Theorem 1.1).
To prove Theorem 1.2 in Section 3.3, we shall rely on another fixed point equation. Specifically, using
a spinal decomposition, we turn the smoothing transform into a recursive distributional equation of the
type
A
− (in law)= A−U + V,
where A− is the size-biaised version of A which is independent of the pair (U, V ), see Lemma 3.2. Such
equations are known under the name of random affine equations or perpetuity equations, see [7]. Actually,
the law of A− satisfies many such equations (roughly speaking, one for each Markovian path decomposition
of the Eve cell). In the framework where there are no positive jumps for the driving self-similar Markov
process, we shall stop the Eve cell at a first passage time. This allows us to obtain a specific random
affine equation as above where U only takes the values 0 or 1+ ε (see Lemma 3.2). By letting ε→ 0 this
enables us to study the density of A−. See Section 3.4 for a discussion concerning the potential use of
other random affine equations.
3.1 Intrinsic area and smoothing transform
We introduce some further notation for cell systems. For every n ≥ 0 the point process
B(n) :=
∑
|u|=n+1
δXu(0)
records the masses at birth of cells at the (n+1)-th generation. We write G(n) = σ (Xu : |u| ≤ n) for the
σ-field generated by the trajectories of cells at generation at most n, and underline that, since the masses
at birth of cells at the (n+1)-th generation are given by the sizes of the jumps of trajectories of cells at the
n-th generation, B(n) is G(n)-measurable. It will be convenient in the sequel to identify implicitly B(n)
with the sequence of its atoms, of course repeated according to their multiplicities. Thanks to Lemma
3 in [2], we can view B(n) under Px as a random variable with values in the space ℓ
ω−
+ of nonnegative
sequences x = (x1, . . .) with
∑∞
1 x
ω−
j <∞.
7
We recall that under the family of laws (Px)x≥0, (B(n))n≥0 is a branching random walk on (0,∞)
equipped with the multiplication, meaning that the image of B(n) by the logarithmic function forms a
branching random walk on R in the usual sense. This is readily seen from the branching and self-similarity
properties; see Section 3.4 in [2] for details.
In this setting, we recall from Section 2.3 in [3] that Crame´r’s condition (7) yields two important
Px-martingales
M±(n) :=
∑
|u|=n+1
Xω±u (0), n ≥ 0.
More precisely, M+ has terminal value
lim
n→∞
M+(n) = 0 Px-a.s.,
whereasM− is uniformly integrable under Px. The latter is often referred to as the intrinsic martingale;
its terminal value
A := lim
n→∞
M−(n) > 0, Px-a.s. and in L
1(Px), (11)
is called the intrinsic area. The terminology comes from the connection with certain random surfaces,
see [4, 3, 15]; we also refer to [10, 11] for fine studies of this notion. We further recall from Proposition
2.2 in [3] that
Ex(A) = Ex(M
−(0)) = xω− .
The distribution of the intrinsic area will play a key role in this study. It is plain by scaling (10) that
for every x > 0, the law of xω−A under P1 is the same as that of A under Px, and henceforth we focus
on the case x = 1 without loss of generality. In the present setting, the smoothing transform related to
A has been described by Equation (15) in [3] as follows. If we write (Ai)i≥1 for a sequence of i.i.d. copies
of A under P1, then there is the identity in distribution
the law of A under P1 is the same as that of
∞∑
i=1
γiAi, (12)
where
(γi)i≥1 has the law of some enumeration of {{|∆X(t)|
ω− : 0 < t < ζ}} under P1, (13)
and is further independent of (Ai)i≥1. In the rest of this section, (12) and some related expressions will
play a key role for investigating properties of the law of the intrinsic area.
3.2 Regularity of the law of the intrinsic area
Here we prove Theorem 1.1, which establishes in particular the existence of a smooth density for A.
Proof of Theorem 1.1. The proof relies on Liu [18]. We note that Liu considers smoothing transforms in
which the series has only finitely many terms a.s.; however, as far as the results that are needed here are
concerned, his arguments work just as well for infinite series. Using Theorem 2.1 in [18], we shall prove
that the characteristic function φ(θ) = E1(exp(iθA)), θ ∈ R, fulfills φ(θ) = O(|θ|−b) as |θ| → ∞ for every
b > 0. This ensures the existence of a density in C∞0 (R) by standard Fourier analysis; since the area is a
nonnegative random variable, this density can be viewed as a function in C∞0 (R
∗
+).
Our standing assumptions guarantee that the SSMP X makes infinitely many jumps P1-a.s., so γj > 0
a.s. for all j ≥ 1 and a fortiori extinction never occurs for the branching random walk (B(n))n≥0.
Condition (2.1) in [18] is thus fulfilled. Recall also that E1(A) = E1(
∑
j≥1 γj) = 1, which is Condition
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(2.2) in [18]. The core of the proof now amounts to checking the first part of Condition (2.3) in [18], as
the second part is trivially fulfilled in our setting.
Specifically, we have to prove that
E1(γ
−b
1 ) <∞ for any b > 0. (14)
In this direction, we first note that, since time-substitution does not alter the sizes of jumps, the Lamperti
transformation for SSMP implies that we may choose
γ1 = sup{|∆e
ξ(t)|ω− : t ≥ 0}.
Denote the (left) tail of the Le´vy measure by Λ¯(y) = Λ((−∞, y)) for y < 0. The first instant T (y) =
inf{t ≥ 0 : ∆ξ(t) < y} when ξ makes a jump with (relative) size less than y, has an exponential
distribution with parameter Λ¯(y), and is further independent of the process ξy that obtained from ξ by
suppressing all its jumps ∆ξ(t) with ∆ξ(t) < y.
On the one hand, since ξ(T (y)−) = ξy(T (y)), there is the lower bound
γ1 ≥ (1 − e
y)ω− exp(ω−ξy(T (y))).
On the other hand, ξy is a spectrally negative Le´vy process with Laplace exponent
Ψy(q) :=
1
2
σ2q2 + dq +
∫
[y,0)
(eqx − 1 + q(1− ex)) Λ(dx) + q
∫
(−∞,y)
(1− ex)Λ(dx) , q ∈ R.
We stress that this quantity is finite for all q ∈ R, and we have E(exp(qξy(t))) = exp(tΨy(q)) for all t ≥ 0
and q ∈ R. We take q = −bω− < 0 and observe that the map y 7→ Ψy(q) is non-increasing on (−∞, 0).
Since limy→0+ Λ¯(y) =∞, we may choose y < 0 close enough to 0 so that Λ¯(y) > Ψy(q). This yields
E (exp(−bω−ξy(T (y)))) = 1/(Λ¯(y)−Ψy(q)) <∞,
and we conclude that E1(γ
−b
1 ) <∞.
3.3 Asymptotic behavior of the density
The goal of this section is to establish Theorem 1.2. As explained in the beginning of this section, we shall
work under Q−1 , the distribution of the cell system when the trajectory of the Eve cell has the law Q
−
1
(recall that Q−x denotes the distribution of the SSMP with characteristics (Φ
−, α) which is associated to
the spectrally negative Le´vy process η− by the Lamperti transformation) whereas any cell at generation
at least 1 and started with mass x > 0 follows the law Px. The main advantage of working under Q
−
1 is
that when one splits the contribution to the intrinsic area of the Eve cell before and after a first passage
time, one gets a tractable random affine equation thanks to path decompositions for Le´vy processes with
no positive jumps (see Lemma 3.2). The proof of Theorem 1.2 then consists in analyzing infinitesimal
first passage times.
More precisely, note that the almost sure convergence in (11) also holds under Q−1 , because the
(branching) transitions probabilities of (B(n))n≥0 are the same under (Px)x>0 as under (Q−x )x>0; only
the initial distribution of B(0) is different. Beware however that uniformly integrability may fail under
Q−1 , simply because the initial variableM
−(0) may have an infinite expectation and then also E−1 (A) =∞
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(we see from the forthcoming Lemma 3.1 that E−1 (A) = E1(A
2), and thus from (1) that E−1 (A) <∞ if and
only if ω+ > 2ω−). In this setting, the counterpart of (12) reads
the law of A under Q−1 is the same as that of A
− :=
∞∑
i=1
γ−i Ai, (15)
where (γ−i )i≥1 is independent of (Ai)i≥1 and has the law of some enumeration of {{|∆X(t)|
ω− : 0 < t < ζ}}
under Q−1 . We stress that in (15), the Ai are i.i.d. versions of the intrinsic area under P1 (not under Q
−
1
!) and further note from Lamperti’s transformation that
(γ−i )i≥1 has the law of some enumeration of {{|∆e
η−(t)|ω− : t > 0}}. (16)
We first point at a simple relation between the distribution of the intrinsic area under P1 and under
Q−1 . Recall the notation ω∆ := ω+ − ω− and that c is the constant appearing in (1).
Lemma 3.1. The distribution of A−, that is that of A under Q−1 is the size-biased of that under P1.
Specifically, one has
Q−1 (A ∈ dr) = a
−(r)dr with a−(r) := ra(r), r ∈ R,
and as a consequence,
Q−1 (A > r) ∼ c
ω+
ω∆
r−ω∆/ω− as r →∞.
Proof. The first claim is an immediate consequence of the so-called spinal decomposition for cell systems
under the tilted probability measure AP1; see Section 4.3 in [3] and more precisely Theorem 4.7 there.
The second assertion then follows from Theorem 1.1, and the third by combination with (1).
In short, Lemma 3.1 enables us to rephrase Theorem 1.2 in terms of the variable A−, and we shall
analyze the distribution of the latter by combining (15) and (16) with some well-known properties of the
spectrally negative Le´vy processes η±. We refer to Section 8.1 in [14] for background from which the
assertions below can be inferred.
We first point from (7) and (8) at the identities
Φ−(ω∆) = 0 and Φ
+(q) = Φ−(ω∆ + q) for all q ≥ 0. (17)
Clearly, η± drifts to ±∞ in the sense that limt→∞ η±(t) = ±∞ a.s., and roughly speaking, η+ should
be thought of as a version of η− conditioned to drift to +∞. Rigorously, introduce for x > 0 the first
passage time above the level x,
t±(x) := inf{t > 0 : η±(t) > x}.
Then the process (t−(x))x≥0 is a subordinator killed at rate ω∆, whereas (t
+(x))x≥0 is a subordinator
with finite exponential moment of some positive order. In particular, we have for every x > 0
P (t−(x) <∞) = e−xω∆ and E(exp(θt+(x))) = exp(x̺(θ)) <∞ for some θ > 0, (18)
where ̺(θ) > 0 solves Φ+(−̺(θ)) = Φ−(ω∆ − ̺(θ)) = −θ. We also stress that, due to the absence
of positive jumps, whenever the first passage above x takes place, it must occur continuously. Finally,
(η+(t))0≤t<t+(x) has the same distribution as (η
−(t))0≤t<t−(x) conditioned on t
−(x) <∞.
Applying the strong Markov property for η− at time t−(x) conditionally on the event t−(x) < ∞ to
the decomposition
{{|∆eη
−
(t)|ω− : t > 0}} = {{|∆eη
−
(t)|ω− : 0 < t < t−(x)}} ⊔ {{|∆eη
−
(t)|ω− : t > t−(x)}},
we immediately deduce from the facts recalled above the following random affine equation, (which we
write in a conditional form for simplicity).
10
Lemma 3.2. Fix x > 0. Keeping the same notation as in (15) and (16), we have
the conditional distribution of A− given t−(x) <∞ is the same as that of A+(x) + exω−A−,
where A+(x) and A− are independent variables,
A
+(x) :=
∞∑
i=1
γ+i (x)Ai,
with (Aj)j≥1 a sequence of i.i.d. copies of A under P1 and (γ
+
i (x))i≥1 an independent sequence which has
the law of some enumeration of {{|∆eη
+
(t)|ω− : 0 < t < t+(x)}}.
Taking into account (18), if follows that, for every x, r > 0:
P(A− > r) = e−xω∆P(A+(x) + exω−A− > r) +
(
1− e−xω∆
)
P(A− > r | t−(x) =∞). (19)
This identity will be at the heart of the proof of Theorem 1.2, which will consist in first taking x→ 0+
and then r → +∞.
We will need the following technical lemma, whose proof is postponed to the end of this section.
Lemma 3.3. For every 1 ≤ p < ω+/ω−, we have:
(i) E
(
(A+(x))p
)
= O(x) as x→ 0+;
(ii) lim sup
x→0+
1
x
P(A+(x) > R− exω−A− ≥ 0) = o(R−p) as R→∞.
We continue our analysis by considering the asymptotic behavior of the conditional law of A− given
t−(x) = ∞ as x → 0+. This relies on some features on path decompositions of Le´vy processes without
positive jumps at their overall supremum. We introduce
ς− = sup{η−(t) : t ≥ 0} and v = inf
{
t ≥ 0 : sup
0≤s≤t
η−(s) = ς−
}
for the overall supremum of η− and the (first) instant when it is reached. Writing
~η =
(
~η(s) := η−(v + s)− ς−
)
s≥0
for the post-supremum process. We re-express (16) using the decomposition
{{|∆eη
−
(t)|ω− : t > 0}} = {{|∆eη
−
(t)|ω− : 0 < t < v}} ⊔ {{eω−ς
−
|∆e~η(t)|ω− : t ≥ 0}}
(we stress that ~η(0) = η−(v) − ς− = 0 a.s. if and only if the Le´vy process η− has unbounded variation;
otherwise ~η(0) < 0 a.s. and we view t = 0 as a jump time of the trajectory by agreeing that ~η(0−) = 0).
It is known from [1] that the pre-supremum process (η−(t))0≤t<v and the post-supremum process ~η are
independent. More precisely, the pre-supremum process has the same law as η+ killed when it reaches an
independent exponential level with parameter ω∆. In turn, the post-supremum process can be viewed as
the version of η− conditioned to stay negative, i.e. the limit in distribution of η− conditioned on ς− < ε
as ε→ 0+.
Lemma 3.4. Introduce the variable
~A :=
∞∑
i=1
~γiAi,
where (Aj)j≥1 is a sequence of i.i.d. copies of A under P1, and (~γi)i≥1 an independent sequence which has
the law of some enumeration of {{|∆e~η(t)|ω− : t > 0}}. We then have:
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(i) lim
x→0+
P(A− > r | ς− ≤ x) = P(~A > r) for every r > 0,
(ii) rω−a
−(r) = ω∆
(
P(A− > r)− P(~A > r)
)
− lim sup
x→0+
1
x
P(A+(x) > r − exω−A− ≥ 0),
(iii) lim
r→∞
rω∆/ω−P(~A > r) = 0.
Proof. (i) The path decomposition of η− at its overall supremum that has been presented above entails
that the conditional distribution of A− given ς− = x is the same as A+(x)+ex~A. Since limx→0+ A
+(x) = 0
in probability (this is seen e.g. from Lemma 3.3 (i)), the first assertion follows.
(ii) Rewrite (19) as
P(A− > r) = e−xω∆P(A+(x) + exω−A− > r) +
(
1− e−xω∆
)
P(A− > r | ς− ≤ x).
Hence
P(A− ∈ (e−xω−r, r]) = (exω∆ − 1)
(
P(A− > r) − P(A− > r | ς− ≤ x)
)
− P(A+(x) > r − exω−A− ≥ 0).
Dividing by x and then letting x→ 0+, we get (i) from the definition of a− in Lemma 3.1.
(iii) We claim that
lim
R→∞
Rω∆/ω−
∫ ∞
R
P(~A > r)
dr
r
= 0, (20)
from which the statement follows easily. Indeed, it suffices then to observe that, since the function
r 7→ P(~A > r)/r decreases,
Rω∆/ω−P(~A > R) ≤ 2Rω∆/ω−
∫ R
R/2
P(~A > r)
dr
r
,
and that the right-hand side goes to 0 as R→∞ thanks to (20).
We need to check (20). By (ii), for every r > 0 we have
P(~A > r)
r
≤
P(A− > r)
r
−
ω−
ω∆
a−(r),
and it suffices to recall from Lemma 3.1 that as R→∞, one has∫ ∞
R
P(A− > r)
dr
r
∼ c
ω+ω−
ω2∆
R−ω∆/ω− and
∫ ∞
R
a−(r)dr = P(A− > R) ∼ c
ω+
ω∆
R−ω∆/ω− .
This completes the proof.
We are now ready to establish Theorem 1.2.
Proof of Theorem 1.2. We start with (i). By Lemma 3.4 (ii), (iii) and Lemma 3.3 (ii), we have
lim
r→∞
rω+/ω−a−(r) = c
ω+
ω−
,
where c is the constant appearing in (1). The desired result follows from Lemma 3.1.
It remains to check that a(r) > 0 for every r > 0. In this direction, we first observe from Lemma 3.1
and the first part of the proof that we already know that a(r) > 0 when r is sufficiently large, say r ≥ R.
Fix any r ∈ (0, R), recall the smoothing transform (12) and let (gi)i≥1 be any sequence of strictly positive
real numbers with
∑
i≥1 gi < ∞ . We choose j ∈ N sufficiently large such that 0 < gj < r/(2R). The
12
variable gjAj has density g
−1
j a(·/gj) on (0,∞) and is independent of
∑
i6=j giAi. Thus for every ε ∈ (0, 1),
we have
P
(∑
i
giAi ∈ [r, r + ε)
)
≥
ε
gj
inf{a(s) : r/2 ≤ sgj ≤ r + 1}P

∑
i6=j
giAi < r/2

 .
On the one hand, r/(2gj) > R and therefore inf{a(s) : r/2 ≤ sgj ≤ r + 1} > 0. On the other hand,
Theorem 2 of Biggins and Grey [6] ensures that P(Ai < b) > 0 for every b > 0 and i ≥ 1. It easily follows
that
P

∑
i6=j
giAi < r/2

 > 0 .
We conclude that
lim inf
ε→0+
1
ε
P
(∑
i
giAi ∈ [r, r + ε)
)
> 0.
By conditioning the smoothing transform (12) on the sequence (γ
ω−
i )i≥1 = (gi)i≥1 and applying Fatou’s
lemma, we now see that indeed a−(r) > 0.
We conclude this section with the proof of Lemma 3.3.
Proof of Lemma 3.3. We first note, that, since supt>0 t
p/(eθt− 1) <∞ for any θ > 0 and any p ≥ 1, (18)
yields
E((t+(x))p) = O(x) as x→ 0 + . (21)
By the Le´vy-Ito¯ decomposition, the point process describing the jumps of the Le´vy process η+ is
Poisson with intensity dtΠ+(dy), where Π+ denotes the Le´vy measure of η+. We mark further each
jump, say, (t,∆η+(t)), with an independent variable A(t) having the law of A under P1, and obtain a
Poisson point process with intensity dtΠ+(dy)a(r)dr. In this setting, we consider the process
N(t) :=
∑
0<s≤t
|∆eη
+
(s)|ω−A(s) =
∑
0<s≤t
exp(ω−η
+(s−))(1− e∆η
+(s))ω−A(s), t ≥ 0.
Note that only instants s at which η+ jumps contribute to the sum, and that A+(x) has the same law as
N(t+(x)).
Next observe from Lemma 2.1(i) in [3] and the fact that κ(pω−) <∞ that
cp :=
∫
(−∞,0)
(1− ey)pω−Π+(dy) <∞.
Recall also from (1) that E1(Ap) <∞ since p < ω+/ω−, and that for p = 1, E1(A) = 1. This allows us to
also consider the compensated sum
N (c)(t) := N(t)− c1
∫ t
0
exp(ω−η
+(s))ds, t ≥ 0,
which is a purely discontinuous martingale. Plainly,∫ t+(x)
0
exp(ω−η
+(s))ds ≤ t+(x)exω− ,
and (21) entails
E
((∫ t+(x)
0
exp(ω−η
+(s))ds
)p)
= O(x) as x→ 0 + .
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So to complete the proof, we just need to establish that
E((N (c)(t+(x))p) = O(x) as x→ 0 + .
In this direction, we shall use Burkholder-Davis-Gundy inequalities for the martingale N (c) and need
therefore to show that
E
(
[N (c)]p/2(t+(x))
)
= O(x) as x→ 0+,
where [N (c)] stands for the quadratic variation of the purely discontinuous martingale N (c). We first
suppose p ≤ 2, and use the bound
[N (c)]p/2(t) =

 ∑
0<s≤t
|∆N (c)(s)|2

p/2 ≤ ∑
0<s≤t
|∆N (c)(s)|p =
∑
0<s≤t
exp(pω−η
+(s−))(1−e∆η
+(s))pω−Ap(s).
A calculation by compensation similar to that at the beginning of the proof shows that the expectation
of this quantity evaluated for t = t+(x) is bounded from above by
expω−cpE1(A
p)E((t+(x))p),
and again thanks to (21), this quantity is O(x).
The case p ∈ (2, 4] is mostly similar. We first compensate [N (c)] to get a martingale, and proceed
as above. Iteratively one deals with any p ∈ (1, ω+/ω−). Details are left to the reader, we also refer to
Lemma 2.3 in [3] for a similar argument.
For the second assertion, recall from Lemma 3.1 that A− has density a−, and from Lemma 3.2 that
A
+(x) and A− are independent. For every R > 0, we have
P(A+(x) > 2R− exω−A− ≥ 0) = exω−
∫ 2R
0
a−(rexω−)P(A+(x) > 2R− r)dr.
Splitting the integral at R and then using the change of variables s = 2R− r shows that the right-hand
side is bounded from above by
P(A+(x) > R)+exω−
∫ R
0
a−((2R−s)exω−)P(A+(x) > s)ds ≤ P(A+(x) > R)+ sup
r≥R
a−(r)×E(A+(x)).
Then take any p′ ∈ (p, ω+/ω−) and note from Markov’s inequality and (i) that
P(A+(x) > R) ≤ R−p
′
E((A+(x))p
′
) and E((A+(x))p
′
) = O(x) as x→ 0+ and R→∞.
Therefore, by (i), to finish the proof, it remains to check that
lim sup
r→∞
rω+/ω−a−(r) ≤ cω+/ω−. (22)
To this end, we use (19) to get that, for every ε > 0, P(A− > r) ≥ e−εω∆P(eεω−A− > r), and deduce
the upper-bound
P(A− ∈ (e−εω−r, r]) ≤ (eεω∆ − 1)P(A− > r).
Dividing the expression above by ε and then letting ε → 0+ gives that for all r > 0, ra−(r)ω− ≤
ω∆P(A− > r). The inequality (22) then follows from Lemma 3.1. This completes the proof.
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3.4 An alternative approach to Theorem 1.2
The above proof of Theorem 1.2 crucially relies on the absence of positive jumps for the driving self-
similar Markov processes. In view of a generalization of Theorem 1.2, we pave here a possible route in
the presence of positive jumps, and more generally for variables satisfying a“nice”random affine equation.
We do not carry the details and stay at the level of a discussion.
Let us consider a random affine equation of the form
A
− (d)= A−U + V, (23)
where A− is independent of the pair (U, V ). We assume that A− has a density (see [16] for sufficient
conditions), denoted by a−. This time, instead of focusing on the case where U only takes two values as
in Section 3.3, we shall rather focus on the case where
(U, V ) has a continuous density over R2+.
In the case of growth-fragmentations and under mild assumptions on the driving SSMP, this should be
achievable by stopping the Eve particle at a fixed time, or when it overshoots a random level. As in
Section 3.3, let us suppose that E[Uρ] = 1 (and also E[Uρ+ε] < ∞ and E[V ρ+ε] < ∞) with ρ = ω∆ω− so
that we are in position to apply the Kesten-Grincevicˇius-Goldie theorem (see [7, Theorem 2.4.4]), and
recover Lemma 3.1: ∫ ∞
R
dr a−(r) = P(A− > R) ∼
c
ρ
R−ρ.
Now, if f(u, v) denotes the joint density of (U, V ), the random affine equation shows that for any positive
measurable function ψ we have∫ ∞
0
dr a−(r)ψ(r) =
∫ ∞
0
ds
∫ ∞
0
du
∫ ∞
0
dv ψ(su+ v)f(u, v)a−(s),
so that after performing the change of variable r = su + v and eliminating u in the right-hand side we
deduce the following integral equation for the density of a−(r):
a−(r) =
∫ ∞
0
ds
a−(s)
s
∫ ∞
0
dvf
(
r − v
s
, v
)
. (24)
Our goal is now to use the continuity of f to “average” the possible roughness of the density a− in the
right-hand side.
Let us show how to deduce an asymptotic lower bound on a− using this approach. First, for any
ε ∈ (0, 1) by the above display the quantity a−(r) is bounded from below by
∫ ε−1r
εr
ds
a−(s)
s
∫ ε−1
ε
dv f
(
r − v
s
, v
)
=
s = zr
r−ρ−1
∫ ε−1
ε
dz rρ+1a−(zr)z−1︸ ︷︷ ︸
=:gr(z)
∫ ε−1
ε
dv f
(
r − v
zr
, v
)
︸ ︷︷ ︸
=:Fr(z)
.
Using the continuity of f , as r → ∞, we deduce that Fr(z) converges uniformly on (ε, ε−1) towards the
continuous function F (z) =
∫ ε−1
ε
dvf(z−1, v). On the other hand, the asymptotics P(A− > R) ∼ cρR
−ρ
shows that gr(z) converges weakly towards g(z) = cz
−ρ−2 in the sense that for every continuous function
φ we have ∫ ε−1
ε
dz gr(z)φ(z) −→
r→∞
∫ ε−1
ε
dz g(z)φ(z).
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Gathering those two convergences in the penultimate display we deduce that
lim inf
r→∞
a−(r)rρ+1 ≥ lim
r→∞
∫ ε−1
ε
dz gr(z)Fr(z) =
∫ ε−1
ε
dz g(z)F (z) = c
∫ ε−1
ε
dz z−ρ−2
∫ ε−1
ε
dvf(z−1, v).
Letting ε → 0 in the last integral we recognize E[Uρ] = 1 after the change of variable u = 1/z. This
indeed shows that a−(r) ≥ cr−ρ−1 asymptotically as desired. Getting an asymptotic upper bound on a−
needs more assumptions on f and we shall leave this for further research.
3.5 Series of independent intrinsic areas
In this section, we will turn our attention to infinite weighted sums of i.i.d. copies of A. This will be useful
in order to consider other initial conditions, as will be needed in Section 4.
Recall that (Ai)i≥1 denotes a sequence of i.i.d. copies of A under P1 and ℓ
ω−
+ the space of sequences
x = (x1, . . .) with nonnegative terms such that
∑
i x
ω−
i <∞. Since E1(A) = 1, the series
Ax :=
∞∑
i=1
x
ω−
i Ai
converges a.s. and in L1(P) for every x ∈ ℓ
ω−
+ , and the purpose of this section is to investigate the
distribution of such random variables. In this direction, we immediately deduce from Theorem 1.1 that
for every sequence x ∈ ℓ
ω−
+ different from the null sequence, x 6= 0 := (0, 0, . . .), the distribution of the
random variable Ax is also absolutely continuous. More precisely, we have
P(Ax ∈ dr) = a(x, r)dr,
where the density a(x, •) belongs to C∞0 (R
∗
+). In particular, a(1, r) = a(r) where 1 = (1, 0, 0, . . .).
Lemma 3.5. The map x 7→ a(x, •) is continuous from ℓ
ω−
+ \{0} to the space C0(R
∗
+) of continuous
functions on (0,∞) vanishing both at 0 and at ∞.
Proof. Write φ(θ) = E1(eiθA) for the characteristic function of A under P1, so the characteristic function
of a(x, •) for x = (x1, x2, . . .) is
φ(x, θ) =
∞∏
j=1
φ(x
ω−
j θ), θ ∈ R.
Consider a sequence (x(n))n≥1 in ℓ
ω−
+ that converges to x 6= 0. Since Ax(n) converges to Ax in L
1(P),
φ(x(n), θ) converges pointwise to φ(x, θ). By Fourier inversion, it suffices to check that this convergence
also holds in L1(dθ).
Consider an index j ≥ 1 with xj > 0, so for all n sufficiently large, we also have xj(n) > xj/2. Using
the bound |φ(x(n), θ)| ≤ |φ(xj(n)θ)| and, from the proof of Theorem 1.1, the fact that φ(θ) = O(|θ|−b)
as |θ| → ∞ for every b > 0, we see that dominated convergence applies, and the proof is complete.
The tail-behavior of Ax can be deduced from (1), at least in the case when ω+/ω− ≤ 2. Indeed Lemma
A.4 in [21] shows that then
P(Ax > r) ∼ c

 ∞∑
j=1
x
ω+
j

 r−ω+/ω− as r →∞. (25)
We turn our attention to the more delicate question of the asymptotic behavior of the density a(x, ·).
When the sequence x has only finitely many non-zero terms, one easily obtains the following extension
of Theorem 1.2.
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Corollary 3.6. For every x ∈ ℓ
ω−
+ \{0} with Card{j ≥ 1 : xj > 0} <∞, we have
lim
r→∞
r1+ω+/ω−a(x, r) = c
ω+
ω−
∞∑
j=1
x
ω+
j ,
where c is the constant appearing in (1).
Proof. In the case when sequence x has a single non-zero term, say x = (x1, 0, 0, . . .) with x1 > 0, then
the claim follows immediately from Theorem 1.2 since then x
ω−
1 A1 has the density
x
−ω−
1 a(rx
−ω−
1 ) ∼ c
ω+
ω−
x
ω+
1 r
−1−ω+/ω− , as r →∞. (26)
Let m ≥ 1 and suppose that the assertion in the statement holds provided that the sequence x has at
most m non-zero terms. Consider a sequence x = (x1, . . . , xm, xm+1, 0, 0, . . .) with x1 · · ·xm+1 > 0. Let
x′ = (x2, . . . , xm+1, 0, 0, . . .), so Ax has the same law as x
ω−
1 A1 + Ax′ , where the variables A1 and Ax′ are
implicitly assumed to be independent. Thanks to our assumption, we have then
a(x′, r) ∼ c
ω+
ω−

m+1∑
j=2
x
ω+
j

 r−1−ω+/ω− , as r →∞.
Combining this with (26) and an easy estimate on convolutions of densities with heavy tails which can
be found for instance Theorem 2.2 in [19] (beware however of a misprint, the second integral
∫∞
0 g(t)dt
there should be replaced by
∫∞
0
f(t)dt), we have
a(x, r) ∼ a(x′, r) + x
−ω−
1 a(rx
−ω−
1 ) as r →∞,
and this proves our claim by induction.
We conjecture that Corollary 3.6 holds even when x has infinitely many positive terms, but we have
not been able to prove this rigorously (the difficulty lies in interchanging limits). The proof of the
forthcoming Corollary 4.5 provides some support to this conjecture, as it will be shown that it holds
indeed for almost-all (with respect to distributions of cell systems) x ∈ ℓ
ω−
+ . The following lower-bound
is rather easy and will however be sufficient for our purposes.
Corollary 3.7. For every x ∈ ℓ
ω−
+ \{0}, we have
lim inf
r→∞
r1+ω+/ω−a(x, r) ≥ c
ω+
ω−
∞∑
j=1
x
ω+
j ,
where c is the constant appearing in (1).
Remark 3.8. At least when ω+/ω− ≤ 2, the inequality of Corollary 3.7 is actually an equality, since a
strict inequality would contradict (25).
Proof. For j ≥ 1, write A
x(j) = Ax − x
ω−
j Aj. Fix ε > 0, and note that for every r0 > 0 and r > 2r0, the
events
Ωj(r0, r, ε) =
{
Ax ∈ [r, r + ε), Ax(j) ≤ r0
}
=
{
x
ω−
j Aj + Ax(j) ∈ [r, r + ε), Ax(j) ≤ r0
}
are pairwise disjoint for j ≥ 1. For any index j with xj 6= 0, since Aj and Ax(j) are independent, since
x
ω−
j Aj has the density x
−ω−
j a(x
−ω−
j ·), and since Ax(j) ≤ Ax, there is the lower-bound
P (Ωj(r0, r, ε)) ≥ εP(Ax(j) ≤ r0)min{x
−ω−
j a(sx
−ω−
j ) : r − r0 ≤ s ≤ r + ε}
≥ εP(Ax ≤ r0)x
ω+
j (r + ε)
−1−ω+/ω− min{a(u)u1+ω+/ω− : u ≥ (r − r0)x
−ω−
j }.
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Taking the sum for all j in the inequality above, dividing by ε and letting ε→ 0+, we get
a(x, r) ≥ r−1−ω+/ω−P(Ax ≤ r0)
∞∑
j=1
(
x
ω+
j min{a(u)u
1+ω+/ω− : u ≥ (r − r0)x
−ω−
j }
)
.
We conclude from Theorem 1.2 and monotone convergence that for every r0 > 0,
lim inf
r→∞
r1+ω+/ω−a(x, r) ≥ c
ω+
ω−
P(Ax ≤ r0)
∞∑
j=1
x
ω+
j .
Finally letting r0 →∞ yields
lim inf
r→∞
r1+ω+/ω−a(x, r) ≥ c
ω+
ω−
∞∑
j=1
x
ω+
j .
4 Conditioning on the intrinsic area
We shall now apply results of the preceding section and first construct a regular version of cell systems
conditioned on having a given intrinsic area. We shall then investigate the asymptotic behavior of these
conditional distributions, when the value of the intrinsic area tends to infinity, and when the initial mass
of the Eve cell tends to 0.
4.1 Conditioning a cell system by probability tilting
Recall that B(n) denotes the point measure of the masses at birth of cells for the (n+ 1)-th generation,
that G(n) = σ (Xu : |u| ≤ n) stands for the σ-field generated by the trajectories of cells with generation
at most n, and that B(n) is G(n)-measurable.
Theorem 4.1. Under P1, for every r > 0, the process (a(B(n), r))n≥0 is a G(n)-martingale with
E1(a(B(n), r)) = a(r) > 0.
Proof. We see from the branching property of cell systems, the definition of the intrinsic area and that
of the density a(x, r), that for all r > 0 and n ≥ 0:
a(B(n), r)) = lim
ε→0+
ε−1P1(A ∈ [r, r + ε) | G(n)) P1-a.s.
It then follows from Fatou’s lemma that
E1(a(B(n), r)) ≤ a(r). (27)
A similar argument using now the conditional version of Fatou’s lemma and the tower property
of conditional expectation, shows that for every r > 0, (a(B(n), r))n∈N is a G(n)-supermartingale un-
der P1. Because nonnegative supermartingales with a constant expectation are necessarily martingales,
(a(B(n), r))n≥0 is a martingale whenever (27) is actually an equality for all n ≥ 0.
We next use Tonelli’s theorem and write∫ ∞
0
E1(a(B(n), r))dr = E1
(∫ ∞
0
a(B(n), r)dr
)
= 1 =
∫ ∞
0
a(r)dr.
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Comparing with (27), we conclude that E1(a(B(n), r)) = a(r) for Lebesgue-almost all r > 0. Therefore
our claim is proved except on a set with zero Lebesgue measure, and in particular, except on a nowhere
dense subset on (0,∞).
To complete the proof, take any r > 0 and consider a sequence (rk)k≥0 of positive real numbers
converging to r, and such that for each fixed k, (a(B(n), rk))n≥0 is a martingale. By continuity of the
density a(x, •) for every sequence x 6= 0 in ℓ
ω−
+ , we know that for every n ≥ 0,
lim
k→∞
a(B(n), rk) = a(B(n), r) P1-a.s. (28)
We just need to check that the convergence also holds in L1(P1), since then
E1(a(B(n), r)) = lim
k→∞
E1(a(B(n), rk)) = lim
k→∞
a(rk) = a(r).
On the one hand, recall from Theorem 1.1 that ‖a‖∞ := supr∈R a(r) < ∞. For every x > 0, the
density of A under Px is x−ω−a(•x−ω−) and therefore bounded from above by x−ω−‖a‖∞. It follows from
convolution that for every sequence x 6= 0 in ℓ
ω−
+ , there is the bound
‖a(x, ·)‖∞ ≤ ‖a‖∞(max
j≥1
xj)
−ω− .
On the other hand, recall that (B(n))n≥0 is a multiplicative branching random walk on (0,∞), so that if
we denote by β∗(n) the location of its largest atom, then
E1(β∗(n)
−ω−) ≤ E1(β∗(0)
−ω−)n+1.
Thanks to (14) (note that the quantity γ1 there coincides with β∗(0)
ω− here), the right-hand side is finite.
This enables us to apply dominated convergence in (28) and the proof is complete.
Theorem 4.1 enables us to construct new probability distributions for cell systems by tilting. Fix
r > 0 and recall from Theorem 1.2 that a(r) > 0. We define unambiguously for any event B ∈ G(n)
P1(B | A = r) =
1
a(r)
E1 (a(B(n), r)1B) , (29)
and by the Daniell-Kolmogorov extension theorem, this yields a distribution on the space of cell systems
which we denote by P1(• | A = r). We now justify the notation, and check that indeed this yields a
disintegration of P1 with respect to the intrinsic area.
Corollary 4.2. For every measurable function f : (0,∞) → R+ and every functional G ≥ 0 of cell
systems, there is the identity
E1(G(X )f(A)) =
∫ ∞
0
P1(G(X ) | A = r)f(r)a(r)dr.
Proof. Suppose first that the functional G is G(n)-measurable for some n ≥ 0. Then we write
E1(G(X )f(A)) = E1(G(X )E1(f(A) | G(n))) = E1
(
G(X )
∫ ∞
0
f(r)a(B(n), r)dr
)
,
and Tonelli’s theorem enables to express the right-hand side in the form∫ ∞
0
f(r)E1 (G(X )a(B(n), r)) dr =
∫ ∞
0
E1(G(X ) | A = r)f(r)a(r)dr.
Our claim is proved when G is G(n)-measurable, and the general case follows from the monotone class
theorem.
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We transfer the preceding results by scaling to the situation where the initial size of the Eve cell is
arbitrary. Specifically, recall the notation (9) and (10), and note that the intrinsic area of the rescaled
cell system X (b) is A(b) = bω−A. For every r, x > 0, we then define Px(• | A = r) as the law of X (x) under
P1(• | A = rx−ω− ), and readily deduce from (10) and Corollary 4.2 that the family (Px(• | A = r))r>0 is
indeed a regular version of the disintegration of Px with respect to the intrinsic area. In this vein, we
point at the following extension of (29).
Lemma 4.3. For every r, x > 0, one has for every event B ∈ G(n)
Px(B | A = r) =
xω−
a(rx−ω− )
Ex (a(B(n), r)1B) .
Proof. To start with, observe that for every b > 0 and x ∈ ℓ
ω−
+ , one has Abx = b
ω−Ax and therefore there
is the identity
a(bx, r) = b−ω−a(x, b−ω−r) for all r > 0.
For any G(n)-measurable functional G ≥ 0 , we have by (29):
Ex(G(X ) | A = r) = E1(G(X
(x)) | A = rx−ω− )
=
1
a(rx−ω−)
E1
(
G(X (x))a(B(n), rx−ω−)
)
=
xω−
a(rx−ω−)
E1
(
G(X (x))a(xB(n), r)
)
=
xω−
a(rx−ω−)
Ex (G(X )a(B(n), r)) ,
where we used again (10) at the last line.
We conclude this section with another standard observation relating conditioning and rescaling.
Corollary 4.4. Consider the random rescaling (10) for b = A−1/ω−. The law of the rescaled cell system
X (A
−1/ω− ) under P1 is a mixture of the conditional laws (Px(• | A = 1))x>0; specifically we have for every
functional G ≥ 0 that
E1
(
G(X (A
−1/ω− ))
)
= ω−
∫ ∞
0
a(x−ω−)Ex (G(X ) | A = 1)
dx
x1+ω−
.
Proof. We first use Corollary 4.2 to write
E1
(
G(X (A
−1/ω− ))
)
=
∫ ∞
0
a(r)E1
(
G(X (A
−1/ω− )) | A = r
)
dr =
∫ ∞
0
a(r)E1
(
G(X (r
−1/ω− )) | A = r
)
dr.
Then it suffices to recall that we defined the conditional law Px(• | A = 1) as that of X (x) under
P1(• | A = x−ω−) and perform the change of variables x = r−1/ω− .
4.2 Conditioning on a large given area
We next derive from the preceding section a first limit theorem for cell systems conditioned on A = r≫ 1.
In this direction, recall from Section 3.1 that M+(n) denotes the natural martingale associated to the
masses at birth of cells at the n-th generation, which has terminal value 0 P1-a.s.
Corollary 4.5. Let n ≥ 0 and G ≥ 0 be a functional of cell systems that is G(n)-measurable. Then
lim
r→∞
E1(G(X ) | A = r) = E1(G(X )M
+(n)).
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Proof. Using (29), all that we need to check is that
lim
r→∞
a(B(n), r)
a(r)
=M+(n) in L1(P1).
We know already from Theorem 1.2 and Corollary 3.7 that
lim inf
r→∞
a(B(n), r)
a(r)
≥M+(n),
and an easy variation of the Riesz-Scheffe´ lemma enables us to conclude. More precisely, we have on the
one hand
lim
r→∞
(
a(B(n), r)
a(r)
∧M+(n)
)
=M+(n),
where, by Lebesgue’s theorem, this convergence holds in L1(P1). On the other hand, we have also (recall
Theorem 4.1)
E1(a(B(n), r)) = a(r) and E1(M
+(n)) = 1,
and therefore
E1
(∣∣∣∣a(B(n), r)a(r) −M+(n)
∣∣∣∣
)
= E1
(
a(B(n), r)
a(r)
+M+(n)
)
− 2E1
(
a(B(n), r)
a(r)
∧M+(n)
)
converges to 0 as r →∞.
It might be worth to interpret Corollary 4.5 in terms of growth-fragmentations X rather than cell sys-
tems X . Specifically, the probability-tilting of P1 based on the martingale (M+(n))n≥0 can be viewed as
conditioning on indefinite growth. The distribution of the growth-fragmentationX under the tilted proba-
bility is Q+1 , that is that of the growth-fragmentation associated to a cell system with lawQ
+
1 . See Section
4 in [3] for details. Roughly speaking, this shows that conditioning a self-similar growth-fragmentation
with law P1 on having a large intrinsic area A = r ≫ 1 amounts asymptotically to conditioning this
growth-fragmentation on having indefinite growth, and this merely consists of replacing the dynamics of
the Eve cell by those of a SSMP with characteristics (Φ+, α) without modifying those of cells at generation
n ≥ 1.
Corollary 4.5 immediately extends to the conditional laws Px(• | A = r) for any x > 0 by scaling. In
this direction, it is interesting to recall from Section 4.2 of [3] that when α < 0, x = 0 is an entrance point
for the growth-fragmentation conditioned on having indefinite growth. This suggests that conditioning
on the intrinsic area may then produce a non-degenerate process when the growth-fragmentation starts
from 0; this question is addressed in the next section.
4.3 Conditioning the canonical measure on its intrinsic area
In this final section, we assume that α < 0. Our purpose is to construct a process which can be thought of
as the original growth-fragmentation started from 0 and conditioned to have an intrinsic area A = r > 0.
To start with, recall that even though in general for any x > 0, the distributions of cell systems Px
and Q−x are mutually singular, the laws of the growth-fragmentation X that they induce are actually
equivalent. Specifically, there is the identity dQ−x = x
−ω−AdPx (see Section 4.3 in [3]), and this implies
that the conditional distributions of the growth-fragmentation given its intrinsic area are the same for Px
and Q−x , i.e. Q
−
x (• | A = r) = Px(• | A = r) for all r > 0. Here, it will be more convenient for us to work
under the area-biased distribution Q−x .
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Roughly speaking, we would like to condition the growth-fragmentation on having intrinsic area
A = r > 0 when the Eve cell has initial mass 0, i.e. to take x = 0 in what precedes. An obvious obstacle
is that the probability measure Q−0 on cell systems is clearly degenerate, in the sense that no individual
has ever a positive mass. This seems to impede making any sense to such a conditioning; nonetheless this
obstruction can be circumvented by applying general results of Rivero [24] on the existence of pseudo-
excursion measures for SSMP. Indeed, one can define a non-degenerate σ-finite measure under which the
Eve cell starts from 0 and has the transitions of a SSMP with characteristics (Φ−, α) (we stress that this
would fail if we did not assume that α < 0). More precisely, recall (17); the process (Xω∆(t))t>0 is a
Q−x -martingale for every x > 0, and there is the relation of local absolutely continuity between the SSMP
with characteristics (Φ−, α) and (Φ+, α):
x−ω∆Q−x (X
ω∆(t)1B , ζ > t) = Q
+
x (B), for any event B ∈ Ft
(recall that (Ft)t≥0 denotes the canonical filtration on the space of trajectories). In turn, (X−ω∆(t))t>0
is a Q+x -supermartingale; this enables us to introduce the σ-finite measure n
−
0 on the space of trajectories
given by
n−0 (B, ζ > t) := Q
+
0 (X
−ω∆(t)1B) for any event B ∈ Ft, (30)
where in the right-hand side, Q+0 = limx→0+Q
+
x is a well-defined non-degenerate law (see, for instance,
[5]). We may thus think of the pseudo excursion measure n−0 as the weak limit of x
−ω∆Q−x as x→ 0+.
In this setting, we underline a useful scaling relation: in the notation (2),
for every b > 0, the processes X and X(b) have the same law under Q+0 . (31)
In turn, this yields
for every b > 0, the distribution of X(b) under n−0 is b
ω∆n−0 . (32)
We can now endow cell systems with a σ-finite measure N−0 under which the trajectory of the Eve
cell, X∅, is distributed according to n
−
0 , whereas the cells at generation 1, 2, . . . follow the dynamics
of the SSMP with characteristics (Ψ, α). We call N−0 the canonical measure and note from (30) and
the Crump-Mode-Jagers type branching structure of cell systems, that on any finite time horizon, the
canonical measure N−0 and the law Q
+
0 are related via
N−0 (C, ζ∅ > t) = E
+
0
(
X∅(t)
−ω∆1C
)
,
for any event C which is measurable with respect to the trajectories of the cell system observed up
to the (absolute) time t only. In particular, since the map X 7→ X turning a cell system into a growth-
fragmentation is well-defined Q+0 -a.s. (see Lemma 4.3 in [3]), the same holds under the canonical measure
N−0 .
Plainly, the notion of the intrinsic area A still makes sense under the canonical measure, and more pre-
cisely, the smoothing transform reads as follows. If (γ−i )i≥1 stands for some enumeration of {{|∆X(t)|
ω− :
0 < t < ζ}} under n−0 and (Ai)i≥1 denotes as usual a sequence of i.i.d. copies of A under P1 which is
further independent of X , then
∑∞
i=1 γ
−
i Ai has the distribution of A under N
−
0 .
Lemma 4.6. Assume α < 0. The tail-distribution of the intrinsic area A under the canonical measure is
given by
N−0 (A > r) = cr
−ω∆/ω− , r > 0,
where c is the constant appearing in (1).
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Proof. Write hε = inf{t > 0 : X(t) = ε} for the first hitting time of ε > 0. It follows from (30) (or more
precisely its easy extension to stopping times) that n−0 (hε < ∞) = ε
−ω∆ . This enables us to define a
conditional probability measure n−0 (• | hε < ∞) = ε
ω∆n−0 (•, hε < ∞) under which the shifted process
(X(hε + t))t≥0 has the law Q
−
ε .
Let us restrict the multiset in the smoothing transform under N−0 that has been described just before
the statement to jumps that occur after time hǫ only, i.e. {{|∆X(t)|
ω− : hε < t < ζ}}. This yields a
variable denoted by A(ε) with, by convention, A(ε) = 0 on the event {hǫ = ∞}. We see from the first
paragraph of this proof that there is the identity
N−0 (A
(ε) > r) = ε−ω∆Q−ε (A > r),
and then we conclude from Lemma 3.1 and the scaling property, that
lim
ε→0+
N−0 (A
(ε) > r) = cr−ω∆/ω− .
This entails our claim by monotone convergence, since obviously A(ε) increases to A as ε decreases to 0,
N−0 -a.s.
We now conclude this work by adapting Corollary 4.4 and constructing a regular version of the
canonical measure N−0 conditioned on having a given area A. Specifically, for every r > 0, we define the
probability measure N−0 (• | A = r) on the space of cell systems as the image of the probability measure
N−0 (• | A > 1) = c
−1N−0 (•, A > 1) by the rescaling map X 7→ X
(β) with β = (r/A)1/ω− . Plainly, the
intrinsic area computed for the rescaled cell system X (β) equals r, and we can now justify our notation:
Proposition 4.7. Assume α < 0. We have
N−0 (•) = c
ω∆
ω−
∫ ∞
0
N−0 (• | A = r)r
−1+ω∆/ω−dr.
Proof. The canonical measure inherits self-similarity from (32); namely, for every b > 0, there is the
identity
the distribution of X (b) under N−0 is b
ω∆N−0 .
This readily entails that for any R > 0, the image of the conditional probability measure N−0 (• | A >
R) = c−1Rω∆/ω−N−0 (•, A > R) by the rescaling map X 7→ X
(β) with β = (r/A)1/ω− , is also given by
N−0 (• | A = r). Hence, under N
−
0 (• | A > 1) as well as under N
−
0 (• | A > R), X
(β) is independent of A.
We thus have
N−0 (•, A > R) = c
ω∆
ω−
∫ ∞
R
N−0 (• | A = r)r
−1+ω∆/ω−dr.
Since R may be chosen as small as we wish, the proof is complete.
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