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ABSTRACT 
Walker, Joseph R., M.S.M.S.E. Department of Mechanical and Materials 
Engineering, Wright State University, 2019. Multi-Sensor Approach to Determine 
the Effect of Geometry on Microstructure in Additive Manufacturing. 
 
Laser powder bed fusion (LPBF) is an additive manufacturing technique used for making 
complex parts through a layer-by-layer process with fine feature resolution. However, the 
layer-by-layer process, with complex scanning patterns within each layer, introduces 
variability in thermal behavior leading to inconsistent microstructure and defects. The in-
situ process monitoring approach in this work uses sensors including a high-speed visible 
camera, thermal camera, and spectrometer to evaluate each location in the LPBF process. 
Each sensor focuses on a different process phenomenon such as the melt pool or thermal 
behavior. An experimental study, using metallographic analysis and collection of sensor 
data, is used to determine the influence of processing parameters and geometric changes 
on the final microstructure of Alloy 718. The multi-sensor approach creates a 
comprehensive view of the microstructural changes. Combining in-situ process monitoring 
with process control allows for the prediction of part quality and reliable material 
properties. 
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 1 
Chapter 1: Introduction and Literature Review 
1.1 Additive Manufacturing 
1.1.1 General overview 
 Additive Manufacturing (AM) is a complex and powerful tool that has the 
capability of replacing traditional manufacturing techniques for new, more efficient means. 
Traditionally, manufacturers create casts out of metal to mold molten material into various 
shapes for commercial use. This system is beneficial for many applications along with 
other forms such as forging, pressing, and rolling. These traditional methods all have areas 
for which they are well suited. With casting, a simple mold can produce millions of parts 
efficiently and cost effectively. However, this method cannot make complex parts with 
internal features. An example of impossible geometrical structures are integrated lattice 
structures or variable internal channels. Both of these designs can be useful, and AM can 
create them. By creating these parts in a layer-by-layer process, many new techniques hold 
the capability to create complex parts. AM is capable of making many complex designs 
that are impossible to create otherwise. This creates a strong demand for the manufacturing 
community. There are many different AM systems available, all with strengths and 
weakness.
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 There are various types of AM 3-Dimentional (3D) printers available. The most 
common 3D printers are polymer printers known as Fusion Deposition Modeling (FDM). 
The FDM printers use a thermoplastic polymer material as filament, and a heated nozzle 
to distribute the filament. This makes the FDM printer inexpensive and thus more widely 
used. Figure 1.1 displays FDM and other common 3D printer. 
 
Figure 1.1: Types of 3D Printers. a) FDM, b) Ink Jet, c) Stereolithographic, d) LPBF [1]. 
Other AM systems that use stronger materials, such as metal, are in a different class 
of 3D printers based on the capabilities, operation, and purchasing price. Another common 
printing style is Stereolithographic, which uses a resin and UV light to cure the resin 
leaving a solidified part. Laser Powder Bed Fusion (LPBF) uses metal powder as the 
material and laser optics as the heat source. Similar to this, 3D Binder Jet printing uses 
powders, however the melting source normally occurs in a kiln after the printing process. 
Other 3D printers include Direct Energy Deposition (DED), Laser Deposition (LD) and 
Laminated Object Manufacturing (LOM) [2]. Each type includes benefits and drawbacks. 
3 
 
1.1.1.1 Fusion Deposition Modeling 
 FDM printers are the most common because of the low purchasing cost and the 
ease of use. The material available for FDM printers is vast, all having various melting 
temperatures and strengths such as PLA, ABS, Nylon, and Flex [1]. FDM has a heated 
nozzle that controls the melting temperature of the filament. The nozzle heats the 
thermoplastic filament close to the melting temperature to allow the molding of the 
filament, which is then deposited in lines along a build plate. This repeats every layer until 
the desired part is complete. The temperatures range from 200˚ C to just below 300˚ C.  
The advantage of FDM printers is primarily the price, ease of use, simplicity of the 
printer’s design, and the capability for multiple material builds. These allow for rapid 
prototype production, which makes FDM a useful tool in any manufacturing field. 
However, FDM has a number of drawbacks is limited by the material. The material needs 
to be in a filament form in order to enter the nozzle, and the material needs to be 
thermoplastic with a high enough viscosity for deposition, and a low enough viscosity to 
push through the extruder [1]. FDM printers are a perfect tool for low cost manufacturing. 
Once a demand for more strength appears, the optimal printers are metal based. 
1.1.1.2 Metal 3D Printers 
1.1.1.2.1 Laser Powder Bed Fusion 
In LPBF, there are two reservoirs, one containing the metal powder, also known as 
the supply, and the other containing the build plate or substrate. The process consists of a 
layer of metal powder coated over the build plate by a roller or recoater. Located above the 
substrate is a scan head that will use a laser to melt the powder in the shape of the part. The 
laser melts the powder based on the part design. The build plate lowers in small increments, 
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typically 20-50 µm, the reservoir containing the powder raises and the recoater scrapes 
another layer of powder over the previous layer. This layer-by-layer process continues until 
the part is finished. The advantages of LPBF printers are the high accuracy and resolution 
that comes from the laser, the capability for complex designs, and the dimensional control 
over the process [3].  
1.1.1.2.2 Direct Energy Deposition 
 The final 3D printing techniques is Direct Laser Deposition (DLD). This technique 
is similar to LPBF because it uses metal powder and a laser to create a part. The difference 
is that a nonreactive gas sprays the powder in front of the laser. The laser then melts the 
powder that lands in front of the laser nozzle. The two main ways DLD utilizes this 
technique is either by keeping the build plate stationary while the laser head and powder 
spray move to draw the part, or the laser head is stationary while the build plate moves to 
draw the part [3]. Figure 1.2 illustrates the DLD process. 
 
Figure 1.2: Illustration of DLD 3D Printer [4] 
The advantages of using DLD include the ability to have a moving laser head 
enabling the repair of existing metal parts, build sizes can be much larger than LPBF, a 
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small heat affected zone, and the utilization of both powder and feed stock [5]. These make 
DLD a versatile 3D printer. All of the previous metal printers have the capability to use 
different metal powder to produce parts. In this research, Alloy 718 will be the main 
material used for all experiments. 
1.2 Alloy 718 
1.2.1 History 
 Alloy 718 is a superalloy that consists of many different elements that collectively 
produce the vast composition. This superalloy began in the 1920’s when there was a need 
for high strength material that could withstand elevated temperatures. The main 
advancement in superalloys became apparent when turbine engines became a leading 
participant. In a turbine engine there are many factors contributing to a materials 
deformation, the most important being temperature. The typical steels and irons could not 
withstand high temperatures and maintain their strength. This limited the types of materials 
usable in turbine engines. This exploded the superalloys race that continues today. Now, 
cobalt-nickel-iron alloys are the main superalloys used specifically for their elevated 
working temperature range and corrosion resistance. The nickel and cobalt-based 
superalloys became increasingly expensive to use so the nickel-iron-based superalloys 
became a leading superalloy in the industry. Figure 1.3 displays the composition for one 
commercially available alloy 718 product [6]. 
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Figure 1.3: Alloy 718 Composition [7]. 
1.2.2 Background/Creation/Evolution 
 The composition of alloy 718 has many elements that give slight advantages. The 
nickel, iron, and chromium are responsible for the oxidation resistance. Later titanium, 
aluminum, and niobium increased the composition to give the material the phase gamma 
prime, which gives the benefit of creep resistance. However, if too much of these elements 
combine, the material will become significantly more brittle. Aluminum provides the 
gamma prime structure that reduces the oxidation of the material. Iron decreased from the 
composition in favor of cobalt and nickel. The addition of materials that are refractory 
increased the strength retention at high temperature. These materials consist of 
molybdenum, tantalum, tungsten, and rhenium. Molybdenum creates solid solution and 
carbides, which produces a significant strength increase [8]. 
 Chromium produces the main corrosion resistance in the composition, but due to 
the increase of other elements, the chromium needed to decrease specifically as the 
aluminum percent increased. This led to an increase in the high temperature strengthening. 
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However, as the percent of chromium decreased quickly, “hot corrosion” increased which 
led to more careful reduction of chromium [8].  
 Solid-state reactions are responsible for the carbide forming at the grain boundaries. 
This is a positive impact of carbon because it creates point strengtheners that reduce the 
chance of recrystallization. The materials consist of carbon, zirconium, and boron. 
However, as better process developed the composition changed again to create better 
stronger material [8].  
1.2.3 Microstructure 
 The microstructure of alloy 718 is a complex arrangement of multiple phases that 
can both add to the strength of the material, or lead to a reduction in other important 
properties, such as creep rupture. Alloy 718 has a variety of phases through the material 
and each phase can have its own crystal structure. A crystal structure is an identifiable 
orientation of atoms arranged into a known and common orientation. It is not important to 
cover all of the crystal structures seen in alloy 718 because not all of them are present in 
LPBF AM. Five important crystal structures appear in alloy 718: Face-centered cubic 
(FCC), Body-Centered Cubic (BCC), Hexagonal Close-Packed (HCP), Geometrically 
Close-Packed (GCP), and Body-Centered Tetragonal (BCT) [6]. Figure 1.4 illustrates these 
structures. Each phase in alloy 718 will be made of one of these crystal structures not 
including sigma (), and delta (). There are many phases in alloy 718, each one introduce 
benefits and possible drawbacks.  
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Figure 1.4: Line Drawings of a) FCC, b) BCC, c) HCP [6]. 
1.2.3.1 Phases 
 The main phase that makes up a majority of the composition in alloy 718 is the 
austenitic FCC matrix gamma () phase. The matrix phase is full of secondary phases that 
contribute to the material strength. Some of the secondary phases that contribute well to 
the material are the carbides with FCC crystal structures. These consist of 𝑀𝐶, 𝑀23𝐶6, 
𝑀6𝐶, and 𝑀7𝐶3. In addition to this, the secondary phases that contribute to the materials 
strength are: FCC ordered gamma prime (𝛾′), the FCC ordered gamma double prime (𝛾"), 
the hexagonal eta (), and finally the orthorhombic delta () phase. More phases that 
contribute to the microstructure these however, are the main strengthening phases in alloy 
718. With the manipulation of these phases, and grain size control, it is possible to maintain 
a material that meets the characteristics of a superalloy [6].  
 Superalloys gain their strength when these phases combined in various ways that 
creates solid solution strengthening and precipitate strengthening. Strengthening can also 
occur at the grain boundaries with the help of carbides as previously mentions. The carbides 
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form along the grain boundaries, which increases the shear resistance because the carbides 
act as point defect and hardeners [6]. From these solid solutions and precipitates, other 
materials form the gamma prime and carbides. These elements can be boron, zirconium, 
and hafnium. These elements add the chemical properties of the superalloys.  
 Not all phases in superalloys are desirable; some are harmful to the properties of 
superalloys. These phases are the sigma (), mew (), and laves. These phases are 
Topologically Close-Packed (TCP) and are not harmful in small amounts, but once the 
amount increases, it is harmful to the superalloy [6]. The elements that contribute to these 
phases are cobalt, molybdenum, tungsten, rhenium, and chromium. All elements originally 
added for beneficial characteristics, but when too much accumulates, it creates detrimental 
phases. 
 The major elements that contribute the superalloys strengths can be broken down 
into physical properties. Some of the elements produce solid solution strengthening such 
as molybdenum, tantalum, tungsten, and rhenium. Other elements that contribute to the 
oxidation resistance are chromium, and aluminum. Titanium and nickel contribute to the 
hot corrosion resistance and phase stability. Precipitate hardeners such as gamma prime 
come from aluminum and titanium. In addition to this, niobium creates gamma double 
prime. Other elements contribute to grain boundary strengthening, such as carbon and 
boron, producing carbides and borides. Other elements that control the grain boundary 
come from boron, zirconium, and hafnium. As previously stated, carbides and grain 
boundary strengtheners create shear resistance [6]. 
 Lastly, the detrimental elements that combined in large doses produce property 
reduction in superalloys. These elements consist of silicon, phosphorous, sulfur, lead, 
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bismuth, tellurium, selenium, and silver [6]. These elements are difficult to monitor 
because they do not appear in optical microscopes. Other elements are able to eliminate 
some of the detrimental elements. For example, magnesium can eliminate some sulfur on 
the grain boundary, while titanium is able to react with nitrogen to create Titanium Nitride 
(TiN) which allows these elements to appear in a microscope. 
1.2.3.1.1 Gamma Matrix (𝛾) 
 The matrix is the primary source of material used as a building block for all other 
phases. The matrix combines with different types of particles that will strengthen the 
overall material. Gamma is a non-magnetic phase that is mostly comprised of chromium, 
cobalt, iron, tungsten, and molybdenum. These elements form an FCC crystal structure [6] 
[8] [9]. Figure 1.5 is an example of the matrix phases in an alloy 718 microstructure. 
 
Figure 1.5: Image of Gamma Matrix [10]. 
Figure 1.5 shows the difference between the matrix and other secondary phases in 
the microstructure. The matrix appears darker based on the number of electrons in the 
material. 
1.2.3.1.2 Gamma Prime (𝛾′) 
 When created correctly, the gamma prime phase will form into spheres or cuboids 
that work in the gamma matrix. This creates the precipitate that is normally composed of 
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aluminum and titanium, but also forms with niobium, tantalum, and chromium [6]. Figure 
1.6 displays cuboid and spherical gamma prime phases of nickel-based superalloy. 
 
Figure 1.6: Cuboidal and spherical Gamma Prime Phase in a nickel-based superalloy [6]. 
Gamma prime has a crystal structure of FCC and is the primary precipitate for high 
temperature strengthening [6] [8]. The shape of gamma prime can change with varying 
levels of aluminum, titanium, and molybdenum. The shape will change the order of 
spherical, globular, blocky, and cuboidal. This change in shape directly relates to the 
mismatch between the gamma prime percentages compared to the gamma matrix. As the 
mismatch increases, the shape of gamma prime will change. If the change in shape occurs 
at an elevated temperature above 700˚ C then the secondary phases delta and eta will form 
and be detrimental to the strength that gamma prime is responsible for [6] [8] [9]. Based 
on the heat treatment of the superalloy the gamma prime phases can also form in films or 
rafts around the grain boundary with the capabilities to increase the creep rupture strength 
of the metal [6]. 
1.2.3.1.3 Eta () 
 Eta has an HCP crystal structure that emerges if high aluminum and titanium ratios 
appear in the material and are exposed to high temperatures for long periods. The formation 
takes an acicular shape with platelets that from in a Widmanstätten pattern [6] [8].  
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1.2.3.1.4 Gamma Double Prime (𝛾") 
 Gamma double prime forms in a few nickel-iron based alloys, and produces high 
strength in moderate temperatures. Gamma double prime is also the main strengthener of 
alloy 718 [11]. Gamma double prime does however, loose the strength once temperatures 
rises above 650C [6].  This phase creates the strength from a large mismatch between the 
precipitates and the matrix, which is approximately 2.9%. Gamma double prime forms with 
the combination of nickel and niobium and with the help of iron. This combination creates 
the BCT crystal structure 𝑁𝑖3𝑁𝑏 [6] [8]. In Figure 1.7, a combination of gamma prime and 
gamma double prime is present. These two phases normally form together in a similar 
fashion. 
 
Figure 1.7: Gamma Prime and Gamma Double Prime in the Matrix phase [12]. 
Without iron, the formation of gamma double prime changes. Under specific 
conditions instead of gamma double prime forming, delta phase will form instead. Both 
phases have the same chemical formula, 𝑁𝑖3𝑁𝑏, which is why the heat treatment of the 
material is very delicate [6]. Delta phase can produce improved properties such as tensile 
strength, fatigue life, and creep rupture. However, this is only if there are very small 
amounts of delta phase present that help create structure along the grain boundaries, and if 
there is too much, it is detrimental to the strength due to the lack of gamma double prime 
[6] [8] [13]. 
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1.2.3.1.5 Delta () 
 Delta phase has an orthorhombic crystal structure with the formula 𝑁𝑖3𝑁𝑏, similar 
to gamma double prime. The formation of delta phase happens two separate ways. First, at 
low temperatures delta phase forms by cellular reaction and secondly, at high temperatures 
it forms by intergranular precipitation [6]. Delta phase can also form into a film like 
precipitate depending on the amount of phosphorus present, which decreases the presence 
of delta phase when more silicon is present [14]. Delta phase precipitates affect the ductility 
of the material at 650˚ C [15]. Although there is a loss of strength, at room temperature, 
there is no loss of tensile strength or hardness because of the delta phase [16]. In Figure 1.8 
delta phase appears at the grain boundary with acicular shapes.  
 
Figure 1.8: Delta Phase present at the grain boundary [6]. 
These needle-like shapes help few properties in small doses. The heat treatment of 
this superalloy needs to be extremely delicate to produce desirable results [6] [8] [9]. Delta 
phase produces control over grain growth, but if the delta phases does not form, the 
carbides are able to perform the same grain growth stability [17]. 
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1.2.3.1.6 Carbides (MC) 
 Carbides come in many different forms, and the nomenclature changes depending 
on their location and mating species. Carbides form when 0.02-0.2% carbon is present, and 
reacts to various elements in the microstructure. 
 𝑀𝐶 Carbides take the cubic crystal structure and form with elements such as 
titanium, niobium, tantalum, hafnium, thorium, and zirconium. The shape of this carbide 
is globular and irregular [6]. 𝑀𝐶 Carbides generally dissolve into other carbides in this list, 
which form at the grain boundaries. 𝑀𝐶 is known as a high temperature carbide, and the 
most common carbide. One drawback of carbides is the fact that immediately surrounding 
the carbide there are precipitation free zones that inhibit the strength and structure of alloy 
718 [18].  
 𝑀23𝐶6 Carbides have an FCC crystal structure and usually form with the elements 
chromium, iron, molybdenum and tungsten. The orientations of this carbide come in many 
different varieties: films, globs, platelets, lamellae, and cells, which appear at the grain 
boundary. This carbide forms at temperatures ranging from 760-980˚ C and is mostly 
comprised of chromium [8]. 
 𝑀6𝐶 carbides also have an FCC crystal structure that normally form with 
molybdenum or tungsten but can also form with chromium, nickel, niobium, tantalum, and 
cobalt. These carbides generally form randomly throughout the microstructure at 
temperatures ranging from 815-980˚ C [8]. This carbide forms as an intermediate 
temperature carbide [6]. 
 𝑀7𝐶3 carbides have a hexagonal crystal structure with an irregular blocky shape. 
They are normally seen in cobalt based superalloys so will not be covered in-depth. This 
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carbide forms as a low temperature carbide. Figure 1.9 shows the different shape and 
orientation of two different carbides in a nickel-based superalloy. 
 
Figure 1.9: Carbide formation (A) points to MC carbides while (B) points to M6C 
carbides [6]. 
 Carbides normally form at temperatures around 800-1000˚ C but can form at 1050˚ 
C and facilitate three important functions. Carbides that form at the grain boundary 
strengthen the grain boundary by preventing sliding and allow stress relaxation. Carbides 
that form randomly in the matrix help strengthen the material, similar to gamma prime and 
gamma double prime. This is especially important for cobalt-based superalloys because of 
the missing gamma prime phase due to low iron [6].  
1.2.3.1.7 Borides (MB) 
 Borides appear in nickel-based, and iron-nickel-based superalloys when there is 
roughly 0.03% boron present and takes the formula 𝑀3𝐵2, where “M” represents elements 
such as molybdenum, tantalum, niobium, nickel, iron, and vanadium. Similar to carbides, 
borides help add strength to the superalloy; but unlike carbides, carbide etchants do not 
affected borides [6]. Borides form at the grain boundaries and in small amounts help 
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increase creep-rupture properties. Borides are half-moon, and blocky shapes that are hard 
particles that do not appear in the matrix like carbides [6]. 
1.2.3.1.8 Nitrides (MN) 
 Nitrides take the cubic crystal structure and form into square/rectangular shapes. 
Nitrides form when nitrogen reacts with elements such as titanium, niobium, and zirconium 
[6]. Nitrides are extremely difficult to modify at temperatures below melting [8]. 
1.2.3.1.9 Mew () 
 This phase takes the rhombohedral crystal structure and forms at high temperatures 
into the Widmanstätten pattern [8]. Elements that form this phase are molybdenum or 
tungsten [6]. 
1.2.3.1.10 Laves 
 Laves has hexagonal crystal structure and forms into irregular globs, or plates at 
high temperature. Laves forms when iron or cobalt react with titanium, niobium, tantalum, 
or molybdenum [6]. Laves forms at the cost of 𝑁𝑖3𝑁𝑏 which is detrimental to the strength 
of the alloy due to the reduction of gamma double prime, the main strengthener of this 
alloy. The cooling rate of the material also has an effect on the creation of laves phase. If 
the cooling rate is high, there is less time for the laves phases to accumulate in the 
microstructure [19].  
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Figure 1.10: Laves Phase present in alloy 718 [12]. 
1.2.3.1.11 Sigma () 
 Sigma has a tetragonal crystal structure and similar to laves, sigma forms in 
irregular globs at high temperature. Sigma forms at 540-980˚ C for extended amounts of 
time. Sigma and laves phases are not desired in the microstructure because they lower 
rupture strength and ductility [6]. Phases like laves and sigma can form in needle like 
shapes at the grain boundaries [9]. 
 Listed were the possible microstructures phases that appear in alloy 718. Some 
phases are more predominate than others depending on the source or creation. Many phases 
appear in multiple manufacturing process. Described are all phases that appear in additively 
manufactured alloy 781. The stresses applied to the alloy during creation have an impact 
on the microstructure. For additive manufacturing, large amount of stresses appear during 
the printing prosses. This will have an impact on the microstructure [19]. Next, the focus 
will be one how these phases contribute to the strengthening of alloy 718. 
1.2.3.2 Phase Hardening 
1.2.3.2.1 Strengthening Mechanisms 
 Precipitation hardening and solid solution hardening are the main strengthening 
mechanisms in alloy 718. Many phases contribute to the precipitation that creates 
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opportunity for precipitation hardening. During the hardening process, the mismatch of 
precipitates and matrix must be coherent with a mismatch from zero to one percent [6]. 
This mismatch aligns the matrix and precipitate with a crystal structure and with similar 
crystal structure sizes. The order of these crystal structures and atoms also add to the 
strengthening effect of the metal. The ordering disrupts any dislocations that would move 
through the crystal adding to the strength. Lastly, the size of the precipitation directly 
affects the strength. If the precipitations are too small, dislocations are able to bypass them 
easily making the crack propagation quick. In addition to this, if the precipitates are too 
large, they create stresses from bowed atom bonds that also lower the strength of the 
material [6]. 
1.2.3.2.2 Precipitation strengthening  
 When a material is under load the deformation that takes place depends on the type 
of strengthening. Characteristics of precipitate strengthening are a mismatch of one percent 
between the gamma matrix creating a preferred precipitate. This enables a proper size and 
style of crystal structure allowing more precipitates in the matrix thus increasing the 
strength. The preferred ordering is a close packed system of an FCC crystal structure with 
the precipitates on the face of the structure. This ordering increases the energy needed to 
move dislocations, which are the main deforming mechanism [6] [8].  
Having precipitates with the correct size will increase the strength. Precipitates will 
do little to affect the dislocation movement if they are too small, and reduce the strength if 
they are too large. This causes the dislocation to bow which also decreases strength. The 
optimal size is dependent on the property desired. Creep rupture is increased if the size is 
uniform, but this is only possible with single crystals and unlikely to be used in many 
19 
 
material applications. Having a single size of gamma prime will decrease the creep rupture 
while increasing the tensile strength.  
More than one element can be present in the crystal structure. When this happens, 
the element is assigned a location and one example of this could be the secondary phase 
𝑁𝑖3𝐴𝐿. The aluminum will locate to the corners of an FCC crystal structure while the nickel 
will be located at the faces [6]. 
1.2.3.2.3 Precipitation Hardening 
 The small secondary phase homogenously spread throughout the matrix phases is 
the main strengthener. The small precipitates act as obstructions that limit the dislocation 
movement. The formation of precipitates undergo age hardening as displayed in Figure 
1.11 [8] [20]. To create the precipitates the material needs to follow these steps: 
1. Heating the material below the liquidus line but high enough to dissolve the 
secondary phase will ensure that the precipitates disperse evenly throughout the 
matrix. 
2. Rapidly cooling the material so the atoms lock in place. 
3. Heating the material again to allow the precipitates to form clusters. This may take 
long periods depending on the desired effect. 
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Figure 1.11: Example of Precipitate hardening through the process of age hardening [20]. 
1.2.3.2.4 Solid Solution Strengthening 
 Two types of solution strengthening are possible, substitutional and interstitial. An 
interstitial is a small atom that is able to fit between two normal atoms in the crystal 
structure. This causes the bonds to stretch in order to fit the new atom, causing stresses in 
the structure. When substituting, the atom may be larger or smaller than the original atom. 
This will cause the bond to stretch if it is smaller or compress if it is larger. The stresses 
added to the structure create localized points of high stress, which makes dislocation 
movement much harder [8] [20]. Figure 1.12 displays three types of solid solution particles. 
 
Figure 1.12: Example of Solid Solution Strengthening. Substitution on the left and 
middle, interstitials on the right [20]. 
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1.2.3.2.5 Influence of grain size 
 The grain size influences the properties of the crystal structure in a material. Grain 
boundaries in close proximity usually have different slip planes and orientations. The grain 
boundary creates a dislocation barrier. Dislocations moving through a crystal will have to 
alter their direction to accommodate the changing slip planes and orientation of the 
surrounding grains. This disorder of grain boundaries ensures a stronger material. The 
smaller the grain size the stronger the material based on the increased orientations and 
direction a dislocation would have to move. Coarse grains generally have less strength and 
hardness when compared to smaller grain material [6] [8]. 
1.3 Defect Detection 
1.3.1 History 
 Additive manufacturing has been advancing rapidly due to its versatile capabilities, 
and complex designs possible. This surge of 3D printing systems has advanced beyond its 
monitoring capabilities. When metal additive manufacturing emerged in the 1980s the 
known defects were porosity, cracking, delamination, etc. [21]. These defects are still 
present in today’s additive manufacturing.  The lack of process monitoring is responsible 
for the remaining defects. For many of the known defects in additive manufacturing there 
have been studies reflecting work that utilizes techniques to minimize the defects as much 
as possible, even to the point of elimination [21]. The in-situ monitoring of an additive 
manufacturing build is the primary focus for process monitoring because this creates the 
possibility for closed-loop applications. The purpose of closed-loop applications if to 
identify a defect on the current layer and adjust the parameters or printing process to fix 
the error. If this is not possible, aborting the print will save time, money, and resources.  
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1.3.1.1 Defects 
 An understanding of the possible defects is beneficial when developing systems 
and proceses that will eventually eliminate these defects. For each defect, there can be a 
number of different sensors available to monitor the creation of the defect during a 3D 
build. A review of defect formation, and ways to monitor defects in-situ improves the 
capturing capability. Defects will fall in one or more of the categories listed. Each category 
is a preliminary starting point for a defect. 
1.3.1.2 Pores 
 Pores can form in different ways that will alter the size and shape of the pore. The 
first type of pore forms when trapped gas solidifies within the metal. This can cause pores 
to form in the 5-20 µm range [21]. Hot Isostatic Pressure (HIP) eliminates the pore in the 
post processing of the parts. This uses high pressure to annihilate the pores. These pores 
are difficult to monitor because of the small sizes. High-speed cameras have the capability 
to track these pores on the current layer and the subsequent layers. The second type of pore 
forms from a lack of fusion during the melting process. Faster laser speeds or lower power 
levels  create these pores. The size of these pores can range from 50-500 µm depending on 
the parameters [21]. Possible sensors such as high-speed cameras, thermal cameras, and 
photodiodes have the capability to detect these defects. In Figure 1.13, there is a 
representation of the two different types of pores found in AM.  
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Figure 1.13: Left: Entrapped gas ~5 µm, Right: Lack of fusion ~50 µm [22]. 
The pores created during the AM process are removable through post processing, 
as are most of the defects. This is why parameter selection is vital. Many of the smaller 
pores are removable, however the larger pores are the main problem leading to fatigue and 
part failure. 
1.3.1.3 Balling 
 The next defect is balling. This defect appears when speed and power are set to 
high, or when the speed and power is set to low. This happens because the laser has enough 
energy to melt a large area that causes the surrounding powder particles to attract to the 
heat source, yet the laser speed is so fast that there is discontinuity of the laser line. Proper 
parameter selection will eliminate this defect. Optical sensors and photodiodes monitor this 
effect due to the high intensity of the spherical metal beads left behind. Figure 1.14 shows 
the balling effect for different parameters. 
 
Figure 1.14: Balling effect for different parameters [23]. 
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Proper parameters selection easily eliminates any balling. However, AM proper 
parameters are not always selected so the ability to detect this defect with the mentioned 
sensors becomes relevant. While monitoring, opportunities to fix parts mid-build becomes 
possible. 
1.3.1.4 Cracking or Delamination 
 The last category of defect is cracking. This comes in many different forms such as 
residual stress, delamination, and post processing errors [21]. Residual stress causes the 
majority of cracking in parts during AM. Residual stress builds up in each layer from the 
material wanting to shrink. For parts with a large amount of surface area, the residual stress 
can be massive due to the large area of metal that is trying to recede to the center. Residual 
stress is at its maximum close to the build plate and reduces as the part grow higher. Other 
types of cracking are delamination. This is common when the laser power is low which 
leads to the melt pool not being large enough to penetrate the previous layer [21]. The last 
form of cracking is from post processing. Post processing can cause cracks through HIP 
and heat treating the part. The cracking emerges as a side effect of the defects created mid-
build due to poor parameter selection. Types of sensors that are able to capture this cracking 
in-situ are visible cameras, thermal cameras, and profilometers. In Figure 1.15 residual 
stress is present that causes the part to crack and to curl away or delaminate from the 
substrate. 
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Figure 1.15: Cracking and delamination in an AM part due to residual stress [24]. 
As stated earlier, these three categories include many of the known defects that 
appear in AM. These defects result from many of the parts and processes of AM to be 
lacking much of the process monitoring techniques. By adding different sensors to monitor 
the process of AM, it will eliminate the need for destructive testing to confirm that a part 
is indeed defect-free. By evaluating previous work on process monitoring, it is possible to 
use the correct sensors to evaluate a build in real time. 
1.4 Previous Work 
1.4.1 Alloy 718 
 In AM, variability that can affect the microstructure of the as-build part. During the 
process of Laser Powder Bed Fusion (LPBF), many parameters can have an effect on the 
overall microstructure. As discussed previously, the phases that contribute to the strength 
of alloy 718 depend on time and temperature. In LPBF, the melt times are incredibly small 
which leads to extremely fast solidification of molten metal. This fast solidification alters 
the microstructure making it different from traditional means such as cast or forging. Other 
ways that LPBF process effects the microstructure is through laser scan strategy, and 
energy density. These two processes are similar in that the scan strategy can change the 
energy density. The scan strategy is the path that the laser will take to melt each layer. 
26 
 
Changing the speed, width, design, direction etc. will have a lasting effect on the part 
quality. The strategy used to melt a LPBF part has an effect on the microstructure. The 
energy density depends on the hatch spacing, layer thickness, speed, and laser power. An 
increase in laser power and a decrease in laser speed would result in an increase in energy 
density. A decrease in laser power and an increase laser speed would results in a decrease 
of energy density. The next factor that affects the microstructure is the post processing. 
This can be heat treatment, Hot Isostatic Pressure (HIP), age hardening etc.  
1.4.1.1 Energy Density 
 One of the main reasons why LPBF results in a slightly altered microstructure when 
compared to cast or forging is because of the complex nature of a laser beam. This nature 
creates a non-equilibrium between the chemical reactions in the material [25].  Energy 
Density is the power of the laser divided by the speed of the laser, hatch spacing, and layer 
thickness. With the energy density being very low, the metal powder absorbs enough 
energy to melt partially. This creates the balling effect, where there is a discontinuous line 
of melted metal. Figure 1.16 shows the increase in energy density can have an effect on the 
microstructure. 
 
Figure 1.16: Microstructure based on energy density. A) 110W, 600mm/s B) 110W, 
400mm/s C) 120W 400mm/s D) 130W 400mm/s [25]. 
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 In Figure 1.16 it is clear that an increase in energy density affects microstructure. 
In A and B, there is a difference in scanning speed, but the power remains the same. With 
a faster scan speed there is less time spent in one spot leading to faster heat dissipation. 
This heat dissipation is responsible for change the microstructure [25]. In the remaining 
tiles, the powder is the only changing parameter. With an increase in powder and no change 
in scan speed, results in a larger melt pool and longer solidification times. A longer 
solidification time means that the molten metal has a longer amount of time to solidify, 
leading to larger dendritic growth perpendicular to the build direction. As the energy 
density increases the microstructure changes in the order of coarse columnar dendrites, 
clustered dendrites, to slender and uniform dendrites [25].  
 Similarly, the direction of the scan strategy has an effect on microstructure. In a 
simple study of a single direction and a cross-direction scan strategy, it was shown that 
depending on the laser scanning style, the grain size changes. The grain size has a major 
effect on the mechanical properties of the material. In the single direction scan strategy, 
the grain size appeared to be less uniform when compared to the cross directional strategy. 
This change in grain size can alter the ductility of the part, although it does not affect the 
ultimate yield strength [26].  
 Another way to control the outcome of metal additive manufacturing is by changing 
the design of the laser scan strategy. As previously noted, there are many different designs 
possible, such as lines, stripes, contours, island, circle, cross, etc. Of these designs, an 
evaluation of the island strategy and its effect on microstructure and mechanical properties 
is shown. The island strategy creates small squares where the laser will melt the metal, and 
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to eliminate stress the squares are melted in a random order. An example of the island 
strategy is in Figure 1.17. 
 
Figure 1.17: Example of Island laser scan strategy [27]. 
 Similar to the single and cross direction laser strategy experiment, the island scan 
strategy also has an effect on the microstructure. In the experiment, different island sizes 
created specimens for material analysis and mechanical testing. The study shows that 
although there are density differences between the specimens, the ultimate tensile strength 
stayed relatively the same [27]. The results also show that based on the experiment of four 
different specimens, (2 x 2 mm, 3 x 3 mm, 5 x 5 mm, and 7 x 7 mm;),  the 5 x 5 mm, and 
7 x 7 mm specimens have the lowest residual stress [27]. The 2 x 2 mm specimen had the 
lowest recorded residual stress but this is only because the specimen had cracking 
throughout. This experiment suggests that based on the scan strategy, an optimal design 
for the laser scan strategy exists depending on the specimen’s purpose.  
1.4.1.2 Residual Stress 
 Residual stress is a difficult problem to consider with additively manufactured parts 
because of the many different parameters to consider. As previously stated, the parameters 
selected for a part or experiments affect the melt pool.  Various forces and chemical 
reactions affect the melt pool. The laser melt pool is also extremely small leading to rapid 
melting and solidification continuously for the duration of the build. This rapid melting 
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and solidifying leads to high residual stress in a part. The common microstructure for alloy 
718 in LPBF is columnar dendrites growing perpendicular to the build direction [28].  This 
microstructure growth will eventually evolve into uneven grains solidifying at elevated 
temperatures. The microstructure of a printed part shows signs of residual stress because 
of the melting process. Residual stress is relatively low during a long single laser line pass 
and grows as the time between passes increases and in areas of many overlapping layers 
[28]. The residual stress for high overlapping areas creates uneven grains in the 
microstructure [28]. Based on the orientation the residual stress appears in the build 
direction similar to the microstructure growth [29]. Therefore, by controlling residual stress 
in a manageable way, the microstructure and part health overall can improve. Various post 
processing procedures exist to eliminate residual stress, such as heat treatment, hot isostatic 
pressure (HIP), etc.   
 Heat treatment is one of the many forms used to alleviate some of the high stress 
points in a LPBF printed part. Depending on the elemental make-up of the metal powder, 
alloy 718 can be susceptible to high niobium and molybdenum, which, combined with the 
fast cooling rates of LPBF result in the formation of laves phases. Previously mentioned, 
laves phase is detrimental to the strength of alloy 718 and should be modified. Heat 
treatment offers a solution by placing the specimen in an oven at elevated temperatures, 
approximately 1100˚ C, for a known amount of time so that the laves phase can dissolve 
back into the microstructure removing the detrimental phase. During this process the grains 
sizes will not alter significantly due to the carbides present at the grain boundary, 
prohibiting their movement [30]. The heat treatment process eliminates the laves phase and 
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returns the strength of alloy 718 to the point where the tensile strength, yield strength, and 
hardness values all are slightly better than wrought material [30].  
 A similar study showed that the uneven grain structure that corresponds to the as-
built alloy 718 specimens can be a result from the competitive nature of the dendritic arms 
in the overlapping melt pools. The cooling rate cannot be calculated by measuring the size 
of the dendritic structures, instead the cooling rate should be compared to other 718 welds 
for a more accurate measurement [31]. One drawback of heat treatment depends on the 
treatment type. Some heat treatments can eliminate laves phase but simultaneously creating 
the needle like delta phases. This can be beneficial in some aspects but as the delta phase 
becomes more prominent it will start to have negative effects [32].  
 The microstructure of alloy 718 has many phases that lead to complex analysis of 
the process parameters for LPBD AM. With detailed experiments, the microstructure can 
be optimally produced and with post-process heat treatment, the mechanical properties can 
resemble wrought and cast alloy 718, if not better. Of the experiments listed, many used 
destructive tests in order to gain an insight into the microstructure of the printed part. Due 
to this need for destructive testing it is essential that monitoring capabilities be created to 
eliminate wasted time and resources. Process monitoring is a common way of monitoring 
a build to record information that can eliminate the need for destructive testing. 
1.4.2 Process Monitoring 
The main cause for defects in AM is sub optimal parameter selection. Numerous 
variables contribute to the creation of defects, and many can vary from day to day. Most of 
the variables are consistent with the laser capabilities and the powder selected. Other 
variables emerge from the way powder is stored and the rate it is used. All of these, and 
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many more, affect the quality of an AM build. Table 1 lists all the possible ways a defect 
can emerge. 
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Table 1: Possible variables that can contribute to defect creation [33]. 
33 
 
 
Table 2: Continuation of Table 1 [33]. 
Table 1 and 2 display many of the mentioned variables that contribute to the 
formation of defects. It is important to note that even though the variables are controllable 
there is a possibility that they can still induce defects [33].  
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1.4.2.1 Sensors 
 Due to the large number of defects that can cause a failed AM build, it is necessary 
to monitor these builds with multiple sensors to eliminate defect formation as much as 
possible. Typical sensors that are used for defect detection can vary for each different AM 
process, LPBF sensors will be the focus. The typical sensors that used in LPBF are optical, 
visible, acoustic, pyrometers, infrared cameras, photodiodes, and spectrometers. Many of 
these sensors have the capability to collect data on more than one defect type. Some of the 
sensors focus on the melt pool while others focus on the entire build area, or just the melt 
plume [34]. The three main types of sensors that will be focus on are the visible and thermal 
cameras, high-speed cameras, and photodiodes. Each sensor will have its own research and 
examination. 
1.4.2.1.1 Visible Camera 
 The visible camera definition is straightforward. One or more cameras use light in 
the visible spectrum to illuminate a part in-situ. This likely will reveal possible defects in 
the powder before the laser strikes, and it can show defects in the part after the laser has 
melted the current layer. This is the most used type of sensors due to its ease of use and 
ability to collect pre and post images of a layer. In Figure 1.18, visible images detect defects 
throughout the part layer-by-layer. This give a fully encompassing visual of where the 
defects are and how they affect the part. 
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Figure 1.18: Top row: before imaged taken of the powder. Lower row: powder anomalies 
[35]. 
Collecting data each layer, and using a software to accumulate all the defect 
locations creates a map of the full part for evaluation. Figure 1.19 shows the full part with 
every defect found throughout the layer-by-layer process. 
 
Figure 1.19: Defect map showing every defect captured earlier in the build [35]. 
This encompassing view gives insight for proper post treatment and possible failure 
points. A similar approach to defect detection through optical imaging uses inline coherent 
imaging position coaxial with the laser beam. This approach allows identification of the 
melt pool. Being able to identify the melt pool and its geometry, and then verifying with 
visible camera data, increases the possibility of identifying defects and part abnormalities. 
Figure 1.20 compares the inline imager to the visible data. 
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Figure 1.20: Inline coherent image with visible camera data [36]. 
Defect identification increases using this method due to the high reactivity the 
imagery can used based on process parameters and substrate wetting [36]. Many of the data 
taken is for single line. This is because it is necessary to learn how to analyze data based 
off a single laser line to understand the fundamental physics that are taking place. 
Understanding basic laser behavior will be critical for understanding the processes of an 
entire part with multiple line and multiple layers. Similar sensors that collect slightly 
different information on the melt pool are infrared cameras.  
1.4.2.1.2 Infrared Camera 
 Infrared cameras are similar to visible cameras with one main difference. The 
spectrum of light changes for a visible camera and for an infrared camera. A visible camera 
will focus on light in the 380 – 780 nm wavelength range while an infrared camera will 
focus on light from the edge of the red visible light, 700nm to 1 mm. In this range, 
temperature can be monitored due to the radiation that thermal wave gives off. Using this 
information can shed light on many different melt pool behaviors. The melt pool is strictly 
responsible for the formation of molten metal and the solidification of the microstructure. 
The types of defects detected with a thermal camera are lack of fusion, key holing, bulging, 
etc. Figure 1.21 shows examples of environmental effects on IR camera images. 
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Figure 1.21: Types of radiation captured by infrared cameras [37]. 
Figure 1.21 shows the types of radiation the infrared (IR) camera can receive. The 
radiations included the emission and absorption from the surroundings, the object of 
interest, and the surrounding temperature. All of these sources can add to the signal 
received from the target. Other signals received are not beneficial. These include the 
emissivity of the target, the atmosphere, and any reflective surface in the proximity of the 
sensor’s view [37].  
 Due to the many influences surrounding an IR camera, it is important to create a 
system that will eliminate these interferences and collect unaltered data of the target. By 
calibrating the IR camera for high temperatures, interferences do not affect the accuracy. 
Calibrating the IR cameras via blackbody radiation ensures a steady baseline to compare 
results later. A black body is a known heat source with an emissivity of 0.99 [37]. For the 
calibration, it is imperative to have the set-up be as close to the desired experiment. For 
example, due to the rough environment that LPBF has, the sensors reside outside of the 
box containing the system. For this reason, special glass replaces the normal viewing 
window for better signal. These windows are included during the calibration for a proper 
baseline.   
38 
 
 IR cameras are useful for identifying the temperature of a build in-situ. However, 
there are factors that interfere with the signal. The first is that the emissivity of the target 
effects the analysis of the melt pool. This is difficult due to the evolving nature of the melt 
pool. The emissivity of molten metal changes, therefore an exact number for the emissivity 
of a LPBF part in-situ is unknown. Extensive experiments and comparative testing to find 
average emissivity eliminates the problem. The next problem with IR cameras is the 
resolution of the lenses. LPBF has microscopic melt pools that can cause inaccurate 
readings when compared to the background temperature. With a melt pool in the range of 
20-100 µm, the resolution on a camera needs to be precise. If the size is not considered, 
then the calculation for thermal temperature will be inaccurate due to the averaging of 
pixels in a microscopic scale. Increasing camera resolution helps to resolve this problem, 
but also increase the camera’s cost. When the camera captures a layer’s thermal behavior, 
a map of the part displaying the thermal gradients throughout the layer appears. Over 
multiple layers, the thermal behavior can be consistent based on defect behavior and part 
surface roughness. Figure 1.22 displays the multi-layer capture of the thermal gradients. 
 
Figure 1.22: IR images taken at different layers showing thermal activity [38]. 
The goal of thermal imagery is to allow the part to be repairable during a build. 
Detecting a defect early in a build will reduce the time needed to find the defects in post 
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processing and will eliminate builds due to defects for increased productivity. In this 
research, the IR camera is able to identify the layers with flaws. Powder covers layers 
containing flaws for the next layer, which produces an overly large layer for the part. This 
creates a transition of flaws from one layer to the next. IR cameras eliminate this defect by 
detecting it early and repairing the part [38].   
Another major issue with AM parts is the porosity level based on the parts geometry 
and parameter selection. Due to the complexity of parts created via AM, it is inevitable that 
many parts have large overhangs. This is one of the leading causes of porosity. Overhangs 
appear with the same parameters as the bulk parts. This creates issues when the goal of the 
bulk is to melt into the previous layer. When creating an overhang, the melt pool is 
penetrating into the previous layer where there is not previously melted metal underneath. 
This causes the laser to over penetrate and melt powder particles that are unsupported, 
causing nonuniform part edges and porosity. One way to detect these is with IR cameras. 
By monitoring the reflected light, IR cameras collect the porosity in overhanging 
structures. Figure 1.23 shows the change in porosity as layer height and overhang depth 
changes. 
 
Figure 1.23: Porosity imagery for IR camera for overhang structures [39]. 
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IR cameras are able to evaluate the microstructure of an AM part by tracking the 
thermal history. By comparing different scan strategies to change the thermal history, 
different microstructures appear. A typical line scan strategy creates columnar dendrites 
that grow epitaxially. Comparing this to the point melt scan strategy, which creates 
isotropic properties, this eliminates grain boundaries producing a stronger part in the build 
direction. The IR camera is also able to detect defects based on the emissivity of the surface. 
As the emissivity changes the IR signal changes as well. Powder being porous will have 
an emissivity of 0.68. As this surface changes to melted material and then to a solidified 
part, the emissivity with change to 0.37 at 800˚ C and 0.46 at 1275˚ C. This distinction in 
emissivity makes IR cameras capable of detecting defects. Figure 1.24 illustrates how the 
change in emissivity affects the IR camera image [40]. 
 
Figure 1.24: Right: the IR output for the first few layers. Left: the final IR output [40]. 
As the AM build continues, the temperature will naturally rise. Figure 1.24 displays 
the change in thermal gradient throughout the part. The point scan-strategy results in a cool 
build, as one point begins to cool other areas melt. The line scan-strategy results in larger 
thermal gradients, including areas where the line strategy increases the temperate of the 
point scan-strategy. Due to the lower temperature of the point scan-strategy, the thermal 
gradient decreases, resulting in the equiaxed microstructure. This ensure the microstructure 
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grows in all directions resulting in better mechanical properties [40]. Figure 1.25 shows a 
comparison of these strategies. 
 
Figure 1.25: Different scan strategies result in different microstructure. Hotter 
temperatures result from line scan strategy while cooler temperatures from point scan 
strategy [40]. 
The productivity of IR cameras is useful in detecting defects as well as predicting 
the microstructure of the AM part. This does however have its limits. Due to the exposure 
time and the time required to accurately save and load data files, the IR camera often does 
not capture the entire surface area of a layer or cannot capture every single layer. This is a 
result of the resolution needed to capture good data. As the resolution increases, the data 
files increase proportionally. This hinders the ability to capture all of the necessary data. 
An investigation of the proper temporal and special resolution that is needed concerning 
the data file sizes and information acquired is given in [40]. 
Another attribute that the IR cameras are capable of monitoring is the melt pool 
behavior. This parameter is indicative of the laser power and speed. The speed is a 
parameter that might seem to have a large effect on the melt pool length and thus the 
temperature; however, the speed may have less of an effect on the melt pool behavior as 
does laser power. A study comparing the change in laser speed and the analysis of the melt 
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pool through IR camera imagery shows that the speed has little effect on the melt pool 
length. With an increase in laser speed and a consistent laser power, the melt pools remain 
similar. The length does, however, increase slightly with the slower speeds. This can be 
the response to high energy density leading to larger melt pools in general. This monitoring 
of melt pool behavior sheds light on the laser behavior based on parameter selection. Figure 
1.26 compares the change in speed with the melt pool length [41]. 
 
Figure 1.26: Melt pool length monitoring with IR camera. Changes in speed have little 
effect on the melt pool lengths [41]. 
One of the reasons the slower laser speed can increase the melt pool length is due 
to the response of the cameras having an effect on the frame rate. As the speed increases, 
the width of the melt pool does decrease. The decreasing width is understandable due to 
the effect of powder on the heated melt pool. With higher speeds, a wider melt pool is not 
sustainable. Using an IR camera to monitor the melt pool, the probability of monitoring 
defects in and AM build increases [41]. 
1.4.2.1.3 Spectroscopy 
 Spectroscopy is a sensor that also uses photons to collect signals and evaluate the 
AM build in-situ. Spectroscopy differs from visible and IR cameras in that it focuses on 
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the species of photon instead of the light reflecting or absorbing from the target. This 
changes many calculations and the defects that the sensor monitors through spectral 
response. The Methods section explores the physics and background of the spectrometer. 
Figure 1.27 displays a typical signal, which is the primary factor that allows defect 
detection. 
 
Figure 1.27: Spectroscopy signal for aluminum [42]. 
Figure 1.27 shows the relative intensity for an aluminum part in AM. The relative 
intensities are conditions for the surroundings of the experiment. As time, distance, 
geometry, and power change the signal will fluctuate. The fluctuation in variables is present 
in the relative intensity of the aluminum part. This sensor is able to collect sensitive data 
based on the environment of the AM build. When the intensity is collected, numerous 
calculations about electron temperature are enabled, thus verifying the build parameters 
and defect creation [42].  
 Due to the sensitivity of the spectroscopy sensor, an understanding of laser behavior 
is necessary. The pulse lasers that are used for LPBF have a periodic nature with a set 
magnitude. The pulse of the laser is represented as a square wave; however, there is a small 
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amount of ramping that happens when the laser is turned on. Figure 1.28 displays the 
ramping that occurs when the laser pulses. 
 
Figure 1.28: Illustration of pulse laser behavior [43]. 
The change in signal seen in Figure 1.28 is an indication of laser complexity and is 
an example of how the relative intensity collected by the spectrometer is affected. Laser 
behavior affects the relative intensity of the spectrometer; however, the spectrometers 
ability to collect electron temperature does not change. 
 The main use of spectroscopy is for weld quality. With AM being a collection of 
many single weld beads that form a more complex part, understanding the nature and 
behavior of a weld bead with spectroscopy is crucial. Spectroscopy is sensitive enough to 
allow the visible confirmation that there is a defect in the part based on many factors such 
as weld defect, shielding gas flow rate, fluctuation, layer anomalies, and spreader defects 
[44]. Figure 1.29 shows the possible signal feedback spectroscopy can give for weld defects 
in AM. 
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Figure 1.29: Different signals for different defects in laser welds [44]. 
Taking this data and developing statistical analysis for defects detection, 
concerning location, geometry, or parameter selection will allow for close loop application. 
A system that can run fully automated and will detect defects and understand if parts need 
repair or otherwise be scraped, would have an impact on the AM field. Figure 1.30 displays 
the analysis tool and confidence interval used to determine defects.  A confidence interval 
conducted for various experiments shows the possibility for closed loop applications [45]. 
 
Figure 1.30: Confidence interval for weld defects [45]. 
A similar and more mathematical approach to spectroscopy is the line-to-
continuum. As a way to monitor lack of fusion in parts, spectroscopy evaluates the gas that 
is in an excited state above the melt pool. This excited gas reveals special species of 
wavelengths, allowing material characterization. This excited gas can be influenced by 
many variables. The most influential are the molecular make-up of the material, the 
concentration of the material, the thickness of the optical plume, and the electrons [46].  
46 
 
 One important contribution regarding the laser power and the effects on the plume 
is counter intuitive. As the laser power decreases, the electron temperature and penetration 
depth both increase [47]. Physically this is true, due to higher energy into the system the 
electron temperature absolutely will increase and thus the penetration depth. However, as 
the spectrometer collects data, and because of the high laser powder, the plume will seep 
into to melt pool causing the capillary effect during high laser power. The capillary effect 
causes the hotter potion of the plume to sink into the part while the spectrometer collects 
data on the colder outer shell of the plume [47]. Figure 1.31 illustrates this phenomenon. 
 
Figure 1.31: Left: laser power with respect to election temperature. Right: Penetration 
depth with respect to electron temperature [47]. 
This experiment verifies that high laser power and low penetration depth is 
conducive in both static, and dynamic environments. The spectrometer was located 
perpendicular to the laser path for this experiment. This ensures that the melt pool was not 
interfering with the signal.  
 The effect of the melt pool has an impact on the part quality. When compared to 
other methods the penetration and area of effect for laser AM is drastic. In Figure 1.32, 
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there is an example of the impact lasers have on the penetration depth compared to arch 
welding.  
 
Figure 1.32: Top: Melt pool and penetration for arch welding. Bottom: Melt pool and 
penetration for Laser welding [48]. 
This penetration depth is what causes the plasma plume to sink into the cavity 
during high power welding. Figure 1.32 is also an example of a keyhole melt pool. 
Depending on the location of the laser this oversizing of the melt pool will affect many 
variables such as the overhang angle, width of melt pool, laser accuracy etc. taking this 
information into consideration for material applications is essential. Figure 1.33, provides 
cross section measurements of the melt pools illustrated in Figure 1.32. 
 
Figure 1.33: Cross section of melt pool. Left: Laser keyhole melt pool penetration. Right: 
Arch welding melt pool penetration [48]. 
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The penetration seen in Figure 1.33 on the left shows the penetration power of the 
laser. This penetration pierces more than one layer, which gives the 3D printed part the 
strength between layers that is needed. Over penetration however can lead to keyholes and 
swelling of the part. This will reduce accuracy at an increasing rate depending on the part 
size [48]. 
Combining these two methods, arch and laser welding, to create a hybrid welding 
system can create a much larger melt pool due to the added heat and farther penetration. 
This is useful for larger parts and industrial application [48]. However, this hybrid approach 
would be detrimental to the laser welding process because LPBF utilizes small melt pools 
for accuracy in part dimensions and high complexity of parts.  
Finally, after articulating the benefits of sensor usages, it is optimal to combine 
many sensors to form a more comprehensive view for all defects that can arise from the 
LPBF AM process. The photodiodes are able to collect the light emitted from the target 
and create a signal representing the melt pool area. This gives an indication of the 
temperature of the melt pool. A lager area represents a larger signal collected by the 
photodiodes [49]. Also included are the visible and thermal cameras. These give an 
estimation of the melt pool geometry and temperature. By comparing the sensors and using 
them in a computer algorithm, a digital representation of the melt pool effect on the part 
can be displayed. In Figure 1.34 computerized melt pool imagery determines defects in 
LPBF build.  
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Figure 1.34: Left: Confidence interval for melt pool area. Right: Computerized scan of 
the photodiode and thermal camera data aligned by position [49]. 
Figure 1.34 shows on the left the confidence interval used to determine if the melt 
pool is outside an ordinary intensity. This reflects a larger melt pool size for that instance 
in time. Larger melt pools indicate larger thermal behaviors in the part and could create 
defects. By monitoring the melt pool behavior, localized defects can be identified based on 
the laser behavior and the sensors response to that behavior. 
1.5 Summary and Contributions 
Many different sensors can monitor defects in a LPBF AM build. Based on the 
sensor the defect that can be identified changes. Three sensor types will be the focus of 
this work. Visible cameras are versatile and relatively cheap. Visible cameras evaluate 
the melt pool geometry. The melt pool geometry provides information on the surface 
roughness of the part. When the geometry of the melt pool changes abruptly, this 
indicates a thicker or thinner layer of powder, or a raised defect on the surface. The 
thermal cameras are valuable in that they can detect the temperature of the melt pool. 
Knowing the melt pool temperature is valuable to determine the correct laser behavior 
and indicate laser power. The thermal camera also sheds light on the behavior of the 
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microstructure. Larger temperature indicates high power and larger microstructure 
solidification. Finally, the photodiodes are sensors that collect the emitted species of the 
melted metal, alloy 718. Determining the type of metal that is melting and evaporating in 
the plasma plume gives useful data on the melt pool area and the penetration depth. The 
relative intensities that the photodiodes collect can also have implications on the 
microstructure. As the melt pool area increases or the intensity decreases, this indicates a 
change in the laser power thus having an effect on the microstructure. By using all three 
sensors in unison, a large comprehensive view of the LPBF process, and defect 
identification becomes possible.  
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1.6 Thesis Contributions 
In this research, a multi-sensor approach is used to determine the influence of part 
geometry and the effect on microstructure development of alloy 718. The contributions are 
as follows: 
1. Determined the effect geometry has on thermal conditions using multi-sensor 
in-situ monitoring. 
2. Identified the effects of processing parameters and geometry on alloy 718 
microstructure and melt pool geometry. 
3. Experimentally identified the effects of thermal conditions in alloy 718 
microstructure and melt pools. 
4. Validated a 3-color spectroscopy approach through multi-sensor experimental 
comparison. 
5. Identified the laser plume orientation via 3-color spectroscopy. 
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Chapter 2: Methods 
2.1 Multi-Sensor Approach 
Use of AM increased rapidly due to its versatile capabilities and potential for 
complex part geometries. These geometries are only possible through AM because of the 
layer-by-layer process building the part at the same time as the material. The layer-by-layer 
process, however, has inconsistencies that are possible. These inconsistencies are a result 
from the changing melt pool behavior due to process parameters on each layer, which 
creates defects periodically in the build as it continues. A high level of confidence in part 
quality is required to determine if parts are viable for functional applications. Increased 
confidence comes from material characterization and destructive testing of specimens built 
parallel to the working part. This requires a significant investment in time and money, an 
inconvenience especially when AM was founded on waste reduction. Sensors like infrared 
cameras, visible cameras, and photodiodes are capable of detecting defects in-situ without 
the need for destructive material testing.  
The approach to detecting defects in-situ will be to set up sensors around the building 
part and monitor each layer in real time. These sensors will have different locations that 
best reflect the sensor’s needs. The sensors used are one visible camera, one high speed 
phantom camera, one infrared camera, and three photodiodes. These sensors are used in 
parallel for each experiment and the data is cross analyzed for comprehensive defect 
detection.
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2.1.1 3-Color Spectroscopy Physics and Background 
The field of spectroscopy studies the behavior of light. Traditional welding 
applications use spectroscopy to analyze the weld quality based on plasma emissions. 
Understanding how light creates the signal output for spectrometers and photodiodes is 
required when analyzing the results from in-situ inspected builds. The basics of 
spectroscopy begin with the analysis of the plasma plume located directly above the 
working surface of an LPBF AM build. This plasma plume consists of evaporated metal. 
The vapor dilutes with the surrounding inert argon gas creating the plume [50]. The plasma 
plume is the main source of light leading to the identification of certain metallic elements 
species in the plume that have evaporated. The light emitted from the plume will give off 
specific wavelengths based on the energy absorbed by the material. The wavelength of 
light is directly affected by the energy of the system, and the material accepting the energy. 
Equation 2.1.1 represents the relationship between energy and wavelength. 
Equation 2.1.1 
𝐸 =  
ℎ𝑐
𝜆
 
In Equation 2.1.1, E represents energy, h represents Planks constant, and  
represents wavelength. Spectrometers are powerful instruments that are able to determine 
a large range of wavelengths, however they are very expensive; less expensive sensors can 
be used to acquire similar information of the LPBF build and evaluate key quality factors. 
Photodiodes function similarly to spectrometers without the need of a dedicated 
spectrometer. This is especially useful when only a few wavelengths are of interest.  
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2.1.1.1 Behavior of Light 
Understanding how light behaves is essential for analyzing photodiode data and 
selecting proper filters to collect meaningful results. The spectrum of visible light ranges 
from 400 to 700 nm, from violet to red. These wavelengths are a result of the energy in the 
system. Equation 2.1.1 determine the energy or wavelength and then known wavelengths 
of light are used to calculate the energy. This approach creates a magnificent identification 
tool for unknown species of elements on the periodic table. Each element on the periodic 
table has a certain number of orbits surrounding the nucleus. Each orbital will house a 
given number of electrons depending on the element. When an electron is excited due to 
the addition of energy into the system, the electron jumps to a higher orbital in order to 
accept the energy. When the energy releases, it is in the form of a photon, or light. This 
photon will have a known wavelength determined by the distance the electron travels when 
returning to the ground state. This creates a fingerprint for each element because all 
elements will have a different number of electrons leading to different wavelengths emitted 
when a photon releases. The photodiodes used in this approach are equipped with a filter 
at the identified wavelength of interest and thus collect the light emitted from the plasma 
plume during a LPBF build at this wavelength.  
2.1.1.2 Photodiode Detection Process 
A photodiode, or diode, is a light detector connected to a fiber optic positioned 
close to the LPBF build substrate. Diodes collect the photons emitted from the plasma 
plume during the laser material interaction. Photodiodes are similar to cameras in that they 
capture light intensity; however, cameras collect intensities with a spatial location. The 
intensities from a photodiode are calculated based on the photon species targeted and the 
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density of photons are collected for the entire viewing area at one time. This creates a 
relative intensity for each collection period. Diodes, also unlike cameras, do not need to 
record and save larger amounts of data. A camera collects data based on intensity and 
location leading to larger files and longer saving times. A diode is only collecting light 
intensity for one species, which allows for a significant reduction in the time it takes to 
save data. This is the main reason diodes are considered for process monitoring of LPBF. 
Diodes are able to collect data at rates approaching 10 KHz. This allows for a 
comprehensive view of the plasma plume behavior. Once the data is collected for each 
layer of a build, the data can then be used to evaluate each layer and identify possible 
defects. Figure 2.1 gives an example of relative intensities during an LPBF build. The 
relative intensity is located on the y-axis and time on the x-axis. 
 
Figure 2.1: Photodiode sensor output of the laser strikes during LPBF. 
Photodiode data is collected with respect to time. Longer periods with the laser on 
will result in wider segments of relative intensity. Figure 2.1 demonstrates that when the 
laser is off the photodiodes collect zero photons leading to zero for the signal. Therefore, 
the longer the laser is on the wider the segments in the photodiode data. The middle of the 
56 
 
graph represents the contour for the thin section. The dimensions of the thin section are 10 
mm x 2 mm. The photodiode will visualize longer periods with the laser on during the 10 
mm section and shorter periods during the 2 mm section. This is one way to identify the 
geometry of the part without the need for a camera. 
2.1.1.3 Filter Selection 
As stated in Section 2.1.1.1, the photodiode will detect the light in the visible range. 
Preliminary experiments are used to modify the diode with a filter at the identified 
wavelength to detect the specific material elements in alloy 718. Knowing the wavelength 
of light emitted by alloy 718 is crucial in understanding the behavior of the plasma plume. 
The first experiment to determining the specific material elements in the plasma plume 
involves data collection with an Acton Grading Spectrometer. The grading spectrometer is 
able to collect all wavelengths of light during an experiment. Wavelength data is collected 
in a 60 nm window and then a monochromator is rotated to a new 60 nm window until the 
wavelengths of the entire visible spectrum are collected. The LPBF part used is a simple 
cube that processes each layer while the Acton spectrometer is collecting data. This data is 
spliced together in overlapping regions of wavelengths to create a full visible spectrum 
wavelength response. This data accurately represents the wavelengths visible during an 
LPBF build of alloy 718. With this data, the wavelengths are then cross referenced with 
the National Institute of Standards and Technology (NIST) database for spectral lines. 
Here, a complete list of elements is cataloged indicating wavelengths and relative 
intensities based on material. When selecting wavelengths to analyze it is important to 
select wavelengths that have strong intensities when viewing with the grading 
spectrometer, guaranteeing that these appear with less sophisticated instruments. For the 
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approach used in this work, the highest intensity wavelengths are selected for the 
photodiode filters.  
 
Figure 2.2: Data collected from the National Institute of Standards and Technology 
(NIST) [51]. 
The filters of the photodiodes are very important in order to collect meaningful 
data. An initial experiment was performed by UTC to determine the filters to use for this 
work. After analyzing the Acton spectrometer wavelength intensities, filters were selected 
based on the values obtained. For alloy 718, the strongest intensity wavelengths are 422 
nm, 455 nm, 520 nm, and 530 nm. Data collected from the Acton spectrometer in Figure 
2.3 shows the response from 470 nm to 530 nm, indicating a strong signal at 520 nm. These 
lines correspond to chromium lines based on the information in the NIST database. Once 
the filters are attached to the photodiodes, only light  5 nm will be detected. For this 
research 520 nm, 530 nm, and 640 nm filters create the 3-color spectrometer. The 3-color 
spectrometer earns its nomenclature by focusing on three wavelengths, or colors, on the 
visible spectrum. 
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Figure 2.3: Acton spectrometer data collected to find strong spectral features in alloy 718 
[52]. 
The 520 nm wavelengths correspond to the strong chromium lines, the 530 nm 
correspond to the strong chromium and strong iron lines, and the 640 nm wavelength 
corresponds to zero spectral line but is selected for noise cancellation. After collecting data 
with the 520 and 530 nm photodiodes, the noise is removed using the 640 nm signal. 
Determining changes in temperature during a LPBF build is theoretically possible by 
taking the ratio of 520 nm and 530 nm wavelengths based on the Boltzmann method [44]. 
This change in temperature would create a useful metric for part quality determination and 
parameter development. 
2.1.1.4 Plasma Plume Behavior 
The plasma plume is a phenomenon that occurs when a laser interacts with material, 
and common for many different types of laser AM systems. Vast amounts of energy are 
added in the form of heat to the metal powder, resulting in melting and evaporation which 
produces plasma. It is expected that the behavior of the metal vapor that is present above 
the melting material is important to understand for three reasons. First, changes in process 
parameters affect the plasma plume. Second, the plume will behave differently in the wake 
of a defect. Third the plasma plume behavior correlates to the microstructure via 
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temperature analysis and species identification. When the metal melts and enters the molten 
state, black body radiation is present in the system. This blackbody radiation is also 
measurable using the photodiodes. The radiation from the melt pool appears from the 
electron temperature and is not consistent depending on the distance from the center of the 
melt pool. Naturally, as the distance increases the radiation will fall off. Figure 2.4 
illustrates the distribution of electron temperature of a CO2 laser.  
 
Figure 2.4: Schematic of the plasma plume behavior and blackbody radiation distribution 
[53]. 
The distribution of electron temperature through the plasma plume does not create 
new challenges. The only necessary element needed for the plasma plume behavior is that 
the energy density is sufficiently high to be able to see the selected signatures in alloy 718. 
In other forms of laser AM such as Direct Energy Deposition (DED), the minimum power 
needed is 2 kilowatts [54]. For smaller, faster systems like LPBF, much less power is 
needed to perform the melting process. 
2.1.1.5 Temperature Calculation 
The temperature of a melt pool in-situ holds information related to the quality of 
the part. There are several sensor techniques that can determine this number; however, the 
photodiodes used in the 3-color spectrometer approach have multiple ways to determine 
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the temperature and can process the data at faster speeds. Photodiodes can determine the 
temperature of a melt pool in three ways: the Boltzmann equation and Boltzmann plot, the 
Saha-Boltzmann equation, and the line-to-continuum intensity ratio [55]. Figure 2.5 
demonstrates the Boltzmann plot for titanium, where multiple spontaneous rates of 
titanium are used with a best-fit line to determine the uncertainty in plasma plume 
temperatures. The slop of the lines represents the inverse temperature multiplied by the gas 
constant R. 
 
Figure 2.5: Boltzmann plot for titanium [52]. 
The most common temperature calculations used in spectroscopy are the 
Boltzmann equation and Boltzmann plot, the Saha-Boltzmann equation, and the line-to-
continuum intensity ratio. For these temperature calculations to work there needs to be 
either an assumption or a confirmation that the system is an optically thin spectral line 
emission and that there is local thermal equilibrium. In the case of an optically thin spectral 
line, this condition must be true. If the optically thin spectral lines are not true, then the 
spectral line will self-absorb, creating inaccurate line widths and incorrect representation 
of temperature and electron density. The line widths refer to the emission spectrum of 
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elements. Each element has a known line or band in the emission spectrum, and these line 
widths will increase causing inaccurate data if the plume is not optically thin. The second 
constraint is a local thermal equilibrium. This would suggest the Boltzmann and Saha 
equations match the distribution of free electrons from the Maxwell-Boltzmann 
distribution, describing how ideal gasses affect speeds. The line-to-continuum assumes that 
there is a local thermal equilibrium; however, the line-to-continuum does not assume an 
optically thin spectral line [55]. 
Unfortunately, due to the low power used in LPBF the typical ways of measuring 
temperature in-situ for a larger range of processing parameters cannot apply. For this 
reason, a multi-sensor approach is investigated. In low power LPBF builds, there are not 
enough strong spectral lines for alloy 718 for an Acton grading spectrometer to detect. For 
this reason, the Boltzmann equation and Saha equation are not viable [56]. The line-to-
continuum uses wavelength comparison to evaluate the quality of the build. A similar 
approach focuses on minimal wavelengths using a 3-color spectrometer and then 
temperature verification through multiple sensors to validate the 3-color spectrometer.  
2.1.1.6 3-Color Spectrometer Detectivity and Calibration 
The results of the 3-color spectrometer data require proper calibrations prior to data 
collection. The light source that spectroscopy uses to determine intensity is dependent on 
six factors: wavelength, distance, interference, responsivity, transmittance, and spectral 
radiance. Section 2.1.1.3 discusses the dependence of wavelength on the spectral response. 
The wavelengths of interest were determined through experimental study and spectral 
response of the material. However, additional factors such as distance, responsivity, and 
interference are the main concern. Distance determines the intensity of the signal due to 
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Planks Law. Blackbody radiation coming from the plasma plume drops off with distance. 
Therefore, high intensity is recorded when the sensors are closer to the plume. This factor 
remains constant to eliminate any fluctuation in signal intensity during experiments. 
Interference appears in many forms. Interference may come from the light located above 
the lab, the noise that is associated with the spectrometer signal, and the change in signal 
due to light traveling through a different index of refraction such as Plexiglas that houses 
the LPBF system.  
Responsivity changes for the detectors, fiber optic, and filters. Responsivity is the 
measurement of electrical signals based on light intensity. Light waves appear on a 
spectrum, and as the light waves increase in wavelength the responsivity will increase 
based on Planks Law of blackbody radiation. This indicates that wavelengths in the red 
region (700 nm) will appear stronger than the violet region of light (400 nm). The 3-color 
spectrometer focuses on three different wavelengths meaning the responsivity will increase 
as the wavelength increases. The ratio of two wavelengths skews if responsivity is not 
considered. Figure 2.6 demonstrates the change in responsivity based on wavelength of the 
detectors.  
 
Figure 2.6: Responsivity curve for the photodiodes given from the product specifications 
[57]. 
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Similar to responsivity, the fiber optic cable, detectors, and filter do not transmit 
light equally. The fiber optic cable is truncated and divided into three sections, each leading 
to a different photodiode. Each section of the fiber optic cable does not transmit the same 
amount of light, nor do the photodiodes detect the same amount of light. Manufacturing 
variation is responsible for the difference in transmittance for both the fiber optic and the 
photodiodes. Filters transmit different percentages of light due to the blackbody curve 
phenomenon; meaning higher transmittance at higher wavelengths. 
Spectral radiance is the final influence on photodiode data. Spectral radiance is the 
phenomenon where high radiation is located at higher wavelengths. This is intuitive 
because as the wavelength of light increases through the visible region and enters the near 
infrared, humans are able to detect this radiation in the form of heat. Planks equation for 
spectral radiance is with respect to wavelength and temperature as described in Equation 
2.1.2 [58].  
Equation 2.1.2 
𝐿𝜆 =  
2𝜋ℎ𝑐2
𝜆5
 
1
(𝑒
ℎ𝑐
𝜆𝑘𝑇⁄ − 1)
 
The equation for spectral radiance calculates the photon density at any given 
wavelength and temperature. The implications of this equation connect the wavelength of 
light to the temperature. This begins to open the possibilities of determining temperature 
through 3-color spectroscopy. In Equation 2.1.2, h represents Planks constant, c represents 
the speed of light,  represents the wavelength, k represents Boltzmann’s constant, T 
represents temperature in Kelvins, and 𝐿𝜆 represents the spectral radiance. Five factors 
combine into one variable known as Detectivity. The Detectivity is responsible for 
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acquiring all the known (and unknown) factors that determine the response intensity. The 
five factors that contribute to the Detectivity are wavelength, distance, interference, 
responsivity, and transmittance. Notice all factors are constant and stay consistent during 
experimentation. The principle of Detectivity allows the comparison of different diode 
outputs without the need for overly complicated calculations. Equation 2.1.3 is the 
relationship of Detectivity and spectral radiance with respect to the voltage output that is 
the photodiode signal.  
Equation 2.1.3 
𝑉𝐷 − 𝑉𝐵 = 𝐷𝐿𝜆 
 In Equation 2.1.3, 𝑉𝐷 represents the voltage collected by the detector (photodiodes), 
𝑉𝐵 represents the voltage collected from the blackbody, 𝐿𝜆 represents the spectral radiance, 
and D is the Detectivity of the system. All the factors contributing to the Detectivity are 
values determined experimentally with a blackbody. A blackbody is a known temperature 
source with an emissivity of one. For this experiment, the blackbody was set to three 
different temperatures: 900°Celsius, 1000°Celsius, and 1200°Celsius. Each temperature 
has a known wavelength, leading to accurate spectral response calculations. The 
photodiode data is accurate and respectable after calibrations are complete. 
2.1.2 Visible Camera Physics and Background 
In this research, two different types of visible cameras were used to collect detailed 
data on the LPBF process. The first camera is a high-speed camera that collects details of 
each melt pool, and the second is a low-cost visible camera that is able to collect melt pool 
data with low exposure time and surface data with high exposure time. The function of the 
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visible camera is to collect light intensities over a spatial region. This happens when a 
photon of light is collected by the visible camera. The camera has a focal plane array that 
is 1 cm x 1 cm as shown in Figure 2.7. This focal plane array represents the resolution and 
pixel values. As the photon enters the camera the photon strikes this focal plane, gaining 
an X and Y location as well as intensity. This happens repeatedly, creating larger intensities 
and a more densely populated focal plane. The intensities are saved in their X and Y 
location, which is then turned into the image seen.  
  
Figure 2.7: Focal plane array shown. The area of the pad represents the area of the image 
[59]. 
This happens every layer and increasing the exposure time will increase the density 
of photons on the focal plane, resulting in a bright image. Visible cameras are used for 
process monitoring because they are easy to understand and use, and they collect useful 
data regarding the surface and melt pool behaviors. The two different visible cameras will 
be disused to show their relevance and processes.  
2.1.2.1 High-Speed Camera 
During the LPBF process, a high-energy laser strikes metal powder causing a 
transfer of energy, often violently. The majority of the energy is channeled into melting the 
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metal powder, however not all of the powder particles conform into the desired part. Few 
of the particles receive the energy and eject into the environment. This phenomenon is 
called particle ejection. The particle ejections give information on the process parameters 
that helps conclude if the parameters are adequate. One way of capturing these ejections is 
through a visible camera. The first concept of using a visible camera came by high-speed 
cameras. A Phantom V9.1 high-speed camera is able to capture events at extremely high 
speed. High-speed cameras are widely used due to high capture rates resulting in as much 
information and detail as possible. Typical frame rates are in the thousands per second, 
depending on the camera. In this research, the Phantom camera collects data at 10,000 
frames per second. This results in one-two frames in every melt pool.  
With high speeds, many different nuances can be detected. For example, as the 
particle ejections fly into the surrounding atmosphere, the high-speed camera is able to 
determine their speed This is done by measuring the length the particle streaks over the 
course of a few frames. The downside to the larger amounts of detail collected through the 
high-speed camera is the files sizes and saving times. The saving times are on the scale of 
minutes, and during an LPBF minutes relates to multiple layers. This is not conducive to 
comprehensive defect detection, nor is it viable for closed loop applications. The files sizes 
are also cumbersome to deal with, causing many storage devices to become full quickly. 
One alternative to this is to find the ratio of frames per seconds to saving times that could 
lead to closed loop applications. 
2.1.2.2 Low Cost Visible Camera 
Low cost cameras have much slower frame rates resulting in lower cost. It is 
important to determine the adequate frame rate. If the frame rate is to slow then not enough 
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data is collected to have any confidence in the inspection, and if the frame rate is too long 
it leads to larger files and longer saving times similar to the high-speed camera. The low-
cost camera that is used in this research is a Basler acA1920-155 um. The Basler camera 
has a frame rate of 75 frames per second with a resolution of 1928x1208. The meaningful 
data collected with the high-speed camera is possible to detect with the low-cost camera. 
The information gained by using a visible camera relates to the physical set up of the 
experiment. The visible camera is responsible for detection of small changes that other 
sensors cannot detect. For example, during an LPBF build occasionally powder will not 
cover the entire part. This will not be extremely evident in the 3-color spectrometer data 
but will stick out brightly in the visible camera data. This cross reference of data 
emphasizes the strength of the multi-sensor approach. 
2.1.2.3 Visible Camera Approach 
There are two main approaches for using the visible camera. The first is collecting 
melt pool information with low exposure time. Exposure time is the variable that controls 
how long the aperture of the camera remains open to collect photon data per frame. 
Collecting melt pool information by analyzing the melt pool geometry and determining if 
the melt pool is interacting with or creating a defect is mainly determined visually. The 
second approach is using high exposure times to evaluate the surface and melt pool 
behavior. With high exposure time, the camera is collecting data for nearly the entire layer. 
Figure 2.8 is an example of the data collected using the long exposure technique. The result 
is a long streak representing the laser. The light collected is much brighter and as a result, 
the signal saturates. This can be avoided by introducing neutral density filters to block the 
intensity of the light. The neutral density filters do not block information from reaching the 
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sensor but merely dampen the intensity to show more detail. Collecting data in this way is 
very useful because it allows the capture of the entire layer, to be later stitched together for 
a comprehensive view of each layer. This data collection approach used in unison with the 
other sensors generates useful information. A similar approach to this uses layer imaging 
to map out the entire part and analyses where defects occurred from lack of powder and 
spreader defects, which enables the tracking and locating of defects in an LPBF part [60]. 
 
Figure 2.8: Long exposure technique for low cost visible camera. 
The long exposure time is useful in that it helps to recover some of the data that is 
lost when the frame rate drops. In both cases of high and low exposure time, the data 
collected is valuable to identify part quality of an LPBF build. The low exposure rate 
creates individual information on melt pools, while the high exposure rate explores the 
surface of the part and is able to detect surface changes.  
2.1.3 Thermal Camera Physics and Background 
The most common sensor used in AM process monitoring is a thermal camera 
focused on the infrared (IR) region of light. The wavelength of light in the infrared region 
is divided into sections: near IR (NIR), short-wavelength IR (SWIR), mid-wavelength IR 
(MWIR), long-wavelength IR (LWIR), and far IR (FIR). In each IR region, the temperature 
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values change due to decreasing radiation. The range of temperature for NIR is 3500 to 
1700°C, SWIR 1700 to 700°C, MWIR 700 to 89°C, LWIR 89 to -80°C, and FIR -80 to -
270°C.  For LPBF NIR is used [61].  
The temperature for LPBF is greater than 1800°Celsius. This is determined from the 
large amount of radiation coming from the melt pool. In this temperature range, great 
thermal imaging is possible. The thermal camera used is the same Basler acA1920-155 um; 
however, there are added filters to eliminate the visible light and to eliminate any laser light 
from reaching the camera. There are two filters, a bypass filter set to eliminate the visible 
light below the IR region, and a notch filter designed to eliminate the 1040 nm wavelength 
coming from the laser. 
2.1.3.1 Thermal Calibration 
The calibration of the thermal camera is incredibly important. This step ensures that 
all temperature calculations in the future are grounded in existing data. To calibrate the 
thermal camera (and all sensors) a blackbody is used. A blackbody is a thermal source that 
has a known emissivity of one. For this research, a blackbody set to three temperatures is 
used. Three temperatures are necessary in order to create an arch used for predicting 
temperature later. The three temperatures used for the blackbody were 900°C, 1000°C, and 
1200°C. Hotter temperatures would have been preferred due to the hot temperature in AM, 
however the max temperature of the blackbody was 1200°C. This ensured that the data was 
accurate in elevated temperatures above 1200°Celsius. Once the calibration data was 
collected, a computer software created by UTC used the information as well as emissivity 
information to create a temperature calculator for analyzing the thermal camera data. 
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Figure 2.9 illustrates the data collected from the thermal camera. Each frame goes through 
temperature calculations to determine the temperature of the melt pool.  
 
Figure 2.9: One frame from the thermal camera in-situ with temperature calculations. 
The thermal camera is very important for the multi-sensor approach. The thermal 
camera is able to collect reasonable temperature values for melt pools during an LPBF 
build. The thermal data is able to identify the relationship between thermal behavior and 
certain outcomes such as microstructure, part delamination, and residual stress. These 
values collected in unison with the visible camera data help determine the effects of the 
photodiode data. By collecting many forms of data and using them to verify the photodiode 
response, accurate information for the part quality, temperature, surface topology, and 
microstructure are determined [62]. 
2.2 Equipment 
2.2.1 Universal Technology Corporation PDC Capabilities 
Universal Technology Cooperation (UTC) specializes in AM through LPBF. This 
research began on one Product Development Cell (PDC) for all experiments. The PCD 
capabilities and points of strength are displayed. The dimensions of the PDC are for smaller 
AM builds with a max build volume of 4 in. x 4 in. x 2 in, with a supply volume slightly 
larger since there is no need for a build substrate. The main strength of this PDC is the 
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ability to apply and set up any sensor in any location. Figure 2.10 is an image of the PDC 
used and the linear motion of the two chambers. 
 
Figure 2.10: UTC's PDC displaying the build chamber (right) and the supply chamber 
(left). 
 Strong stepper motors control the linear motion of the supply chamber and the build 
chamber. The supply chamber fully retracts to provide space for the powder to reside. The 
build chamber had an alloy 718 substrate on top and was leveled.  
2.2.2 Sensor Location 
There were four sensors used for process monitoring of alloy 718 in the LPBF test 
bed. The four sensors are two visible cameras, one low cost and one high-speed, one 
thermal camera, and three diodes, which share one fiber optic cable. Figure 2.11 exhibits 
the locations of all sensors.  
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Figure 2.11: The UTC PDC and the location of each sensor. 
 For the first two experiment the sensors were located in the same positions shown 
in Figure 2.11, however for the last experiment the thermal and visible camera were both 
located at the front of the test bed. The positioning of the sensor is very important because 
each one focuses on a different parameter. The thermal camera focuses on the melt pool; 
therefore, the cameras location is above the substrate which provides a better view of the 
melt pool. The diodes are located above the substrate as well, but at an angle. This allows 
the diodes to collect data on the plasma plume. The plume appears best at an angle because 
it will rise vertically when the laser is on. The visible cameras collect surface topology and 
particle ejections; therefore, they are located on the front and back of the test bed where 
other elements of the system do not obstruct the particle ejections.   
 
 73 
Chapter 3: Preliminary Sensor Collection 
3.1 Design of Experiment 
A single layer within a part fabricated with LPBF can consist of hundreds of laser 
passes depending on the geometry. To comprehend the solidification and thermal gradients 
of a part, a firm understanding of how the laser affects the molten metal in alloy 718 must 
be obtained. A preliminary experiment used in this work to explore the laser behavior is 
through single beads. Single beads are individual laser lines drawn on an alloy 718 plate. 
All the sensors are used to collect data for each line, determining the proper set-up and 
sensitivity scale of the sensors before fabrication of larger parts. This first experiment 
explores two important variables, processing parameters and the addition of powder.  The 
experiment is divided into two experiments, constant parameters and variable parameters. 
The constant parameter experiment consists of 15 lines of nominal alloy 718 parameters. 
The second experiment changes the parameters to create a matrix of parameters. Three 
speed and five power levels are used, and the results acquired help determine the sensor’s 
accuracy. The addition of powder has the potential to create variation in the sensor data 
because the size distribution creates a varying layer thickness and spread through the bead 
width. In order to reduce variation, preliminary experiments did not use powder. Each 
experiment sheds light on the process monitoring capabilities for the multi-sensor 
approach. 
3.2 Single Beads Constant Parameters 
The constant parameter experiment is used to explore if fluctuation in the sensor data 
relates to the noise in the system. For the constant parameter experiment, all sensors 
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collected data for each line. The sensors included high-speed camera, visible camera, 
thermal camera, and three photodiodes focused on the 520 nm, 530 nm, and 640 nm 
wavelengths. Constant laser power and speed settings were used to melt a 718 plate and 
gain insight on how the 3-color spectrometer behaves without added variation caused by 
changing parameters or the addition of powder. The parameters were set to the nominal 
power and speed for LPBF of alloy 718. The parameters were 1000 mm/s and 300 W (60% 
power of the laser). Figure 3.1 illustrates the experiment set up and location of the 15 lines. 
The lines were divided into three groups of different speeds, five lines at 500 mm/s, 1000 
mm/s, and 1500 mm/s shot in the order of slowest to fastest. 
 
Figure 3.1: Schematic for the constant parameter experiment. 
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 The experiment was performed twice including a change in direction. The constant 
parameter lines were created with the laser strikes going from left to right and then from 
right to left. 
3.2.1 Data Analysis 
The data from all sensors is analyzed in this section. Of these sensors, more focus 
was on the 3-color spectrometer due to the unknown effects the experiment would have on 
the data. In Figure 3.2, all sensor data for the single beads is displayed. The thermal camera 
displays one melt pool towards the end of the line and determines the temperature of the 
melt pool. This is calculated by taking the unsaturated pixel values to determine 
temperature when referenced with the calibration data of the blackbody. The temperature 
calibration procedure was developed by UTC and is implemented through a MATLAB 
script. The script takes the known values from the blackbody calibration and processes the 
pixel values through and equation for blackbody curves to predict the temperature. The 
visible camera displays four melt pools from the single beads. Due to the frame rate of the 
camera, only two frames from each line were captured. However, the visible camera does 
display the direction the melt pool was traveling and the location of the plasma plume. The 
high-speed camera data is compiled to show the entire line. The photodiode data is graphed 
to show each line and the relative intensity. The left to right experiment displays an overall 
higher relative intensity than the right to left experiment.  
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Figure 3.2: Constant parameter sensor package.  
Based on the sensor data, there was no significant change in the cameras and 
temperature reading, which is as expected because the same processing parameters on each 
line should achieve similar thermal behavior. The visible camera and high-speed camera 
both show the melt pool, but due to the resolution of the high-speed camera and the frame 
rate of the visible camera, it is difficult to find new information that the thermal camera 
and photodiodes do not already show. 
3.2.1.1 Thermal Camera 
The thermal camera captured temperatures approximately 1791°Celsius, which is 
within the melting region of alloy 718 and even close to the evaporation point. Figure 4.3 
gives a closer inspection of the thermal camera image and temperature calculations.  
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Figure 3.3: Thermal camera data estimates the temperature of each melt pool. This melt 
pool represents 1791°Celsius. 
The thermal script calculates more than just temperature in the temperature 
calculations. The software is able to evaluate all frames of a build, depict the quality of the 
melt pool as well, and tail length, max temperature, mean temperature, which is visible in 
Figure 3.3. 
3.2.1.2 Visible Camera 
The visible camera was able to capture the direction and orientation of the plasma 
plume. This is referenced with the photodiode data to make sure the relative intensity is 
captured correctly. Figure 3.4 displays the four frames captured by the visible camera. The 
low frame rate of the camera is maxed at 75 frames per second, leading to a capture rate of 
only 10% of all melt pools. This is not ideal because so much of the area is not visualized. 
However, even though the camera does not capture a majority of the melt pool information, 
it does display the melt pool geometry and plasma plume direction. This information is 
78 
 
eliminated in the thermal camera due to the low exposure time needed to capture the melt 
pool only.  
 
Figure 3.4: Visible data of four frames during the constant parameter experiment. 
 When comparing the visible camera to the photodiode data it is difficult to match 
the data exactly. This is due to how the data is collected by the different sensors. One frame 
from the visible camera with a low exposure time of 700 µs will correlate with 6.5 data 
points of the diode data. This is calculated from the data collection rate of the photodiodes, 
9280 data points per second, and the exposure time of the camera. 
3.2.1.3 High-Speed Camera 
The high-speed camera normally appears as video evidence for the melt pool 
behavior. However, a compiled image of all frames can also be used to represent the data. 
The compiled images create a map of the entire line, which is useful because it can find 
particle ejections or abnormally wide melt pool widths. The primary use of the high-speed 
camera is to create video evidence of every melt pool that correlates with the photodiode 
data. A side-by-side graph can represent each frame from the high-speed camera and the 
intensities from the photodiode data, displaying the relative intensity of the melt pool and 
the visual representation of the melt pool. 
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Figure 3.5: High-speed data compiled for the entire lines during the constant parameter 
experiment. 
 This becomes useful when the high-speed camera determines if there is a problem 
in the current layer, which can appear as thick or no powder over the part surface, and as 
particle ejections. All of these problems will cause a fluctuation in the diode data, and it is 
important to understand why the fluctuations are happening to help determine the type of 
defect that would appear. 
3.2.1.4 Spectroscopy Photodiodes 
Finally, the photodiode data taken during the experiment is represented in the right 
to left direction and in the left to right direction. It should be noted that the airflow in the 
argon atmosphere was flowing from right to left. With this knowledge a greater 
understanding of the sensitivity of the laser is developed. A great understanding of the melt 
pool facilitates a better understanding of the plasma plume and thus the photodiode data. 
When comparing the two different directions, the diode data determined that the left to 
right direction has a larger average relative intensity, which is represented in Figure 3.6. 
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Figure 3.6: Diode data for the left to right and the right to left constant parameter 
experiment. 
As the line is drawn from left to right, the plasma plume is trailing the laser, and 
adding the velocity of the airflow in the chamber (which moves in the opposite direction), 
stretching the plasma plume. This changes the orientation of the plasma plume, increasing 
the area and relative intensity. However, as the line is drawn from right to left the plasma 
plume is still trailing the laser, but the airflow is also traveling right to left, compacting the 
plasma plume and creating a lower relative intensity. 
3.2.1.5 Multi-Sensor Analysis 
The multi-sensor approach displayed significant information in the constant 
parameter experiment. The thermal camera is able to capture temperature data of the melt 
pool which helps in the identification of possible microstructures and well as correct 
process parameters. The visible camera is able to capture the melt pool geometry and 
plasma plume orientation. This becomes useful when correlating the images with the 
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photodiode data to help the photodiodes determine if a fluctuation was due to particle 
ejections, or an improper powder spread. The high-speed camera gives extremely detailed 
data of the melt pool behavior, with complete coverage of every single melt pool. This is 
extremely useful because each melt pool can be viewed and matched with diode data, 
creating a better evaluation of the part quality and process parameters. Finally, the 
photodiodes capture the subtle fluctuation in the LPBF process with high accuracy. This 
data collection is more precise when each sensor is cross-analyzed to determine the specific 
reason why the photodiode data has fluctuations.  
3.3 Single Beads Variable Parameters 
After completing the constant parameter experiment, the next experiment includes 
variation of the processing parameters, further increasing the knowledge of the 
spectrometer response. The variable parameter experiment created a base line for sensor 
data for different parameter selections. A design of experiments was used to determine the 
selection of the laser speed and power. Three levels of speeds and five levels of power were 
used. The lines were in the order from highest power to lowest, regardless of speed. Figure 
3.7 demonstrates the location and laser parameters for each line. The parameters range 
selected in Figure 4.4 was determined based on prior experience to create both optimal 
parts and parts with defects. By understanding the sensor response from the single bead 
experiments at the varied parameters, an experimental baseline can be formed to determine 
the identification of a defect.  
82 
 
 
Figure 3.7: Schematic for the variable parameter experiment. 
The variable parameter experiment used the same sensors as the constant parameter 
experiment. The first version of the variable parameter experiment had zero powder on the 
substrate. This eliminated any fluctuation that variable layer thickness or particle ejections 
would have on the data. The second version of the variable parameter experiment included 
powder. This would represent what would happen during a normal build. It is also 
important to know that there are larger blackbody signals with powder because the particle 
ejections add to the signal and the powder creates stronger signals in the diode data due to 
the addition of more blackbody information. 
3.3.1 Data Analysis 
The same collection standards used in the constant parameter experiment were 
applied to the variable parameter experiment for consistent and comparable data collection.  
The variable parameter experiment was designed to show what different process 
parameters look like in the sensor data. This creates a base line for the senor data, which 
will help indicate if the process parameters are changing during a LPBF build. A snapshot 
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of all the sensor data is compiled in Figure 3.8. The visible and thermal cameras show 
similar data to the constant parameter experiment while the photodiode data changes 
wildly. 
 
Figure 3.8: Variable parameter sensor package. The visible camera, thermal camera and 
photodiode data is represented. 
 The visible camera still displays the melt pool geometry and the direction of the 
plasma plume. This again is useful when analyzing the photodiode data. The thermal 
camera is focused on a lower power line resulting in a lower temperature. The photodiodes 
are graphed with an average to eliminate single points that are extremely high in intensity. 
This eliminates the outliers from the diode data, allowing the parameters to be seen 
accurately.  
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3.3.1.1 Visible Camera 
Similar to other experiments, the visible camera displays the plume and melt pool 
behavior. The image in Figure 3.9 demonstrates the direction the laser is traveling. The 
visible camera was located on the back of the LPBF machine. The constant parameter 
experiment already determined that if the laser is traveling in the left to right direction, a 
slightly high relative intensity is found. This displays the ability the visible camera has to 
determine visual features that the photodiodes would not be able to make.  
 
Figure 3.9: One frame of the visible data during the variable parameter experiment. 
The visible camera frame in Figure 3.9 also shows the particle ejections that can 
happen. This is due to the powder particles receiving energy and spontaneously releasing 
that energy. The particle ejections also appear in the photodiode data as fluctuations due to 
their added blackbody signatures. 
  
3.3.1.2 Thermal Camera 
The thermal camera captured the melt pool temperature, although noticeably lower 
than the no powder constant parameter experiment. The temperature in Figure 3.10 is 
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represented by the ‘index’ of the data point. One important distinction for the thermal 
camera when compared to the constant parameter thermal data is that this melt pool was 
collected for the lower power levels. What appears to be a difference in temperature, (with 
the addition of powder), is actually the change in parameters, which seems intuitive. 
 
Figure 3.10: Thermal data collected during the variable parameter experiment. 
3.3.1.3 Spectroscopy Photodiode 
The photodiode data collected in the variable parameter experiment is manipulated 
to illustrate the effect of distance and power during the variable experiment. The 
photodiode data shown in Figure 3.11 was averaged based on the intensity of each line. 
This creates a smoother graph, eliminating single points with very high relative intensity. 
To view each line and the parameters used, reference Table 3. 
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Table 3: Power and speed for each line in Figure 3.11 
Table 3 shows that the first group of lines are all set to 450 W. Each group thereafter 
decreases in power. Each group also displays the three speeds used. After viewing the table 
and the graph, a trend begins to appear. In each group the highest relative intensity is 
displayed in the very first line. This line represents 500 mm/s, which would have the 
highest energy density for each power. 
 
Figure 3.11: 520 nm wavelength diode data collected during the variable parameter 
experiment. 
As the energy density increases, this causes the penetration depth of the laser to increase. 
This increased penetration creates a spatial difference between the bottom and top of the 
melt pool. This discrepancy creates a capillary effect on the plume, causing the plume to 
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penetrate deeper as well. The result of this on the sensor output is a decrease in relative 
intensity even though there is higher power. This indicates that laser parameters 
monitored by the photodiodes can increase the accuracy of process monitoring. Another 
significant element of the diode data is the effect power has on the spectral signal of the 
material. Figure 3.12 shows the drastic difference between the relative intensities based 
on power level.
 
Figure 3.12: 520 nm wavelength diode data for the variable parameter experiment. 
After comparing Figure 3.12 with Figure 3.7 with the knowledge that the 
photodiodes are located at the back of the plate (as in the top of the figure), a change in the 
data is seen because of the location of the line. The line closest to the diodes captured a 
stronger signal while the lines farther away resulted in a lover intensity. This, however, is 
unaffected after the 75% power lines. This is because of one major factor. In future 
experiments it is determined that the minimum power level should be set no lower than 
60% (300 W), because there is not enough spectral signal to see chromium below this 
threshold.  
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3.4 Conclusion 
The single bead test exposed many of the nuances to process monitoring. The first 
result came from the photodiodes. Due to the changing direction in the constant parameter 
experiment, small notifications appear in the visible data as well as the diode data. This 
data indicated that depending on the direction the laser is traveling, the sensor output 
changes. This occurs because the plasma plume located directly above the laser on the 
parts’ surface will change in density and orientation, resulting in a lower output signal. The 
photodiodes also indicate that when a change in energy density of the system can result in 
a lower relative intensity. The visible camera captures the melt pool behavior and indicates 
if there are anomalies that the photodiodes cannot see. These anomalies can be particle 
ejections that each carry their own blackbody radiation. These particles, if large enough, 
can create inaccuracies in the photodiode output. The thermal camera can indicate the 
temperature of the melt pool, which changes depending on the process parameters.  
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Chapter 4: In-situ Detection of the Influence of Geometry and 
Processing Parameters on Microstructure 
4.1 Design of Experiment 
The first experiment that included a full part was the thick-to-thin experiment. The 
design of the experiment was to highlight the changing geometry of AM parts, and 
demonstrate the effects thermal behavior has on microstructure. The AM part has a large 
bulky section used for steady state analysis, and a thin section one-fifth the size of the bulk. 
The hatch strategy was rotated 90° every layer. In AM, parts often have a bulk infill section 
that leads to smaller extremities. This change in geometry affects the thermal behavior. 
Typically, the laser parameters are set to one speed and power regardless of part geometry, 
which appears in a build plan that lays out the laser path. In areas of smaller features, the 
part builds up heat rapidly because the time in between laser passes decreases. This causes 
parts to solidify at different rates due to the added thermal effect. Three different samples 
are fabricated at three different laser power settings of 225, 150, and 113 W, with a laser 
speed of 750 mm/s. This experiment assessed the ability of the sensors to detect changing 
thermal conditions initiated by different mechanisms: processing parameters and geometry. 
For this experiment, sensor data was analyzed and paired with material characterization to 
create a complete guide for understanding how LPBF behaves. 
4.2 Physical Data 
Multiple thick-to-thin experiments were performed to create a range of output values 
for the sensors, as well as material characterization. Figure 5.1 shows the design set up as 
well as the finished part. The design for the thick-to-thin was to create three different 
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samples with changing laser power, where it was expected they would contain different 
solidification rates. As a higher power is used, more thermal energy is added into the 
system which will affect the solidification rates as well as part quality. 
 
Figure 4.1: Left: Thick-to-thin schematic. Right: As build part for 225 W (45% power). 
The three parameters used for this thick-to-thin experiment are seen in Figure 5.1, 
225, 150, and 113 W, with a laser speed of 750 mm/s. These relatively low power levels 
help eliminate particle ejection. The layer thickness was also lowered to 30 µm. The 
smaller layer thickness ensured less powder on the substrate, increasing the consistency of 
the sensor readings. The speed of the experiment remained constant for all specimens to 
eliminate one variable for more consistent sensor data, and to see the effect on 
microstructure. Data was collected using the low-cost visible camera, high-speed camera, 
the spectroscopy photodiodes and the low-cost thermal camera.   
 The last variable eliminated for this experiment was the degree of rotation for the 
hatch strategy. Normally, LPBF uses a 67° hatch rotation to create higher quality parts 
because the laser never overlaps the same lines which can create rough surfaces. This was 
set to a 90° rotation instead because this creates much easier calculations when analyzing 
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the data. Figure 4.2 demonstrates the hatch strategy for the thick-to-thin experiment. 
During vertical scans the thick and thin sections experienced the same amount of time 
between laser passes. During horizontal scans, the thin section experiences a significantly 
lower amount of time between laser passes, while the thick section remains constant. 
 
Figure 4.2: Example of horizontal and vertical hatching in the thick-to-thin experiment. 
The hatch strategy also separates the two sections as if they were a separate part. This 
creates consistent data when the thick section is hatched completely followed by the thin 
section. The contour is the outline of the part that the laser will draw prior to the hatch, 
creating smoother part walls.  
4.3 Results 
4.3.1 Visible Camera 
After conducting the thick-to-thin experiment, analysis of the sensors began with the 
visible camera. The preliminary results from the line experiments showed that the thermal 
and visible camera frame rate might be too low to collect meaningful data. Figure 4.3 
represents the compiled data for the visible camera for all layers of the part. After quick 
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consideration, it was found that the visible camera would not be fast enough to represent 
the behavior of the part and melt pool. The only useful information collected by the visible 
camera was that it still shows the direction the laser is moving, and the orientation of the 
plasma plume as described in Section 3.3.1.1. Because of the lack of information shown 
by the visible camera, a different approach for using the sensor was applied in the future 
experiments, as described in Section 6.2.  
 
Figure 4.3: Visible camera frames compiled into one image demonstrating the low frames 
per second. 
4.3.2 High-Speed Camera 
The high-speed camera is only able to collect one layer at a time, and depending on 
the length of the layer, may not capture the entire layer. Data can only be collected for three 
seconds. After the data is collected, the writing of the data to a saved file takes 
approximately 6 minutes. One useful way to manipulate and analyze the data for the high-
speed camera is to turn the pixel values into a broadband intensity graph. A broadband 
graph can be created by taking the total image information of each frame and converting 
the image into an intensity value, which takes the max value and area of the melt pool and 
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converts them into a number, then plotting the results as seen in Figure 5.3.  This allows 
the high-speed camera to function similarly to the photodiodes. Collecting data over the 
broadband spectrum is beneficial because it captures all signatures.  
 
Figure 4.4: High-speed footage transformed into broadband intensity for layer 1 of the 
225 W specimen in the thick-to-thin experiment. 
The data collated by the high-speed camera normally appears as thousands of 
frames compiled into a video. These frames can be isolated and evaluated individually. The 
max value and area of the melt pool taken from the frames displays a reading that represents 
all wavelengths. This creates stronger signals because the entire visible spectrum is 
analyzed. The values taken from each frame are then combined in an array that allows them 
to be displayed in graphical form. Similar responses appear in the photodiode data with 
overall lower intensities because the photodiodes were focused on lower wavelengths. 
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4.3.3 Spectroscopy Photodiodes 
The diode data collected for single beads is relatively simplistic because the time 
in between each laser line is one second, making the data easy to read. For the parts 
fabricated in this experiment, the diodes collected data over the hatching of the part as well 
as the contour. The contour is the outline of the part that the laser draws before the laser 
begins the hatch. The contour behaves similar to the single beads in that there is a single 
line drawn, while the hatch is more complicated. The hatching of the part is many lines 
drawn next to each other with little time in between. Therefore, dissecting the data to 
analyze the behavior of the plasma plume is difficult. 
4.3.3.1 Variation in the Photodiode Data 
 Figure 4.5 represents several challenges associated with the diode data for a part. 
The first noticeable challenge is the different direction the laser travels to produce the hatch 
results in different intensity output, even though the thermal behavior of each hatch is 
theoretically the same. This is represented in the diode data as a shift in relative intensity, 
creating highs and lows depending on the laser direction. As the laser move towards or 
away from the sensor, the relative intensity shifts. This shift happens because the laser and 
melt pool potentially block some of the plasma plume data. These fluctuations potentially 
obscure the presence of a defect. The most accurate way to analyze the data would be to 
analyze each laser line strike and find the average intensity, then evaluate each line with 
the same average to determine if there are spikes due to defects. Figure 4.5 also illustrates 
the fluctuations, which are created when the area of the melt pool has increased. The melt 
pool area increases when process parameters are not optimal, such as variation in layer 
thickness, or an increase in energy density. 
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Figure 4.5: Analysis of photodiode behavior based on proximity to sensor and direction. 
Creating a part is very different from the single beads because of the sheer amount 
of data that is collected. When collecting constant data over multiple layers, the files begin 
to accumulate, leading to overwhelming amounts of data. This is both beneficial because 
there is a good representation of each instance in the process, yet counterproductive 
because analysis and processing of the data becomes onerous. One simple yet powerful 
way to evaluate large amounts of diode data is to calculate relative maximums for each 
layer throughout the part. This will identify layers that have powder variation because the 
melt pool will increase in area when large amounts of powder is present. This approach 
does not identify defects that could appear due to key holing, because as stated in Section 
1.4.2.1.3, larger energy density will appear lower in relative intensity in the diode data.   
Figure 4.6 represents the dissection of the thick-to-thin specimens. The specimens 
were first cut along the vertical center line for a cross-section of the entire length. The next 
cuts were 3 mm away from the edge of the part. These cuts represent the cross-section of 
the thick and thin sections. Each part was then polished to 0.5 µm to be viewed for light 
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microscopy. The parts were then etched to reveal the microstructure, and viewed in a 
Scanning Electron Microscope (SEM) using Back Scatter (BS). 
 
Figure 4.6: Cross-section of the thick-to-thin specimens. 
Once images from the SEM and light microscopy are finished, then the comparison 
of the part quality and sensor data can be evaluated. Figure 5.5 evaluates the maximum 
values for each layer for the 113 W specimen. Accompanying the diode data is the cross 
section of the thick and thin parts.  The thick section is represented on the left, while the 
97 
 
thin section is on the right. The specimen was cut horizontally in the thick section and in 
the thin section, 3 mm away from the edge. 
 
Figure 4.7: Defect analysis of the 113 W (25%) through photodiode data. 
After viewing the cross section for the 113 W specimen, it is clear that the process 
parameters were not optimal. The areas in the part that appear black are pores in the part 
which are not ideal for LPBF parts. This leads to two major findings. The first is comparing 
the diode data to the cross section. In the cross section, every layer is accounted for meaning 
every layer has its corresponding diode data. After accumulating the max values for every 
layer and representing them in graphical form, it is clear to see that the diode data can 
accurately detect defects on every layer throughout the build.  
Analyzing the max values gives an overview of layers that could have the potential 
for a defect. Figure 4.8 displays the diode data for layer ten of the 225 W thick-to-thin 
specimen. The data appears to behave similar to other layers except the large spikes that 
approach a relative intensity of ten. This high intensity is not normal during the build and 
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is an indication that the layer is potentially too thick. The diode data displays a thick layer 
because of the extremely high intensity that appears throughout the layer.  
 
Figure 4.8: Diode data collected during layer 10 of the 113 W specimen. 
The second major finding it that the thin section is relatively pore free. This result 
is due to the added thermal effect from geometry. The hatch strategy was rotated 90° every 
layer. This means that every vertical layer the thin section had the same thermal behavior, 
and every horizontal layer the thin section had increased thermal behavior due to a smaller 
hatch. In the layer where the hatch was horizontal, the thick section had 10 mm for the laser 
to travel before turning around a continuing the hatch, while the thin section only had 2 
mm of travel before returning. With the speed of the laser at 750 mm/s, it would take 13 
ms to travel 10 mm and 26 ms to travel back to the starting point, but for the thin section it 
would take 2.6 ms for the laser to travel 2 mm and 5.3 ms to return to the starting point.  
The time between laser overlap is significantly lower for the thin section leading to larger 
melt pools and longer solidification times.  
Figure 4.9 continues the narrative that the parameters selected for the thick-to-thin 
specimens were subpar. However, the thin section appears less affected by the lower power 
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levels due to longer solidification times. As the power is increased from the 113 W case, 
pores appear less often throughout the build, without any large pores appearing in the thin 
section. This is a direct indication that there are high temperatures in the thin section.  
 
Figure 4.9: Defect analysis of the 150 W (30%) through photodiode data. 
Again, the maximum values are a good indication of layers that need to be 
evaluated. Figure 4.10 analyses layer 10 of the 150 W specimen, which shows a similar 
result to layer 10 in the 113 W specimen. A majority of the layer appears to have a 
consistent spectral response, except for areas with extremely high relative intensities. The 
high intensities represent the melt pool growing rapidly, because the data is collected very 
fast and the high intensity is only a few points. The larger melt pool could be a layer defect 
or possibly a large particle ejection.  
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Figure 4.10: Diode data collected during layer 10 of the 150 W specimen. 
The final specimen of the thick-to-thin experiment at a laser power of 225 W 
displays little to no pores in the thick section, illustrated by Figure 4.11. The diode data 
also suggests that there are few layers that have major defects. Once the clear identification 
of pores is no longer possible by the diode maximums, an evaluation of each layer is 
necessary. 
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Figure 4.11: Defect analysis of the 225 W (45%) through photodiode data. 
Continuing to analyze the diode data for the specimen, layer 10 of the 225 W 
specimen appears in Figure 4.12. The average relative intensity of this layer is drastically 
smaller than the other specimens. The relative intensity approaches four units while the 
other two specimens, 113 W and 150 W, approached ten units. This significant difference 
is a representation of proper parameters and optimal layer thickness. 
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Figure 4.12: Diode data collected during layer 10 of the 225 W specimen. 
The 225 W specimen appeared to have the best results for build quality; for this 
reason, the 225 W specimen underwent further material characterization. 
4.3.4 Material characterization 
After the completion of all thick-to-thin experiments, the specimens were cut and 
polished at the metallography facilities of the Air Force Research Laboratory. The 225 W 
specimen had the best results in terms of process parameters; therefore the 225 W specimen 
was further analyzed through material characterization. The 225 W specimen was analyzed 
at three different levels of magnitudes in a Scanning Electron Microscope (SEM) to view 
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the different grain orientations and microstructural growth. Figure 5.8 illustrates the first 
magnification of 500x. 
 
Figure 4.13: 100 µm scale image of the thick-to-thin experiment at 225 W. 
The grain growth of the thick section appears to have many different orientations 
and grain shapes. The shapes of the grains are dependent on the location of the cutting and 
polishing. The dendritic structure is represented in both the thick and the thin sections. 
However, as the location of the cut changes, the orientation and shape of the grains will 
change to accommodate the change in location. The thin section shows a consistent 
orientation and grain shape. This is due to the time between laser scans increasing, leading 
to longer solidification times and higher temperatures. The thin section shows typical 
columnar dendritic growth in the build direction, which is expected of AM. The thick 
section shows many different orientations showing how the dendrites will follow the path 
leading to the most heat. In this case, with longer times between laser scans, the orientation 
will change depending on the direction of the laser. To analyze the microstructure a larger 
magnification is necessary. Figure 4.14 represents a magnification of 1000x. 
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Figure 4.14: 50 µm scale image of the thick-to-thin experiment at 225 W. 
Continuing the analysis of the thick section, the orientation of the dendrites is again 
indicative of the laser direction. The dendrite will grow in the build direction, however, 
due to a sectioning effect and how the part is cut and polished, the appearance of the 
microstructure has the dendrites going in many different directions. In Figure 4.14, the 
thick section shows the changing orientation of the dendrites as either vertically, growing 
in the direction of the build, or at an angle based on the sectioning effect. The thin section 
is responding to the changing time between laser scans. The time affects the amount of heat 
that builds in the part. For scans that are vertical, they will respond similar to the thick 
section because the dimension in this direction is the same as the thick section, while in the 
horizontal direction the dimensions are 1/5th the size of the thick section. As the time 
between laser scans decreases, the melt pool size will increase, while as the time between 
laser scans increases the melt pool size will decrease. A larger melt pool results in longer 
solidification times. When dendrites have more time to solidify their growth increases in 
the horizontal direction, resulting in wider dendrites, the demonstrated in Figure 4.14. If 
the melt pool is small and the solidification time decreases the dendrites will not have as 
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long to grow, leading to much smaller dendrite growth. The change in solidification times 
and thus dendrite growth is better analyzed again, at a high magnitude. 
 
Figure 4.15: 30 µm scale image of the thick-to-thin experiment at 225 W. 
Figure 5.10 strongly illustrates that changes in solidification time resulting in a 
change in the size of the dendrite growth. The thin section has two distinctly different 
dendrite sizes in close proximity. When the solidification time increases due to less time in 
between laser scans, the result is coarse, thick dendrites. When the solidification time 
decreases as a result of increased laser scan time, the dendrites solidify quickly into fine, 
thin dendritic growth. The thick section represents consistent microstructure and 
solidification times resulting on consistent dendrite growth. However, the thin section 
displays very fast solidification as well as slow solidification, depending on the rotation of 
the scanning, resulting in different size dendrites. Figure 5.11 demonstrates the change in 
time between laser scans with the diode data accompanied by the microstructure. The thick 
section is represented by a wider segment of relative intensity, while the thin section has 
very fast laser scans and much smaller intensity segments. 
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Figure 4.16: Comparison of thick-to-thin data and microstructure 225 W specimen at 
2000x magnification. 
The thin section of the diode data has a lower average intensity due to the deeper 
penetration of the melt pool. As stated in Section 3.3.1.3, as the melt pool penetrated deeper 
into the previous layer, the plume will also sink deeper into the part. This appears when 
key holing is present and is known as a capillary effect and occurs because of the melt pool 
pressure. With a smaller plasma plume the diode data will reduce in intensity, as shown in 
Figure 4.16. 
4.3.5 Thermal Camera 
The final significant finding and comparison is with the thermal camera 
temperature calculations and the microstructure of the 225 W specimen. Figure 4.17 
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represents the comparison between the thick and thin section’s microstructure and 
temperature calculation. Many of the sensors are able to capture the difference in laser scan 
time, which is a main contributor to the solidification times of the material. Figure 4.17 
displays strong evidence for the increase in temperature when comparing the thermal 
camera images with temperature calculations to the microstructure. 
 
Figure 4.17: Temperature and microstructure comparison between the thick and thin 
sections. 
The images of the melt pool were taken directly from the thermal camera images 
and processed through the temperature calculation software developed by UTC. The higher 
average temperature of the thin section results in a longer solidification time that affects 
how the microstructure forms. The process for acquiring the data to confirm the melt pools 
behavior requires and understanding of how the geometry effects the laser scan time, and 
how the laser scan time affects the solidification time, and finally how the solidification 
time affects the microstructure. Tracking these significant factors to monitor 
microstructure is possible through the multi-sensor approach.  
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4.4 Discussion 
4.4.1 Effect of Part Geometry on Thermal Behavior 
The geometry within a part affects the heat conduction, creating variations in the 
melt pool dimensions and temperature field. Depending on the process parameters and the 
geometry of the part, the melt pool will change. LPBF produces a part by melting the 
desired cross-section on every layer. To melt these areas a hatch strategy is used.  A hatch 
strategy is the path the laser will take to melt the current layer. There are many hatch 
strategies that can be used, all have a different design and effect on how the layer is melted. 
In LPBF, a typical hatch strategy is stripes that rotate every layer. Stripes will divide the 
area of the part into tiles, which will be the width of the laser scan. The laser will travel 
along the tiles going back and forth creating the hatch strategy. This strategy does not 
consider geometry. For a simple cube, this will mean that the thermal behavior will change 
in the corners compared to the bulk material. Depending on the hatch strategy, the melt 
pool size will change. As the hatch rotates, there will be a layer where the strip will 
terminate in the corner of the cube. This decreases the time in between laser passes, which 
continuously heats the part until it eventually increases the melt pool [63] [64]. 
Geometry and processing parameters greatly affect the plasma plume. In areas that 
have progressively smaller geometry with the same process parameters, a thermal 
transition will occur. In the case of a cube, lines in the corners will have the same energy 
density as the bulk. However, the time between passes will decrease rapidly as shown in 
Figure 4.18. This adds heat to the part and creates a larger melt pool [63]. As temperatures 
rise in small part geometries, the microstructure will change in response.  
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Figure 4.18: 45-degree hatch strategy. 
As stated in the Microstructure section, the processing of alloy 718 is dependent on 
time and temperature. Changing one variable can change the microstructure of the part. 
Detecting the changes in temperature with the multi-sensor approach will result in the 
detection of microstructural changes. 
In the thick-to-thin specimens, the dimension of the sections was different but both 
sections used the same process parameters. As the scan strategy changed every layer from 
horizontal to vertical, different thermal behavior began to appear. Looking at the light 
microscopy images of the thick-to-thin cross-sections, it was clear that the thick section 
had larger pores which are indicative of the process parameters. However, the thin section 
with the same parameters was pore free. This difference in part quality is a direct 
representation of how changing part geometry affects the thermal behaviors of the part.  
4.4.2 Effect of Part Geometry on Microstructure 
Chromium is the main wavelength detected when collecting multi-sensor data. The 
Microstructure section states that depending on the amount of chromium in alloy 718, and 
how the solidification occurs, the microstructure is affected. During an LPBF build, laser 
induced plasma is created that represents the species of metal that is being evaporated. 
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Given that the 3-color spectrometer is fixed on the behavior of the chromium wavelength, 
the output of the spectrometer gains insight into the possible phase transformations and 
microstructure solidification [64]. Other ways to identify possible microstructural behavior 
is through multi-sensor verification. In this process, more than one sensor determines the 
temperature for a melt pool. The temperature collaborates with the remaining sensors to 
create a proxy for the temperature of that layer. This propagates throughout the build. 
Taking the wavelengths in the infrared region and comparing them to the wavelength of 
chromium and broadband adds a thermal capability to the 3-color spectrometer. This, 
however, is not viable in all melt pools. Depending on the orientation of the melt pool and 
the orientation of the plasma plume, a direct comparison is inaccurate.  
In the experiments containing the thick-to-thin specimens, an evaluation of the 
microstructure based on sensor data is confirmed. The photodiode data was able to capture 
layers of extremely high relative intensities that correlate with pores in the part. The 
thermal camera was able to compare the temperature on the thick section with the 
temperature in the thin section, with microstructural images to verify. The temperature in 
the thin section was 100 ° C higher than the thick section, which is directly related to the 
time between laser passes because both sections were using the same laser parameters. 
4.5 Conclusion 
The thick-to-thin experiment is designed to show the difference in thermal behavior 
depending on part geometry and processing parameters. Areas of smaller features will have 
less time in between laser passes, which will have a larger effect on the temperature of that 
local area. In areas of smaller parts and larger heat, the microstructure of the part will 
change. Based on the behaviors of solidifying metal, the longer the molten metal has to 
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solidify the larger the grain structure. This behavior was shown in the sensor response. In 
the thin section, the photodiodes collected data that was lower in relative intensity than the 
thicker bulk sections. This is indicative of the change in geometry leading to larger 
solidification times. The photodiodes and thermal camera were able to identify that the thin 
section has higher temperatures and longer solidification times, leading to a larger melt 
pool and larger grains.
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Chapter 5: Spectral Power Threshold 
5.1 Introduction 
An Acton grading spectrometer gives data for a range of spectral wavelengths. This 
data can be used to guide which wavelengths the 3-color spectrometer approach will use. 
A different intensity response from the Acton spectrometer is directly correlated with the 
number of photons that are emitted during LPBF. With higher power, more photons will 
be released leading to a much stronger signal. With a stronger signal present, fluctuations 
in the signal will then give some insight into the quality of the part. If a strong signal is not 
present, the sensing method is not suitable for the detection of defects. This experiment 
systematically reduced the power level to determine the number of photons released, which 
helped determine the sensitivity of this process monitoring technique when compared to 
the processing parameters used. A minimum threshold of power was determined to find a 
domain where enough photons released adequately represented the quality of the LPBF 
builds. 
The first Acton spectrometer experiment performed by UTC prior to the beginning 
of this work gave results that the main wavelengths seen with strong spectral signatures in 
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alloy 718 are 422 nm, 455 nm, 520 nm, and 530 nm. Figure 6.1 illustrates the results of the 
Acton spectrometer readings.  
 
Figure 5.1: Original Acton experiment at 400 W (80%) and 1000 mm/s [52]. 
In Section 2.1.1.5, a review of the different temperature calculation of spectroscopy 
reveals that taking the ratio of two wavelengths can create a proxy for the changing 
temperature in LPBF. For this process, two wavelengths of strong spectral signal were used 
to collect data, which was used as a ratio for the change in temperature. The theory behind 
the temperature proxy is that when two wavelengths are used to evaluate the build, the 
wavelengths will fluctuate at different rates. Therefore, the ratio (or difference) between 
the wavelengths will indicate the change in temperature. In order for the temperature proxy 
to be accurate, the data must be equal in intensity. This is challenging because due to Planks 
distribution of blackbody radiation, the intensity will increase with increasing wavelength. 
Therefore, the two wavelengths will not have the same intensity. To eliminate the 
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difference in intensity for the ratio of the two wavelengths to be possible, specific 
calibration is preformed, as stated in Section 2.1.1.6. 
Similar to Figure 5.1, each wavelength that was chosen for the 3-color spectrometer 
approach appears in the Acton spectrometer data as a strong signal. The parameters of the 
original Acton spectrometer experiment were 400 W (80% power) and 1000 mm/s scan 
speed and a powder layer thickness of 50 µm. The single beads and thick-to-thin 
experiments used parameters that were at lower powers because the layer thickness was 
decreased to 30 µm. During these experiments, the spectral signatures did not behave as 
predicted. Therefore, a new experiment with the Acton grading spectrometer was 
performed.  
5.2 Approach 
The new Acton spectrometer experiment is used to define the power threshold for 
the spectral signals in LPBF. The Acton grading spectrometer data was collected for a 10 
mm x 10 mm cube, with a rotation strip hatch strategy. The rotation of the hatch was set to 
45 degrees and data was collected every layer that was horizontal and vertical. The Acton 
grading spectrometer collected sixty frames of data that was focused on 520 nm. Only the 
520 nm wavelength was considered because when the focus was shifted to the 530 nm 
wavelength, there was no signal even at max power. The 520 nm wavelength signal was 
the only signal that appeared in the experimental set up. As the build progressed away from 
the substrate, data was collected at different power levels. Starting at max power and 
working down to very low power, the Acton grading spectrometer data evaluated the 
spectral signal of alloy 718. 
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5.3 Results 
The first experiment adjusted the power levels to define the threshold for the 
spectral signals. Figure 5.2 demonstrates the number of counts received at the 520 nm 
wavelength at 500 (100%), 400 (80%), 375 (75%), 300 (60%), 250 (50%), and 175 (35%) 
W. The counts are the number of photons collected by the Acton grading spectrometer. 
More counts are a result of high power causing more photons to be released. 
 
Figure 5.2: Acton Data response of variable laser power at 750mm/s. 
When decreasing the power level below 300 W (60% power), the difference 
between noise in the system and the spectral signal become increasingly similar. When 
comparing the signals found at 375 W (75% power), the spectral signal is abundant, 
however once the threshold is crossed into the lower power region of 300 W (60% power), 
the signal begins to drop off significantly. The signal continues to decrease until the point 
where the signal and the noise are indistinguishable, such as the 250 W (50% power) line. 
This point, and arguably sooner, the signal is not strong enough to provide any indication 
of the part quality. 
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5.4 Conclusion 
The results from the second Acton spectrometer experiment display the threshold of 
power that establishes a strong spectral signal. To evaluate the part quality, 375 W (75% 
power) or high is preferred to collect adequate signals. Based on these results, the 
experiments that used power levels below the threshold are not able collect spectral 
signatures that are strong enough to indicate part quality. This does not suggest that the 
information gained through the lower power experiments is not beneficial, only that the 
ability to ratio the wavelengths is lost. The power threshold determined in this chapter adds 
new knowledge of the spectral response, creating more accurate experimental designs 
leading to desired results from the photodiode data.
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Chapter 6: Spectral and Thermal Mapping 
6.1 Design of Experiment 
The big-to-little experiment combined the knowledge gained after the second Acton 
spectrometer experiment and the new techniques of manipulating the photodiode data to 
create a spatial representation of the diode data with a power level above the known 
threshold for spectral response. The big-to-little experiment took design strategies from the 
thick-to-thin experiment with one major change. The small section was detached from the 
big section and transformed into a square to simplify the calculations. The goal of the 
experiment was to take the known length and width of the part and combine that with the 
known speed to calculate the number of data points collected in each laser line. This data 
was then mapped spatially to create a comprehensive view of the layer. This combined 
with the other sensor created a vastly superior experiment that demonstrated the effect 
geometry has on the microstructure. The parameters selected for this experiment were 750 
mm/s and 400 W (80%) power. The power level was high above the threshold for spectral 
response to guarantee the signature of chromium was visible in the diode data.  
6.2 Sensor Data Analysis 
The hatch strategy of the build was on a 45° rotation every layer. This means that 
every other layer there was a straight line across the part. This simplified the calculation 
for the diode spatial map. However, the layers where the hatching is on a 45° angle had the 
effect of geometry on microstructure appear. Figure 6.1 visually represents the 45° angel. 
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The contour is visible in the beginning of the graph, then the laser scan started the 
hatch. It is noticeable to see the very fast hatching of the corners that open to the bulk of 
the part and the longest scan times.  
 
Figure 6.1: The third layer of the 3mm x 3mm section at a 45° angle. The photodiode 
data captures the change in geometry and relates that to temperature. 
The hatch strategy plays a major role in the part quality as well as microstructure 
development. The fast laser scans in the corners build up heat that attracts powder particles 
outside of the part to join the melt pool. This phenomenon causes the corners of the part to 
swell and increase the height of the corners above the powder level. This results in a layer 
with no powder on the corners due to the swelling. The swelling is represented in the 
thermal data. Figure 6.2 represents the complete melt pool database for one build. The melt 
pools do not cover the entire part due to the frame rate of the camera and the exposure time. 
The reason for this is to be able to calculate temperature accurately.   
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Figure 6.2: Thermal data compiled for Layer 220. 
It is possible to extend the exposure time to include more of the laser scan into the 
image and temperature calculations; however, the calculations become significantly more 
difficult to accurately represent the melt pool temperature. For this reason, only partial 
layer melt pool information is used. 
Finally, the last ability of the multi sensor approach is the mapping of the diode 
data. The long exposure time of the visible camera helps determine the topology of the 
parts surfaces each layer. This information is used in unison with the diode data to help 
create a reasonable image of the surface based on the diode data. Figure 6.3 displays the 
long exposure time visible camera data for layer 220 of the big-to-little experiment. 
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Figure 6.3: Compiled visible camera data for Layer 220 of the big-to-little build. 
The long exposure time is able to determine the intensity of the melt pool over a 
period of 13500 µs. During that time, the light from the melt pool was recorded in the 
visible camera each frame. The frames were stitched together to produce a complete layer. 
The diode data was stitched together in a similar manor. Figure 6.4 represents the stitched 
diode data for the big section and little section in this experiment. When comparing the 
diode data map with the long exposure visible data it is clear that much of the data is 
consistent with the visible camera. The strips in the diode data represent the change in 
direction of the laser, either moving closer to the sensor or away.  
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Figure 6.4: Diode data mapped spatially to represent the high intensity points of the big-
to-little experiment reflected in the visible and thermal data. 
6.3 Conclusion 
Fluctuation in the diode data appear because a change in the system occurs. The little 
section displays higher overall intensity throughout the build. In Figure 6.4, the high 
temperatures calculated with the thermal camera are correlated with the diode data. With 
the results from the data, it is possible to monitor the temperature of a LPBF build with a 
multi sensor approach. To continue this research, the material characterization of the big-
to-little experiment will display the changes in microstructure already observed. Computer 
Tomography (CT) scans will display the location of possible defect. The sensor data will 
then be analyzed to determine of the location of the defects is represented in the data.
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Chapter 7: Conclusion 
In this work, an approach to determine the effects geometry has on the microstructure 
of LPBF build part has been reviewed. The sensors used for this work were one visible 
camera, one thermal camera, one high-speed phantom camera, and three photodiodes 
focused on three wavelengths: 520 nm, 530 nm, and 640nm. The following conclusions 
have been made: 
1. The photodiodes accurately recorded the behavior of the plasma plume. The 
behavior of the laser is captured in the diode data, revealing changes in 
direction, power, speed, and melt pool area.  
2. The thermal camera calculations determine the change in temperature between 
melt pools. The change in geometry delivers larger hotter melt pools that are 
captured and confirmed by the thermal camera. 
3. The high speed and visible cameras capture the topology of the surface, while 
extended exposure times create a complete image of each layer’s surface.  
4. The single beads experiment determined that the direction of the laser changes 
the relative intensity of the photodiode data. The topology of the plate 
significantly affects the photodiode data response leading to very sensitive 
sensor calibration. The single beads also determined how the change in 
parameters affects the sensor response, creating a full understanding of the 
sensor’s capabilities. 
5. The thick-to-thin experiment created a geometrical change in the part with 
constant parameter. This results in longer times in between scan speeds for the 
bulk section and vastly short scan speeds times in thin extremities. The result 
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was a larger thermal gradient and microstructural differences, both determined 
by the multiple sensors collecting data. 
6. The big-to-little experiment explored the possibilities of diode data spatially 
mapped to determine the effect of defects and geometry on the microstructure 
of a LPBF part. More work is needed to complete the experiment and data 
analysis. 
 
 124 
Chapter 8: Future Work 
8.1 Big-To-Little Continuation 
The work in Chapter 5:Spectral Power Threshold was left incomplete. The work of this 
entire thesis has been culminated into the final big-to-little experiment. The work that still 
needs to be completed is: 
1. CT scans of the part to determine the anomalies that could appear due to process 
parameters and thermal behavior. 
2. Thermal mapping needs to be completed for the thermal camera data. Thermal 
metrics such as max melt pool temperature and melt pool with should be graphed 
to show the relationship between melt pool metrics and each layer to determine the 
evolution of the melt pool during a build. 
3. The diode data needs to be mapped for each layer which will create a CT-like scan 
showing the valleys and peaks during each layer. 
4. Once the data has been thoroughly evaluated, it should be compared to the CT scans 
and to any other material characterization. 
5. By comparing the sensor data, it should be possible to determine a location of a 
defect and compare that to known defect locations. 
The data collected during the build is sufficient to complete the analysis of the big-to-little 
experiment. 
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