Abstract. We consider the problem of identification of a collection of a finite number of cracks in a planar domain. It is proved that the location and shape of any finite number of cracks can be determined from boundary-voltage measurements corresponding to two boundary-current fluxes.
1. Introduction. In [1] , A. Friedman and M. Vogelius proved that the location and shape of a single crack (a curve) inside a planar domain can be uniquely determined from boundary-voltage measurements (Dirchlet data) corresponding to assigning two specific boundary-current fluxes (Neumann data). In [2] , K. Bryan and M. Vogelius extended the above result by showing that if one knows a priori that the collection of cracks consists of at most n cracks, then it can be determined by voltage measurements corresponding to n + 1 specific fluxes. In this paper, we prove that only two measurements are sufficient to determine a collection of cracks (see the Main Theorem below). Since it was proved in [1] that one flux is not sufficient to determine even a single crack, our result may be regarded as an optimal extension of [1] and [2] . We introduce some notations and definitions to precisely describe our result.
Let Ω be a simply connected bounded domain in R 2 with a smooth boundary ∂Ω and γ a positive real analytic function on Ω. By a crack, we mean a C 2 simple curve σ in Ω, i.e., a one-to-one twice continuously differentiable map σ : [0, 1] → Ω with nonvanishing derivative, and by a collection of cracks, we mean a collection of cracks consisting of a finite number of mutually disjoint cracks σ k , k = 1, . . . , n (possibly n = 0).
Given a function ψ ∈ L 2 (∂Ω) with average zero, i.e., ∂Ω ψ ds = 0 and a collection Σ of cracks in Ω, let us denote by P (ψ, Σ) the following minimization problem:
Find a function u in H 1 (Ω) that minimizes the functional
This minimization problem physically corresponds to minimizing the total energy required to sustain the specified boundary-current flux ψ and the requirement that the potential u is constant on the cracks means that the cracks are perfectly conducting.
A solution u to the problem P (ψ, Σ) is continuous on Ω (see Lemma 2.1 in [1] ) and satisfies the following boundary value problem:
where ∂ ∂ν denotes the outward normal derivative on ∂Ω. Let us state our main result. MAIN THEOREM. Let ψ 1 and ψ 2 be two nonvanishing piecewise-continuous functions on ∂Ω with average zero such that for each real α, the set {z ∈ ∂Ω : ψ 1 (z) − αψ 2 (z) ≥ 0} is connected and ψ 1 is not identical to αψ 2 . Suppose that Σ andΣ are collections of cracks in Ω and for each i = 1, 2, u i andũ i are solutions to the problems P (ψ i , Σ) and P (ψ i ,Σ), respectively. Then u i =ũ i for i = 1, 2 on ∂Ω implies that Σ =Σ.
Remarks.
(1) It is easy to construct functions ψ i satisfying the hypotheses of the Main Theorem. For completeness, we give an example:
Imagine ∂Ω as the interval [0, 8] with endpoints 0 and 8 identified.
as follows:
1 for x = 2, −1 for x = 6, and ψ i 's are linear in the remaining domains.
Then the ψ i 's satisfy the hypotheses of the Main Theorem.
(2) Our results extend Theorem 1.1 of [1] for a special case. Indeed, we could remove the restriction ǫ ≤ ǫ 0 of that theorem.
Our proof of the Main Theorem depends heavily on the maximum principle and topological properties of R 2 . In §2 we establish some preliminary lemmas, and in §3 we prove Main Theorem.
Preliminary lemmas.
Throughout this section, we assume that u is a solution to the minimization problem P (ψ, Σ), where ψ is a nonvanishing piecewisecontinuous function on ∂Ω with ∂Ω ψ ds = 0 and Σ is a collection of cracks in Ω. Clearly, u is nonconstant.
Lemma 2.1. Let σ ∈ Σ, and let Ω ′ be a subdomain of Ω with σ ⊂ Ω ′ . Then
Proof. Let c = u| σ . To obtain a contradiction, assume that c = sup Ω ′ u.
Choose ǫ > 0 so small that V 2ǫ ⊂ Ω ′ and (V 2ǫ \σ) ∩ Σ = ∅. If we set a = sup ∂Vǫ u; then it follows from the strong-maximum principle that a < c.
Let b = (a + c)/2, and define
Thenũ belongs to the class K and J(ũ) ≤ J(u). Since u is a solution to the minimization problem P (ψ, Σ), we obtain J(ũ) = J(u) and, therefore, ∇u = 0 in Ω ′′ . Hence u is constant in Ω ′′ , and by the analytic continuation, u is constant in Ω-a contradiction. The assumption that c = inf Ω ′ u also leads to the same contradiction. This completes the proof.
Proof. By the maximum principle, u cannot have a local maximum in Ω\Σ. The result now follows from Lemma 2.1.
We now state the key lemma for our proof of the Main Theorem. Lemma 2.3. If the set {z ∈ ∂Ω : ψ(z) ≥ 0} is connected, then we have ∇u(z) = 0 for every z in Ω\Σ.
Proof. To obtain a contradiction, assume that ∇u(z 0 ) = 0 for some z 0 in Ω\Σ. Assume for simplicity that z 0 = 0 and u(0) = 0. Let (r, θ) denote polar coordinates near 0. Since ∇u(0) = 0 and u is analytic near 0, we know that ∂ ∂r u(0, θ) = 0, and by expanding in a Taylor series in r, we obtain u(z) = r n (a sin(nθ) + b cos(nθ) + rA(r, θ))
for some a and b (not both zero) and some n ≥ 2. Here A(r, θ) is a smooth function near 0. Since a sin(nθ) + b cos(nθ) = √ a 2 + b 2 sin(nθ + α) for some α ∈ [0, 2π], without loss of generality, we may assume by a rotation about 0 that b = 0. Since a = 0, we may also assume that a > 0.
Then we have u(z) = u(r, θ) = r n (a sin(nθ) + rA(r, θ)) and lim r→0 u(r, θ) r n − a sin(nθ) = 0 uniformly in θ. 
and
Set Ω + = {z ∈ Ω : u(z) > 0} and Ω − = {z ∈ Ω : u(z) < 0}. Then by Lemma 2.2, Then it follows from Claim 2 that the set {z ∈ ∂Ω : ψ(z) ≥ 0} consists of at least two disjoint curves, which is contrary to the hypothesis. This completes the proof.
3. Proof of the Main Theorem. It follows from the analytic continuation and continuity of u andũ that u =ũ in Ω; for details, see Bryan and Vogelius [2, §2] .
Suppose that Σ =Σ. Then we may assume that there is an simple curve ρ in Ω\Σ such that each u i is constant on ρ. Furthermore, we may assume that ρ is an analytic curve and ∂u2 ∂ν (z 0 ) = 0 for some z 0 in ρ. Otherwise, u 2 must be constant in Ω by the analytic continuation and ψ 2 = 0, which is a contradiction. Set u = u 1 − αu 2 and ψ = ψ 1 − αψ 2 , where α = ∂u1 ∂ν (z 0 )/ ∂u2 ∂ν (z 0 ). Then ∇u(z 0 ) = 0, and using a standard argument, we can easily show that u is a solution to the minimization problem P (ψ, Σ), which is contrary to Lemma 2.3. This completes the proof.
(1) Our technique in this paper does not work in three-dimensional case because we do not have a three-dimensional version of the Jordan curve theorem. Indeed, we do not know how to solve the following interesting problem:
Let B be the unit ball in R 3 , σ a curve in B, and ψ a smooth nonzero function on ∂B satisfying ∂B ψ ds = 0. Suppose that the solution u to the Neumann problem      ∆u = 0 in B, ∂u ∂ν = ψ on ∂B satisfies ∇u = 0 on σ. Is the set {x ∈ ∂B : ψ(x) > 0} disconnected? (2) A referee pointed out that the result in this paper works for the case γ ∈ C ∞ (Ω).
(3) After this paper was accepted for publication, we learned that a similar result was obtained independently by G. Alessandrini and A. Diaz Valenzuela [SIAM J. Control. Optim., 34 (1996), pp. 913-921].
