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Las  redes  de  interconexión  juegan  un  papel  importante  en  el  rendimiento  de  los 
sistemas  de  altas  prestaciones.  Actualmente  la  gestión  del  encaminamiento  de  los 
mensajes es un factor determinante para mantener las prestaciones de la red. Nuestra 




muy utilizada en  los sistemas actuales como  lo es el  fat‐tree, e  implementarlo en una 
tecnología  Infiniband.  En  la  experimentación  realizada  comparamos    el  método  de 




Interconnection  networks  play  an  important  role  in  the  throughput  of  high 
performance  systems. Currently,  the message  routing management  is a key  factor  to 
maintain  network  performance.  Our  proposal  is  to  work  on  an  adaptive  routing 
algorithm,  which  distributes  message  routing  to  avoid  congestion  problems  on 
interconnection  networks  that  appear  due  to  the  large  volume  of  scientific  or 
commercial  application  communications.  The  aim  is  to  adjust  the  algorithm  to  a 










quals  apareixen  pel  gran  volum  de  comunicacions  de  aplicacions  científiques  o 
comercials.  L’objectiu  és  ajustar  l’algorisme  a  una  topologia  molt  utilitzada  en  els 
sistemes  actuals  como  ho  es  el  fat‐tree,  i  implementar‐ho  per  a    una  tecnologia 
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es  cada  vez  más  accesible.  Áreas    como  el  procesamiento  gráfico,  la  distribución  de 
imágenes en movimiento,  los negocios,  la  telemedicina, el  teletrabajo,  la  teleenseñanza, 
distribución  de  películas  bajo  demanda,  la  extracción  y  resumen  de  grandes  bases  de 
datos,  etc.;  adoptan  los  sistemas  de  altas  prestaciones  por  que  suelen  requerir  gran 




De  igual  forma, no  sólo  el  cómputo,  sino  también  la  comunicación de datos,  a  corta o 
larga distancia, ha sido y es un aspecto que esta cobrando gran importancia y relevancia. 
 
Los  grandes  sistemas  de  procesamiento  y  clusters  de  computadores  personales  son  la 
tecnología que debe cumplir con la demanda de cómputo de altas prestaciones y soportar  
comunicaciones de  las  intensivas  aplicaciones  que  se  ejecutan  en  estos  sistemas. Estos 
sistemas  deben  contar  con  una  red  de  alta  velocidad  de  comunicación  de  datos  que 
interconecte todos los nodos del sistemas a través de una serie de elementos como enlaces 
y  encaminadores;  ya  que  es  un  aspecto  de  gran  importancia    para mantener  las  altas 
prestaciones; un alto  ancho de banda , una  latencia baja, mantener un alto rendimiento 
(throughput)  de  cómputo.  Este  tipo  de  redes  son  las  conocidas  como  las  Redes  de 
Interconexión de altas prestaciones.  
 
Actualmente,  tecnologías  comerciales  como  Infiniband. Myrinet, Quadrics,..,  son  las  que 
marcan tendencias a la hora de construir las redes de interconexión dentro de los sistemas 
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de altas prestaciones. Son capaces de formar redes de interconexión con altas velocidades 
de transmisión de datos, soportar las diferentes formas de implementación de la red entre 
todos  los nodos, al  igual que  incorporan sus propias  técnicas para mantener adecuados 
los niveles de las comunicaciones en estos sistemas o clusters. 
 







de  la comunidad  investigadora para prevención o control de  la congestión para utilizar 
estas redes al máximo de sus posibilidades. 
 
Actualmente  se  ha demostrado  [10]  que  se  obtiene  altos  índices de  throughput de  las 
Redes de Interconexión gracias a los Encaminamientos Adaptivos, ya que estos toman en 





El  problema  que  surge  con  las  aplicaciones  que  se  ejecutan  en  sistemas  de  altas 
prestaciones es que  las estimaciones de  los  tiempos de cómputo y comunicación no son 






Existen  algunas  técnicas  que  se  plantean  controlar  y  solucionar  estos  problemas  de 
congestión, algunos ejemplos son [2]: 
 
• Técnicas preventivas. Esta  técnica consiste en contar con  toda  la  información de 
todos  los  recursos de  la  red  reservándolos  antes de  comenzar  la  transmisión de 
datos, garantizando así  la ausencia de  la congestión. Consecuencias que  trae esta 
técnica  es  que  aparte de  circular por  la  red  los mensajes de  las  aplicaciones,  se 
añaden  los mensajes de  la  información de  los recursos de  la red, esta sobre carga 
de  mensajes  es  llamado  overhead.  De  igual  manera  el  conocimiento  acerca  de 
todos  los  recursos  de  la  red  no  es  fácil  de  conseguir.  Esta  propuestas  funciona 
aplicando las siguientes técnicas: 
 
o Incrementar  recursos.  Aumentar  el  número  de  elementos  de  la  red 
(conmutadores, encaminadores, nodos, enlaces) 
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o Planificar y determinar  la máxima  inyección de mensajes. Configurar  el 
número mensajes que se enviaran por cada nodo de la red. 
 
• Técnicas  reactivas o Correctivas. En  este  caso  la  regulación del  tráfico  se  ejerce 
cuando la red ha alcanzado un estado de ocupación próximo a la saturación de un 







o Monitorización  la  red  y  detección  de  congestión.    Medir  características 
dinámicas de la red como son la Latencia, Canales o Buffers ocupados tanto  
a  nivel  global  como  local,  Disminuciones  de  la  velocidad  de  flujo  de 
mensajes (Backpressure). 
o Notificar la existencia de congestión. Dar a conocer acerca de la congestión 
para  que  se  actué  ya  sea de manera  local,  entre  vecinos,  los  fuentes,  o  a 
todos los nodos de la red. 
o Ejecutar  acciones  correctivas.  Mecanismo  para  eliminar  la  congestión  y 
degradación de rendimiento de la red. Unas de las acciones tomadas son:  
? Message  throttling.  Consiste  en  detener  o  reducir  la  cantidad  de 
mensajes inyectados. 
? Gestionar y optimizar  el uso de  los Buffers. En  el  conmutador  se 
reordenan los paquetes para evitar interferencias. 
? Encaminamiento  adaptivo.  Redistribuye  la  carga  por  múltiples 
trayectorias alternativas entre un par fuente‐destino. 
 
El  Balanceo  Distribuido  del  Encaminamiento  [4]  es    un  método  para  crear  caminos 
alternativos  entre  fuente  y  destino  en  la  red  de  interconexión.  Esta  distribución  está 
controlada por los niveles de carga de los caminos posibles dentro de la topología entre 
un  nodo  fuente  y  un  nodo  destino.  Estos  nuevos  caminos  harán  uso  de  los  enlaces 
disponibles de  los encaminadores, distribuyendo  la carga de  los caminos mas cargados 
hacia los menos cargados. 
 
El  objetivo  de DRB  (Distributed  Routing  Balancing)  es  una  distribución  uniforme  de  la 
carga de  tráfico sobre  la  red de  interconexión entera para mantener una  latencia baja y 
uniforme y prevenir la generación de “hot‐spots”. 
 
Este mecanismo  se basa en  la expansión  controlada por  la  latencia de  los  caminos que 
usan  los  canales para  enviar  los mensajes. Para  ellos  se  evalúa de manera dinámica  la 
carga de  la  red  en  todo momento  y  se  actúa  localmente   pero  teniendo  en  cuenta  los 
efectos  globales  de  manera  que  se  produce  una  “sintonización”  global  a  partir  de 
actuaciones locales que consideran el comportamiento de sus vecinos. 
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En  practica,  el  método  consiste  en  monitorizar  el  estado  de  los  enlaces  entre  las 
conexiones  entre  la  comunicación de un par  fuente destino,    al detectar  congestión  se 
notifica al/los nodos/s que inyectan mensajes para que determinen nuevas trayectorias y 
redistribuyan el tráfico según su estado de carga. La detección de la congestión toma en 







Las  redes de  interconexión desempeñan un  rol  fundamental  en  las aplicaciones que  se 
ejecutan  sobre  sistemas  de  altas  prestaciones,  porque  permiten  el  intercambio  de 





que  la  red  de  interconexión  presente  un  comportamiento  con  una  latencia  baja  y 
controlada de manera que  se eviten  los “hot‐spots”,    lo  cual  se  logra  con  la  técnica de 
balancear  la  carga  de  comunicación  uniformemente  por  la  red  de  interconexión.  El 
mecanismo  diseñado  para  conseguir  el  balanceo  consiste  en  la  búsqueda  de  caminos 
alternativos cuando los caminos originales que se están usando comienzan a saturarse. 
 




investigación de gran  renombre  a nivel mundial, y que  tratan de  emplear métodos de 







banda  que  ofrece hace posible  la utilización de  gran  cantidad de  conexiones. Por  otro 
lado,  maneja  un  estilo  de  comunicación  de  mensajes  la  cual  consiste  en  dividirlo  en 
paquetes y volverlo a armar al final de su recorrido al destino, todo gracias a las opciones 
de  encaminamiento  y  gestión  de  errores  que  implementa  en  su  estándar.  Esto  hace  a 
Infiniband    independiente  de  cualquier  tecnología  en  particular,  al  igual  que  es  una 
excelente base para poder implementar librerías de comunicación (como MPI) encima de 
él.   
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Los switches pueden ser configurados para cualquier topología, pero en  la práctica está 

























Haciendo  referencia  a  la  literatura  actual  [6],  estudios demuestran  que  al  aumentar  el 
grado de los switches jerárquicamente hasta la raíz hace que la implementación física sea 




red es el entrar en  la  fase de subida hasta encontrar el ancestro  (switch) en común mas 
cercano  entre  el  origen  y  el  destino,  una  vez  validado,  el  switch  hace  el  cambio  de 
dirección  (turn‐around) el paquete para  comenzar  la  fase de descenso hasta el destino; 
una vez en esta fase solo un camino es posible hasta el final. Durante la fase de acenso de 
un paquete por  los niveles del árbol, existe  la posibilidad de ser encaminado por varios 
caminos,  es  por  esto  que  se  necesita  un  encaminamiento  adaptivo,  ya  que  sin  un 
adecuado  mecanismo  de  encaminamiento  puede  ocurrir  situaciones  de  congestión  y 
aumentar los niveles de latencia, lo que conlleva que se degraden las prestaciones. 
Por todo esto, en este trabajo de  investigación nos hemos planteado  la    implementación  
de  una  técnica  de  control  de  congestión  inteligente:  un  algoritmo  adaptivo  vigente, 
factible y realista, referenciado en otras publicaciones o artículos de otros autores; sobre 
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congestión, que reduzca  la  latencia y haga controlar situaciones de “hot‐spot”   en redes 
de  interconexión de computadores de altas prestaciones. Al  igual que contribuir en que 








• Analizar  el  estándar  Infiniband,  sus  capacidades  y  versatilidad  al momento  de 
aplicar el concepto del balanceo distribuido del encaminamiento (DRB). 










características  estáticas,  estructurales,  dinámicas  y  topológicas  de  las  redes  de 
interconexión. De  igual manera  se muestran  los  elementos  a  tomar  en  cuenta  para  la 
funcionalidad,  junto con  los aspectos en el diseño de una red de  interconexión, al  igual 
que mencionamos el estado del arte de nuestra investigación.  




experimentar  y  obtener  nuestros  resultados,  con  los  cuales  nuestra  propuesta  estará 
sustentada. 
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En el capítulo 5 planteamos el análisis y diseño del algoritmo de encaminamiento sobre 
una  topología  fat‐tree  y  adaptar  el  algoritmo  sobre  una  tecnología  actual  como  es 
Infiniband.  En  el  capítulo  6  son  los  aspectos  técnicos  que  permiten  la  aplicación  del 
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CAPÍTULO 2.  








Red  de  interconexión  es  el  medio  o  sistema  programable  que  trasporta  datos  entre 
terminales o nodos [2]. 
 
Las  redes  de  interconexión  (RI)  están  emergiendo  como  una  excelente  solución  de  
problemas de  comunicación  entre niveles de  los modernos  sistemas de  computadores. 
Originalmente fueron diseñadas para gran número de necesidades de comunicaciones de 
multicomputadores,  pero  ahora  comienzan  a  remplazar  a  los  buses  dedicados  de  los 
sistemas actuales. Así como también se descubre que el encaminamiento de los paquetes 
es más rápido y económico que el encaminamiento de cable. Las redes de interconexión 
conectan  procesadores  a  memorias  y  puertos  de  entrada/salida  a  dispositivos 
compartidos de I/O del sistema. Las RI de igual forma comunican con todos los puertos 














• Clusters. Es un  sistema procesamiento de  tipo paralelo  o distribuido,  el  cual  se 
compone de una colección computadores personales  interconectados por una red 
trabajando juntos como un solo sistema integrado de cómputo. 
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Las aplicaciones de  cálculo  intensivo, principalmente  se generalizan por  tener una  fase 
previa  a  la  ejecución  del  programa,  de  distribución  de  las  tareas  entre  los  nodos  de 
cómputo del computador de altas prestaciones. Esta distribución se  realiza  tratando de 
maximizar el uso de  los nodos de  cómputo, de manera que  la mayor parte del  tiempo 
posible  esté  ejecutando  tareas  y  ningún procesador  se  quede  ocioso  sin  ninguna  tarea 
disponible mientras otros procesadores tiene tareas que están esperando a ser ejecutadas. 
Influyen factores en esta  asignación de tareas como son las dependencias funcionales de 
las  tareas,  los  volúmenes  de  cómputo  y  de  la  comunicación  de  las  tareas.  La  relación 
volumen de cómputo/volumen de comunicación se llama granularidad.  
 
De  igual  forma  se  debe  llegar  a  un  cierto  compromiso  y  balancear  adecuadamente  la 
carga de cómputo. Para ello debe conocerse el tiempo de ejecución de las tareas, ya que si 
no  ocurrirá  que  durante  la  ejecución  aparecerán  procesadores  ociosos  porque  habrá 
nodos  de  cómputo  con  todas  sus  tareas  esperando  por  mensajes.  En  este  caso,  la 
asignación  establecida  de  tareas  será  incorrecta  y  se  incrementara  el  tiempo  total  de 
ejecución  del  programa  porque  no  se  hará  una  utilización  adecuada  del  sistema.  Los 





En  aplicaciones  multimedia  (video  bajo  demanda,  video  conferencias,  etc.,)  se  dan 
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o La ruta mas corta para  todo paquete en  la red, esto puede depender de  la 
distancia física de la topología o del tiempo de comunicación.  
o Reducir  los  niveles  de  latencia  y  en  la medida  de  lo  posible mantenerla 
acotada  bajo  un  cierto  valor  máximo  y  con  la  menor  variación  posible 
(latencia  uniforme).  La  latencia  representa  el  tiempo  desde  que  el  origen 
inyecta  la cabecera del mensaje en  la red, hasta que  la cola de éste  llega al 
destino. 
o Mantener  los  niveles  de  “throughput”  siempre  altos.  El  throughput  es  el 
número de mensajes por unidad de tiempo que la red es capaz de gestionar 
y depende en gran medida del ancho de banda disponible.  









• Se  consigue  aprovechar  al  máximo  el  ancho  de  banda  de  toda  la  red  de 
interconexión durante el mayor intervalo posible de carga de la red. De hecho, el 
punto de saturación se sitúa en un punto de carga mas elevado. 
• La  simplificación de  la  asignación de  tareas  a  los  nodos de  cómputo porque  se 
pueden predecir los retardos reales de comunicación a partir de los volúmenes de 
comunicación,  ya  que  se  conoce  (o  se puede predecir)  el  comportamiento de  la 
latencia. 
 





La  topología de  red  se  refiere  a  la  forma  física  o  estática  en  la que  está  conectado  los 
enlaces  y  nodos  de  la  red  de  interconexión  del  computador  paralelo.  Seleccionar  la 
topología  es  el  primer  paso  en  el  diseño  de  la  red  por  que  la  estrategia  de 
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común de  estos nodos  es un  router,  el  cual  se  encarga de gestionar  los mensajes  entre 
estos.  Usualmente  dos  nodos  vecinos  están  conectados  por  un  par  de  canales 
unidireccionales en direcciones opuestas o bien por canales bidireccionales. En el caso de 
encaminadores dedicados en esta red pueden solapar cómputo y comunicación con cada 
nodo.  Es  por  esto  que  este  tipo  de  redes  son  populares  para  construir  computadores 
paralelos  de  gran  tamaño.    Este  tipo  de  redes  se  puede  dividir  en Ortogonales  y  no 
ortogonales. En  las  ortogonales  los nodos  son numerados usando  su  coordenada de   n‐
dimensiones. Tomando en cuenta que  la distancia entre dos nodos puede ser  la suma de 
desplazamientos  entre  dimensiones,  implementar  un  algoritmo  de  encaminamiento  es 
fácil, en cambio en las no ortogonales el encaminamiento puede llegar hacer un poco más 
complicado [3]. Un ejemplo de estas redes directas en la figura 2.2.  
Balanceo Distribuido del Encaminamiento para topologías Fat-tree sobre redes Infiniband   






adaptador  de  red  que  lo  conecta  al  switch,  o  bien  al  set  de  puertos  del  switch. Cada 
puerto  consiste  en  un  puerto  de  entrada  y  otro  de  salida.  Estos  switches  están 
interconectados entre si; la forma de conectarlos define varias topologías.  
 
Una  es  el Crossbar   que permite  a  cualquier procesador  en  el  sistema  conectarse  con 
cualquier  otro  procesador  o  unidad  de  memoria,  es  por  esto  que  es  posible  que  los 
procesadores se comuniquen simultáneamente sin controversia. Una nueva comunicación 
puede ser establecida siempre y cuando para esta solicitud existan puertos de entrada y 








conectan dispositivos de  entrada  a dispositivos de  salida por medio de un número de 
switches  con  cierto  grado,  donde  cada  switch  es  un  pequeño  crossbar.  El  número  de 
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niveles  y  el  diseño  de  conexión  entre  los  niveles  determina  las  características  de 
encaminamiento de la red.   
 





actualmente, como  la Omega, cube, butterfly, y baseline, son  resultado de  la Delta. Figura 
[3]. 
 
Pero  como  se  menciono  el  presente  trabajo  de  investigación  esta  enfocado  en  una 
topología de  este  tipo, un Fat‐tree,  este  tipo de  red    la  cual  se  caracteriza por que  los 
procesadores se encuentra en las hojas, los vértices internos son switches y las ramas son 
enlaces  bidireccionales.  El  número  de  enlaces  y  el  ancho  de  banda  se  incrementan 
conforme se avanza a un nivel superior del árbol, hasta alcanzar la parte más robusta en 
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pueda  conseguir una  fracción  alta de  su  ancho de banda  ideal y una baja o previsible 
latencia de los paquetes. Un ejemplo de cómo actúa un control de flujo es de la siguiente 
manera: dos paquetes  arriban  a diferentes puertos de  entrada de un  router    al mismo 
tiempo, pero ambos desean el mismo puerto de salida para continuar hacia su destino, en 
este  caso  el mecanismo  de  control  de  flujo  resuelve  esto  de  tal manera  que  a  uno  le 




asigna a  cada uno de  los  switches de  la  red una  cantidad de  créditos para el envío de 
paquetes, la cantidad de créditos cambia de acuerdo al nivel de ocupación de los buffers 
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de ancho de banda, al  igual que  la  latencia se  incrementa en varias ocasiones, 
ya que este factor va determinado por la longitud de los paquetes y el número 
de  conmutadores  que  se  encuentra  en  la  trayectoria  del  paquete  hacia  su 
destino. 
 
• Virtual Cut‐Through  (VCT) Switching. El  router puede empezar a enviar  la 
cabecera  del  paquete  y  los  bytes  de  datos  del  mismo  tan  pronto    como  la 
decisión de encaminamiento ha sido tomada y el buffer de salida está libre. Se 
consigue que el paquete no necesita ser almacenado en un puerto de salida y 
pueda  separarse  en  el  siguiente  puerto  de  entrada  del  router  enviado  para 
poder así seguir su camino hasta el destino. Solo que en caso de que el puerto 










momento que  los  flits de un paquete A  llegan a un buffer de  salida que esta 
siendo utilizado por otros  flits de otro paquete B, el mensaje A es bloqueado, 
pero como los flits son pequeños, cada buffer de router es capaz de almacenar 
por unos  segundos  los  flits del  paquete A. Esta  técnica  no  nos  libera de un 
deadlock, pero si reducir promedios de latencia, ya que no es necesario usar la 





de  soportar  la  configuración  de  canales  lógicos  o  virtuales  subdividiendo  el 
mismo canal físico. Obviamente al momento de actuar como si fueran canales 
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Un encaminamiento se refiere a la trayectoria que de un nodo fuente a un nodo destino 
en  una  topología  en  particular.  El  encaminamiento  determina  en  gran  medida  el 
desempeño de la red, ya que el algoritmo de encaminamiento usado para una red debe 
estar encargado de balancear la carga a lo largo de todos los enlaces con la presencia de 





Algunas  propiedades  de  la  red  de  interconexión  cuyo  efecto  dependen  mucho  del 
algoritmo de encaminamiento son: 
 
• Conectividad. La propiedad de  encaminar paquetes de  cualquier nodo origen  a 
cualquier nodo destino. 
 
• Adaptabilidad.  Capacidad  de  encaminar  los  paquetes  a  través  de  caminos 
alternativos ante la presencia de congestión o el fallo de componentes. 
 
• Libre  de Deadlok  y  Livelock.  Garantizar  que  el  paquete  no  será  bloqueado  o 
vagar por la red para siempre.  
 
• Tolerancia a Fallos. Encaminar el paquete ante  la presencia de algún  fallo de  los 
componentes de la red.  
 
Por  todo  esto  es que  el  algoritmo de  encaminamiento debe  cumplir  con  las  siguientes 
características. 
 














pueden  ser  clasificados  de  acuerdo  a  varios  criterios,  esto  es  una  taxonomia  de  los 
algoritmos de encaminamiento en la actualidad y en la literatura [3]. 
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o Centralizado.  Un  solo  nodo  de  la  red  es  quien  toma  la  decisión  de 
encaminamiento  
o Origen. El nodo fuente del mensaje es quien toma la decisión. 
o Distribuido. La decisión  se  toma  en  cada nodo por  el  que  va  alojando  al 
paquete a través de su recorrido al destino. 















o Adaptativo.  Se  utiliza  a  nivel  de  conexión  (punto  a  punto),  recolecta 
información del estado de la red y actúan redistribuyendo la carga a través 
de  múltiples  trayectorias  alternativas  entre  el  mismo  par  fuente‐destino. 




? Estado de  la  red. Si  la  información que utiliza de  la  red puede  ser 








por  los  caminos  mas  cercanos  al  destino. Misrouting  (no  minimal) 
escoge las trayectorias más lejanas al destino. 
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spot” o “punto caliente”. El “hot‐spot” produce que  las  latencias que sufren  los mensajes 
tomen valores muy altos respecto de las latencias cuando no se está en zona de carga de 
saturación.  En  la  zona  de  “hot‐spot”  la  latencia  crece  muy  rápidamente  ante  cambios 
pequeños  de  la  carga.  En  la  figura  2.6  podemos  observar  un  conflicto  o  puntos  de 
saturación  dentro  de  una  red  fat‐tree,  donde  los  switchs  marcados  con  rojo  son  los 
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Respecto  a  la  carga  de  la  red,  la  latencia  presenta  un  comportamiento  que  se  puede 
describir mediante una  curva  no  lineal  en  la  que  se pueden distinguir dos  regiones  o 
zonas de comportamiento. La primera zona, cuando la carga de mensajes es baja, es una 





La  segunda  zona  de  comportamiento  es  una  curva  con  una  gran  pendiente  donde  la 
latencia experimenta grandes cambios ante pequeños cambios de la carga de entrada a la 
red de interconexión. En este caso, se ha llegado o se está cerca de la zona de saturación 
de  la  red y el nuevo  tráfico no puede ser absorbido y  los mensajes deben esperar gran 
cantidad de tiempo en los “buffers” de los nodos antes de entrar en la red. En esta zona se 
tiene  un  crecimiento  de  la  latencia  exponencial  llegando  a  tomar  valores 
imprevisiblemente altos. 
 
Además, en  la curva de  latencia se puede  identificar claramente el punto de cambio de 




Algunos  factores  que  son  los  que  determinan  la  carga  de  la  red  son  la  frecuencia  de 
inyección de mensajes, el número de canales que inciden sobre un enlace, la longitud del 
mensaje,  el  número  de  puntos  de  colisión  de  un  canal  con  otros  canales,  son  muy 
importantes en la influencia de la latencia. 
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Como  se  comentó  anteriormente  en  el  Capítulo  1,  nuestra  propuesta  es  aportar  una 
técnica de control de congestión, en este caso un algoritmo adaptivo cuya  función sería 











DRB  es  utilizar  un método  de  ampliación  de  caminos  alternativos  para  cualquier  par 
fuente‐destino  de  nodos  en  la  red  de  interconexión.  La  distribución  de  las 
comunicaciones  esta controlada por el nivel de carga de todos los caminos posibles. Estos 





que  comiencen  a  configurar  nuevas  trayectorias  posibles  a  los  siguientes  paquetes  y 
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El método de DRB consiste de tres fases principales [5]: 
 





mensaje  con  la  información  de  niveles  de  latencia  del  mensaje  enviado 
anteriormente, este nodo modifica el número de nuevas trayectorias posibles para 
los  próximos  paquetes  si  es  que  se  supera  el  umbral  previsto  con  el  nivel  de 
congestión crítico en la red. 
 






los    canales  que  están  saturados,  es  decir,  la  carga  es muy  alta  debido  al  número  de 
canales que  los utilizan, y  los otros canales se encuentran  trabajando con poco nivel de 
ocupación y, por  lo  tanto, no están aprovechando el máximo de  capacidad del  camino 








Actualmente  existen  dentro  de  la  literatura  algunas  técnicas  de  control  de  congestión 
sobre  topologías  fat‐tree. A continuación hacemos una pequeña reseña de estas  técnicas 
[6]: 
 
• First Free  (FF). Una  técnica de encaminamiento que  selección a el primer enlace 
físico  que  cuente  con  espacio  libre  de  salida  para  encaminar  el  paquete.  Muy 
sencilla  su  función de  selección y  rápida, pero no  toma  en  cuenta  el  resto de  la 
trayectorias, es un ejemplo de un algoritmo de encaminamiento Oblivious. 
 
• Static  Switch  Priority  (SSP).  Dado  un  nivel  del  árbol,  la  función  de  selección 
asigna una prioridad más alta a un diferente enlace de asenso de cada switch en 
ese nivel. La idea es crear caminos disjuntos de asenso con diferentes prioridades 
desde  el  primer  nivel  del  árbol.  Por  consecuencia  los  paquetes  inyectados 
encontraran diferentes caminos de ascenso desde el primer nivel hasta el último 
nivel del árbol, donde los paquetes serán encaminados de forma determinista. 
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• Static  Destination  Priority  (SDP).  La  selección  de  función  de  caminos  asigna 





• Static Origin  Priority  (SOP).  Su  método  consiste  en  asignar  prioridades  a  los 






el  componente  destino  del  paquete  correspondiente  a  ese  nivel.  Es  decir,  que 
cuando un paquete arriba a un switch en cualquier nivel del árbol, el algoritmo se 
encarga de  leer el destino marcado en el paquete y  lo  compara  con el enlace de 
salida del  switch,  si  el  enlace de  salida  asignado  con mayor prioridad presenta 




• Cyclic  Priority  (CP).  La  técnica  utiliza  un  algoritmo  de  round  robin  dentro  del 
switch  para  escoger  un  diferente  enlace  físico  de  salida  para  los  paquetes.  Este 
algoritmo nunca  tomo  los niveles de ocupación de  los buffer  en  los  enlaces que 
selecciona. 
 
• More  Credits  (MC).  Se  basa  en  el  mecanismo  de  control  de  flujo  de  asignar 





como  el  que  presenta mejores  resultados,  ya  consigue  bajos  niveles  de  latencia  y  una 
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A  continuación  se  describen  las  características  operativas  de  la  tecnología  de  red 
Infiniband  (IBA),  en  las  cuales  se  interviene  para  poder  implementar  dentro  del  este 
estándar el algoritmo de balanceo distribuido  del encaminamiento (DRB).  
 
La arquitectura  Infiniband es utilizada para crear una red de área de sistema  (SAN),  lo 
cual permite  la  versatilidad de poder diseñar  redes  con un  servidor, un  solo nodo de 
procesamiento y algunos dispositivos de entrada y salida; hasta poder diseñar la red de 
interconexión  un  supercomputador,  como  ocurre  actualmente  con  los  sistemas  mas 










de  latencia    y  overhead muy  bajos,  se  permite  la  creación  de múltiples  caminos  entre 
diferentes nodos, en un entorno protegido y gestionado remotamente. 
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Infiniband  permite  al  usuario  definir  su  red  de  interconexión  con  una  topología  en 
específico, los encaminadores, los elementos de conmutación, así como también la forma 
en que los datos y comandos se encaminarán por la red. La especificación de IBA divide 









Los  enlaces  son  los  medios  físicos  por  donde  se  conectan  conmutadores,  nodos, 
encaminadores;  estos  enlaces  pueden  ser  de  cobre,  fibra  óptica,  circuito  impreso  o 
cableado a una placa madre  (backplane). Los repetidores prolongan  las características de 
propagación de un enlace. 
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3.2.2 Subnet Manager 









Infiniband  no  define  de  qué  manera  se  realizan  las  tareas  del  SM  mencionadas 






EL  gestor  de  subred  es  el  encargado  de  la  construcción  de  trayectorias  alternativas 
cuando arranca la red de interconexión por primera vez, las trayectorias serán la primera 
opción para  todos  los pares  fuente‐destino. Infiniband no cuenta con un algoritmo para 
definir  los caminos originales, por  lo que se  implementa uno, el Depth‐first search (DFS), 





















Balanceo Distribuido del Encaminamiento para topologías Fat-tree sobre redes Infiniband   
























Balanceo Distribuido del Encaminamiento para topologías Fat-tree sobre redes Infiniband   
Master HPC 07/08, DACSO-CAOS                                                                                                  33                    
 
El recurso por el cual se comunica un gestor de subred para configurar el adaptador de 
canal,  es  el Agente  de  gestión  de  subred  (SMA),  que  representa  el medio  en  que  los 
mensajes se comunican entre un nodo y otro gestor de subred de un elemento de la red. 





Los  conmutadores  cumplen  con  una  tarea  principal,  que  es  la  de  dirigir  los  paquetes 
hacia  el  destino  marcado  en  sus  cabeceras.  Los  elementos  del  conmutador  son 
configurados en función de tablas de encaminamiento (forwarding tables), dentro de estas 
tablas de encaminamiento  se almacenan los LIDs  de los puertos en la red. Así cuando un 






unicast  es un  tipo de  comunicación  en  la que un paquete  corresponde  a un  solo nodo 
destino. En la comunicación multicast por consiguiente el paquete puede ser entregado a 
varios  nodos  destinos.  En  la  Figura  3.5  observamos  la  estructura  básica  de  un 
conmutador Infiniband  
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Los canales virtuales (VL) es una técnica para crear  múltiples enlaces virtuales dentro de un 
solo enlace físico. Cada puerto de un canal virtual representa un control de flujo independiente, lo 
que se traduce, en que si uno se congestiona o se cae, no afecta al resto de los caminos virtuales 
dentro del enlace. En la Figura 3.6 se muestra la representación de los canales virtuales donde se 
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por  medio  de  elementos  de  medición  (performance  counters).  Este  mecanismo  de 












si  el  paquete  ha  seguido  una  trayectoria  por  donde  ha  sufrido  retrasos  debido  a 
problemas de congestión en un enlace.  
 
El paquete  continúa  su  trayectoria original  (paso  2 de  la Figura 3.7.), hasta  llegar  a  su 
destino  y  en  el  adaptador  de  canal  de  ese  nodo  destino  se  examina  la  cabecera  del 
paquete y si el valor almacenado es 1, el agente de control de congestión, detecta que en 
la trayectoria  de este par de nodos existe congestión, la notificación al destino se hace a 
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de control de congestión  indica al nodo que regule  la  inyección de paquetes a ese nodo 
destino (paso 4 de la Figura 3.7.), esta regulación tiene como objetivo no colapsar la red, 
pero  los niveles de  latencia que resultan de este control de de  inyección de paquetes no 
son aceptables dentro de sistemas de altas prestaciones. 
 
La  inyección  de  paquetes  es  regulada  en  Infiniband  por  medio  de  una  tabla 
parametrizable  denominada  Congestion  Control  Table  (CCT),  cada  lugar  en  la  tabla 
determina  un  valor  de  tiempo  interenvío  para  regular  la  inyección.  Si  llegan  mas 









Dentro de Infiniband se ofrecen servicios de comunicación para el transporte de los mensajes 
dentro de la red. A continuación alguna de los más usados: 
 
• Conexiones  confiables. Es un  tipo de  conexión que asocia un par de  colas  local 
con otro par de colas en específico. Por tanto cada consumidor debe crear un par 
de  colas  nuevo  cada  vez  que  desee  comunicarse  con  un  consumidor  remoto 
diferente. El adaptador de canal establece mensajes de  reconocimiento de  la  red. 












de  la  otra,  pero  se  permite  que  una  capa  superior  proporcione  servicios  a  las  capas 
inferiores, las capas son las siguientes:  
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en  paquetes.  De  igual  manera  configura  los  puertos  para  que  procesen  los 
paquetes recibidos y conformar el mensaje. 
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CAPÍTULO 4.  
OPNET: PLATAFORMA DE SIMULACIÓN Y 
DESARROLLO 
 
En el  trabajo de búsqueda de un buen simulador en  [5],    justifican una plataforma   que 
recreara  un  modelo  lo  más  fiable  posible  a  la  realidad,  al  menos  en  cuanto  a  las 
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de redes de interconexión y sistemas distribuidos. El comportamiento y el rendimiento de 
los  sistemas modelados pueden  ser analizados mediante  la  realización de  simulaciones 
específicas sobre cierta clase de evento en la red. El entorno de Opnet Modeler incorpora 





1. Especificación del modelo, es decir desarrollar la representación del sistema a estudiar, 
dentro de esta fase se crean los modelos con los editores de opnet. 















Cada  una  de  estas  jerarquías  es  diseñada  por  los  editores  del  OPNET  Modeler,  que 
proporcionan  las herramientas necesarias para  la creación de  la  topología de  la red,  las 












tipo  de  redes.  Al  seleccionar  la  opción  de  ver  resultados  (view  results),  aparecen  las 
estadísticas disponibles. En la Figura 4.2 se muestra una imagen del Project Editor. 
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Un  nodo  puede  tener  en  su  interior  varios módulos. Cada módulo  tiene  una  función 




Icono estándar para un módulo de procesado. Su 
función principal es construir bloques de modelo 
de nodo 
 
Icono estándar usado para un módulo de cola. Lo 
que le hace diferente del resto de módulos es que 
el módulo de colas tiene recursos adicionales 
internos llamados subcolas 
 
Icono usado para un módulo de trasmitir. 
Trasmisor punto a punto  
 
Icono usado para un módulo de recibir. Receptor 
punto a punto  
 
Icono usado para un módulo de trasmitir. 
Trasmisor tipo bus  
 
Icono usado para un módulo de recibir. Receptor 
tipo bus  
 
Icono usado para un módulo de trasmitir. 
Transmisor por  radiofrecuencia  
Menús  
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Icono usado para un módulo de recibir. Receptor 
de radiofrecuencia  
 



















modelos de proceso, que se  representan mediante máquinas de estados  finitos  (FSM) y 




A  este  tipo de  simulación  se  le denomina  simulación DES  (Discrete  event  simulation). 













Packet stream: conexiones que llevan a los paquetes desde un 
módulo fuente a un módulo destino 
Statistic wires: transportan datos en un módulo fuente a un 
módulo destino. Sirven como interfase para que un módulo 
fuente pueda compartir datos con un módulo destino, y 
proporcionar información respecto de su estado  
Logical associations: su misión es indicar qué relación existe 
entre dos módulos de la simulación. Por tanto, no transportan 
datos entre módulos
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En  este  editor  se  colocan  los  diferentes  estados.  Todos  ellos  están  compuestos  de  dos 
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una  simulación.  Puesto  que  la  mayoría  de  modelos  de  simulación  generan  grandes 
volúmenes de datos, si todas  las posibles salidas se registran, Modeler proporciona este 
editor  al usuario para que pueda designar  explícitamente  lo que  es de  interés para  él. 
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lugar  en  un  determinado  momento.  Cada  uno  de  estos  eventos  tiene  un  instante  de 




por  ello  se  utilizan  variables  contador  para  representar  el  momento  actual  y  las 
cantidades de tiempo. También se utilizan varias variables de estado para representar la 
fase  del  sistema  simulado.  El  sistema,  evoluciona  en  la  memoria  del  ordenador, 




una  única  posición.  De  este  modo,  dichos  eventos  logran  ser  ordenados 
cronológicamente, según su  instante de  incidencia, para ser procesados. En este  tipo de 
simulación,  el  evento  es  la  unidad  de  ejecución.  Cada  uno  describe  una  acción,  y  el 
resultado de  ésta  es  la modificación de  las variables de  estado. Esta  característica  está 
especialmente soportada por los lenguajes de programación orientada a objetos. 
 




manera  dinámica  durante  su  ejecución,  se  podrán  procesar  los  datos  recogidos  para 
extraer la información deseada con la posibilidad de representarlos de forma gráfica. 
 
Durante  la actualización de contadores de  tiempo y  la modificación de  las variables de 
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CAPÍTULO 5.  
ANÁLISIS Y DISEÑO 
 
 
Como  fue  mencionado  con  anterioridad  el  algoritmo  DRB  basa  su  funcionamiento 






A  pesar  de  la  técnica  de  control  de  congestión  estándar  de  Infiniband,  los  niveles  de 
latencia de los mensajes no disminuyen, y la congestión que existía en los conmutadores, 
se  traslada  a  los  nodos.  Es  por  esto  que  la  implementación  de  DRB  en  el  estándar 
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control de congestión distribuye  la  inyección a  través de  las  trayectorias, de  tal manera 
que  los  paquetes  salientes  tienen  una  posibilidad  menor  de  ser  encaminados  por  el 
camino  1,  y por  lo  contrario,  el  camino  4  es  el  óptimo para  continuar  la  inyección de 
paquetes  hacia  el  destino.  En  DRB  la  selección  del  camino  alternativo  se  realiza  en 
función  de  la  inversa  de  latencia  acumulada  en  el  camino. De  esta  forma  se  asegura 
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El SM de  las subredes  juega una función  importante en esta etapa, ya que SM del nodo 
fuente  de  congestión  se  comunica  mediante  paquetes  de  gestión  (Management 
datagrams,  MADs)  con  los  otros  SM  de  otros  componentes  de  la  red.  Durante  este 









Caminos alternativos a la
 trayectoria original  
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con  la  notificación  de  congestión,  el  camino  conformado  por  la múltiples  trayectorias 
disjuntas  se  contrae  y  se  evita  así  que  se  tracen  caminos  alternativos  cuando  no  se 
requieren. 
 
Hasta  aquí  se han descrito,  las diversas  alternativas  adoptadas  con  el  fin de  aplicar  el 
balanceo distribuido del encaminamiento a la arquitectura Infiniband y la topología Fat‐
tree.  Utilizando  las  características  beneficiosas  y  provechosas  que  facilita  el  estándar 
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Una  vez  colocados  los  nodos  y  los  switches,  el  siguiente  paso  es  interconectarlos  con 
enlaces bidireccionales y así  crear  la  red de  interconexión  con  la  topología prevista, en 
este  caso  la  topología  es un  fat‐tree,  la Figura 6.2  es un  ejemplo de una de  los  fat‐tree 
creados con Opnet Modeler. 
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En  el  nodo  procesador  se  incluyen  los  módulos  creados  en  el  Node  editor  de  opnet 
modeler, que actuaran como fuente y sumidero de paquetes de la aplicación ejecutada en 















dentro  se  encuentran  los  buffers  de  recepción  y  transmisión.  El  flujo  de 
información  se divide  en  tres  cadenas  (líneas azules) de paquetes,  estas  cadenas 
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• CCMgtA.  El  módulo  cumple  con  las  funciones  del  agente  de  control  de 
congestión, es un módulo donde  llegan y se procesan  los paquetes cuyos bits de 
notificación FECN han  sido marcados  en  algún  switch debido  a  la presencia de 
congestión.  Al  igual  que  cumple  con  la  función  de  generar  los  paquetes  de 







(líneas  rojas) para  comunicar  los módulos entre  si. En  la  figura 6.3  se muestra el  cable 
packet  in  head,  su  función  es  la  de  comunicar  al  módulo  receptor  la  llegada  de  un 
paquete, e igualmente de informarle a la unidad de arbitraje que existe un paquete en el 
buffer para acceder al puerto de salida. El pk arrival/deliver es usado para que el buffer 
de  recepción  notifique  a  la  unidad  de  control  de  flujo  que  no  hay  mas  sitio  para 
almacenar paquetes. 
 
El  funcionamiento de cada uno de  los módulos del modelo del nodo  se  lleva acabo en 
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• Obtener  el  paquete  del  packet  stream  y  el  nivel  de  servicio  en  el  campo  SL  del 
paquete.  Al  momento  que  entran  en  este  módulo,  simula  un  retardo  en  la 
búsqueda del canal virtual (VL) que tomara el paquete. Para todo esto existen dos 
transacciones importantes, ARRIVAL que es cuando llega el paquete y se busca en 





La  Figura  6.6  encontramos  el  interior  de  este módulo  de  unidad  de  arbitraje.  En  este 
módulo se implementa el arbitraje de acceso a los enlaces. Es decir, la unidad de arbitraje 




Balanceo Distribuido del Encaminamiento para topologías Fat-tree sobre redes Infiniband   
Master HPC 07/08, DACSO-CAOS                                                                                                  60                    
(tipo, canal virtual, tamaño) de este paquete para planificar su arbitraje. Si el paquete es 
de  notificación  de  congestión,  el  estado  FC_action  es  quien  se  encarga  de  obtener  las 
características  de  estos  paquetes,  ya  que  son  diferentes  a  los  paquetes  de  datos  y  de 
gestión. El evento de arbitraje inicia la transacción ARBIT para pasar al estado arbitrating 





































caso  de  que  si  esté  el  SM  en  el  nodo  se  activa  el  estado  sm_active  que  comienza  la 
recepción de paquetes de gestión, pasando al estado begin_proc que invoca dos procesos 
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red  y  conformar  la  topología.  Este  proceso  inicia  una  transacción  NEXO_SWEEPING 
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El  otro  proceso  hijo  builder,  Figura  6.9,  construye  las  trayectorias  a  través  de  la 
información obtenida de la red, que permite configurar el camino múltiple para todos los 
pares  de  nodos  fuente‐destino,  todo  esto  por  un  algoritmo  dentro  del  estado  build. 






















En  esta máquina  se detalla  el  comportamiento del agente de  control de  congestión,  en 













Cuando  un  CN  llega  al  adaptador  de  canal  de  un  nodo  en  particular,  se  realiza  la 
transacción  BECN_ARRVL  para  pasar  al  estado  Process  Becn,  donde  se  analizan  estos 
paquetes,  y  se  determina  los  niveles  de  ocupación  en  los  caminos  alternativos,  estos 
niveles determinaran el encaminamiento de  los paquetes. Cada vez que un nodo fuente 
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requiere el envío de un paquete, éste genera la transición SRC_ARRVL e iniciar el estado 
Pk_to_send, donde  se modifican  los  campos del paquete  según  la  selección de  caminos 
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El  modelo  del  switch  describe  un  conmutador    de  ocho  a  dieciséis  puertos 
bidireccionales,  con  tres  canales  virtuales  y  con  sus  respectivas  unidades  para  el 
encaminamiento.  Se  incluyen  dos  módulos  o  unidades  que  son  características  de  los 
conmutadores  Infiniband,  la unidad de  conmutación  o  crossbar  y  la unidad  lógica  de 
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los  buffers  de  entrada  del  switch.  La  transacción CONFIG_CROSSBAR  hace  activar  el 
estado  config,  donde  se  le  asigna  un  puerto  salida  al  paquete  y  con  el  atributo 
crossing_time se simula el tiempo en que cruza el paquete por esta unidad de Crossbar.  
 





























Este  módulo  de  unidad  de  encaminamiento,  Figura  6.13,  entra  en  acción  cuando  un 
paquete llega a un buffer de entrada, el estado rote_pk, identifica el canal por el que entró 
el paquete, lee los campos de destino del paquete, el nivel de servicio y el tamaño de este. 
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Obtenida esta  información se hace una búsqueda de puerto de salida dentro de  la tabla 























Estos buffers de  entrada  /  salida del  switch  tienen una diferencia  con  los del nodo,  la 
diferencia es que en los buffers del switch se implementa un mecanismo de detección de 
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el  estado  send_head,  donde  los  paquetes  son  trasladados  al  puerto  de  salida  asignado. 
Para simular un tiempo de servicio de la cola del buffer se simula un tiempo de retardo. 







estos dispositivos para modelar un  topología  fat‐tree. Estos modelos  fueron diseñados 
con  el  objetivo  de    poder  desarrollar  la  simulación  de  una  red  de  interconexión  bajo 
ciertos  parámetros  de  entrada,  para  posteriormente  experimentar  y  analizar  el 
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CAPÍTULO 7.  
EXPERIMENTACIÓN Y ANÁLISIS DE RENDIMIENTO 
 
 







Estas  simulaciones  fueron  llevadas  acabo  definiendo  parámetros  de  entrada  muy 
similares  a  los  que  son  sometidas  las  redes  de  interconexión  de  los  sistemas  de  altas 
prestaciones. Para medir las prestaciones dinámicas de DRB se debe simular la carga real 
de  las  aplicaciones  paralelas,  es  decir  el  tráfico  de  mensajes  generados  por  las 
aplicaciones.  Este  tráfico  se  obtiene  de  aplicaciones  reales  o  de  “benchmarks”,  los 
benchmarks  son un  conjunto de pruebas  específicamente  seleccionadas de aplicaciones 
reales.  En  esta  experimentación  se  ha  tomado  en  cuenta    un  conjunto  de  benchmarks 
porque presentan ventajas como, que son mas representativos, ya que abarcan un rango 
mas amplio de situaciones que un conjunto arbitrario de aplicaciones, de igual forma son 
parametrizables  y  de  este  modo  se  puede  tratar  de  medir  cuestiones  especificas.  Los 
benchmarks utilizados son patrones de comunicaciones que aparecen en  los programas 




La  experimentación  se  enfoca  en dos puntos principales. El primero  es  la  respuesta en 
latencia  con  patrones  de  comunicación  persistentes  tomados  de  los  benchmarks  de 






flujo,  se ha utilizado  la  técnica “Virtual Cut Throught”  como  especifica  la arquitectura 
Infiniband. 
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nodo  con  coordenadas  binarias  an‐1,  an‐2,...,  se  comunica  con  el  nodo  destino 
(Butterfly)= {a0, an‐2, a0,..., a1, an‐1} (ej. Origen 1100 envía al destino 0101) 
 













que DRB  necesita  para  seleccionar  caminos  alternativos,  disjuntos  y  de  distancia  corta 
hacia el destino. La experimentación es exhaustiva de DRB frente a patrones y topologías 
(fat‐tree / k‐ary n‐tree) diferentes y se enfoca en dos puntos principales.  
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• El primero  es  la  respuesta  en  latencia  con patrones de  comunicación persistentes 
tomados de aplicaciones numéricas (ʺButterflyʺ, ʺPerfect Shuffleʺ)  
• El  segundo,  es  el  throughput,  en  cuanto  se mejora  el  rendimiento  de  la  red  de 
interconexión en relación con el agente de control de congestión de Infiniband. 
 
 Para  todo  ello  se  evalúa  la  respuesta  en  latencia,  el  ʺthroughputʺ  de  mensajes.  Otros  
aspectos evaluados son la influencia de la longitud del mensaje y la escalabilidad de DRB 
respecto  el  aumento  del  tamaño  de  la  red  de  interconexión.  Los  experimentos  fueron 





Como  resultado  de  los  experimentos,  se  han medido  tres  aspectos:  Primero,  la  latencia 
media de  las comunicaciones de  la red de  interconexión, segundo, el  throughput medio y, 
tercero, la ʺdistribución de la cargaʺ de tráfico en la red. 
 
La  “latencia de  comunicaciónʺ  se mide  como  el  tiempo  total  transcurrido desde  que  el 
mensaje viaja desde  el nodo  fuente hasta  el nodo destino,  incluyendo  el  tiempo que  el 




El  ʺthroughputʺ se mide como  la relación porcentual entre  la carga aceptada  (cantidad de 
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nivel),  en  la  Figura  7.1  se  observa  los  cuatro  diferentes  caminos  alternativos  entre  el 
“nodo 10” y el nodo “110”. Las gráficas demuestran que frente al incremento de la carga 






pueden  observar  en  ambas  gráficas  de  la  Figura  7.2,  donde DRB  y  el mecanismo  de 
control  de  congestión  de  IB  en  los  niveles  de  cargas  pequeñas  (0‐600  bit/μs)  el 
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comportamiento  es  igual,  lo  que  implica  que DRB  no  esta  introduciendo  overhead,  y 
cuando no es necesario no cambia el procedimiento normal de la red.  
Cuando la carga de mensajes se incrementa (700‐1500 bit/μs), el mecanismo de control de 
congestión  empieza  a  regular  la  inyección  de mensajes  entre  pares  fuente‐destino,  en 
consecuencia la curva de latencia de IB hace un curva hacia arriba. Por otro lado DRB se 
mantiene  paralelo  al  eje  X,  lo  que  se  traduce  en  que  DRB  hace  uso  de  los  caminos 
alternativos  hacia  los  destinos,  logrando  así  controlar  la  carga  inyectada  en  la  red  de 
interconexión.  
 
DRB disminuye  su  capacidad de  controlar  los niveles de  latencia  ante  altos niveles de 
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7.7.2. Análisis de resultados del 2‐ary 4‐tree 
 
En  estos  resultados,  la  red  es  un  2‐ary  4‐tree  de  16  nodos,  32  switchs,  con  una 
profundidad mayor que  la  red evaluada anteriormente, en esta  red encontramos ochos 
caminos  alternativos  entre  un  par  fuente‐destino  (siempre  y  cuando  no  compartan  el 
mismo switch de primer nivel). Se simularon los mismos patrones de tráfico, Butterfly y 









Como  se menciono  anteriormente DRB  logra balancear  la  carga de  tráfico  en  la  red  al 
abrir nuevas trayectorias a las originales entre un par fuente‐destino. Es por esto que DRB 
es capaz de mantenerse paralelo al eje X  ante niveles de carga muy altos y en cambio el 
mecanismo  de  control  de  congestión  de  Infiniband  no  es  capaz  de  gestionar  las 
comunicaciones  frente a  los grandes niveles de carga. A pesar de que  la red cuenta con 
mayor número de nodos, observamos que DRB se mantiene con un buen desempeño en 
la red de interconexión, con esto se cumple con unos de los objetivos, la escalabilidad.  
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IB. Frente al  incremento de  la  carga de  tráfico DRB actúa  creando nuevas  trayectorias, 







Balanceo Distribuido del Encaminamiento para topologías Fat-tree sobre redes Infiniband   








tráfico  Shuffle. DRB  logra mejor utilización de  la  red  a  comparación  con  el  agente de 
control de  congestión de  IB en un 38%. En este  caso,  IB  tiene mejores niveles de  carga 
recibida en función de la carga ofrecida en este tipo de red con poca profundidad, pero a 
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Los  datos  obtenidos  de  la  experimentación  determinan  que  los  aspectos  de  diseño  de 
DRB  frente  a  situaciones de  gran  cantidad de  carga de  comunicaciones,  son  efectivos, 
logra balancear  la  carga de  tráfico de  la  red, previniendo  así que  se  colapse  la  red de 
interconexión.  Esto  lo  logra  abriendo  nuevas  trayectorias  entre  cualquier  par  fuente‐
destino, monitorea constantemente los niveles de ocupación de los buffers dentro de los 
switchs, y distribuye  los paquetes de  los enlaces mas utilizados a  los menos utilizados, 
consiguiendo así el uso uniforme del ancho de banda. 
 
Las  gráficas  de  latencia  muestran  como  DRB  tiene  mejor  desempeño  con  diferentes 




Con  los  resultados  obtenidos,  podemos  deducir  que DRB  es  escalable  hasta  redes  de 
interconexión  Fat‐tree  de  64  nodos,  y  poder  mantener  las  prestaciones  de  la  red  con 
diferentes niveles de  carga. En  los  resultados de  throughput anteriores, DRB  tiene una 
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Las  redes de  interconexión son un  factor  importante dentro de  la arquitectura de  la 
computación de  altas prestaciones. A pesar de  que  actualmente  existen  tecnologías 
que ofrecen un gran número de recursos y mecanismos para controlar problemas de 










(DRB)  que  mantiene  las  prestaciones  de  la  red,  que  detecta‐notifica‐actúa  ante 
situaciones de congestión. 
 
Se  realizo  con  éxito  el  análisis  de  la  topología  Fat‐tree,  y  qué  problemas  de 
encaminamiento  presentan.  Se  planteo  la  solución  de  los  inconvenientes  de 
encaminamiento  en  los  Fat‐tree  con  el  algoritmo  de  encaminamiento  adaptativo 




El análisis de  la especificación  Infiniband nos permitió detectar  las características de 






El algoritmo estudiado durante  toda  la  investigación necesitaba ser demostrado que 
cumplía con  los principios de balancear grandes niveles de carga  inyectados en   red 
de interconexión fat‐tree. Por esto es que realizamos la experimentación con diferentes 
tipos de redes como 2‐ary 3‐tree, 2‐ary‐4‐tree, 8‐ary 2‐tree, con diferentes patrones de 
comunicación  (“benchmarks”  de  aplicaciones  reales)  como  el  “Butterfly”  y  “Perfect 
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Shuffle”, con diferentes niveles de  inyección de paquetes por nodos. La comparación 
con  el  mecanismo  de  control  de  congestión  de  Infiniband  nos  daría  un  punto  de 
referencia de DRB con técnicas similares en la actualidad. 
 
Dentro  de  la  experimentación  obtuvimos  unos  resultados  muy  favorables,  donde 
mostramos  con  las  curvas de  latencia que DRB  se mantiene paralelo al  eje X desde 
niveles de carga   pequeños hasta niveles de saturación; en  los resultados se observa 
que el mecanismo de  control de  congestión de  Infiniband no es  capaz de mantener 
medidas de  latencia similares a DRB,  la curva de  latencia de  Infiniband se prolonga 
hacia  arriba  con  niveles  de  carga  considerablemente  medianos.  A  resumen    DRB 











En  el principio del  trabajo de  investigación  se plantearon unos objetivos, hasta  este 
punto  consideramos  que  se  han  cumplido  cada  uno.  Los  resultados  preliminares 
obtenidos,  nos  incentivan  a  trabajar  para  que  DRB  sea  un  algoritmo  de 
encaminamiento  adaptivo  que  puede  seguir  extendiéndose  y  abarcando  diferentes 









patrones  de  comunicación  de  aplicaciones  reales,  variar  el  tamaño  de  los 
paquetes. Buscando con esto comprobar la escalabilidad de DRB,  
 
• Comparar  DRB  con  otras  técnicas  actuales  que  tengan  impacto  sobre  la 
topología  Fat‐tree,  unas  opciones  de  comparación  serían  las  técnicas 
mencionadas en el estado del arte del capítulo 2.  
 
• Evaluar  el  desempeño  de  DRB    frente  a  otros  mecanismos  de  control  de 
congestión que los coloquen como los mejores y que respeten los estándares de 
la tecnología Infiniband.  
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• Estudiar  las posibilidades que  existen de  acoplar DRB  a otras  tecnologías de 
redes de interconexión, siempre y cuando se siga respetando los estándares de 




uno  de  los  buffers;  es  decir,  en  el  momento  que  el  primer  paquete  de  un 








tolerancia a  fallos. En  la  fase donde DRB encuentra congestión en uno de  los 
puertos de salida, podría trabajarse para que DRB detecte el caso de un enlace 
caído, notificar al nodo origen que usa la trayectoria fallada, entonces DRB abre 
nuevas  trayectorias  para  enviar  los  paquetes  hacia  el  destino,  pero  de  igual 
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