Aggregate models of detailed scheduling problems are needed to support aggregate decision making such as customer order acceptance. In this paper, we explore the performance of various aggregate models in a decentralized control setting in batch chemical manu fact uring (no-wai t job shops). Using simulation experiments based on data extracted from an industry application, we conclude that a linear regression based model outperforms a workload based model with regard to capacity utilization and the need for replanning at the decentralized level, specifically in situations with increased capacity utilization and/or a high variety in the job mix. 0740-817): O 2000 "IIE" S = total number of processing steps; y = average processing time over all processing steps. 1. Average number of identical resources: 2. Average number of processing steps: J 3. Average overlap: J 1-I where 4. Standard deviation in processing times: 5. Workload balance, represented by the maximum utilization if the makespan were equal to the lower bound where Raaymakers et al.
Introduction
Batch chemical processes exist in many industries, such as the food, specialty chemicals and the pharmaceutical industry, where production volumes of individual products do not allow continuous or semi-continuous processes. Batch processing becomes more important because of the increasing product variety and decreasing demand volumes for individual products. Two basic types are distinguished. If products all follow the same routing, this is called multiproduct. If products follow different routings, as is the case in a discrete manufacturing job shop, it is called multipurpose. In this paper, we concentrate on multipurpose batch process industries.
Multipurpose batch process industries produce a large variety of different products that follow different routings through the plant. Considerable differences may exist between products in the number and duration of the processing steps that are required. Intermediate products may be unstable, which means that a product needs to be processed further without delay. These no-wait restrictions and the large variety of products with different routings cause complex scheduling problems. Namely, for each product a different combination of resources is required in a specific sequence and timing due to these nowait restrictions. Consequently, the capacity utilization * Corresponding author realized by multipurpose batch process industries is generally low. Furthermore, many of these companies operate in highly variable and dynamic markets in which periods of high demand may be followed by periods of low demand. Therefore, the amount and mix of production orders may differ considerably from period to period. Consequently, bottlenecks may shift over time, due to variations in the mix of production orders. An explorative research, studying the empirical setting of production control in batch chemical industries has been described by Raaymakers et al. (2000) .
In this paper, we will study a problem that is inspired by batch chemical industries. Since the scheduling problem in batch chemical industries is very complex (Raaymakers and Hoogeveen, 1999) , companies in these settings often operate under a decentralized control structure. We consider a setting with a no-wait job shop, dynamic order arrivals and a demand level that exceeds the available capacity. The lead times are fixed by the market. In this setting, a centralized decision needs to be made whether or not to accept an order, and to assign this order to a specific period in which it will be produced (planning). In accordance with the type of industry studied, time is divided into equal periods, where each period starts with an empty system and at the end of each period, the system must again be empty. The actual fulfillment of the order is controlled at a decentralized location, namely within the manufacturing department producing the order. The departmental scheduler typically has a shorter horizon than the master planner responsible for order acceptance and capacity loading. He takes the production plan of orders allocated to a particular period as a start. Then, period after period, he determines a detailed sequence of orders such that the order due dates are met and resource use is maximized. In this study, we assume the detailed scheduling decision is made by a simulated annealing procedure. Note that we distinguish between the terms planning, used for centralized allocation of an order to a specific period, and scheduling, used for decentralized determination of the exact sequence of operations within a specific period.
The centralized order acceptance decision and planning decision needs to be made such that: (i) a high resource utilization can be reached by the manufacturing department; and (ii) a high service level can be realized towards the customer. The service level is the fraction ofjobs that is completed in or before the due period. In addition to these performance measures, we also want to plan the orders in a period in which they can actually be executed, so that: (iii) little replanning between periods has to be done by the departmental scheduler. The performance on (iii) is measured by the fraction ofjobs that needs to be reallocated to another period by the detailed scheduler since completion in the initially allocated period is infeasible.
We are interested in evaluating models that support the master planner in his decision to accept and plan an order. These models should assess the feasibility of manufacturing a particular order in a specific period of time, while the detailed scheduling decision is made later by the departmental scheduler. Often, such a decision is based on the workload of the order set that results after acceptance of the order in a certain period. For classical job shops, this has been investigated by, e.g., Bertrand (1 983) in a due date assignment setting. An alternative has been suggested by Raaymakers and Fransoo (1999) , in which a linear regression model using specific job set characteristics additional to its workload is proposed. This paper is organized as follows. Section 2 briefly discusses some relevant literature on order acceptance and capacity loading. Section 3 describes the centralized order acceptance and planning policies in more detail. Section 4 describes the implementation of the decentralized scheduling of the job sets and the execution by the production system. Section 5 considers the estimation quality of a regression-based model in a dynamic order acceptance and capacity loading situation. Section 6 describes the simulation experiments we conducted to investigate the performance of the various policies, and the results obtained through these experiments. Section 7 gives the conclusions.
Literature review
Order acceptance has received limited attention in the literature. Order acceptance is concerned with the deci-sion to either accept or reject a customers' order based on the availability of sufficient capacity to complete the order before its due date. The due dates are considered given by the customer and non-negotiable. Generally, customer orders are accepted for (and assigned to) a specific period.
In the literature, order acceptance decisions are often based on the workload content of the order, related to the available workload. Guerrero and Kern (1988) and Kern and Guerrero (1990) address this problem in the context of MRP's Available-to-Promise. Wang et al. (1994) discuss this setting in the classical job shop. Another policy commonly found in the literature is order acceptance based on detailed scheduling. For example, Akkan (1 997) considers a single resource production system for which orders are accepted only if they can be included in the schedule, such that it can be completed before its due date, without changing the schedule for the already accepted orders. Wester et al. (1992) consider a single resource production system with setup times and orders for a limited number of product types. In their study, they investigate three policies to customer order acceptance, a monolithic policy (based on detailed scheduling), and two hierarchical policies (both based on workload, but with a different execution once the order has been accepted). Simulation results show that the hierarchical policies perform worse than the monolithic policy if the setup times are sufficiently large and the due dates sufficiently tight. In cases with loose due dates, the monolithic policy appears to perform slightly worse than the hierarchical policies. The authors indicate that selective acceptance seems to be the main reason for the better performance of the monolithic policy in case of tight due dates and high setup times. Ten Kate (1994) further builds on this research line.
Central order acceptance policies
The order acceptance policies discussed in the literature are based either on workload or on detailed scheduling. This also matches to a large extent the policies used in industry, which are generally workload based in the case where the capacity complexity is low and/or sufficient slack exists in the system, or schedule based in the case of less slack in the system or increased complexity. Batch chemical manufacturing can be considered as a very complex job shop with additional constraints. However, due to the great scheduling complexity and high interrelations between the jobs in multi purpose batch chemical shops (Raaymakers and Hoogeveen, 1999) , schedule based evaluations are very time consuming. We therefore introduce a third policy, which is based on a regression model of specific job set and resource configuration characteristics. This policy falls in-between the two other policies with respect to the level of detail of the infor-mation used. We are interested in evaluating under which conditions the regression-based policy outperforms the workload-based policy. To obtain initial insights, we will limit ourselves to a setting with deterministic processing times. This enables us to compare the two policies to a benchmark policy, based on creating a detailed schedule to support the central decision. Note that such a policy is time consuming and might therefore not be realistic in a practical setting under the time constraints common for order acceptance decisions.
In this paper, two centralized policies to support order acceptance are compared in a decentralized setting: a workload policy and a regression-based policy (further denoted as 'makespan estimation policy'). We consider the following setting. Orders arrive with a non-negotiable lead time, which is the same for all orders. Orders are evaluated immediately upon their arrival. Each order consists of exactly one job with a given deterministic processing structure. The job associated with an order arriving in planning period t with a lead time E, can be allocated to one of the planning periods r + I to I + E .
The jobs allocated to period t have already been released to the production department. An order is accepted only if, according to the policy used, sufficient capacity is expected to be available to complete the resulting job before the due date of the order. Orders that fail this test are rejected and leave the system.
If an order is accepted, the resulting job is immediately allocated to the earliest period for which the test is successful. This initial and central allocation of jobs to period is used as a starting set for the decentralized and detailed scheduling of jobs, which is discussed in the next section.
The two policies differ in the way they construct an achievable job set. Under the workload policy, a job may be allocated to a planning period if the workload per resource does not exceed the available capacity per resource and the total workload for the entire job set (for all resources) does not exceed a specified maximum workload. Under the makespan estimation policy, a job may be allocated to a planning period if the estimated makespan of the resulting job set does not exceed the period length with a certain probability.
As a benchmark we use a centrally executed detailed scheduling policy. Under this policy, a job may be allocated to a planning period if a schedule can be constructed for the resulting job set such that the makespan does not exceed the period length.
Workload policy
Under the workload policy, orders may be allocated to a planning period as long as the total workload does not exceed a specified maximum workload and the workload per resource does not exceed the available capacity per resource. Consequently, a job set is considered achievable, if the following conditions are met: and where pij = processing time of processing step i of job j; J = j o b set to be evaluated; 4 = total number of processing steps in job j; z = slack fraction, 0 5 T I 1 N = total number of resources; T = period length; P, = set of processing steps that need to be executed at resource r.
Makespan estimation policy
The makespan estimation policy estimates the difference between the job set makespan (to be obtained by simulated annealing at the decentralized scheduling decision) and a single resource lower bound on the makespan based on Carlier (1987) . This difference is caused by the interaction between the jobs on the resources and is not included in the Carlier lower bound. We will denote this difference as the "interaction margin" (I). (Raaymakers and Fransoo, 1999) :
where C,,, is the rnakespan obtained by simulated annealing and LB is the Carlier lower bound. The estimate of the interaction margin uses aggregate characteristics of the job set and the resource configuration and can thus be used to estimate the makespan of the job set. We use a model based on resource and job set characteristics developed in an earlier paper (Raaymakers and Fransoo, 1999) . We assume that the estimated interaction margin is an unbiased estimate of the actual interaction margin, with a normally distributed estimation error. Therefore, a safety factor (k,) is introduced in the makespan estimate, similar to the work by Enns (1993 Enns ( , 1995 on flowtime estimations. Consequently, the ( Ia) confidential estimation of the rnakespan can be formulated as follows:
where a, is the standard deviation of the estimation error. The hats are used to indicate the estimate of a variable. Using this policy, orders can be accepted for a specific planning period as long as the estimated makespan of the order set e;;: remains smaller than the period length:
The estimation error in this model will be discussed in more detail in Section 5.
Scheduling policy
later periods, If more than one job needs to be removed,
The benchmark policy for order acceptance is based on centrally constructing a detailed schedule after every order arrival. A job may be allocated to a planning period only if a schedule of the resulting job set can be constructed with a makespan that does not exceed the period length:
(6) Schedules are constructed by a simulated annealing algorithm developed by Raaymakers and Woogeveen (1 999) . Note that this means that an entirely new schedule is reconstructed once a new job has been added to the job set. We do not consider on-line scheduling algorithms, in which minor changes to ah existing schedule are made. Algorithm development for this on-line one-by-one problem is very limited and not yet available for job shops (Sgall, 1998) . Some iterative repair heuristics dealing with uncertainty in the process times have now becn developed (see, e.g., Van Bael, 1999) .
Decentralized scheduling and execution of the job sets
Before the start of each period, the jobs allocated to that period are released for decentralized detailed scheduling and execution by the production department. The simula ted annealing algorithm developed by Raaymakers and Hoogeveen (1999) is used to construct a schedule. For each period, a schedule is constructed based on an empty production system. This implies that the shop again needs to be empty at the end of the period. If the resulting makespan exceeds the period length, completing the job set in this period is not feasible and jobs must be shifted to a later period. If the resulting makespan is smaller than the period length, jobs from a later period may be added to the job set for the current period without violating due dates.
The following procedure is followed to select jobs that are shifted to a later period if a job set is not achievable. Candidates for being shifted to the next period are the jobs on a critical path in the best obtained schedule. If there are critical path jobs with a due date beyond the current period, then these jobs are the initial candidates. Otherwise, all jobs on a critical path are candidates. The effect on the rnakespan is evaluated by removing the candidate jobs one at a time from the schedule without changing the sequence of the remaining jobs. Upon removal of a job, the start times of the remaining jobs in the schedule are decreased to restore a left-jus tified schedule. If a makespan shorter than the period length is realized by removing only one job, then the job with the smallest total processing time is removed which results in a schedule with a makespan shorter than the period length. This is done to realize a high utilization in the current period and to limit the amount of workload added to then the first job to be removed is the one that gives the largest decrease in makespan. The procedure is repeated until a schedule is realized with a makespan shorter than the period length. The removed jobs are allocated to the following period. This may result in a job set for that period which is not expected to be achievable according to the used order acceptance policy. Consequently, some jobs allocated to that period may need to be shifted to a later period. The procedure used to select candidate jobs for reallocation is similar to the procedure outlined above. However, whether the removal of a job results in an achievable plan is evaluated by the order acceptance and capacity loading policy. For example, if the workload policy is used for order acceptance, the achievability of job sets after re-allocation of jobs is. evaluated on the basis of the workload. The re-allocation of jobs to later periods is repeated until each job set, over the planning horizon, is expected to be achievable. The acceptance of arriving orders is based on the job sets resulting after re-allocation.
If the job set makespan is smaller than the period length, it may be possible that some jobs from the following period can be included in the current period. Therefore, the detailed scheduler evaluates if jobs allocated to the following period can be inserted in the schedule of the current period and that the makespan of the resulting schedule remains shorter than the period length. Each job in the job set for the following period is considered as a candidate for being shifted forward. The jobs are evaluated one by one in order of non-increasing total processing time. Namely, to realize a high capacity utilization preferably jobs with high workload are shifted forward.
Note that shifting jobs backward and forward is a result of the aggregate nature of the workload policy and the makespan estimation policy. These policies make order acceptance and capacity loading decisions based on an aggregate model of the production system. Therefore, there is no guarantee that job sets obtained can actually be completed within a planning period. Hence, shifting jobs backward or forward is necessary to avoid capacity conflicts or unnecessary idle time. Under the scheduling policy, however, an exact model of the production system is used centrally. Therefore, the job sets resulting from the scheduling policy are always achievable and hence never need to be shifted.
Estimation quality of the makespan estimation policy
As has been shown in by Raaymakers and Fransoo (1999) , a linear regression model can provide a very good estimate of the makespan of a given set of jobs in a nowait job shop. For various job structures and shop configurations, the regression model could explain over 90% of the variance in the makespan. The regression model was based on the following aggregate job set and resource configuration characteristics: average number of identical resources, average number of processing steps per job, average overlap of processing steps within a job, standard deviation of processing times, and workload balance over the resources. Definitions of each of these characteristics are given in the Appendix. For a detailed description of the job sets, resource configurations, and regression models, we refer to Raayrnakers and Fransoo (1999) . The performance of the regression model turned out to be rather insensitive to variations in the characteristics of the job sets and resource structure. Since a regression model is easy to apply, it makes sense to investigate the performance that can be obtained by using such a model for evaluating orders during a central order acceptance decision. However, under this decision, the regression model is used in a dynamic way, i.e., it is used each time an order arrives to investigate the makespan consequences of accepting this order in addition to the orders that have already been accepted prior to the current arrival. The latter orders were also accepted on the basis of a test with the same regression model. We may expect that, under this procedure, orders with certain specific characteristics will have a higher likelihood of being accepted than other orders, especially if the period under consideration has already been loaded by many accepted orders. Consequently, the resulting job set will probably not be a random selection out of the arriving order stream, as was the case in the job sets that were used to construct the model. This issue is also briefly addressed by Wester et al. (1992) . We may therefore expect that a bias will occur in the makespan estimate of a job set selected based on the regression model. This bias has to be included into the order selection rule (see Equation (4)). Thus, we have to investigate the magnitude of the estimation bias, caused by the selectivity of the order selection rule.
We conducted a long simulation run for a situation for which we may expect that selectivity will occur. We chose a situation with a high demandlcapacity ratio, high job mix variety, high workload balance, and long delivery lead times. Two runs of 100 planning periods were done. In run I, orders are accepted and allocated based on the makespan estimation policy; in run 11, orders are accepted randomly with the acceptance' probability P set empirically such that the output of both runs is comparable. Following this, the interaction margin is estimated ex-post using the regression model. The resulting errors in the interaction margin estimation are given in Table 1 . Table I shows that the makespan estimation model has a clear bias, if it is used to make the order acceptance and capacity loading decision. Apparently, job sets resulting from order acceptance decisions based on a regression based makespan estimation model differ from job sets that have not undergone this type of' selection process. This is confirmed by a further analysis of the selected job sets.
In Table 2 , we have compared the average values of the four factors in the regression model in the 100 selected job sets in each of the two runs. Given the fact that orders are selected randomly in run 11, this means that the values of the job set characteristics in this set are equal to the values of the original job set. For the average number of processing steps, the average overlap, and the standard deviation of processing times, this is easy to check and prove true. It is not possible to check this for the workload balance, since in the original job set (before acceptance), the utilization would be 100% and the workload balance cannot be determined. Table 2 shows that there is a clear difference between the job sets selected in the two runs for the factor 'workload balance', which indicates the balance in capacity use for various resources of a particular job. Apparently, the regression-based estimation policy selects jobs such that a more even workload on the various resources results, since the workload balance in run I is more even than the workload balance in run 11. Note that the bias can only be estimated by actually applying the estimation model. Apart from the very brief discussion in Wester et al. (1 992) , we have not seen the issue of selectivity discussed in any other literature that deals with order acceptance. In the remainder of the paper, we deal with this estimation bias by adjusting the safety factor k, in Equation (4).
Run Average number of A verage overlap of processing steps processing steps
Standard deviation of Workload balance processing rime
Simulation experiments
We conducted simulation experiments to compare the workload based acceptance policy, the regression-based cstimntion acceptance policy, and the benchmark schedule-based acceptance policy. Since the makespan es timation policy includes more characteristics of the job set than just the workload, we may expect this policy to perform better than the workload policy. We are interested i u investigating under what conditions this difference is largest and how it compares to the performance of the benchmark. The performance is measured by the realized capacity utilization and service level. We chose the capacity utilization as a performance indicator because in an over-demanded situation the utilization that can be realized is directly related to the number of orders that can be accepted. In turn, capacity utilization influences the revenues of a company. The service level is used as the second performance indicator because it indicates the reliability of the due dates agreed with the customers. The service level is defined as the percentage of orders that is completed before their due dates. Note that the service Icvel realized by the schedule-based policy will always be 100% because an exact model of the production system is uscd to make order acceptance and capacity loading decisions. For the other two policies, the slack fraction (r in Equation (1)) and safety factor (k, in Equation (4)) have been set such that a service level of 95% is reached.
The capacity utilization per period ( p ) is measured as follows:
As a third, internal, performance measure, we measured the fraction of jobs that need to be rescheduled in the decentralized scheduling and execution step. A result of using policies Tor order acceptance and capacity loading that are based on aggregate information is that the job sets will not always be achievable. Hence, some replanning is always required because order acceptance and capacity loading decisions are based on an aggregate model of what can be rcalized by the production system. The amount of replanning is determined by how close this aggregate model is to the actual situation at the production system. Many Tnblc 3. Parameter settings for the simulation experiments jobs need to be shifted backwards if the aggregate model makes an optimistic estimate of what can be realized by the production system. On the other hand, many jobs can be shifted forward if the aggregate model makes a pessimistic estimate of what can be realized by the production system. In either case, replanning jobs requires time and effort from the planner in a company. In industrial practice, little replanning activity is therefore preferred.
Experimental design
In this section, we present the general settings of the simulation experiments and the parameters that are varied. The following assumptions are made with respect to the simulation experiments:
Production system with five resource types, with two resources per type. Exponentially distributed inter-arrival times of orders. Equal and deterministic requested delivery lead times for all orders.
Further details of the production department considered have been presented by Raaymakers el al. (2000) .
The demandlcapacity ratio and lead time parameters used in the simulation experiments are given in Table 3 . With respect to the demand/capacity ratio, we consider two levels. At the high level, the average demand requirements for capacity are equal to the total available capacity per planning period. At the low level, the average demand requirements for capacity are equal to 70% of the total available capacity per planning period. As has been shown by Raaymakers et at. (2000) , due to the nowait structure of processing steps in each job, capacity utilization in this type of industry is at most between 50 and 60%. Thus, both demand levels investigated represent situations where demand effectively exceeds available capacity. We consider two levels for the requested lead times, namely two and four periods.
Each order consists of exactly one job with a specified structure of no-wait processing steps. The job characteristics are generated randomly on the arrival of the order. Hence, each job arriving at the system may be different. The performance of the order acceptance and capacity loading policies might be affected by the job mix variety 20% of demand requirements for each requirements for resource type 1 to 5 resource type 2 periods 4 periods and the workload balance. Therefore, two levels of job 6.2. Experimental results mix variety and workload balance are considered. In the situation with high job mix variety the number of processing steps per job is uniformly distributed between one and 10, and the processing time is uniformly distributed between one and 49. In the situation with low job variety, the number of processing steps per job is uniformly distributed between four and seven, and the processing time is uniformly distributed between 20 and 30. Note that in both situations the average number of processing steps and the average processing time is the same. In generating the jobs, each processing step is allocated to a resource type. In the situation with high workload balance, the allocation probability is the same for each resource type.
In the situation with low workload balance, the allocation probability is different for each resource type. On average 30, 25, 20, 15 and 10% of the processing steps will be allocated to the five different resource types respectively. The length of the planning period is chosen such that each job set consists of a realistic number of jobs. The empirical study by Raaymakers er al. (2000) showed that a job set of 40 to 50 jobs is realistic for the type of industrial process considered. The length of the planning period depends on the average processing time per job, and has been fixed at 1000 time units. We used a simulation run length of 24 periods. To eliminate start-up effects (of job being shifted forward and backward), the first E + 1 periods are excluded from the results. Three runs are done for each combination. The same seeds are used for each combination in order to obtain identical order arrivals for the different policies.
The workload policy and the makespan estimation policy are based on aggregate models of the production system. Consequently, job sets that are determined by one of these policies may not necessarily be achievable. This may influence the realized service level. In both the workload policy and the makespan estimation policy, we use safety parameter settings to influence the realized service level. The value of the safety parameters has been determined by running a tuning run for each of the test sets. In this tuning run, the value of the safety parameters is adjusted such that the required service level is obtained.
To compare the two policies and the benchmark we have measured the average realized capacity utilization and the average replanning fraction over the runs while maintaining a minimum service level of 95%. Recall that, under the schedule-based acceptance policy, the cea lized service level is always 100% and the replanning fraction is always zero. The results are given in Table 4 . An ANOVA showed that all main effects (four experimental factors and three policies) have a statistically significant contribution towards the value of the capacity utilization performance measure. Below, we will discuss the relevant differences between the policies under the various scenarios. It is worthwhile to note that the CPU time on a Pentium 133 MHz is about 60 seconds to evaluate a single-order acceptance decision-based on the schedulebased policy, whereas it takes negligible time to take the same decision based on the makespan estimation policy.
We observe that the realized capacity utilization ( p ) under the scheduling policy ranges from 0.54 for scenario scenario (H,H,H ,H) , which indicates the relevance of the factors. varied in the 16 scenarios. For a high demand/capacity ratio (j?) the scheduling policy clearly outperforms the other policies. Also, there exists a considerable difference in performance between the makespan estimation policy and the workload policy. The differences between the performance,of the two policies are especially large if B is high, whereas the differences are small for low P. In a situation with a high P, many orders arrive and many opportunities cxist to select the jobs that fit in well with the other jobs.
With a low P, most arriving orders can and will be accepted by all policies. Thus, only if P is high will the differences in selectivity between the policies show in the capacity utilization performance measure. We further observe that the realized capacity utilization is considerably higher if / I is high. This is especially true for the case of scenarios that also have a high job mix variety (y). This is explained by the fact that a high y means that more opportunities exist to select jobs that fit in well, especially in conlbi~lation with a high P.
The results in Table 4 show that for high y and high fi values, the makespan estimation policy results in a higher capacity utilization than the workload policy. It closes about half of the performance gap between the workload policy and the scheduling benchmark, except in scenario (H,H,H,H) where only about one-third of the perforitlance gap is closed. For the remaining 12 scenarios, the difference for the capacity utilization performance measure between the workload policy and the makespan cstima tion policy is practically negligible. When we consider the replanning fraction, a different picture emerges. Under the makespan estimation policy, the replanning fraction ranges from 0.13 to 0.18, whereas under the workload policy, the replanning fraction ranges from 0.12 to 0.30. A closer inspection of the results shows that for scenarios with a high job mix variety (y), the workload policy consistently results in very high replanning fractions (ranging from 0.27 to 0.30) as opposed to the level of the replanning fractions (ranging from 0.12 to 0.17) in the scenarios with low y. The makespan estimation policy, on the other hand, shows no significant difference for the replanning fraction between the different scenarios and can apparently cope very well with situations with high y values. Its resulting replanning fraction is about half of the replanning fraction of the workload policy in these high job mix variety scenarios.
Conclusions
In this paper, we compared the service level and capacity utilization performance of two policies to support order acceptance and capacity loading decisions under a decentralized production con troi structure in batch chemical industries. The two policies, a regression-based makespan estimation policy and a workload-based policy, have been benchmarked against a detailed scheduling policy.
The scheduling policy accepts orders based on a detailed schedule that has to be constructed each time an order arrives. In a deterministic production situation, this policy always performs best, because complete inforrnation on the future status of the production system is given. However, this policy is also time consuming and only applicable in a deterministic setting. The two investigated policies are based on aggregate information, which means that not all job sets may be achievable. This is compensated for by allowing jobs to be shifted forwards or backwards. The main advantage of the aggregate policies is that they are quick and require less information. We have investigated the various policies in a series of simulation experiments. The data setting for the experiments was based on empirical material.
Simulation experiments showed that a bias occurs when the regression-based estimation model is used to support order acceptance and capacity loading decisions. This is explained by the fact that jobs are accepted selectively and hence that the resulting job sets differ from the unselected job sets considered when developing the estimation model. A safety factor is used to compensate for the bias in the estimate.
Simulation experiments have further shown the con-ditions under which the makespan estimation policy performs significantly better than the workload policy. We considered capacity utilization and replanning effort as performance measures under a service level constraint. In situations with a high demandlcapacity ratio and high job mix variety the difference in capacity utilization is considerable. In that situation, the makespan estimation policy realizes, compared to the workload policy, an increase in capacity utilization of 2 to 3%, which results in an increase in production output of up to 5%. If the job mix variety is small, the differences in capacity utilization between the policies are negligible, regardless of the demandlcapaci ty ratio.
In the scenarios we investigated where job mix variety is high, regardless of the demandlcapacity ratio, the performance of the workload policy is poor with regard to the replanning effort. In these scenarios, about 30% of the orders need replanning, as compared to only about 15% when the job mix variety is low. The makespan estimation policy does not show this deficiency and performs consistently with a replanning fraction of about 15% across all scenarios.
Therefore, we can conclude that using the makespan estimation models is especially favorable in situations with excess demand and/or high product mix variety. The results that the makespan is well predictable and computation times are negligible for this aggregate model implies that this approach may be extended to situations with multiple departments requiring aggregate coordina-tion. Further research under those conditions is however required.
The assumption of deterministic processing times implies that complete information is available when order acceptance decisions need to be made. In a situation with stochastic processing times, the schedule made upon order acceptance is only an estimate of what can be realized by the production system. The actual processing times will differ from the processing times on which this schedule is based. In that situation, the aggregate policies may even outperform the scheduling benchmark. Initial results for this situation have been obtained by Ten Kate (1994) . However, further research is required to investigate the performance of these order acceptance policies under stochastic conditions.
