Abstract. For the discretization of elliptic linear PDE's, instead of the usual nodal basis, we use a generating system that contains the nodal basis functions of the nest and all coarser levels. The Galerkin approach now results in an enlarged semide nite linear system to be solved. Traditional iterative methods for that system turn out to be equivalent to modern multilevel methods for the ne grid system. Beside level-oriented iterative methods that lead to multilevel algorithms, other orderings of the unknowns of the enlarged system can be considered as well. A domain-wise block Gauss-Seidel iteration for the enlarged system results in a certain domain decomposition method with convergence rates independent of the mesh width of the ne grid. Furthermore, this approach directly leads to a O(1)-preconditioner for the Schur complement that arises in conventional domain decomposition methods.
The Generating System
Consider a partial di erential equation with linear, symmetric and elliptic operator Lu = f in with Dirichlet boundary conditions and associated weak formulation a(u; v) = f(v); 8v 2 V: For the discretization on some grid k with uniform mesh width h k = 2 ?k usually a basis B k = f (k) i ; i = 1; ::; n k g with nodal basis functions (k) i is used, that span the corresponding space V k = spanf (k) i ; i = 1; ::; n k g:
Here, n k denotes the number of interior grid points and thus the dimension of V k .
Any function u 2 V k can be denoted by This paper is in nal form, and no version of it will be submitted for publication elsewhere.
c 0000 American Mathematical Society 0000-0000/00 $1.00 + $.25 per page 2 M. GRIEBEL with the vector u B k of unknowns. In the context of multilevel methods for the iterative solution of (1), a sequence 1 ; 2 ; :::; 2 of grids, with associated sequence B 1 ; B 2 ; :::; B k of nodal bases and corresponding spaces V 1 ; V 2 ; :::; V k with dimensions n 1 ; n 2 ; :::; n k is employed. Inspired by that, we now will use directly the generating system 
The Semide nite System
Now, we use the generating system E k directly in the Galerkin discretization process. Then, we obtain the enlarged linear system This linear system is of size n E k = P k l=1 n l , which is in 1D about 2 times, in 2D about 4/3 times and in 3D about 8/7 times larger than n k , i.e. the size of (1). Assuming a level-oriented ordering of the unknowns, we obtain the following structure for L E k (here for the simple example of k = 3):
where R j i = P i j T and P i j denotes the interpolation/prolongation from V j to V i , j < i, and I i denotes the identity in V i . Note that P i j = Q i?j q=1 P i?q+1 i?q . Thus, we see that with help of the matrix S k = ? P k 1 P k 2 : : : P k k?1 I k our enlarged system (2) can be written as
Now, we see that the discrete Galerkin operators L B l = R l k L B k P k l ; l = 1; ::; k, i.e. the sti ness matrices of every level of discretization, are contained as diagonal blocks. The couplings between di erent levels are contained in the outer diagonal blocks.
Note that our enlarged system is consistent, i.e. rank(L E k ) = rank(L E k ; f E k ), and therefore solvable. There exists not only one unique solution but many di erent solutions due to the semide niteness of L E k . Since the unique solution u B k of (1) can be gained from any solution u E k of (2) by u B k = S k u E k , the idea is now to produce some u E k for (2) by a traditional iterative method and to apply S k . This will be studied in the following sections.
Level-Oriented Methods
In the previous example we employed a level-wise ordering of the unknowns u E k that resulted in a level-block partitioning of the matrix L E k and the system (2) and was associated to the splitting V k = P k l=1 V l = P k l=1 P nl i=1 V l;xi ; where V l;xi = spanf (l) i g:
It can be seen easily that traditional iterative methods for (2) are equivalent to modern multilevel methods for (1), c.f. 2, 4] . For instance, the simple Jacobipreconditioner for (2) resembles just the BPX-preconditioner 1] for (1). The BPXpreconditioner can be written as
. Now, if we de ne the generalized condition number of a positive semide nite matrix to be the quotient of the largest and non-vanishing smallest eigenvalue, we obtain directly
and since (BPX k L B k ) = O(1) (compare 6, 7, 10, 12]) we have
Thus, the Jacobi-preconditioned CG-method for (2) can be estimated from above by some constant independent of k. We get K 1 max (jL E k j) c 1 < 1, where jL E k j denotes the matrix that is produced from L E k by taking the absolute value of each entry. Note that with max (L E k ) max (jL E k j), c 1 is an upper bound for the largest eigenvalue of the Jacobi-preconditioned matrix, i.e.L E k , as well.
In addition, K 1 c 1 holds for all possible Gauss-Seidel traversal orderings, c.f. 4 ]. Therefore, we obtain a k-independent convergence rate not only for the GaussSeidel method for (2) with some level-weise traversal ordering that corresponds to a multigrid method, but also for any other traversal ordering as well. This will be exploited in the sequel.
Domain-Oriented Methods
Now, we consider domain-oriented Gauss-Seidel iterations for (2). We assume a decomposition on in J non-overlapping subdomains j ; j = 1; ::; J, i.e. = S J j=1 j with mutually disjoint interiors so that no grid point lies on an internal boundary and split the grid points l = S J j=1 j l on each level l = 1; ::; k accordingly. Then, we group together the associated functions of E k and the unknowns of now to the block structuring of system (2) . Figure 2 shows a 2D example with four subdomains and k = 3. Now, we perform a block Gauss-Seidel iteration for the block partitioned system (2). Then, an outer iteration switches from subdomain to subdomain. If we treat the arising subdomain problems by one inner Gauss-Seidel iteration where within each block a level-wise ordering of the unknowns is applied, we obtain in a natural way a local multigrid method (i.e. a local (0,1)-V-cycle). Altogether, this results in a Gauss-Seidel iteration for the overall system (2) with just a domain-wise traversal ordering. Since we have seen in the last section that the upper bound c 1 < 1 of K 1 is independent of the traversal ordering, we directly obtain that the convergence rate of our domain-oriented Gauss-Seidel method is independent of k as well.
For the simple 1D case, Figure 3 show the methodological di erence between the level-and domain-oriented methods.
GS inner block iteration outer block iteration
outer iteration block−GS Figure 3 . The level-oriented (left) and domain-oriented (right) GS-methods for (2) in 1D, k = 3.
Note that for the inner block iteration some alternatives to the level-wise traversal ordering exist. If we apply the domain decomposition principle recursively until in every domain only one grid point is contained, we obtain the so called pointblock method as described in 3, 4] . Furthermore, if we restrict ourselves in each subdomain to the subsystem belonging to B k (and keep the unknowns that belong to B l ; l < k xed) we can apply exact solvers as well. Note however, that for the outer block iteration all degrees of freedom of E k are existent in the residual computations. In contrary to the conventional domain decomposition method this allows information to travel over long distances as well and maintains fast multigrid-like convergence rates.
Schur Complement Preconditioning
Now, we use the generating system approach to derive a simple preconditioner for the Schur complement problem arising in conventional domain decomposition methods. This preconditioner results in a condition number that is independent of k.
For the ease of explanation only, we restrict ourselves to the simple situation depicted left. There, the grid points are split by the the middle line separator into the set of points 2 k situated on the separator and the set of remaining grid points 1 k = k n 2 k that belong to the interior to the two resulting subdomains. The nodal basis system (1) Now, we will use the corresponding part B 1 k of the nodal basis B k for the grid points 1 k but the corresponding part E 2 k of the generating system E k for the separator. This results in a smaller generating systemÊ k = B 1 k E 2 k . Figure 4 shows the center points and the supports of the contained functions. 
