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We consider an inﬁnite Hermitian positive deﬁnite matrix M which is the moment matrix
associated with a measure μ with inﬁnite and compact support on the complex plane.
We prove that if the polynomials are dense in L2(μ) then the smallest eigenvalue λn of
the truncated matrix Mn of M of size (n + 1) × (n + 1) tends to zero when n tends to
inﬁnity. In the case of measures in the closed unit disk we obtain some related results.
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1. Introduction
Let M = (ci, j)∞i, j=0 be an inﬁnite Hermitian matrix, i.e., ci, j = c j,i for all i, j non-negative integers. We say that the ma-
trix M is positive deﬁnite (in short, an HPD matrix) if |Mn| > 0 for each n  0, where Mn is the truncated matrix of size
(n+ 1)× (n+ 1) of M . An HPD matrix M deﬁnes an inner product in the vector space P[z] of all polynomials with complex
coeﬃcients in the following way: if p(z) =∑nk=0 akzk and q(z) =∑mk=0 bkzk then
〈p,q〉 = (a0 a1 . . . an 0 . . . )
⎛
⎜⎜⎜⎝
c0,0 c0,1 . . . . . .
c1,0 c1,1 . . . . . .
...
...
. . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
b0
b1
...
bm
0
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (1)
Given an HPD matrix M = (ci, j)∞i, j=0, the complex moment problem (see e.g. [3,18,19]) entails ﬁnding a positive measure μ
on C such that for all i, j  0
ci, j =
∫
zi z j dμ(z). (2)
The measure μ is called a representing measure and M(μ) = (ci, j)∞i, j=0 is the associated moment matrix. This problem has
been considered by Atzmon [1] and others [17,12]. Atzmon [1] characterized the moment matrices associated with measures
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The complex moment problem when a representing measure with compact support exists is completely characterized in
[17] and in a general theorem of Berg and Maserick [4]. See also the treatment in [3].
We here always consider positive Borel measures μ, compactly supported with an inﬁnite number of points in its
support. The moment matrix associated with μ, denoted by M(μ), is in this case an HPD matrix and the inner product (1)
induced by M(μ) in P[z] coincides with the inner product in L2(μ):∫
p(z)q(z)dμ = 〈p(z),q(z)〉.
Note that M(μ) is the Gram matrix of the above inner product with respect to {zn}∞n=0, i.e., M(μ) = (〈zi, z j〉)∞i, j=0. Let
{Pn(z)}∞n=0 denote the sequence of orthonormal polynomials with respect to μ, uniquely determined by the requirements
that Pn(z) =∑nk=0 vk,nzk , with positive leading coeﬃcient vn,n , and the orthonormality condition:〈
Pn(z), Pm(z)
〉= 0 if n =m and 〈Pn(z), Pn(z)〉= 1.
Let {Φn(z)}∞n=0, where Φn(z) = 1vn,n Pn(z), denote the sequence of monic orthogonal polynomials . Recall that, for each n ∈ N,
the n-reproducing kernel at z,w ∈ C is deﬁned as Kn(z,w) =∑nk=0 Pk(z)Pk(w).
We denote by λn the smallest eigenvalue of Mn . It is easy to check that the sequence {λn}∞n=0 is a non-increasing positive
sequence and therefore limn→∞ λn exists.
In the case of Hankel positive deﬁnite matrices, which are moment matrices associated with positive measures on R,
the large n asymptotics of the smallest eigenvalue λn has been studied in the classical papers by Szegö [15] and Widom
and Wilf [20]. More recently, Berg, Chen and Ismail [2] have proved that a measure μ on R is determinate, meaning that
μ is the only measure with real support having the same moments as μ, if and only if λn → 0 when n tends to inﬁnity.
This new criterion for the determinacy of a measure was our motivation to study the situation in the case of measures
supported on C. In this context the situation is completely different. Indeed, every measure with compact support on C is
always determinate since, by Weierstrass theorem, polynomials in z and z are dense in the space L2(μ). On the other hand,
for the normalized Lebesgue measure on the unit circle T, denoted by m, the associated moment matrix is the identity
matrix I and obviously λn = 1 for every n ∈ N. The purpose of the present paper is to relate the asymptotic behaviour of
the smallest eigenvalue λn with the problem of approximation by polynomials, i.e., the problem of when P2(μ) = L2(μ),
where P2(μ) denotes the closure of P[z] in L2(μ).
The paper is organized as follows: Section 2 is devoted to the proof of our main result, Theorem 9, which states that if μ
is a positive measure on C with inﬁnite and compact support such that L2(μ) = P2(μ), then limn→∞ λn = 0. The converse
is not true, as we show in Example 1.
In Section 3, we obtain several related results in the case of measures with support on the closed unit disk D. We
found that for such measures, the large n asymptotics of the norm of the monic orthogonal polynomials and the smallest
eigenvalue depend only on the corresponding large n asymptotics of the restriction to the unit circle T of the measure.
This is not true for the large n asymptotics of the n-reproducing kernels at 0. We ﬁnish with some necessary conditions for
polynomial approximation in the space L2(μ) in terms of these asymptotics.
First, we introduce some notation and terminology. Let Mn be an HPD matrix of order n + 1 and denote by {e0, . . . , en}
the canonical basis in Cn+1. Denote by {v0, . . . , vn} the unique orthonormal basis in Cn+1 with respect to the inner product
induced by Mn in such a way that vi = (v0,i, . . . , vi,i,0, . . . ,0) with vi,i > 0. Denote by ‖v‖ the norm induced by this
inner product, i.e., ‖v‖2 = vMnv∗. The vector space Pn[z] of all polynomials of degree  n can be obviously identiﬁed
with Cn+1. In the case of Mn being the (n + 1) section of the moment matrix M(μ) associated with the measure μ, if
p(z) = a0 + · · · + anzn , q(z) = b0 + · · · + bnzn , a = (ai)ni=0,b = (bi)ni=0 ∈ Cn+1, we have
aMnb
∗ =
∫
p(z)q(z)dμ.
In particular, if q(z) = 1+ w1z + · · · + wnzn , we denote by (1,w) ≡ (1,w1, . . . ,wn). With this notation:
(1 w )Mn
(
1
w∗
)
=
∫ ∣∣q(z)∣∣2 dμ.
Given an HPD matrix Mn of order n + 1 we denote by ‖Mn‖ the norm of Mn as a linear mapping from Cn+1 to Cn+1 with
the euclidean norm ‖v‖2. In this case:
‖Mn‖ = sup
{‖Mnv‖2: ‖v‖2 = 1, v ∈ Cn+1}= sup{vMnv∗: v ∈ Cn+1, ‖v‖2 = 1}= βn,
where βn is the largest eigenvalue of Mn . On the other hand,
λn = inf
{
vMnv
∗: v ∈ Cn+1, ‖v‖2 = 1
}
.
Let M1,M2 be HPD matrices of size n × n. We say that M1  M2 if vM1v∗  vM2v∗ , for every v ∈ Cn . For inﬁnite HPD
matrices the ordering is deﬁned in an analogous way replacing Cn by the space c00 of all complex sequences with only
ﬁnitely many non-zero entries.
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In order to prove the main result we need some lemmas. The following lemma states a certain minimization problem
for inﬁnite Hermitian matrices that can be of independent interest.
Lemma 1. Let M be an HPD matrix and let Mn be the section of order (n+ 1). Let {v0, . . . , vn} be the orthonormal basis in Cn+1 with
respect the inner product induced by Mn with vi = (v0,i, . . . , vi,i,0, . . . ,0) for i = 0, . . . ,n and vi,i > 0. Then,
1∑n
i=0 |v0,i|2
= inf
{
(1 w )Mn
(
1
w∗
)
: w ∈ Cn
}
= 1
e0M
−1
n e
∗
0
, (3)
and
1∑∞
i=0 |v0,i|2
= inf
{
(1 w )M
(
1
w∗
)
: w ∈ c00
}
, (4)
where the left side is zero if
∑∞
i=0 |v0,i |2 = ∞.
Proof. Each vector (1,w) ∈ Cn+1 can be expressed as (1,w) = ∑ni=0 ai vi , with the additional condition ∑ni=0 ai v0,i = 1.
Hence,
inf
{
(1 w )Mn
(
1
w∗
)
: w ∈ Cn
}
= inf
{(
n∑
i=0
ai vi
)
Mn
(
n∑
i=0
ai vi
)∗
:
n∑
i=0
ai v0,i = 1
}
,
and since viMnv∗j = δi, j for i, j  n:
= inf
{
n∑
i=0
|ai|2:
n∑
i=0
ai v0,i = 1
}
= 1∑n
i=0 |v0,i|2
.
This shows the left side of equality (3). In order to prove the right side of equality (3), consider αi = vivi,i =
(α0,i,α1,i, . . . ,1,0, . . . ,0), hence α0,i = v0,ivi,i = ‖αi‖v0,i . Let Cn be the matrix given by
Cn =
⎛
⎜⎜⎝
1 α0,1 . . . α0,n
0 1 . . . α1,n
...
...
. . .
...
0 0 . . . 1
⎞
⎟⎟⎠ .
It is clear that |Cn| = 1 and C−1n exists. On the other hand, if we denote by D(‖α0‖2, . . . ,‖αn‖2) the diagonal matrix of
order (n + 1) × (n + 1) with entries ‖αi‖2, i = 0, . . . ,n, then
C∗nMnCn =D
(‖α0‖2, . . . ,‖αn‖2).
Therefore Mn = (C∗n )−1D(‖α0‖2, . . . ,‖αn‖2)C−1n and thus M−1n can be expressed as
M−1n = CnD
(
1
‖α0‖2 , . . . ,
1
‖αn‖2
)
C∗n .
Therefore
e0M
−1
n e
∗
0 = e0CnD
(
1
‖α0‖2 , . . . ,
1
‖αn‖2
)
C∗ne∗0 =
n∑
k=0
|α0,k|2
‖αk‖2 ,
thus
1∑n
i=0 |v0,i|2
= 1
e0M
−1
n e
∗
0
.
The inﬁnite-dimensional version (4) is now an easy consequence. 
If M is a moment matrix, Lemma 1 can be applied to obtain the extremal property of the n-reproducing kernels at 0
(see e.g. [19]).
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be the sequence of orthonormal polynomials with respect to μ. Then, for every n ∈ N:
1∑n
k=0 |Pk(0)|2
= min
{ ∫ ∣∣qn(z)∣∣2 dμ: qn(z) ∈ Pn[z], qn(0) = 1
}
= 1
e0M
−1
n e
∗
0
.
Proof. Note that, by using the matricial notation introduced above, we have
min
{ ∫ ∣∣qn(z)∣∣2 dμ: qn(z) ∈ Pn[z], qn(0) = 1
}
= inf
{
(1 w )Mn
(
1
w∗
)
: w ∈ Cn
}
.
The result is a consequence of Lemma 1, and the fact that v0,k = Pk(0), for every k. 
The following result is analogous to a result for Hankel matrices in [5].
Lemma 3. Let M(μ) be an inﬁnite HPD moment matrix associated with a positive measure μ with support onC, let λn be the smallest
eigenvalue of Mn and consider z0 with |z0| < 1. Then λn  (∑nk=0 |z0|2k)(∑nk=0 |Pk(z0)|2)−1 , for each n ∈ N. As a consequence,
lim
n→∞λn 
((
1− |z0|2
) ∞∑
k=0
∣∣Pk(z0)∣∣2
)−1
.
Proof. Since Mn is Hermitian, we have that λn = 1‖M−1n ‖ . On the other hand, if |z0| < 1 and v = (1, z0, . . . , z
n
0), by some
analogous results in [7, p. 52] and [14, p. 377], we have
n∑
k=0
∣∣Pk(z0)∣∣2 = Kn(z0, z0) = vM−1n v∗  1λn
(
n∑
k=0
|z0|2k
)
.
Therefore λn  (
∑n
k=0 |z0|2k)(
∑n
k=0 |Pk(z0)|2)−1. Taking limits when n tends to inﬁnity the result is proved. 
Remark 4. If M is a moment matrix, in general it is not true that limn→∞ λn = ((1 − |z0|2)∑∞k=0 |Pk(z0)|2)−1. Indeed,
let η be the Lebesgue measure (uniform measure) on the disk D; it is well known that the moment matrix associated
with η is the diagonal matrix with entries cn,n = πn+1 and Pn(z) =
√
n+1
π z
n . Consequently limn→∞ λn = limn→∞ cn,n = 0 =
((1− |z0|2)∑∞k=0 |Pk(z0)|2)−1.
The following result is essentially contained in [2,6] in the case of positive measures on R. The same result is true when
positive measures on C are considered. We include it for the sake of completeness:
Lemma 5. Let M(μ) be an inﬁnite HPD matrix associated with a positive measure μ on C and let m be the normalized Lebesgue
measure on T. Then the following are equivalent:
(1) limn→∞ λn > 0.
(2) There exists c > 0 such that, for every polynomial p(z),∫ ∣∣p(z)∣∣2 dμ c ∫
T
∣∣p(z)∣∣2 dm.
Proof. Note that, if p(z) = a0 + · · · + anzn and a = (a0, . . . ,an), then∫ ∣∣p(z)∣∣2 dμ = aMna∗  λn n∑
k=0
|ak|2 = λn
∫
T
∣∣p(z)∣∣2 dm,
and from this the conclusion follows. 
Lemma 6. Let r ∈ (0,1) and let M(μ) be an inﬁnite moment matrix associated with a positive measure μ on D(0; r). Then, for every
n ∈ N:
‖Mn‖μ
(
D(0; r)) 1
1− r2 .
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‖Mn‖ = βn  Trace(Mn) =
n∑
i=0
ci,i =
n∑
i=0
∫
D(0;r)
zi zi dμμ
(
D(0; r)) n∑
i=0
r2i μ
(
D(0; r)) 1
1− r2 . 
Following the ideas in [16] we have:
Lemma 7. Let μ be a positive measure with compact support on C. Assume z0 /∈ Supp(μ), then
1
D2
∑∞
k=0 |Pk(z0)|2
 dis2
(
1
z − z0 ,P[z]
)
 1
d2
∑∞
k=0 |Pk(z0)|2
,
where d = min{|z − z0|: z ∈ Supp(μ)}, D = max{|z − z0|: z ∈ Supp(μ)}.
Proof. We have that
dis2
(
1
z − z0 , P
2(μ)
)
= lim
n→∞ infqn(z)∈Pn[z]
∫ ∣∣∣∣ 1z − z0 − qn(z)
∣∣∣∣
2
dμ
= lim
n→∞ infqn(z)∈Pn[z]
∫ ∣∣1− (z − z0)qn(z)∣∣2 dμ|z − z0|2
= lim
n→∞ infqn+1(z)∈Pn+1[z], qn+1(z0)=1
∫ ∣∣qn+1(z)∣∣2 dμ|z − z0|2 .
By the extremal property of the n-reproducing kernel at z0 (see [19]) we have that
1∑n+1
k=0 |Pk(z0)|2
= inf
qn+1(z)∈Pn+1[z], qn+1(z0)=1
∫ ∣∣qn+1(z)∣∣2 dμ
and from this the result follows. 
As a consequence of Lemma 7 we have:
Corollary 8. Let μ be a positive measure with inﬁnite and compact support on C. Assume that z0 /∈ Supp(μ), then the following are
equivalent:
(1) The function 1z−z0 ∈ P2(μ).
(2)
∑∞
n=0 |Pn(z0)|2 = ∞.
We now prove the main result:
Theorem 9. Let M(μ) be the moment matrix associated with a positive measure μ with inﬁnite and compact support on C. If the
polynomials are dense in L2(μ), i.e., P2(μ) = L2(μ), then
lim
n→∞λn = 0,
where λn is the smallest eigenvalue of the section of order (n + 1) of M(μ).
Proof. Consider R > 0 such that Ω = Supp(μ) ⊂ {z ∈ C: |z| R}. In order to prove the result we consider several cases:
First case: 0 /∈ Supp(μ). Since 1/z ∈ P2(μ), it follows, by Corollary 8, that ∑∞n=0 |Pn(0)|2 = ∞ and then, by Lemma 3,
limn→∞ λn = 0.
Second case: 0 ∈ Supp(μ) and μ({0}) = 0. In this case limr→0 μ(D(0; r)) = 0. Assume that P2(μ) = L2(μ) and there is
λ > 0 such that λn  λ, for all n ∈ N. Consider r small enough to ensure that μ(D(0; r)) 11−r2  λ2 . We denote by μcr the
restriction to the set Ω \ D(0; r) of the measure μ, and μr the restriction to D(0; r) of μ. Let n ∈ N be ﬁxed and consider
v = (v0, . . . , vn) ∈ Cn+1 with ∑nk=0 |vk|2 = 1. Since Mn(μ) = Mn(μr) + Mn(μcr ) and ‖Mn(μr)‖  λ2 by Lemma 6 it follows
that
vMn
(
μcr
)
v∗ = vMn(μ)v∗ − vMn(μr)v∗  vMn(μ)v∗ − λ .2
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λn
(
M
(
μcr
))
 λn
(
M(μ)
)− λ
2
 λ
2
. (5)
On the other hand, since L2(μ) = P2(μ) we have that L2(μcr ) = P2(μcr ). Now, by applying the ﬁrst case to the measure μcr
we obtain that
lim
n→∞λn
(
M
(
μcr
))= 0.
This contradicts (5).
Third case: 0 ∈ Supp(μ) and μ({0}) > 0. Assume again that P2(μ) = L2(μ) and there is λ > 0 such that λn  λ > 0 for all
n ∈ N. By Lemma 5, for every polynomial p(z), we have∫ ∣∣p(z)∣∣2 dμ λ∫
T
∣∣p(z)∣∣2 dm.
Let Ω0 = Ω \ {0} and let μ0 be the restriction to this set of the measure μ. Consider a polynomial q(z) then
R2
∫
Ω0
∣∣q(z)∣∣2 dμ0 
∫
Ω
∣∣zq(z)∣∣2 dμ λ∫
T
∣∣zq(z)∣∣2 dm= λ∫
T
∣∣q(z)∣∣2 dm.
Therefore∫
Ω0
∣∣q(z)∣∣2 dμ0  λ
R2
∫
T
∣∣q(z)∣∣2 dm.
This means that for every n ∈ N we have
λn
(
M(μ0)
)
 λ
R2
.
Since μ0 is a measure satisfying that μ0({0}) = 0, applying the second case we obtain that L2(μ0) = P2(μ0). Again, this is
not possible because L2(μ) = P2(μ). This ends the proof of the theorem. 
Remark 10. The converse of Theorem 9 is not true. We provide two examples, the second one involving a Toeplitz matrix.
Example 1. Consider the Pascal matrix
M =
⎛
⎜⎜⎜⎜⎝
1 1 1 1 . . .
1 2 3 4 . . .
1 3 6 10 . . .
1 4 10 20 . . .
...
...
...
...
...
⎞
⎟⎟⎟⎟⎠ ,
i.e., ci, j =
(i+ j
i
)
. It is known (see e.g. [9]) that M is the moment matrix associated with the normalized Lebesgue measure
μ in the circle with center 1 and radius 1. The sequence of orthonormal polynomials is given by Pn(z) = (z − 1)n for
every n ∈ N0. Thus ∑∞n=0 |Pn(0)|2 = ∞ and, by Lemma 3, it follows that limn→∞ λn = 0. On the other hand, P2(μ) =
L2(μ) since 1z−1 ∈ L2(μ) and cannot be approximated by polynomials since, by Lemma 7, it follows that dis2( 1z−1 , P2(μ)) =
1∑∞
n=0 |Pn(1)|2 = 1.
Example 2. The Toeplitz matrix:
M =
⎛
⎜⎜⎜⎜⎝
2 1 0 0 . . .
1 2 1 0 . . .
0 1 2 1 . . .
0 0 1 2 . . .
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ .
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w(θ) =
∞∑
k=−∞
cke
−ikθ = eθ i + 2e0 + e−iθ = 2+ 2cos θ.
Using the results in [11], it is easy to deduce that λn = 2 + 2cos (n+1)πn+2 and hence limn→∞ λn = 0. On the other hand, we
show that P2(μ) is not dense in L2(μ). To prove it, we ﬁrst show that for every n we have
|Mn| = n + 2.
We use induction on n. If n = 1, then |M1| = 3. Assume that the result is true for n  k. Then, expanding the determinant
we obtain
|Mk+1| = 2|Mk| − |Mk−1| = k + 3.
Since limn→∞ e0M−1n e∗0 = limn→∞ |Mn−1|/|Mn| = 1, then, by Corollary 2 and Corollary 8, we have that 1z /∈ P2(μ) and
consequently P2(μ) is not dense in L2(μ). This result can also be proved using Szegö’s theorem (see e.g. [8]).
Remark 11. Theorem 9 is true for measures with compact support on the real line. Moreover, measures compactly supported
on the real line are always determinate (or equivalently limn→∞ λn = 0 by [2]) and P2(μ) = L2(μ).
Remark 12. In Theorem 9 we cannot remove the assumption of boundedness of the support since there are measures with
non-bounded support on the real line such that P2(μ) = L2(μ) and nevertheless limn→∞ λn > 0: they are the N-extremal
measures (see e.g. [13]).
Proposition 13. Let μ be a positive measure with compact support on C such that 0 /∈ Supp(μ). The following are equivalent:
(1)
∑∞
n=0 |Pn(0)|2 = ∞.
(2) P2(μ) = [1, z, 1z , z2, 1z2 , . . .].
Proof. Let α > 0 and R > 0 be such that Supp(μ) ⊂ {z ∈ C: α  |z| R}. We prove (1) implies (2). Note that by Corollary 8
we have that (1) is equivalent to the fact that 1z ∈ P2(μ) and, consequently, P2(μ) = [ 1z ,1, z, z2, . . .]. Then∫ ∣∣∣∣ 1z2 − v0 1z − v1 − v2z − · · · − vnzn−1
∣∣∣∣
2
dμ =
∫
1
|z|2
∣∣∣∣1z − v0 − v1z − · · · − vnzn
∣∣∣∣
2
dμ
 1
α2
dis2
(
1
z
,Pn[z]
)
.
By taking the inﬁmum over v0, . . . , vn and n ∈ N we have that
dis2
(
1
z2
, P2(μ)
)
 1
α2
dis2
(
1
z
, P2(μ)
)
.
Proceeding in the same way we can prove that 1
zk
∈ P2(μ) for all k ∈ N.
(2) implies (1) is a consequence of Corollary 8. 
Remark 14. Note that the condition of 0 /∈ Supp(μ) cannot be removed in Proposition 13. Indeed, consider any measure
with 0 ∈ Supp(μ) being a point mass with μ({0}) = d > 0, and such that Supp(μ) is a compact set with empty interior and
with Kc a connected set. By Mergelyan theorem (see e.g. [10]), the polynomials are dense in the space of the continuous
functions on K with the uniform norm. Consequently, the polynomials are dense in L2(μ), that is, P2(μ) = L2(μ) and
therefore (2) holds. However, since M(μ) M(dδ0) by Lemma 1
1∑n
k=0 |Pk(0)|2
 min
v∈Cn (1 v )Mn(dδ0)
(
1
v∗
)
= d > 0,
and therefore
∞∑
k=0
∣∣Pk(0)∣∣2 < ∞.
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monic polynomials, based in the results in [5]:
Lemma 15. Let μ be a positive measure with inﬁnite compact support onC. For each n ∈ N, let Pn(z) =∑nj=0 v j,nz j be the orthonor-
mal polynomial of degree n. If k n, then
λn 
1∑k
j=0 |v j,k|2
.
In particular, λn  ‖Φn(z)‖2 .
Proof. From the proof of Lemma 5,
λn 
∫ |p(z)|2 dμ
1
2π
∫ 2π
0 |p(eiθ )|2 dθ
,
for any polynomial not identically zero p(z) of degree  n. In particular, if we apply the above inequality to Pk(z) with
k n:
λn 
1∑k
j=0 |v j,k|2
 1
v2k,k
.
Then, since Pn(z) = vn,nΦn(z), λn  ‖Φn(z)‖2. 
Remark 16. If we deﬁne the (n+ 1)× (n+ 1)-matrix Bn = (v j,k) with v j,k as in Lemma 15 if j  k and v j,k = 0 if j > k and
deﬁne An = BnB∗n then the entries a(n)j,k of An are the coeﬃcients in the kernel function
Kn(z,w) =
n∑
k=0
Pk(z)Pk(w) =
n∑
j,k=1
a(n)j,kz
jwk,
and like in [5] A−1n = Mn .
Remark 17. In general, even for moment matrices, it is not true that limn→∞ λn = limn→∞ ‖Φn(z)‖2. To show this it is
enough to consider Example 2 in Remark 10. For such a Toeplitz matrix M we have that limn→∞ λn = 0 and nevertheless,
lim
n→∞
∥∥Φn(z)∥∥2 = lim
n→∞
1
enM
−1
n e
∗
n
= lim
n→∞
|Mn|
|Mn−1| = 1 = 0.
Remark 18. Note that in the case of a Toeplitz positive deﬁnite matrix M , since e0M−1n e∗0 = enM−1n e∗n , we always have
∥∥Φn(z)∥∥2 = 1∑n
k=0 |Pk(0)|2
,
and consequently:
lim
n→∞
∥∥Φn(z)∥∥2 = lim
n→∞
1∑n
k=0 |Pk(0)|2
.
3. Related results for positive measures with support onD
We now consider measures μ with inﬁnite support on D. Note that in this case ‖Φn+1(z)‖ ‖Φn(z)‖ for every n ∈ N.
Indeed, by the extremal property of the monic polynomials we have∥∥Φn+1(z)∥∥2  ∥∥zΦn(z)∥∥2  ∥∥Φn(z)∥∥2,
and therefore limn→∞ ‖Φn(z)‖ exists.
We may decompose such measures μ on D as μ = η + ν where η = μ/D and ν = μ/T. Since we are going to use two
measures μ and ν , we denote the corresponding monic polynomials as Φn(z;μ) and Φn(z;ν) respectively. We prove that
the n large asymptotic of the norm of monic polynomials has a harmonic behaviour in the following sense:
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lim
n→∞
∥∥Φn(z;μ)∥∥= lim
n→∞
∥∥Φn(z;ν)∥∥.
Proof. Since Mn(ν) Mn(μ), we have vMn(ν)v∗  vMn(μ)v∗ . Then
∥∥Φn(z;ν)∥∥2 = inf
v∈Cn ( v 1 )Mn(ν)
(
v∗
1
)
 inf
v∈Cn ( v 1 )Mn(μ)
(
v∗
1
)
= ∥∥Φn(z;μ)∥∥2.
As a consequence,
lim
n→∞
∥∥Φn(z;ν)∥∥ lim
n→∞
∥∥Φn(z;μ)∥∥.
Therefore, if limn→∞ ‖Φn(z;μ)‖ = 0, then limn→∞ ‖Φn(z;ν)‖ = 0. On the other hand, assume that limn→∞ ‖Φn(z;μ)‖ =
c > 0. Since {‖Φn(z;μ)‖}∞n=0 is a non-increasing sequence, then ‖Φn(z;μ)‖  c for every n ∈ N. Let n be ﬁxed and let
p(z) = zn + a1zn−1 + · · · + an be any monic polynomial of degree n. If Qk(z) = zk p(z), which is a monic polynomial of
degree n + k, by the extremal property of monic polynomials we have∫
D
∣∣zk p(z)∣∣2 dη + ∫
T
∣∣p(z)∣∣2 dν = ∫
D
|z|2k∣∣p(z)∣∣2 dμ ∥∥Φn+k(z;μ)∥∥2  c2.
Taking limits when k → ∞, note that since zk p(z) is pointwise convergent to 0 in D, by Lebesgue dominated convergence
theorem:∫
T
∣∣p(z)∣∣2 dν  c2.
Consequently ‖Φn(z;ν)‖ c. When n → ∞ it follows that limn→∞ ‖Φn(z;ν)‖ c. Therefore,
lim
n→∞
∥∥Φn(z;ν)∥∥= lim
n→∞
∥∥Φn(z;μ)∥∥
as required. 
In the following result we prove an analogous result for the smallest eigenvalue of the ﬁnite truncated moment matrices:
Proposition 20. Let μ be a measure with inﬁnite support on D and let ν = μ/T. If M(μ) and M(ν) are the moment matrices
associated with μ and ν , respectively then
lim
n→∞λn
(
M(μ)
)= lim
n→∞λn
(
M(ν)
)
.
Proof. As in Proposition 19 we have that Mn(ν) Mn(μ) for every n ∈ N. Consequently:
lim
n→∞λn
(
M(ν)
)
 lim
n→∞λn
(
M(μ)
)
.
Moreover, if limn→∞ λn(M(μ)) = 0 then limn→∞ λn(M(ν)) = 0. Suppose now that limn→∞ λn(M(μ)) = C > 0 for some
C > 0. Then, if η = μ/D, by Lemma 5, we have∫
D
∣∣p(z)∣∣2 dμ = ∫
D
∣∣p(z)∣∣2 dη + ∫
T
∣∣p(z)∣∣2 dν  C ∫
T
∣∣p(z)∣∣2 dm,
whenever p(z) is a polynomial. Let p(z) be ﬁxed, and consider the polynomial znp(z) then∫
D
∣∣znp(z)∣∣2 dμ = ∫
D
∣∣znp(z)∣∣2 dη + ∫
T
∣∣p(z)∣∣2 dν  C ∫
T
∣∣p(z)∣∣2 dm.
Again, proceeding as in Proposition 19, by taking limits when n → ∞ we have that
lim
n→∞
∫ ∣∣znp(z)∣∣2 dη = 0,
D
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T
∣∣p(z)∣∣2 dν  C ∫
T
∣∣p(z)∣∣2 dm.
Then limn→∞ λn(M(ν)) C , and therefore
lim
n→∞λn
(
M(ν)
)= lim
n→∞λn
(
M(μ)
)
. 
Remark 21. There is no analogue of the above propositions for the case of the asymptotic behaviour of the n-reproducing
kernels at 0. To see this, consider a positive measure ν on T which satisﬁes that L2(ν) = P2(ν), for instance a positive
measure with an inﬁnite amount of atomic points {zn}∞n=1 with weights pn > 0 for n  0 such that
∑
n0 pn < ∞ and
limn→∞ zn = z0. By Mergelyan’s theorem (see e.g. [10]) the polynomials are dense in the space of continuous functions in
Supp(ν) = {zn: n ∈ N}∪{z0} with supremum norm, and consequently P2(ν) = L2(ν). Therefore 1z ∈ P2(ν) and by Corollary 8,
it follows that
∑∞
k=0 |Pn(0;ν)|2 = ∞. Consider now the measure μ = ν + dδ0 where dδ0 is the measure with mass d
concentrated at the singleton set {0}. Consider the sequences {Pn(z;ν)}∞n=0 and {Pn(z;μ)}∞n=0. For every n ∈ N we have
Mn(μ) Mn(dδ0), and then, by Lemma 1 we have
1∑n
k=0 |Pn(0;μ)|2
= min
{
(1 v )Mn(μ)
(
1
v∗
)
: v ∈ Cn
}
min
{
(1 v )Mn(dδ0)
(
1
v∗
)
: v ∈ Cn
}
= d.
Hence
∞∑
n=0
∣∣Pn(0;μ)∣∣2  1
d
< ∞.
We ﬁnish the paper with several results relating density of polynomials with the asymptotic behaviour of monic poly-
nomials and of n-reproducing kernels:
Proposition 22. Let μ be a positive measure with support on D and with Supp(μ/T) inﬁnite, such that P2(μ) = L2(μ). Then
lim
n→∞
∥∥Φn(z;μ)∥∥= 0.
Proof. Assume that L2(μ) = P2(μ). Then, if ν = μ/T we have that L2(ν) = P2(ν). Consequently, combining Lemma 7 and
Remark 18, it follows that
0 = 1∑∞
n=0 |Pn(0;ν)|2
= lim
n→∞
∥∥Φn(z;ν)∥∥2.
Finally, using Proposition 19, we have
lim
n→∞
∥∥Φn(z;μ)∥∥2 = lim
n→∞
∥∥Φn(z;ν)∥∥2 = 0. 
Remark 23. The converse of this result is not true. It is enough to consider the Lebesgue measure η in the closed unit disk.
Then,
∥∥Φn(z)∥∥2 = min
{
(w 1 )Mn(η)
(
w∗
1
)
: w ∈ Cn
}
= π
n + 1
and limn→∞ ‖Φn(z)‖2 = 0. Nevertheless L2(η) = P2(η), since P2(η) consists of all analytic functions ∑∞n=0 anzn such that∑∞
n=0
|an |2
n+1 < ∞.
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