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Real zeros of the Barnes double zeta function
Kazuma Sakurai
Abstract
Let a,w1, w2, ···, wr > 0 and s ∈ C. We putw = (w1, ···, wr). Then the Barnes double
zeta function is defined by ζr(s,w, a) =
∑
∞
m1=0
· · ·∑∞mr=0 1/(a +m1w1 + · · ·+mrwr)s
when σ := ℜ(s) > r. In this paper, we show that the Barnes double zeta function
ζ2(s,w, a) has real zeros in the interval (1, 2) if and only if a ≥ (w1 + w2)/2.
1 Introduction
The Hurwitz zeta function was first introduced by Hurwitz as a generalization of the
Riemann zeta function ζ(s) =
∑
∞
n=1 n
−s.
Definition 1.1. (see [1, Chapter 9]) Let 0 < a ≤ 1, s ∈ C. Then the Hurwitz zeta
function ζ(s, a) is defined by
ζ(s, a) :=
∞∑
n=0
1
(n+ a)s
, s := σ + it, σ > 1, t ∈ R.
As regards the real zeros of the Hurwitz zeta function, Nakamura [5, 6] investigated
them in the interval (0, 1) and (−1, 0), and gave the following conditions.
Theorem 1.1. ([5, 6]) Let b±2 := (3±
√
3)/6. Then
(1) ζ(σ, a) has zeros in (0, 1) if and only if 0 < a < 1/2.
(2) ζ(σ, a) has zeros in (−1, 0) if and only if 0 < a < b−2 or 1/2 < a < b+2 .
And furthermore, Matsusaka [4] extended this result to general intervals in the neg-
ative real numbers.
Theorem 1.2. ([4]) Let N ≤ −1 be an integer. Then ζ(σ, a) has zeros in (−N −1,−N)
if and only if BN+1(a)BN+2(a) < 0, where Bn(a) is the nth Bernoulli polynomial.
We can easily see that Theorem 1.1 is a special case of Theorem 1.2. Furthermore,
we can state the latter theorem explicitly as follows.
Theorem 1.3. ([4]) Let N be an integer. Then ζ(σ, a) has zeros in (−N − 1,−N) if
and only if {
0 < a < b−N+2 or 1/2 < a < b
+
N+2 if N is even,
b−N+1 < a < 1/2 or b
+
N+1 < a < 1 if N is odd
where b±n are the two roots of Bn(x) in (0, 1).
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For N ≥ 4, we can show the uniqueness of the zero in each interval. More recently,
Endo and Suzuki [3] proved the uniqueness of the zero in (0, 1) and found its asymptotic
behavior with respect to a.
We are interested in extending these results to the Barnes r-ple zeta function. First,
we define the Barnes r-ple zeta function.
Definition 1.2. (see [1, Chapter 13]) Let all a,w1, w2, · · ·.wr be positive real numbers.
We put w = (w1, w2, · · ·, wr). Then the Barnes r-ple zeta function ζr(s,w, a) is defined
by
ζr(s,w, a) :=
∞∑
m1=0
· · ·
∞∑
mr=0
1
(a+m1w1 + · · ·+mrwr)s , s := σ + it, σ > r, t ∈ R.
This series converges absolutely in the half-plane σ > r and uniformly in each compact
subset of this half-plane. Moreover ζr(s,w, a) can be meromorphically continued to the
whole complex plane with a simple poles at s = 1, 2, · · ·, r. We easily see that the Barnes
r-ple zeta function has no real zeros in the half-plane σ > r. In the particular case of
r = 1, this is essentially the Hurwitz zeta function. Namely, we have
ζ1(s,w1, a) = w
−s
1 ζ(s,
a
w1
).
In this case, we see from Theorem 1.2 that ζ1(σ,w1, a) has zeros in (−N − 1,−N) for
N ≤ −1 if and only if BN+1(a/w1)BN+2(a/w1) < 0. We see that ζr(s,w, a) has an
integral representation:
ζr(s,w, a) =
1
Γ(s)
∫
∞
0
e(w1+···+wr−a)t
(ew1t − 1) · · · (ewrt − 1) t
s−1dt, σ > r, t ∈ R. (1.1)
In this paper , we extend (1) of Theorem 1.1 to the Barnes double zeta function.
Theorem 1.4. We have the following:
ζ2(σ,w, a) has zeros in (1, 2) if and only if 0 < a < (w1 + w2)/2.
2 Proof of Theorem 1.4
In this section, we show Theorem 1.4 by using Nakamura’s method (see [5, § 2.2]). In
order to prove Theorem 1.4, we define G2(a,w, t) by
G2(a,w, t) :=
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
.
Definition 2.1. (see [2, p. 377]) Define the generalized r-ple Bernoulli polynomial
B
(r)
k (x,w) (k ∈ N0) by
tre(w1+···+wr−x)t
(ew1t − 1) · · · (ewrt − 1) =
∞∑
k=0
B
(r)
k
(x,w)
tk
k!
=
1
w1 · · · wr +
−2x+ w1 + · · ·+ wr
2w1 · · · wr t+ · · ·,
( |t| < min {2pi/w1, ..., 2pi/wr} ). In particular B(1)k (x, 1) = Bk(1− x) = (−1)kBk(x).
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Lemma 2.1. For 1 < σ < 2 we have the integral representation
Γ(s)ζ2(s,w, a) =
∫
∞
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
)
ts−1dt
=
∫
∞
0
G2(a,w, t)t
s−1dt. (2.1)
Proof. Let 0 < λ < min {2pi/w1, 2pi/w2}. When σ > 2, it is well-known that
ζr(s,w, a) =
1
Γ(s)
∫
∞
0
e(w1+···+wr−a)t
(ew1t − 1) · · · (ewrt − 1) t
s−1dt
(see [1, p. 210]). Hence we have
Γ(s)ζ2(s,w, a) =
∫
∞
0
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) t
s−1dt
=
∫ λ
0
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1)t
s−1dt+
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) t
s−1dt
=
∫ λ
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
)
ts−1dt
+
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) t
s−1dt+
1
w1w2
∫ λ
0
ts−3dt
=
∫ λ
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
)
ts−1dt
+
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) t
s−1dt+
1
w1w2
λs−2
s− 2 . (2.2)
By the Taylor expansion of ex, we have
tre(w1+···+wr−x)t
(ew1t − 1) · · · (ewrt − 1) =
1
w1 · · · wr +
−2x+ w1 + · · ·+ wr
2w1 · · · wr t+ · · ·,
Hence, for σ > 0, it holds that∫ λ
0
∣∣∣∣∣ e
(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
∣∣∣∣∣ |ts−1|dt
≪
∫ λ
0
t−1tσ−1dt <∞, σ > 1.
On the other hand, we have
1
w1w2
λs−2
s− 2 = −
∫
∞
λ
1
w1w2
1
t2
ts−1dt, 1 < σ < 2.
Therefore, the integral representation
Γ(s)ζ2(s,w, a) =
∫ λ
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
)
ts−1dt−
∫
∞
λ
1
w1w2
1
t2
ts−1dt
+
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) t
s−1dt
gives an analytic continuation for 1 < σ < 2. Thus we obtain this lemma.
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Lemma 2.2. Fix a λ that satisfies Lemma 2.1. For σ > 0 we have the integral repre-
sentetion
Γ(s)ζ2(s,w, a) =
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1)t
s−1dt
+
∫ λ
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
− −2a+ w1 + w2
2w1w2t
)
ts−1dt
+
1
w1w2
λs−2
s− 2 +
−2a+ w1 + w2
2w1w2
λs−1
s− 1 .
Proof. The proof is similar to that of Lemma 2.1. From (1.1), we have
Γ(s)ζ2(s,w, a) =
∫
∞
λ
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1)t
s−1dt
+
∫ λ
0
(
e(w1+w2−a)t
(ew1t − 1)(ew2t − 1) −
1
w1w2t2
− −2a+ w1 + w2
2w1w2t
)
ts−1dt
+
∫ λ
0
(
1
w1w2t2
+
−2a+ w1 + w2
2w1w2t
)
ts−1dt.
Then the first integral is holomorphic in the whole complex plane, the second inte-
gral is holomorphic in the half-plane σ > 0, and the third integral is rational, that is,
Γ(s)ζ2(s,w, a) is meromorphically continued to σ > 0. Thus we obtain this lemma.
Lemma 2.3. Let n be a positive integer. We define fw,n(a) by
fw,n(a) := (w1 + w2)
2an − w21(a− w2)n − w22(a− w1)n, a > 0.
Then we have
(i) fw,n
(
w1+w2
2
)
> 0.
(ii) fw,n(a) is monotone increasing for a ≥ (w1 + w2)/2.
Therefore, from (i) and (ii), fw,n(a) > 0 for a ≥ (w1 + w2)/2.
Proof. (i). Obviously, one has
fw,n
(
w1 + w2
2
)
=
1
2n
(
(w1 + w2)
n+2 − w21(w1 − w2)n − w22(w2 − w1)n
)
.
There exists a constant c > 0 such that
w2 = cw1.
Then we have
fw,n
(
w1 + cw1
2
)
=
wn+21
2n
(
(1 + c)n+2 − (1− c)n − c2(c− 1)n) .
For n ≥ 1, we have
wn+21 /2
n > 0
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and
(1 + c)n+2 − (1− c)n − c2(c− 1)n
≥ (1 + c)n+2 − (1 + c2)|c− 1|n
> (1 + c)n+2 − (1 + 2c+ c2)(1 + c)n
= (1 + c)n+2 − (1 + c)n+2 = 0.
From these inequalities, fw,n ((w1 + w2)/2) > 0.
(ii) We prove (ii) of this lemma by induction on n ≥ 1. Suppose n = 1, we immediately
see that fw,1(a) = w1w2(2a+w1+w2), which is monotone increasing for a ≥ (w1+w2)/2.
Hence we assume that the case of n = k holds and consider the case of n = k + 1. The
first derivative of fw,k+1 is given as
d
da
fw,k+1(a) = (k + 1)fw,k(a). (2.3)
Then, using (i) of Lemma 2.3 and the assumption of the induction, we obtain
d
da
fw,k+1(a) > 0, a ≥ (w1 + w2)/2. (2.4)
Therefore we find that fw,k+1(a) is also monotone increasing for a ≥ (w1 +w2)/2. Thus
we obtain the conclusion.
From (i) and (ii) we obtain fw,n(a) > 0 for a ≥ (w1 +w2)/2.
Lemma 2.4. If a ≥ (w1 +w2)/2, then the function G2(a,w, t) is negative for all t > 0.
Proof. Suppose a ≥ (w1 + w2)/2. Obviously, we have w1w2t2(ew1t − 1)(ew2t − 1) > 0
for all t > 0. Thus we have only to consider
g2(a,w, t) := w1w2t
2(ew1t − 1)(ew2t − 1)G2(a,w, t).
By differentiating with respect to t, we have
g′′2 (a,w, t) = 2w1w2e
(w1+w2−a)t + 4w1w2(w1 + w2 − a)te(w1+w2−a)t
+w1w2(w1 + w2 − a)2t2e(w1+w2−a)t
−(w1 + w2)2e(w1+w2)t + w21ew1t + w22ew2t.
Obviously, one has
g2(a,w, 0) = g
′
2(a,w, 0) = g
′′
2 (a,w, 0) = 0. (2.5)
Now we consider the function
e−(w1+w2−a)tg′′2 (a,w, t)
= 2w1w2 + 4w1w2(w1 + w2 − a)t+ w1w2(w1 + w2 − a)2t2
−(w1 + w2)2eat + w21e(a−w2)t + w22e(a−w1)t. (2.6)
By the Taylor expansion of ex, one has
(w1 + w2)
2eat − w21e(a−w2)t − w22e(a−w1)t
=
∞∑
n=0
(
(w1 + w2)
2an − w21(a− w2)n − w22(a− w1)n
) tn
n!
= 2w1w2 + w1w2(2a+ w1 + w2)t+w1w2
(
a2 + (w1 + w2)a− w1w2
)
t2
+
∞∑
n=3
(
(w1 + w2)
2an −w21(a− w2)n − w22(a− w1)n
) tn
n!
.
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Hence we have
e−(w1+w2−a)tg′′2 (a,w, t)
= −w1w2(6a− 3(w1 + w2))t− w1w2(3a(w1 + w2)− w1w2 − (w1 + w2)2)t2
−
∞∑
n=3
(
(w1 + w2)
2an − w21(a− w2)n − w22(a− w1)n
) tn
n!
.
Let a ≥ (w1 + w2)/2. Then
w1w2(6a− 3(w1 + w2)) ≥ 0,
w1w2(3a(w1 +w2)−w1w2 − (w1 + w2)2) ≥ 0.
By Lemma 2.3,
(w1 + w2)
2an − w21(a− w2)n − w22(a− w1)n > 0, n ≥ 3.
From these inequalities, e−(w1+w2−a)tg′′2 (a,w, t) < 0 for all t > 0. Thus we obtain
g2(a,w, t) < 0 and G2(a,w, t) < 0 for all t > 0.
Proof of Theorem 1.4. Let 0 < a < (w1 + w2)/2. By Lemma 2.2, we see that
lim
σ→2−0
ζ2(σ,w, a) = −∞,
lim
σ→1+0
ζ2(σ,w, a) = ∞.
Thus ζ2(σ,w, a) has zeros in (1, 2).
Secondly suppose a ≥ (w1 + w2)/2. Then we have
Γ(σ)ζ2(σ,w, a) =
∫
∞
0
G2(a,w, t)t
σ−1dt, 1 < σ < 2
by the integral representation (2.1). It is well-known that Γ(σ) > 0 for any 1 < σ < 2.
Thus we obtain
ζ2(σ,w, a) < 0
for all 1 < σ < 2 by Lemma 2.4 and the integral representation above. Therefore
ζ2(σ,w, a) does not vanish in the interval (1, 2) when a ≥ (w1 + w2)/2.
3 Some problems
We conclude this paper with the discussion of some further problems.
3.1 Real zeros of the Barnes r-ple zeta function
First, we define NGr(x,w, t) by
Definition 3.1. Let N ≥ −r be an integer. We set
NGr(x,w, t) :=
e(w1+···wr−x)t
(ew1t − 1) · · · (ewrt − 1) −
N+r∑
k=0
B
(r)
k (x,w)
tk−r
k!
. (3.1)
Then we can show the following lemmas.
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Lemma 3.1. Let N ≥ −r be an integer. Then we have
Γ(s)ζr(s,w, a) =
∫
∞
0
NGr(a,w, t)t
s−1dt, −N − 1 < ℜ(s) < −N. (3.2)
Lemma 3.2. Let N ≥ −r be an integer and fix a λ ∈ R which satisfies 0 < λ <
min {2pi/w1, ..., 2pi/wr}. Then we have
Γ(s)ζr(s,w, a) =
∫
∞
λ
e(w1+···wr−a)t
(ew1t − 1) · · · (ewrt − 1) t
s−1dt
+
∫ λ
0
N+1Gr(a,w, t)t
s−1dt
+
N+r∑
k=0
1
k!
B
(r)
k (a,w)
λs+k−r
s+ k − r , ℜ(s) > −N − 2.
Next, we have, by a standard method (cf. [1, Proposition 9.3]), an expression of the
special values at non-positive integers. This theorem was first given by Barnes [2].
Theorem 3.1. ([2, p. 405]) Let m be a non-positive integer. Then we have
ζr(−m,w, a) = (−1)
mm!
(r +m)!
B
(r)
r+m(a,w). (3.3)
Finally, we obtain a weak extension of Theorem 1.4 from Lemma 3.2 and Theorem
3.1.
Theorem 3.2. Let N ≤ −r be an integer. Then we have the following:
If B
(r)
r+N+1(a,w)B
(r)
r+N (a,w) > 0, then ζr(σ,w, a) has zeros in (−N − 1,−N)
Proof. When −r ≤ N < 0, the proof is similar to that of Theorem 1.4. When N ≥ 0,
we can also show Theorem 3.2 from Theorem 3.1 and the intermediate value theorem.
When r = 1, this theorem agrees with Theorem 1.2.
Thus, we can conjecture the following.
Conjecture 3.1. Let N ≥ −r, be an integer. Then ζr(σ,w, a) has zeros in (−N−1,−N)
if and only if B
(r)
r+N+1(a,w)B
(r)
r+N (a,w) > 0.
3.2 Has ζ2(s.w, a) precisely one zero in the interval (1, 2) ?
Endo-Suzuki [3] showed that ζ(σ, a) has precisely one zero in interval (0, 1) if 0 < a < 1/2.
Thus, we can conjecture the following.
Conjecture 3.2. The Barnes double zeta function ζ2(σ,w, a) has precisely one zero in
the interval (1, 2) when 0 < a < (w1 + w2)/2, and these zeros are all simple.
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