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The conventional Kibble-Zurek scaling describes the scaling behavior in the driven dynamics
across a single critical region. In this paper, we study the driven dynamics across an overlapping
critical region, in which a critical region (Region-A) is overlaid by another critical region (Region-
B). We develop a hybridized Kibble-Zurek scaling (HKZS) to characterize the scaling behavior in
the driven process. According to the HKZS, the driven dynamics in the overlapping region can be
described by the critical theories for both Region-A and Region-B simultaneously. This results in a
constraint on the scaling function in the overlapping critical region. We take the quantum Ising chain
in an imaginary longitudinal-field as an example. In this model, the critical region of the Yang-Lee
edge singularity and the critical region of the ferromagnetic-paramagnetic phase transition point
overlap with each other. We numerically confirm the HKZS by simulating the driven dynamics in
this overlapping region. The HKZSs in other models are also discussed.
I. INTRODUCTION
Understanding exotic phenomena in the critical region
is one of the most fascinating arena in condensed mat-
ter physics1–3. Near the critical point, long-wavelength
modes dominate the macroscopic behavior of the system.
As a result, critical systems always show universal scaling
properties and the dependence of macroscopic quantities
on relevant variables is usually characterized by power-
law functions1,2,4. These universal power-law functions
also manifest themselves in the nonequilibrium dynamics
near the critical point5. For instance, for the relaxation
dynamics, the theory of the short-time critical dynam-
ics has demonstrated that the relaxation process exhibits
a universal critical initial slip characterized by an addi-
tional dynamic exponent6–11; while for the driven dynam-
ics across a critical point, the Kibble-Zurek mechanism
predicts that topological defects emerge after the quench
and the number of the topological defects is a power-law
function of the driving rate12–15. Moreover, the Kibble-
Zurek scaling (KZS) shows that only the equilibrium crit-
ical exponents are needed to characterise the driven dy-
namics scaling12–15. Recently, lots of efforts have been
made to examine and generalize the Kibble-Zurek mech-
anism in various systems16–34. For instance, the Kibble-
Zurek mechanism has been verified in trapped-ion sys-
tems and Bose-Einstein condensates35–38. Theoretically,
the full scaling form of the KZS has been developed in
both classical and quantum phase transitions18,22,28–30.
Furthermore, this full scaling form has been employed to
numerically detect the critical properties in lots of sys-
tems28–30,39–41.
In addition to the quantum and classical phase transi-
tions, the driven critical dynamics has also been studied
in the dissipative phase transition of the Yang-Lee edge
singularity (YLES)42–46. It has been shown than the KZS
is still applicable in the YLES, although the Kibble-Zurek
mechanism for the generation of the topological defects
breaks down. A feature of the KZS therein is that the
driven process crosses an overlapping region constituted
by the critical regions of the (0+1)-dimensional ((0+1)D)
YLES and the (1 + 1)D YLES46. In this overlapping
region, it was found that the driven dynamics can be
described by the KZS with two sets of critical exponents
determined by both the (0+1)D and the (1+1)D YLESs.
Besides the YLES in the quantum Ising chain, overlap-
ping critical regions also appear in lots of other systems.
The most familiar one is the 2D quantum Ising model
at finite temperatures1,2. In this model, the (2 + 1)D
quantum Ising critical region and the 2D classical Ising
critical region overlap with each other1,2. Another exam-
ple is the 2D Dirac system coupling with a spin model
at finite temperatures47,48. In this model, the (2 + 1)D
chiral Ising critical region and the 2D classical Ising crit-
ical region overlap. Since overlapping critical regions are
very common phenomena in condensed matter systems,
a general scaling theory on the driven dynamics across
the overlapping critical region is called for.
In this paper, we develop a hybridized Kibble-Zurek
scaling (HKZS) theory to describe the driven dynamics
across the overlapping critical region, which is consti-
tuted by critical region A (Region-A) and critical region
B (Region-B). The HKZS asserts that (1) the driven dy-
namics can be described by the critical theories in both
Region-A and Region-B; (2) the scaling forms in the over-
lapping region should satisfy a constraint, which includes
the information in both Region-A and Region-B. In the
main text, we take the 1D quantum Ising model in an
imaginary longitudinal-field as an example. This model
is the same as the one studied in Ref.46. However, in
this paper, we study the overlapping region contributed
by the critical regions of the (1 + 1)D ferromagnetic-
paramagnetic phase transition (FPPT) and the (0+ 1)D
YLES. After numerically confirming the HKZS, we dis-
cuss the applications of the HKZS in other systems.
The rest of the paper is organized as follows. In Sec. II,
2we first give an introduction about the phase diagram of
the quantum Ising model in an imaginary longitudinal
field, followed by a discussion on its static critical scaling
behaviors. Then, we illustrate the theory of the HKZS in
Sec. III. Numerical verifications are presented in Sec. IV.
Then the HKZS in other models is discussed in Sec. V
and a summary is given in Sec VI.
II. MODEL AND ITS STATIC SCALING
BEHAVIOR
A. The quantum Ising model in an imaginary
longitudinal-field
The Hamiltonian of the quantum Ising chain in an
imaginary longitudinal-field reads
H = −
L∑
n=1
σznσ
z
n+1 − λ
L∑
n=1
σxn − ih
L∑
n=1
σzn, (1)
where σzn and σ
x
n are the Pauli matrices at n site in the
z and x direction, respectively, λ is the transverse field,
h is imaginary-part of the longitudinal field, and L is the
lattice size. For L = ∞, model (1) exhibits an FPPT
at (g, h) = (gc, hc) ≡ (0, 0), where g ≡ (λ − λc) and
λc = 1
1,2. Besides this usual (1 + 1)D phase transition,
for any g > 0 (referred to as gLYL), there are also critical
points for the (0 + 1)D YLES at (gLYL, h
L
YL) for different
L49,50. Note that in contrast to the FPPT, which must
occur in the thermodynamic limit, the (0 + 1)D YLES
occurs at finite size and the location of its critical point
depends on the lattice size L49,50, as indicated in the
superscript.
To be consonant with the definition of the order param-
eter in the 1D classical YLES, the order parameters for
the (0 + 1)D quantum YLES should be defined as45,46,49
MR = Re[〈Ψ
∗|Mˆ |Ψ〉/〈Ψ∗|Ψ〉],
MI = Im[〈Ψ
∗|Mˆ |Ψ〉/〈Ψ∗|Ψ〉], (2)
in which Mˆ =
∑L
n σ
z
n/L, |Ψ〉 is the wave function, and
MR (MI) is the real (imaginary) part of 〈Mˆ〉.
The order parameters defined in Eq. (2) accommodate
the phase transition information in both the YLES and
the FPPT. In the YLES, for a fixed gLYL (g
L
YL > 0), the
system is in one phase with MR = 0 and MI 6= 0 when
h < hLYL, since the real part of model (1) is dominated
and the energy spectra are real; when h > hLYL the sys-
tem is in the other phase with MR 6= 0 and MI = 0,
since the dissipative part of model (1) dominates and the
energy spectra are conjugate pairs50. In the FPPT, |Ψ〉
can be chosen to be a real function (up to an arbitrary
global phase). So MR returns to the usual definition of
the FPPT order parameter, which is nonzero in the fer-
romagnetic phase and is zero in the paramagnetic phase,
and MI is zero in both phases
2.
TABLE I. Critical exponents for the (0 + 1)D YLES and the
(1 + 1)D FPPT, respectively.
YLES ν0 β0 δ0 z0 r0
β0
ν0
β0δ0
ν0
β0
ν0r0
β0δ0
ν0r0
-1 1 -2 1 3 -1 2 − 1
3
2
3
FPPT ν β δ z r β
ν
βδ
ν
β
νr
βδ
νr
1 1
8
15 1 23
8
1
8
15
8
1
23
15
23
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FIG. 1. (Color online) For fixed gL1/ν = 0.01, the curves of
MI versus L for various h in (a) match with each other in (b)
after rescaling according to Eq. (4).
B. The static scaling behavior
In this section, we show the static scaling properties of
model (1). For the (0 + 1)D YLES, at a fixed gLYL, MR
and MI satisfy
44,45,49,50,
MR(h− h
L
YL) ∝ (h− h
L
YL)
1
δ0 ,
MI(h− h
L
YL) ∝ (h− h
L
YL)
1
δ0 , (3)
in which δ0 = −2
44,45 (For the sake of clarity, we list all
the relevant exponents in Table I). Since δ0 is negative,
MR and MI diverge at (g
L
YL, h
L
YL).
For the (1 + 1)D FPPT, the imaginary longitudinal-
field has the same dimension as the real longitudinal-field.
As a result, similar to the real longitudinal-field case, the
scaling forms of the order parameter for a system with
size L read2,4
MR(g, h, L) = L
−β
ν f1(gL
1
ν , hL
βδ
ν ),
MI(g, h, L) = L
−β
ν f2(gL
1
ν , hL
βδ
ν ), (4)
in which β, δ, and ν are usual critical exponents for the
2D classical Ising universality class (See Table I), and fi
is a scaling function (similar definitions will always be
implied). To the best of our knowledge, Eq. (4) has not
been confirmed for an imaginary longitudinal-field. We
numerically confirm Eq. (4) in Fig. 1.
A remarkable property for model (1) is that for large
L and small g, the critical region of the (0 + 1)D YLES
and the critical region of the (1+ 1)D FPPT overlap un-
avoidably with each other, as sketched in Fig. 2. Near
the FPPT critical point (the origin in Fig. 2), the di-
vergence of the order parameter at (gLYL, h
L
YL) gives a
constraint on the values of (gLYL, h
L
YL). To see this,
3FIG. 2. Critical regions near the FPPT critical point (origin).
Critical points of the (0 + 1)D YLES (gLYL, h
L
YL) link up into
a curve (Red-boldface curve), which terminates at the FPPT
critical point. The critical region of the (0+1)D YLES (yellow
cone) thrusts into the critical region of the FPPT. We show
that the driven critical dynamics in the overlapping region
can be described by the HKZS.
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FIG. 3. (Color online) Near the FPPT critical point, the
curve of hLYL versus L for fixed g
L
YLL
1/ν = 0.06. Power-law
fitting shows that the curve satisfies hLYL ∝ L
−1.885, which
agrees with Eq. (5).
by substituting (gLYL, h
L
YL) into Eq. (4), one finds that
f1,2(g
L
YLL
1
ν , hLYLL
βδ
ν ) =∞. This leads to
hLYL = L
− βδ
ν f3(g
L
YLL
1
ν ). (5)
We confirm Eq. (5) numerically in Fig. 3. Note that
Eq. (5) binds hLYL and g
L
YL together with a FPPT critical
exponent. This indicates that the critical properties in
the overlapping critical region are affected by both the
(0 + 1)D YLES and the (1 + 1)D FPPT.
III. HYBRIDIZED KIBBLE-ZUREK SCALING
We consider the driven critical dynamics across the
overlapping region by changing h as h = h0+Rt. We will
show the hybridized effects induced by the cooperation of
the (0+1)D YLES and the (1+1)D FPPT. We will derive
the scaling theory of the HKZS and show how the driven
dynamics is characterized by the HKZS. In the following,
only the scaling behavior of MR will be considered since
MI satisfies the same scaling theory.
If we focus on the (0 + 1)D YLES, the driven critical
dynamics is described by the usual KZS. We choose h0 to
be large enough that it is irrelevant when R is small51,52.
For a fixed gLYL, the driven dynamics is characterized by
h and R. Under the external driving, the scaling form of
the order parameter reads27,29,30
MR(h− h
L
YL, R) = R
β0
ν0r0 f4[(h− h
L
YL)R
−
β0δ0
ν0r0 ], (6)
in which r0 = z0 + β0δ0/ν0. In classical and Hermitian
quantum systems, Eq. (6) can be explained by a finite-
time scaling theory28–30 by analysing the time-scales in
different driven stages. However, in the non-Hermitian
system of model (1), the definition of the time-scale
is ambiguous, since the Hamiltonian has both real and
imaginary parts. Nonetheless, it has been shown that
Eq. (6) is still applicable in the YLES far away from the
critical point51.
On the other hand, if we focus on the (1+ 1)D FPPT,
in a similar way, we obtain the scaling form by taking
the finite-size effects into account29,30,53,54
MR(g, h, L,R) = R
β
νr f5(gR
− 1
νr , L−1R−
1
r , hR−
βδ
νr ), (7)
in which r = z+βδ/ν. When L < R−1/r, the role played
by R is negligible and Eq. (7) returns to Eq. (4).
The HKZS asserts that the driven dynamics in the
overlapping critical region can be described by both
Eq. (6) and Eq. (7). The reason for this assertion is that
both f3 and f4 are analytical functions for any finite R
and neither of them breaks down in the critical region.
The hybridized effects are then embedded in the relation
between Eq. (6) and Eq. (7).
To uncover the hinge between them, we start from
Eq. (7). By noticing that in Eq. (6) g = gLYL and L
is fixed, we set in Eq. (7) g to be gLYL and L to be a
constant. So, gL1/ν is also a constant. By substituting
these into Eq. (7), one finds that
MR(g
L
YL, h, L,R) = R
β
νr f6(g
L
YLL
1
ν , L−1R−
1
r , hR−
βδ
νr ).
(8)
Then, according to Eq. (5), one can replace gLYLL
1/ν with
hLYLL
βδ/νr in Eq. (8). After changing the variable h to
be h− hLYL, one obtains
MR(h− h
L
YL, L,R) = R
β
νr f7[L
−1R−
1
r , (h− hLYL)R
− βδ
νr ],
(9)
for a fixed gLYLL
1/ν . Comparing Eq. (9) with Eq. (6), one
finds that f7(A,B) satisfies
f7(A,B) = (A
−r)
β0
ν0r0
− β
νr f8[B(A
r)
β0δ0
ν0r0
− βδ
νr ]. (10)
Since f7 is identical to f5 for a fixed g
L
YLL
1/ν , Eq. (10)
shows that f5,7 itself should satisfy a scaling form, which
includes the exponents of both the (0 + 1)D YLES and
4the (1 + 1)D FPPT, bridging the gap between Eq. (6)
and Eq. (10). Therefore, Eq. (10) plays a central role in
the HKZS.
For a general case, in which the overlapping critical re-
gion is assumed to be constructed by the critical Region-
A and critical Region-B, the HKZS asserts:
(1) In the overlapping critical region, the driven dy-
namics can be described by the critical theories of both
Region-A and Region-B simultaneously;
(2) The scaling function itself should satisfy a scal-
ing form which includes the critical information in both
Region-A and Region-B.
IV. NUMERICAL RESULTS
In this section, we numerically solve the Schro¨dinger
equation for model (1) to verify the HKZS.
First, we examine that, in the overlapping region con-
structed by the (0 + 1)D YLES and the (1 + 1)D FPPT
critical regions, the driven dynamics can be described by
the (0 + 1)D YLES, i.e., Eq. (6). We choose L = 10 and
g = 0.001. From Fig. 1, one finds that this lattice size
is large enough that the system has entered the critical
region of the (1 + 1)D FPPT. The results are shown in
Fig. 4. From Fig. 4, we find that for fixed gLYL and L, af-
ter rescalingMR and h−h
L
YL with R by using the (0+1)D
YLES exponents, the rescaled curves collapse onto each
other, confirming Eq. (6). Note that we also calculate
the driven dynamics of MI . For MI , the same conclu-
sion is still applicable except that the scaling function is
different.
-0.001 0.000 0.0010
2
4
-0.001 0.000 0.001
-4
-2
0
-4 0 40.00
0.04
0.08
-4 -2 0 2 4
-0.04
0.00
 3
 4
 5
 6
 7
 8
 9
(a1)
M
R
h-hLYL
(a2)
R (x10-6)
(b1)
h-hLYL
M
I
M
R
R
 -
0r 0
(h-hLYL)R
 - r
0
(b2)
(h-hLYL)R
 - r
0
M
IR
 -
0r 0
FIG. 4. Under increasing h with L = 10, the curves of MR
vs h − hLYL (a1) match with each other in (a2) when MR
and h − hLYL are rescaled by the (0+1)D YLES exponents.
The corresponding curves for MI are shown in (b1) and (b2),
respectively. h0 is chosen as h0 = 0. The critical point of
the YLES (gLYL, h
L
YL) = (0.001, 0.010558). The arrow in (a1)
points the direction of changing h.
Second, we examine that, in the overlapping critical
region, the driven dynamics can be described by the
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FIG. 5. Under increasing h for fixed LR1/r = 0.191488 and
gR−1/νr = 0.313336, the curves of MR vs h (a1) match with
each other in (a2) whenMR and h are rescaled by the (1+1)D
FPPT exponents. The corresponding curves forMI are shown
in (b1) and (b2), respectively. h0 is chosen as h0 = 0. The
arrow in (a1) points the direction of changing h.
(1 + 1)D FPPT, i.e., Eq. (7). We calculate the driven
dynamics with fixed LR1/r and gR−1/νr. The curves of
MR versus h are plotted in Fig. 5 (a1). After rescaling
MR and h with R, we find that the rescaled curves match
with each other according to Eq. (7) as shown in Fig. 5
(a2). We also calculate the dynamics of MI . We find
that the dynamics of MI also satisfies Eq. (7) except for
a different scaling function.
Third, we check the relation between Eq. (6) and
Eq. (7) by examining Eq. (10). To this end, we extract
MR for different R at h
L
YL and denote them M
0
R. For
each L, we plot the curve of M0R versus R in Fig. 6
(a). We find that these curves in double-logarithmic
scale are almost parallel straight lines with the average
slope being −0.324, agreeing with the theoretical value
of β0/ν0r0 = −1/3 (See Table I). Then we rescale M
0
R as
M0RR
−β/νr and plot the results as a function of LR1/r in
Fig. 6 (b). We find these curves collapse onto each other
according to Eq. (9). By plotting the rescaled curve in
the double-logarithmic scale, we find that it is almost a
straight line, whose slope is about −1.069. This expo-
nent is close to r(β0/ν0r0 − β/νr) ≃ −1.083, confirming
Eq. (10).
V. DISCUSSION
A. Two-dimensional quantum Ising model at low
temperatures
Here, we discuss the HKZS in the driven dynamics in
the 2D quantum Ising model at low temperatures. The
50.08 0.12 0.16
4
6
4x10-6 8x10-6
2
3
4
(b)
 
 
 M
0 R
R
-
r
LR1/r
 6
 7
 8
 9
 10
L
 
 
M
0 R
R
(a)
FIG. 6. Under increasing h for fixed gL1/ν = 0.06, (a) curves
of M0R versus R for different lattice sizes; and (b) the collapse
of curves of the rescaled M0R versus the rescaled L. Double-
logrithmic scales are used in both (a) and (b).
Hamiltonian is1,2
H2 = −
∑
〈n,m〉
σznσ
z
m − λ
∑
n
σxn − h
∑
n
σzn, (11)
where 〈〉 denotes the nearest interaction. As we men-
tioned in Sec. I, the quantum critical region of the
(2+ 1)D FPPT is overlaid by the classical critical region
of the 2D FPPT. We again parameterize the distance to
the quantum critical poing λc as g ≡ λ − λc. In the
overlapping critical region, the classical phase transition
point Tc depends on g as
1,2
Tc(g) = |g|
νqzq , (12)
which has been verified numerically in Ref.48.
The dynamics of this system is described by the Lind-
blad equation53,55,56,
∂ρ
∂t
=− i[H2, ρ]− c
∑
m 6=l
Wl→m(V
†
l→mVl→mρ
+ ρV †l→mVl→m − 2Vl→mρV
†
l→m),
(13)
in which ρ is the density matrix of the system, c is the dis-
sipation rate, Vl→m ≡ |m〉〈l| is the jump matrix from the
mth energy level to the lth one, and Wl→m is the transi-
tion probability satisfying the detailed balance condition,
Wl→m/Wm→l = exp[−(Em −El)/T ]. This condition en-
sures that thermal state will be reached in the long time
limit, independent of the detailed form of Wl→m. The
dynamics described by the Eq. (13) includes contribu-
tions from both the quantum and classical thermal fluc-
tuations. The first part in the right hand side of Eq. (13)
shows the quantum unitary evolution; while the second
part of the right hand side gives the master equation de-
scribing the classical stochastic process1,5.
For the driven dynamics in the overlapping critical re-
gion, we consider the case in which the temperature T is
fixed at a classical critical temperature, i.e., T = Tc (g
is also fixed according to Eq. (12)), and the symmetry-
breaking field h is changed linearly. According to the
HKZS, the driven dynamics of the order parameter M
satisfies the classical KZS29,30,
M(h,R) = R
βcl
νclrcl f9(hR
−
βclδcl
νclrcl ), (14)
in which the subscript cl indicates that the critical expo-
nents are the classical ones. For the 2D classical case, βcl,
νcl and δcl equals the corresponding ones for the (1+1)D
FPPT (See Table I), while zcl = 2.1667 and rcl = 4.0417.
Then the HKZS also shows that the driven dynamics
of M also satisfies the (2 + 1)D quantum KZS53,
M(h, g, T, c, R)
= R
βq
νqrq f10(hR
−
βqδq
νqrq , gR
− 1
νqrq , TR
−
zq
rq , cR
−
zq
rq ),
(15)
in which the subscript q indicates that the critical ex-
ponents are those for the quantum (2 + 1)D FPPT, and
βq ≃ 0.326, νq ≃ 0.630, δq ≃ 4.790 and zq = 1.
By the similar procedure in Sec. III, we obtain the
HKZS constraint on Eq. (15),
f10 = (TcR
−
zq
rq )
−
rq
zq
(
βcl
νclrcl
−
βq
νqrq
)
× f11[(hR
−
βqδq
νqrq )(TcR
−
zq
rq )
−
rq
zq
(
βqδq
νqrq
−
βclδcl
νclrcl
)
],
(16)
for fixed Tc/c.
However, we note that the Lindblad equation in
Eq. (13) contains all the eigenstates in principle and may
thus be difficult to be solved even in (1 + 1)D53,55. Al-
though the 2D quantum Ising model at finite temper-
atures is a very common model in condensed matter
physics, the numerical study on its critical dynamics for
large lattice sizes is hindered by the lack of effective nu-
merical methods57. Nonetheless, since real experiments
is implemented at finite temperatures, our scaling theory
of the HKZS in 2D quantum Ising model may be exam-
ined experimentally.
B. A generalization of the HKZS
We can also consider more complex cases in which the
overlapping region is constituted by more than two crit-
ical regions. For example, we can also consider the par-
ticipation of the critical region of the (1 + 1)D YLES51.
So, there is an overlapping region involving the (0 + 1)D
YLES, (1+1)D YLES and the (1+1)D FPPT. According
to the HKZS, the driven dynamics should be described
by all three critical theories. In principle, one can also
obtain the constraint on the scaling functions in this com-
plex overlapping critical region. However, in real situa-
tion, to realize such a complex overlapping region, one
should carefully tune more parameters. We leave this for
further studies.
VI. SUMMARY
In summary, we have studied the driven dynamics in
the overlapping critical regions. We have suggested a
6HKZS to describe the scaling behavior in the driven pro-
cess. By assuming that the overlapping region is consti-
tuted by the critical Region-A and critical Region-B, we
have shown that, according to the HKZS, the driven dy-
namics in the overlapping region can be described by the
critical theories for both Region-A and Region-B simulta-
neously. This results in a constraint on the scaling func-
tion in the overlapping critical region. We have verified
the HKZS by numerically solving the driven dynamics in
the quantum Ising chain with an imaginary longitudinal
field. We have also discussed the HKZS in the 2D quan-
tum Ising model, in which the HKZS may be examined
experimentally. Although the Hamiltonian of model (1)
is non-Hermitian, the static scaling of the YLES has been
detected in various experiments58–60. Maybe the HKZS
can be detected in these systems by adjusting the sys-
tem to the vicinity of its critical point and imposing an
external time-dependent field.
ACKNOWLEDGMENTS
This work is supported by the National Natural Sci-
ence Foundation of China (grant numbers 11704161 and
11547142) and the Natural Science Foundation of Jiangsu
Province of China (Grant No. BK20170309).
∗ zhailiangjun@jsut.edu.cn
† zsuyinshuai@163.com
1 J. Cardy, Scaling and Renormalization in Statistical
Physics (Cambridge University Press, Cambridge, U.K.,
1996).
2 S. Sachdev, Quantum Phase Transitions(Cambridge Uni-
versity Press, 1999).
3 S. Sachdev, in Recent Progress in Many-Body Theories,
edited by R. F. Bishop et al. (World Scientific, Singapore,
2002).
4 S. L. Sondhi, S. M. Girvin, J. P. Carini, and D. Shahar,
Rev. Mod. Phys. 69, 315 (1997).
5 U. C. Ta¨uber, Critical dynamics: A Field Theory Ap-
proach to Equilibrium and Non-equilibrium Scaling Be-
havior, (Cambridge University Press, Cambridge, 2014).
6 H. K. Janssen, B. Schaub, and B. Schmittmann, Z. Phys.
B 73, 539 (1989).
7 H. K. Janssen, in From Phase Transition to Chaos, edited
by G. Gyo¨rgyi, I. Kondor, L. Sasva´ri, and T. Te´l (World
Scientific, Singapore, 1992).
8 B. Zheng, Phys. Rev. Lett. 77, 679 (1996).
9 S. Yin, P. Mai, and F. Zhong, Phys. Rev. B, 89, 144115
(2014).
10 S. Zhang, S. Yin, and F. Zhong, Phys. Rev. E 90, 042104
(2014).
11 Y. R. Shu, S. Yin, D. X. Yao, Phys. Rev. B 96, 094304
(2017).
12 T. Kibble, J Phys. A 9, 1387 (1976).
13 W. H. Zurek, Nature (London) 317, 505 (1985).
14 J. Dziarmaga, Adv. Phys. 59, 1063 (2010).
15 A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
16 W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett.
95, 105701 (2005).
17 J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
18 A. Polkovnikov, Phys. Rev. B 72, 161201(R) (2005).
19 N. D. Antunes, P. Gandra, and R. J. Rivers, Phys. Rev. D
73, 125003 (2006).
20 B. Damski and W. H. Zurek, Phys. Rev. Lett. 99, 130402
(2007).
21 D. Sen, K. Sengupta, and S. Mondal, Phys. Rev. Lett. 101,
016806 (2008).
22 S. Deng, G. Ortiz, and L. Viola, Europhys. Lett. 84, 67008
(2008).
23 B. Damski and W. H. Zurek, Phys. Rev. Lett. 104, 160404
(2010).
24 C. De Grandi, A. Polkovnikov, and A. W. Sandvik, Phys.
Rev. B 84, 224303 (2011).
25 M. Kolodrubetz, B. K. Clark, and D. A. Huse, Phys. Rev.
Lett. 109, 015701 (2012).
26 M. Kolodrubetz, D. Pekker, B. K. Clark, and K. Sengupta,
Phys. Rev. B 85, 100505(R) (2012).
27 A. Chandran, A. Erez, S. S. Gubser, and S. L. Sondhi,
Phys. Rev. B 86, 064304 (2012).
28 S. Yin, X. Qin, C. Lee, and F. Zhong, arXiv:1207.1602.
29 S. Gong, F. Zhong, X. Huang, and S. Fan, New J. Phys.
12, 043036 (2010).
30 F. Zhong, in Applications of Monte Carlo Method in Sci-
ence and Engineering, Edited by S. Mordechai (InTech,
Rijeka, 2011).
31 A. Francuz, J. Dziarmaga, B. Gardas, W. H. Zurek, Phys.
Rev. B 93, 075134 (2016).
32 A. Bermudez, D. Patane, L. Amico, M. A. Martin-Delgado
Phys. Rev. Lett. 102, 135702 (2009).
33 A. Bermudez, L. Amico, M. A. Martin-Delgado New J.
Phys. 12, 055014, (2010).
34 K. Shimizu, Y. Kuno, T. Hirano, and Ikuo Ichinose,
arXiv:1711.08882.
35 S. Ulm, J. Roßnagel, G. Jacob, C. Degu¨nther, S. Dawkins,
U. Poschinger, R. Nigmatullin, A. Retzker, M. Plenio,
F. Schmidt-Kaler, and K. Singer, Nat. Commun. 4, 2290
(2013).
36 K. Pyka, J. Keller, H. L. Partner, R. Nigmatullin, T.
Burgermeister, D. M. Meier, K. Kuhlmann, A. Retzker,
M. B. Plenio, W. H. Zurek, A. del Campo, and T. E.
Mehlsta¨ubler, Nat. Commun. 4, 2291 (2013).
37 N. Navon, A. L. Gaunt, R. P. Smith, and Z. Hadzibabic,
Science 347, 167 (2015).
38 L. W. Clark, L. Feng, C. Chin, Science 354, 606 (2016).
39 C. Liu, A. Polkovnikov, and A. Sandvik, Phys. Rev. Lett.
114, 147203 (2015).
40 C. Liu, A. Polkovnikov, A. Sandvik, and A. Young, Phys.
Rev. E 92, 022128 (2015).
41 Q. Hu, S. Yin, and F. Zhong, Phys. Rev. B 91, 184109
(2015).
42 C. Yang and T. Lee, Phys. Rev. 87, 404 (1952).
43 T. Lee and C. Yang, Phys. Rev. 87, 410 (1952).
44 P. Kortman and R. Griffiths, Phys. Rev. Lett. 27, 1439
(1971).
45 M. Fisher, Phys. Rev. Lett. 40, 1610 (1978).
746 S. Yin, G. Y. Huang, C. Y. Lo, and P. Chen, Phys. Rev.
Lett 118, 065701 (2017).
47 M. A. Stephanov, Phys. Rev. D 52, 3746 (1996).
48 S. Hesselmann and S. Wessel, Phys. Rev. B 93, 155157
(2016).
49 K. Uzelac, P. Pfeuty, and R. Jullien, Phys. Rev. Lett. 43,
805 (1979).
50 G. von Gehlen, J. Phys. A: Math. Gen. 24, 5371 (1991).
51 S. Yin, C.-Y. Lo, and P. Chen, Phys. Rev. B 94, 064302
(2016).
52 P. Silvi, G. Morigi, T. Calarco, and S. Montangero, Phys.
Rev. Lett. 116, 225701 (2016).
53 S. Yin, P. Mai, and F. Zhong, Phys. Rev. B 89, 094108
(2014).
54 Y. Huang, S. Yin, B. Feng, and F. Zhong, Phys. Rev. B
90 134108 (2014).
55 S. Attal and A. Joye, J. Funct. Anal. 247, 253 (2007).
56 S. Yin, C. Y. Lo, and P. Chen, Phys. Rev. B 93, 184301
(2016).
57 F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys 57, 143
(2010).
58 C. Binek, W. Kleemann and H. Aruga Katori, J. Phys.:
Condens. Matter 13, L811 (2001).
59 B. Wei and R. Liu, Phys. Rev. Lett. 109, 185701 (2012).
60 X. Peng, H. Zhou, B. Wei, J. Cui, J. Du, and R. Liu, Phys.
Rev. Lett. 114, 010601 (2015).
