Introduction
The redundancy resolution scheme presented in this report is based on a method mechanical system considered in [l, 21 has n actuators whose n generalized velocities must satisfy a set of k integrable or nonintegrable linear bilateral constraints (.E < n).
Such a constrained system has (n -E) position degrees of freedom (DOF). It is easy to see that there are infinitely many solutions for the generalized velocities which satisfy the constraints. A new set of (n -independent generalized velocities, termed eralized velocities . These equations, when combined with the constraints, may be solved to yield a single, well specified solution for the generalized velocities [l, 21 . The theory of IRC suggests that several tasks can be accomplished simultaneously when controlling the constrained system [3] . One task would be to control the motion of the system while satisfying the constraints. The additional task would be to control the La angian constraint forces which arise due to the loss of the position DOF.
comprised of the sum of the task controllers or transformations of them).
in Kankaanranta and Koivo [4 It was suggested in 41 that the system's position nates (i.e., the time integrals of the pseudovelocities) to track reference trajectories.
The loss of the k osition DOF gives rise to k force DOF, and Kankaanranta et al.
as well as others p5] have suggested that the force DOF can be used to explicitly control the system's k independent Lagrangian constraint forces to track reference trajectories. The pseudovariable and Lagrangian constraint force task controllers were transformed into the joint space, which, when applied to the model, resulted in an explicit decoupling of the position-and force-controlled DOF [4] .
To review how the kinematic modeling method [l, 21 and the concept of IRC [3 base, open chain, serial link redundant manipulator in [6 , it is convenient to present for kinematically modeling a constrained rigid body mechanical system [l, 2 a theory for controlling such a system termed input relegation control (IRC) pseudovelocities, was introduced and de 2 ned as a linear function of the coupled genContro f laws are designed for each task, and the control inputs to the actuators are A classical example of a control law base d on the principles of IRC was provided DOF can be utilized to explicit 1 y control the pseudove f ocities and the pseudocoordiwere first applied to the kinematic redundancy resolution during motion of a fixe d the classical kinematic velocity model for such a manipu 1 ator: The original application of IRC to kinematic redundancy resolution [6] Here I k x k denotes a (k x k) identity matrix and Okxl a (k x I) matrix of zeros.
Eqs.
(1) and (2) can be combined and solved for the joint velocities:
The fist term ( E 5) to the right of eq. (10) is the particular solution to eq. (1) which causes the end effector to physically move. The second term (F E ) is the homogeneous solution to eq. (1) which causes self motion of the joints (Le., motion of the joints that does not induce end effector motion).
A designer whom uses IRC to resolve kinematic redundancy of a manipulator must address two major issues: i) Selection of the matrices {B, E, F} given J and eq. (10). The first issue is the subject of Part 1 of this report, whereas the problem of selecting e to optimize a secondary criteria involving self motion of the joints is the subject of Parts 2 and 3 [7, 8 which immediately leads to the determination of { E , F } by eq. f4). An optimization technique was su ested for choosing B for manipulators with a single degree of redundancy (L = 3. The choice resulted in maximizing the determinant of matrix S where B was restricted to be a normalized vector. It was discovered that the resulting B was orthogonal to the rows of the Jacobian J . It was also shown that when the rows of B and J are orthogonal, the columns of E and F are also orthogonal. However, the implications and advantages of having B orthogonal to J were not discussed in [SI.
The L column vectors comprising matrix F in eq. (4) all lie in the null space of the Jacobian matrix J . They form a basis for the null space of J and are immediately determined when B is selected such that S is nonsingular. A critical view of the earlier work reveals that the idea of first choosing B then determining F (and E) is somewhat illogical. Indeed, it implies that the rows of S are a suitable set of basis vectors which span the N dimensional joint space. However, the rows of B may or may not be orthogonal to the rows of J . It is obvious that the former case is the (ii) determining E. Only when t 6 ese quantities are known can we compute 4 using In our previous work on t k e fist issue, it was assumed that iven J, B is picked, most desirable because orthogonality is the strongest form of linear independence of a pair of vectors 191. In section 2 we re-examine the problem of determining matrix B which provides intuitive insight into the benefits of choosing B to be orthogonal to 3 .
Past experience indicates that there is some confusion about differences between the IRC and Extended Jacobian methods [13, 14 of kinematic redundancy resolution. In section 3 the two methods are compare d based on a mathematical review of the Extended Jacobian method. The IRC method is also compared to some other approaches.
* 3
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New Insights in Choosing B Orthogonal to J
In this section we take an alternative view about which of the four matrices { J , B , E, F } are known apriori and which are unknown. For the purposes of this report, it is assumed that J and F are known apriori and the problem is to solve for B and E in terms of the known matrices, while satisfying eqs. (5) - (9) . There exist numerical methods for determining a basis for the null space of a rectangular matrix with fewer rows than colurnns, e.g., the zero eigenvalue matrix theorem [lo, ll]. Some analytical techniques for determining such a basis also exist [5, 6, 121. Therefore the assumption that F is known apriori is both logical and reasonable. Insi ht approach.
into the advantages of choosing B orthogonal to J will be much more clear using t f is Let the columns of the (N x N) 
where Ji is the ith row of J and Fj is the j t h column of F . The kth column of E can be defmed in a similar manner:
It is convenient to express eqs. (12) and (13) as concise matrix equations: 
The symbolic solutions for 7 and CY based on eq. 
Comparison t o Related Works
The described input relegation control redundancy resolution scheme is compared to the Extended Jacobian method of Baillieul where the square matrix S defined in eq. (3) was referred to as matrix.
It is convenient to apply the partitioned inverse defined eq. (27) nates formed a set of N task-related configuration variables. Reference trajectories were specified for the task-related configuration variables, and adaptive controllers were devised to control these variables to track the reference trajectories.
Please note that the quantities 6 and J, in [16] correspond to the quantities e and B used here, respectively. In our approach e is an unknown quantity whose value is determined as part of the inverse kinematics optimization process. One the other hand, the Configuration Control method does not involve inverse kinematics.
A general solution to eq. (1) was proposed in [17] which can be expressed using the notation of this paper:
In [17] , it was claimed that F can be determined analytically such that eq. (6) is satisfied by solving the determinant equation IJJTI = IFT FI. It was acknowledged in [17] that the method involves some guesswork. In the example given, the symbolic (6 x 7) Jacobian J had a simple structure: 24 of its elements were zero valued, four of its elements were equal to one, and the remainder were functions of the joint angles. It appeared that the simplicity of their J was instrumental in being able to solve for the 7 dimensional vector F. The Jacobian matrix considered in this paper transforms the joint velocities to obtain the Cartesian velocities of the end effector expressed in the base coordinate system. The symbolic representation of this matrix
Conclusion
To better understand the advantages of choosing B orthogonal to the Jacobian J when resolving the kinematic redundancy of a serial link, open chain manipulator using the input relegation control (IRC) method as suggested in [SI, a proper basis for the N dimensional joint space is needed. In this report it was suggested that the proper basis consists of the rows of J along with the vectors comprising its null space (;.e., the columns of F). It was assumed that the basis vectors are known, and the unknown matrices {B, E} were expressed as linear combinations of the basis vectors.
This formulation proved to be insightful in choosing a specific solution for B and E. Indeed, it was noticed that when E has a component in the null space of J, the particular solution to the original kinematic velocity model, namely (E s), contains a component which induces self motion of the joints. This is in addition to the self motion induced by the homogeneous solution to the original system, namely ( F e ) . In this situation it can be argued that vector E does not completely parameterize the redundant degrees of freedom. Moreover, the self motions induced by the particular and homogeneous solutions might conflict with one another. To prevent such a potential conflict, it was suggested to select B orthogonal to J, which also results in E being orthogonal to F. Now there is no self motion component in the particular solution.
The report also clarified the distinctions between in ut relegation control and the Extended Jacobian method of Baillieul and Martin L3, 141. The fundamental differences are: (i) the Extended Jacobian method yields only a particular solution for the joint velocities based on the kinematic velocity model, whereas the IRC method yields a particular and a homogeneous solution to the model. Mathematically, the Extended Jacobian symbolic solution is obtained by restricting the redundant degree of freedom quantifying variable e introduced here to be an ( L x 1) vector of zeros.;
(ii) In IRC, B is selected to be orthogonal to J such that the particular solution for the joint velocities contains no component inducing self motion whereas in general the particular solution obtained by the Extended Jacobian method contributes to end effector motion and self motion. The methods determine B and E differently.
