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ABSTRACT
This paper uses a very important measure-theoretic 
result, the Eadon-Nikodym theorem, to give a rigorous defi­
nition of conditional expectation - a concept necessary in 
defining a sufficient statistic. The Radon-Nikodym theorem 
is used only in the case that the dominating measure is 
either the Lebesgue or counting measure, and the space is 
Euclidean with the o-algebra consisting of all the Borel 
sets or the space is countable with the o-algebra consis­
ting of all subsets.
In chapter 0, preliminary measure-theoretic defi­
nitions and theorems are given. The classical definitions 
of conditional expectation, conditional probability, and 
density functions are presented in the discrete and con­
tinuous cases and are shown to be consistent with the 
definitions in the general case.
In chapter 1, we define what is meant by a suffi­
cient statistic and develop some of its important proper­
ties. The proofs are given only in the discrete and con­
tinuous cases, but are constructed in such a manner that 
they can be easily extended to prove the theorems in the 
general cases.
In chapter 2, we define what is meant by a com­
plete statistic, and the unbiasedness and efficiency of 
a point estimator based on a sufficient, or a complete 
and sufficient, statistic. We conclude this chapter 
with some applications.
I l l
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CHAPTER 0 
PRELIMINARIES
I. PROBABILITY AND MEASURE
Let ^  be a set. Let X- be a 0 -algebra of sub­
sets of . (3C ) will be called a measurable space
and the elements of will be the measurable sets. A 
countably additive non-negative set function whose do­
main is A" and whose range is in the extended real num­
ber system will be called a measure. If P is a measure
defined on ^  and P( jE) = 1 then P i s a  probability 
measure and (Je , P) is a probability space.
It will be convenient to consider X  as a set of 
mutually exclusive, exhaustive, possible outcomes for a 
future random experiment. For any given random experi­
ment X, it will be assumed that there exists uniquely a 
mathematical model, the probability space (X , P), 
for the experiment and that (X ,^) is always known.
The symbol X will be known as a random variable and can 
be considered as the future outcome of the random ex­
periment. That is, we will make no distinction between 
an experiment and its outcome. Mathematically, a random 
variable X for P) is a symbol for (X , P) .
If (X , X- , Q) is considered as a mathematical 
model for a random variable X, then (X ,>4-) is the sample 
space for the experiment, A  is the family of measurable
1
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
2
events, and Q is the distribution for X. Since X de­
termines Q, Q will be denoted by P^. Thus, mathemati­
cally, a random variable is nothing but a carrier of 
its own distribution. P^(A) should be taken to mean 
"the probability that X falls in the set A".
If ,>̂  ) and ( J ,(8 ) are two measurable spaces , 
then a function T : J is an À- -measurable function 
if T~^(B)e>4' for all Be C6 . If (3f ,^) is a sample 
space and T:^->vJ is an A  -measurable function onto 
, then T is a statistic.
Whenever X is the random variable for the space 
,W- ) and is the probability measure assigned to 
(M , ̂  ) , we will let the statistic T : -> J induce a
probability measure on the space (J ,<B ) defined by 
P^(B) = P^(T“^(B)) for all Be (B . Note that p"̂ is 
well-defined since T~^(B)e for all Be (8 , Also, T
is a random variable for its own induced probability space.
1It is easily seen that the class T” ((B) =
£t~^(B) : Be <8̂  is a sub-a-algebra of ^  .
(^, T""̂ ( (S ) ) and ('J , <8 ) are equivalent in the sense that 
the one-to-one relation A ~ B  <$=> A = T~^(B) (T is onto) 
preserves not only the operations of union, intersection, 
and complementation, but also the probability measure 
assigned to related sets, T“^(d3) is known as the o-
T
)
there is only one statistic T being considered, we will
algebra induced by T and will be denoted by . When
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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y T ylet ^  ̂  Two statistics are said to be equiva­
lent when they induce the same subfield -^q * We will
let restricted to ^  . If T is considered aso
a random variable, we will make no distinction between 
T and T(X). Hence, P(TeB) = P(T(X)eB) = P(XeT"^(B)) = 
P(T‘^eT~^(B)).
II. CONDITIONAL EXPECTATION
Definition 1 : If p. and %  are two measures on a
o-algebra A  , X  is absolutely continuous with respect 
to |i, written X «  p, if As A" and p(A) = 0 imply 
> (a) = 0. If p «  A and A «  p, then p and A are 
equivalent and we write p = A
Definition 2: If p is a measure defined on a
measurable space (^ ,A ) and if "a.e.p" follows a state­
ment pertaining to the points of , it is meant that 
the statement is true for all points of ^ except those 
in a set A where As A  and p(A) = 0. "Almost everywhere" 
or "a.e." will be used for "a.e. p" in the case p is 
Lebesgue measure.
Definition If p is a measure on ,A), then
p is o-finite if there exists A^, A^, ... in ^  such 
that UAĵ  = ̂  and p(A^) < + od for i = 1, 2, ... .
The following theorem is necessary to give a 
rigorous generalized definition of conditional expec­
tation. Since we will be dealing only with the discrete 
and continuous probability spaces, we will use the Radon-
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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Nikodym theorem only in the case that the prohahility 
measure is absolutely continuous with respect to Lebesgue 
or counting measure
The Radon-Nikodym Theorem: If p and A are two
o-finite measures defined over , A  ) and if 71 «  p, 
then there exists a non-negative Â  -measurable real­
valued function f on %  such that %(A) = /^f(x)dp(x) 
for every set Ae Â  . Also, f is unique a.e.p.
The function f in the above theorem is known as 
the Radon-Nikodym derivative for ^ with respect to 
p. Any determination of the function f satisfying the 
above is denoted by — . It might be more accurate to 
define as an equivalence class of functions which
are equal a.e.u. We will say is ^^-measurable
for some sub-a-algebra >4 ̂  of >4r if there exists a 
function g which is >4 ̂ -measurable and  = g.
Definition 4: If h is a real-valued A- -measur­
able function defined on (96, A, ) , then the expected 
value of h(X), E(h(X)), is defined by E[h(Z)] =
^  g(x)dP^(x), if this integral exists.
*It is beyond the scope of this paper to give a 
complete exposition on Lebesgue measure theory and genera­
lized p-integration. For this reason, we shall refer to 
p-integration only in defining conditional expectation.
It will be assumed that the reader is familiar with 
Lebesgue integration and the Radon-Nikodym theorem in 
the special case that the dominating measure is either 
the Lebesgue or counting measure, and the space is Euclidean 
with the o-algebra consisting of all the Borel sets or the 
space is countable with the o-algebra consisting of all 
subsets.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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Assume h is a non-negative real-valued function
and E[h(X)] exists. If ̂  is defined on ) by
^(A) = /^g(x)dP^(x) then 2 is a measure on (^ ,>̂ ) and
hence on where >4*̂  is the o-algebra induced by
a statistic T. Clearly "XL «  P^L • Therefore there
o o
exists, by the Radon-Nikodym theorem, a function f : 36
which is -measurable and X(A_ ) = /. f(x)dP^(x) for o o
all A^e . Lemma 1 will show that there exists a 
measurable function k on the range space of T such that 
f(x) = k(T(x)) for all x e ^ .
Definition ^: The value of the function f defined
above at a point xs36 is known as the conditional expec­
tation of h(X) Riven T(x), denoted E[h(X)IT(x)], and is 
unique a.e. F^. Note that k(t) = E[h(X)It] for all 
tsT[^C].
Lemma 1: Let the statistic T from (36" ,Ŵ ) onto
(«Î ) induce the o-algebra Then a real-valued
>4^-measurable function f is ^4^-measurable if and only 
if there exists a real-valued 0B>-measurable function k 
on tJ such that f(x) = kT(x) for all xs 36 .
Proof: Suppose there exists such a function.
Then g”^(C)e® for each Borel set C. Therefore, 
f“^(C) = T~^(g~^(C) )e for each Borel set G and hence
f is J^-measurable.
Conversely, suppose f is -measurable. For
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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each te J , let g*(t) = [ f(x) : xeT”^(t)J . Then, since
T is onto, g*(t) 4= 0 for any te J . Let f(x^)e g*(t^) .
Let E = fx : f(x) = f (x^) J = f“^[f(x^)]. £ f (x̂ )j
is a Borel set and hence Ee . Therefore there existso
Pe (8 such that E = T~^(P). But x^eT“^(t^) and x^eE 
imply t^eP and therefore T“^(t^) c T”^(F) = E. In other 
words, for each t^e J , g*(t^) consists only of one 
element. Let g(t) be the element of g*(t) for each te C/ . 
Then g is well-defined and clearly gT(x) = f(x) for all 
xe 3̂  .
Since T“^(g“ (̂-oD , x) ) = f“ (̂-cD , x)e ^  q -, it
must be the case that there exists Be 6  such that
T~^Cg“ (̂-CD , x) ) = T~^(B). Since T is onto, B = g“^(-0D,x)
and hence g is (B -measurable.
Definition 6: For any measurable real-valued
function f, its positive and negative parts,
f"*"(x) = max Cf(x), 0] and f~(x) = max [-f(x) , 0] are
also measurable and f = f^- f~. If ECf'*’(X)] and
E[f"(X)] exist, then the conditional expectation of f is
defined as E[f(X)|T(x)] = E[f^(X)!t (x )] - E[f“(x)IT(x)].
Definition 7: If Ae then the conditional
probability of A given T(x) is defined by P(AIT(x)) =
E[I^(X)IT(x)] where ^ is the indicator function for A.
Since for each Ae ^  , P(Alt) is unique only up
Tto a set of P measure zero, if t is an element of a 
P^ null set, then for all Ae Àr , P(Alt) can be any real
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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number. However, it has been proved [2] that if ^ is 
a Borel set of a Euclidean space and -A consists of all 
the Borel subsets of 3̂  , then there do exist determina­
tions of the functions P(Ait) such that for each fixed 
te , P(Alt) is a probability measure over A  . In 
this case P^ ̂ ̂  is used to denote any version of these 
conditional measures.
In the discrete and continuous cases, the more 
common definitions for conditional probability and ex­
pectation will be presented. Fortunately, however, it 
will be shown that the definitions to be given are con­
sistent with the above general definitions. Theorems 
related to these definitions in the discrete and con­
tinuous cases will also be given; but these theorems 
are beyond the scope of this paper (and author) to pre­
sent in the general case.
III. DISCRETE PROBABILITY SPACE
Definition 8: A measurable space ( 36 , ) is
discrete if % is countable and A  consists of all sub­
sets of 3£ .
Definition 9= A probability space ( , A , P) is 
discrete if ( M  , A) is discrete.
If T : (3e ,A , P^) ^  (0 , e , P^) is onto and
( , A ) is discrete then, necessarily, T is a statistic
and is countable. The induced probability measure 
TP is defined for all subsets B of since
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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p'̂ (B) = P^(T“^(B)) is defined for all Be 3 . Hence the 
range space ( C? , (8 ) of T is discrete if ( X , ) is dis­
crete .
For the remainder of this section, assume ,5^,P^) 
is discrete and T is a statistic onto (C7 ,6̂ , P*̂ ) .
Definition 10: If te <7 then for all Ae jyf , de­
fine P(Alt) = P^(AnT"^(t))/P^(t) if P^(t) > 0, and 
P(AI(t) = 0 otherwise.
For each Aeŝ - , P(A 11) is <8 -measurable since 
(B consists of all subsets of 3 . For each fixed te d ,
the set function P^ ̂ ̂  defined by F^^^(A) = P(AIt) is a 
probability measure for ( 3£ , *4-) and is known as the con­
ditional probability of X given T = t.
Definition 11: If g is a real-valued function on
(^,54), then the expected value of g(X) , denoted E[g(X)],
Yis given by E[g(X)] = Z g(x)P (x) if this sum converges
xê ?
absolutely.
Definition 12: If g : is real-valued then the
conditional expectation of g(X) given T = t, E[g(X)lt],
is defined by E[g(X)lt] = S g(x)P^^^(x) if this series
xe3É
converges absolutely.
If E[g(X) ] < + 00 then E[g(X) 11] < + od  . The 
following theorems show definitions 10 and 12 to be con­
sistent with definitions 5 and 7*
Theorem 2: If I^(x) is the indicator function
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
for Ac A- then E[I^(X)lt3 = P(Alt).
Proof: ELI.(X)It] = Z P^*^(x) = P(Alt).
^ xeA
Theorem $: If Be CB then Z g(x)P^(x) =
xeT“^(B)
Z E[g(X)lt]P^(t).
teB
Proof: Z E[g(X)It]P^(t) = Z ( Z g(x)P^'^(x))P^(t)
teB teB xê f
= Z gCx) Z ^(t)) pT(t) [where
xe3£ teB' P (t)
B' = ^ teBlp'̂ (t) > Oj] = Z g(x)P^(£xj nT"^(B))
XE%
= 2 g(x)P^(x).
xeT“^(B)
IV. CONTINUOUS PROBABILITY SPACE
Definition 13’ A probability space (3?, , P) is
continuous when 56 is a Borel subset of a Euclidean space 
E^, À  is the a-algebra generated by the open and closed 
subsets of 5̂ (the Borel sets) and P is absolutely con­
tinuous with respect to Lebesgue measure defined on (56 , ;4 ) 
From the Radon-Nikodym theorem we get the following 
corollary which could also be taken as a definition for 
a probability space to be continuous.
Corollary 4-: If (56,-^, P) is a continuous proba­
bility space, then there exists f : 56 -> E^ such that f
is Lebesgue integrable and ^  -measurable and for all 
Ac A  , P(A) = /^f(x)dx.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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Proof: The n-dimensional Lebesgue measure is
o-finite. Any probability measure is totally finite and
hence o-finite. The result follows from definition 13
and the Radon-Nikodym theorem.
The function f above is called the density for
P with respect to Lebesgue measure and is unique up to a
set of Lebesgue measure zero.
Definition 14: If T : Of P^) -> ( J  ,(8 , P*̂ )
is a statistic, then let be the smallest o-algebra
containing £AxB : A s ^ , Be (BJ . The joint probability
measure, P^’̂ , is defined on the measurable space
and is the unique measure that has the property
that P^’̂ (AxB) = P^(AflT"^(B)) for all As A  and B e <B .
Assume (^ , P^) is continuous and that if
T : (XyA, P^) -> ( 3 , (8 , P*̂ ) is a statistic then the
joint probability space (36 x U , ̂  , P^’*̂) is continuous
(which indeed need not be the case); that is, has
X Ta density p ’ with respect to Lebesgue measure.
Definition 15 (Classical): The conditional
probability measure on (36 ,?f ) given T = t has a density 
with respect to Lebesgue measure on ( 0 ,0), P^ ̂ ̂ , given
by P^'Rx) =
^ p ’ (x,t)dx p (t) 
if p*̂ (t) > 0 and is 0 if p"̂ (t) = 0.
Definition 16: If g : 36 -> is measurable then
E[g(X)] = ^ p^(x)g(x)dx if this integral exists.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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Definition 17 (Classical): If g : is
measurable then the conditional expectation of g(X)
given T = t, E[g(X)lt] = / g(x)p^^^(x)dx.
A difficulty arises at this point. As will be
T X Tpointed out again in section V, p and p ’ in defini­
tion 1 5  are not functions but equivalence classes of 
functions which are equal almost everywhere. Any form 
of the densities for the distributions of (X, T) and T 
yields a form of p^^^.
Note that E[g(X)lt] exists if E[g(X)] exists- 
X 11Also note that p is properly normalized for all t
msuch that P (t) 4= 0 so that the measure defined in 15 is
Ta probability measure a.e. P . The following theorems 
make definitions I5 and 1 7  consistent with definitions 
5 and 7-
Theorem 5: E[I^(X)lt] = P(AIt).
Proof: E[I^(X)lt3 = ^  I^(x)p^^^(x)dx = /^p^^^(x)dx
= P(Alt)
Theorem 6: If Be (B then / _^g(x)p^(x)dx
T“^(B) 
B̂= /^E(g(X) I t)p'^(t)dt.
Proof: /^E(g(X) I t)p^(t)dt = /_[/ £ 1-L̂ ,. dx]p^(t)dt
B T -‘■(B') p (t)
= / _i g(x) /^p^’̂ (x,t)dt dx = / -,g(x) / p^’̂ (x,t)dt dx 
T -̂ (B' ) ^ T“-̂ (B' ) ^
= f _-,g(x) p^(x)dx = / -,g(x) p^(x)dx (where B'= fteB|p'̂ (t)>oTl.
T -̂ (B') T~-̂ (B)
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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The last equality follows from the fact that
P^(B - B') = 0 => P^(T~^(B - B')) = 0 => P^(T"^(B)-T~^(B’))=0,
V. DENSITIES FOR PROBABILITY MEASURES
Let ( , >4-, P) be a probability space. Then for
any Ae^ , P(A) = /^dP^. In the discrete or continuous
case, this equation is analagous to either P(A) = Z P(x)
xeA
or P(A) = /^p(x)dx where p is the density for P with re­
spect to Lebesgue measure. If (%, X-, Q) is a measure
space such that P «  Q, then there is an analagous for-
dP
'mmulation for the Radon-Nikodym derivative, -w , in either
the discrete or continuous cases.
Definition 18: If (^,^, P) and (3̂ ,-s4r, Q) are
dPdiscrete and P «  Q then ^  denotes any function f such
that P(A) = Z f(x)Q(x) for all Ae A- •
XEA
dPAlthough is not uniquely defined above, we do 
know the following:
d^1.) P(x) = ^  (x) Q(x) for every x in 3̂
2.) There does exist ^  satisfying (l.) since 
Q(x) = 0 =5* P(x) = 0.
3. ) ^  (x) = for every x such that Q(x)  ̂0.
J  T)4.) ^  is unique a.e. Q in view of statement 3»
Definition 19 : If ( 3̂  , P) and ( 36 ,W", Q) are
continuous and P «  Q then, if p and q are the densities
dP Àfor P and Q, ^  denotes any ^  -measurable function f such
that for all Ae A  » P(A) = /,f(x)q(x)dx.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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dPAgain, is not uniquely defined. However, the 
following is true:
1.) (x) q(x) = p(x) a.e.
2.) There does exist a solution for each xe 36 
such that q(x) 4= 0 for the equation in 1; namely
3.) If we let ^(x) = 0 when q(x) = 0, then
^  will he >4- -measurable and will satisfy the above 
definition.
4-. ) Any form of ^  will satisfy 2 and $ almost 
everywhere.
The following lemmas, which will be needed for 
proving some of the remaining theorems, are easy conse­
quences of preceeding definitions:
Lemma 7: If p, xc, X are measures defined on the
same space and (a «  Tt «  A then •
Lemma 8: [E[g(X)IT]] = E[g(X)]. [Consequence
of theorems 3 and 6.]
Lemma 9= If E[f(X)It] exists, then for any (B - 
measurable function h , E[h(T(X)|t] = h(t)E[f(X)It]. [We 
are assuming (^ , (B) is the range space of the statistic T.]
Proof: (Discrete Case)
For each te J , let A(t) = £x|T(x) = t3 .
E[h(T(X))f(X)It] = E h(T(x))f(x)P^*^(x)
xe3£
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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S h(T(x))f(x) = S h(t)f(x)P^I'^(x)
xeA(t) P (t) xeA(t)
= h(t) E[f(X)|t].
Proof: (Continuous Case)
/ h(T(x))f(x)p^^^(x)dx = j^^^h(T(x))f(x)p^^ ̂ (x)dx
= h(t) /ĵ (-,̂ )f(x)p̂ *̂ (x)dx = h(t) ECf(X)|t].
Theorem 10: /  ̂ f(T(x))dP^ = /T̂ f(t)dP*̂  in the
---------- T"^(B) (̂Tsense that if either integral exists, then so does the
other and the two are equal.
Proof : (Discrete Case) Let A(t) = £xlf(x) = tj
Then, if Z f(T(x))P^(x) converges absolutely, 
xe3&
2 f(T(x))P^(x) = Z Z f(T(x))P^(x) = Z f(t) Z P^(x)
X6% ted xeA(t) tej xeA(t)
Z f(t)P^(T~^(t)) = Z f(t)P^(t). Since the theorem
te J teJ
is true for the space J , it is true for any subspace
B <= J
Proof : (Continuous case)
First, assume f is the indicator function for some set
Ae (6 where (J , (B) is the range space for T. Then,
/ f(T(x))p^(x)dx = / -, -,p^(x)dx = P^(T“^(BnA))
T ^(B) T“*̂ (B)nT ■‘■(A)
P^(BHA) = = /gf(t) p^(t)dt.
Hence, the theorem holds for all indicator func­
tions. Therefore the equality holds for functions which
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
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are limits of non-negative linear combinations of in­
dicator functions and hence for all non-negative integra- 
hle functions. Finally, this implies the equality holds 
for all Lebesgue measurable functions f for which the 
integrals for f^ and f~ exist.
Theorem 11: If (1̂  ) is continuous and
is a sub-0 -algebra of A- induced by a statistic T, 
and if f and g are W-^-measurable functions such that
/. f(x)dP^ = /. g(x)dP^ for all >4 _, then f = g a.e,^0 ^ 0  o o
Proof: According to lemma 1, there exists a (B -
measurable function h such that f(x) - g(x) = hT(x). By
hypothesis, for all Be<6 ; 0 = / . f(x) - g(x)dx =
T~-̂ (B)
I -, hT(x)dx. By the preceeding lemma, / , hT(x)dx =
T“-̂ (B) T ^(B)
/gh(t)dt. We are assuming that J , the range of T , is 
a Borel subset of B® with <8 consisting of all Borel sub­
sets of Cf . Hence h(t) = 0 a.e. and 
0 = ^ lh(t)ldt = ^ If(x) - g(x)ldx so f = g a.e.
Rather than restrict ourselves, in the continuous 
case, to the classical definitions 1 5  and 1 7 , we will 
use theorems 5 and 5 as the definitions for conditional 
probability and expectation (similar to section II). Let 
h^T(x) satisfy definition 17- Using the preceeding theorem, 
we can define E[f(X)lT(x)] to be any function h such that 
h is W-^-measurable and h(x)p^(x) = h^T(x)p^(x) a.e. We
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will define P(Alt) = E[I^(X)lt].
P(Att), E[g(X)|t], and are not functions but 
variables representing any element in a particular equiva­
lence class of functions. With a certain amount of am­
biguity in some of the proofs of the remaining theorems, 
we shall give explicit formulations for ^  , E[f(X)It], 
and P(AIt), (such as definition 15)» and switch in the 
proof to another formulation, if we feel it necessary.
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SUFFICIENT STATISTICS
I. PRELIMINARY REMARKS
When (XyÀ-) is a sample space for an experiment 
and X is the random variable, there exists a unique mea­
sure P which assigns to each event Ae ̂  a number which 
measures the probability that XeA. This probability 
measure is known as the distribution of X .  In applica­
tions, the distribution P is unknown. It is usually 
assumed that P is an element of a class of probability 
measures [ Pg: 0e ClJ . The space is known as the 
parameter space (index set) for the distribution of X.
It should be noted that the experiment is usually a 
product of simple experiments and the outcome space 
is the cartesian product of the outcome spaces for each 
simple experiment.
After the experiment has been performed and the out­
come X = X has been observed, one might wish to make 
some conclusions about the distribution of X or, equiva­
lently, about the parameter 0. A statistic T is usually 
introduced to condense the observation X = x to a measur­
able event which contains "all the necessary information” 
for the parameter 0. This statistic might be used to ob­
tain a point estimate for 0 if Cl cE^, to obtain a con­
fidence interval for 0 if cE^, or test a hypothesis
17
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concerning 0 against an available alternate hypothesis.
In this chapter we define what is meant by a 
sufficient statistic and give some of its important 
properties. Intuitively, a sufficient statistic for 0 
is a statistic which "contains all the necessary infor­
mation" for estimating 0.
All the theorems presented in the remainder of 
this paper are true. However, a correct presentation 
of the proofs requires a knowledge of generalized p- 
integration and the Radon-Nikodym theorem. In many 
cases, such as theorem 1 7 , an easy proof can be con­
structed in either the discrete or continuous case. 
However, such proofs can not easily be generalized to 
the case considered in the theorem. We choose to prove 
the theorem to be true in only the discrete and contin­
uous cases, but construct the proofs in such a manner 
(at least for the continuous case) that they can be 
generalized to prove the original theorem,
II. DOMINATED SETS OF MEASURES
Let ^  be a family of measures on ( If ) . Let 
% be a measure on ( ,W- ) . If 7i is o-finite then ^
is said to be dominated by ti , written 7t, if for
every Pe ^  , P «  n . Let be an arbitrary class of 
measures on ,74- ) . Then ̂  is absolutely continuous 
with respect to , written ^  , if Q(A) = 0 for
all Qe ̂  implies P(A) = 0 for all Pe 5^ . If ^
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and 3^ «  ^  then and ^  are equivalent. Similarly,
^  is equivalent to a o-finite measure Tt if (P «  [ teJ
and I n) «  P  , A family of measures P  defined on the 
same measurable space (% , W- ) is said to be dominated if 
there exists a o-finite measure m defined on ( , W- )
such that P  «  n.
Theorem 12: If (% ) is a discrete measurable
space, then any family of measures defined on ( %" ,W- ) is 
dominated.
Proof: If Asp and card A < + cd , define
tc(A) = card A. If A s ^  and A is countably infinite, 
define ti(A) = + cd  . n is known as the counting measure.
The fact that n is a measure on (IX ,?f ) follows from the
properties of cardinality. Since (X^A) is discrete and 
7t(x) = 1 <  +  CD for each [xj e p  ,  "rt is o-finite.
ti(A) = 0 <W> card A = 0 <=> A = 0. Hence, any 
measure defined on (X , W- ) is absolutely continuous with 
respect to tu.
Theorem 1$: If ^  is a family of probability
measures defined on (X,^) such that (X  ̂ p) is con­
tinuous for each Pe ^  , then ^  is dominated by Lebesgue 
measure.
Proof: Lebesgue measure is o-finite. The theorem
is simply a restatement of definition 1 3 .
Lemma 14-: If ti is a o-finite measure defined
on then there exists a measure p such that
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
20
(i(A) <_ 1 for all A e ^  and ti = p..
Proof: Since tc is a o-finite measure defined on
(5̂ ,>4-), there exists a sequence of sets in ^
such that %  = (JÂ  and m(A^) < + oo . It is possible to 
choose the A^ such that = 0  for n 4= j and 7c(Â ) > 0 .
Define p \A hy p(A) = StiCAHÂ  )/2%(A^) .
i.) p(A) ^ 0 for all Ae;4 •
ii.) If is a sequence of disjoint sets in
A  , then . g 7i((ÿBpnAjj)/2“7i(A^) 
= S g "(B^flA^)/2'',t(Â ) . g H(Bp.
iii.) î(A) < 2  = 1 for ail Ae>̂ - .
2
iv.) p(A) = 0 <W> mCAHA^) - 0 n = 1 , 2, ...
<W>g Tt(AnÂ ) = 0 <=>7t(j{(AnÂ )) = 0
<è=i> TC (A) = 0 .
Lemma 15: is a dominated family of probability
measures on (5? ,^ ) if and only if there exists a proba-
00
bility measure tc = . Z. c.P. such that the c's are positive, 
S = 1 , P^e ^  for i = 1 , 2 , and = tc.
Proof: If such a tc exists, it is a dominating
measure. Suppose then that is a dominated set of 
measures and let 7{ = ĉ P̂  ̂ : P^£ for i = 1 , 2 , ...,
D Cf = ij . Since ̂  c 7î, ^  «  /T. Clearly ^  so
7/ = ^  . 'ft. ±s a. class of discrete or continuous proba­
bility measures when ̂  is a class of discrete or con-
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tinuous measures.
Let |± be the dominating o-finite measure for ^  o 
Then [j- also dominates 7f. Let ^ be a measure such that 
'X s p. and “ACa) < 1 for all Ae^ (guaranteed by pre~ 
ceeding lemma).
If (3£ is discrete, for each MsTT, let
m(x) = M(^x 3) . If 7f is continuous, for each Me7(, let 
m be the density for M. (In general, for each MeTf, let 
m = dM/du.)
Let ja be the family of all sets Ce^ such that
if xeC, then there exists MsTT such that m(x) > 0 a.e.jj, 
on C and M(C) > 0.
/é* is non-empty since £x : m(x) > oj for
each Ms/f. Let K =  ̂% (C ) : Ce(a J . K is non-empty and
bounded above by 1. Therefore K has a supremum. Let
[ be a sequence in jg such that [ A(Cĵ ) J converges
to sup A(C) .
Csg
For each , choose such that m^(x) > 0
a.e.p on and M^(C^) > 0. Let m^ (x) = 2 Cĵ m̂ (x) for
arbitrary positive c's such that S c^ = 1. Let.
Mq = S Then M^e/f and m*(x) = m^(x) a.e»(i on M  .
Let = y C .
Since m^(x) > 0 a.e.p on G^, we have m^(x) > 0
a.e.u on C. . m (x) > 0 a.e.u on C. implies m^(x) > 0■ ^ l o  1 o
a.e.fion U C. = C . M. (C. ) > 0 implies M (C ) > 0.*i X O X X L/ u
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Therefore, C e <2 and ^(C ) < sup ^(C).
° ° " Ce;2
C. C= C implies ^(G. ) < A  (G ) i = 1 , 2,_L U X •" V
and hence sup A  (G) < A(G ). Therefore 
C e °
A (G ) = sup A(G) .
° CGg
We wish to prove that = 7t «  M^. Suppose M 
does not dominate T[. Then there exists Me'/7 and Ae^X
such that Mq(A) = 0 and M(A) > 0.
Let B = fx : m^(x) = 0, xsG^ . Since m (x) > 0 
a.e.p on G^, |i(B) = 0. If is discrete, then M^(A) = 0
=5> M^(AnG^) = 0  =5> m^(x) = 0  for every xsADG^
AHG^cB =5> (i(AnĜ ) = 0 .
If ̂  is continuous, then 
MqCA) = 0 =5> M^(AnG^) = 0 =5> / =  0 •
<W> p((AHG^)-B) = 0. Therefore p(AflĜ ) <_ jj,((AnĜ )-B)
+ p(B) = 0.
Let G = ^x : m(x) > Oj , M(G) = 1 and
£ xeG : m(x) = oj = 0 so Ce(i , p(AHG^) = 0
=> M(AAG^) = 0. M(A) > 0 M(A-G^) + M(AnG^) > 0
==> M(A-Gq) > 0. M((A-G^)nG) = M(A-G^) > 0. Therefore
p((A-G^)nG) > 0 and hence A  ( (A-G^) (IG) > 0. Therefore 
we have A(G^U((A-G^)DG)) > A(G^) . If we can show 
that G^U((A-G^)nG)e, then we will have a contradic­
tion to A(G_) = sup A(G) .
° Cs
Define M* = [1/2]M^ 1/2M. Let m* =
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Then m* is a form of the density for M*. M*e7f, M «  M*, 
and M «  M*. M((A-C^)nC^)nc) > 0 => M*(C^U((A-G^)HC)) > 0,
Let E =  ̂X : m*(x) = 0, xeC^U((A-C^)nc)j
E = { X : m(x) = 0, xec} = 0
B = { X : m^(x) = 0 , xsC^ ̂  .
|i(BUF) = n(B) = 0. Since m*(x) == 0 => m^(x) = 0 and
m(x) = 0, EcBUF. Hence p,(E) = 0. Therefore 
C^U((A-C^)nC)e . Since this is a contradiction, it
must he the case that 7T «  M . Since we have
Theorem 16: A family ̂  of prohahility measures
on is dominated if and only ± f ^  has a countable
equivalent subset.
Proof: S u p p o s e h a s  a countable equivalent sub­
set  ̂P^, Pg, ... ^ . Let p = S P /2^. Then p is a
probability measure defined on ( ,W- ) and clearly 
p (a ) = 0 P^(A) = 0 n = l, 2, ... P(A) = 0 for all
Pe ̂  .
Suppose ̂  «  A  where %  is a o-finite measure 
over ,W- ). Then, by the proceeding lemma, there
exists a probability measure p = E c^P^ where P̂ ê ̂  
i = 1 , 2 , ..., the c's are positive, and p.
P(A) = 0 for all Pe ̂  <S=> p(A) = 0 P^(A) = 0
i = 1 , 2, ... . Hence = £Pj, P2 , • • - ^ «
III. SUFFICIENT STATISTICS FOR DOMINATED SETS
The statistic T is sufficient for a set
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^Pq : 0 6  0 - 3  of probability measures on
or is sufficient for 9e jfl , if for every As W" there
exists an A- -measurable function P(A|t) on the range
space (CT,0) of T such that for each PqE ̂  ,
P(Alt) = Pg(Ait) a.e. P^.
In the following theorem, let = £Pq = 9c
be a dominated family of probability measures over
. By lemma 15, there exists p = % c.P^ such1
that p is a probability measure and ^  = p. Let T be 
a statistic with range space (CT,(S) .
Theorem 1?: T is sufficient for ̂  if and only
j ^if -3--  is ^  -measurable for all 9e i 1- .
dPg
Proof: (Discrete case) Let —g— be yp^-measur~
able for every 06 JTl . By lemma 1, there exists gg such
dP
that gg is (3 -measurable and —^  (x) = gg(T(x)) for all
Y |4_ Po(x) Pr\(x)
XG 3t . Then if T(x) = t, Pr, (%) = - m ' =
W (t) 1® x'GT"^(t)
ggT(x)p(x) gg(t) n(x)
= S gg'T(x')p(x' ; " ggCt) 2 p(x')
x'eT~^(t) x'eT“^(t)
pendent of 9e iTI . If T(x) 4= t, then Pg^^^(x) = 0 is 
independent of 0e O. . Hence T is sufficient for ^  .
Conversely, suppose T is sufficient for ̂  .
Then P^(x) = P^''^(^\x)P^(T(x)).
p ( x )  = Z c ^ P ^ I ^ ( ^ \ x ) P g / ^ ( T ( x ) )  = P ^ ) ^ ( " " \ x ) P ^ ( T ( x ) ) .
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dP„ P„(x) Pq (T(x ))
If [i(x) > 0 then — ^(x) = — 7 — 7 = ~rrr------   • If M-Cx) = 0dp Plx; p4 T(x))
dP@ dP
then —^(x) = 0. Hence -̂ 7̂— is j4-^-measurable by lemma 1.
Proof: (Continuous Case)
Suppose T is sufficient for ̂  . Then for all 0e IT ,
Be S  , and Aej4- , by theorem 2 :
Pg(AnT"^(B)) = /^_^^^^I^(x)pQ(x)dx = /gE[l^(x)It]pg(t)dt
= ^(x)dx] Pg(t)dt = /gP(Al t)pg(t)dt. (1)
Similarly, |j.(AnT’’̂ (B) ) = /^p(A I t)p^(t)dt.JJ |J.
Also, pCAPIT ^(B) ) = S c^/gP(A I t)pQ^(t)dt
= /gP(Alt) S Cj_Pg'̂ (t)dt = /gP(Alt)p^(t)dt
The second equality above follows from Beppo Levi's 
theorem on monotone sequences. The third follows from 
the fact that c^^Pg^Ct)dt = /gp|^(t)dt (again Beppo
Levi's theorem) for all Be (B and (since S  consists of 
all Borel sets), 2 c. Pr\'̂ (t) = p^(t) a.e.
Hence p(Alt) = P(A 11) a.e. p"̂ .
^  dP^Let PgG ̂  , fg(x) = -g^(x), and gg(T(x)) = L^Cf(X)It(x)].
For all Ae ̂  :
Pg(A) = P(AIt)pg(t)dt [setting B = J” in (1.)]
/=  P(AlT(x)pg(x)dx [theorem 10]
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= ^ P(A|T(x))fg(x)p^(x)dx [definition 193
= / E [P(A|T(X))fo(X)IT(x)] p (x)dx [theorems 6 
^  ̂ ^  ̂ and 1 0 ]
= ^ P(aIt(x))sq(T(x)) p^(x)dx [Lemma 93
= / B (I.(X)|T(x))gp(T(x)) p (x)dx [theorems 5 
^  ̂ ^ ^ and 1 0 ]
= ^ E^(Ij^(X)gQ(T(X) ) 1t (x )) p^(x)dx [Lemma 93
= ^ I^(x)gg(T(x)) p^(x)dx [Lemma 8  and theorem 10]
= /^Sq (T(x )) p^(x)dx. [Lemma 93.
dPo
Hence gg(T(x)) = —^  (x) [definition 193 and
—3— is -measurable.
° dPnConversely, let — (x) = gg(T(x)) for all 0£jTL .
For fixed 0 e Cl and A e ^  , and for all A^e :
•̂ A I^(x)p@(x)dx = Eg(Iĵ (x) 1t(x)) pg(x)dx
= Pg(AlT(x)) gg(T(x)) p^(x)dx. (2)
Also, I^(x)pg(x)ds = Ijĵ (x)gg(T(x) ) p^(x)dx
= E^[I^(X)gg(T(X)|T(x)3 p^(x)dx
= E^[I^(X) |T(x)3 gg(T(x))P|^(x)dx
= P^(A|T(x))gg(T(x)) p^(x)dx (5)
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Since (2) and (5) are equal for all A^e p4'q '> smd 
since P^(A|T(x)) and P(AIT(x)) are >^^-measurable, by 
theorem 11 they are equal a.e .p. and P^(AlT(x)) serves as 
a determination of Pg(A|T(x)).
Corollary 18: 11 is dominated by a o-finite
measure fi, then T is sufficient for if and only if 
there exist non-negative CB-measurable functions gg on
(7 and a non-negative -measurable function h on
dPg ^
such that (x) = ggT(x)h(x) for all 0 e XI .
Proof: Suppose T is sufficient. By the pro­
ceeding theorem, there exists %  such t h a t = A_ and
 -T"T is ^  -measurable. Hence, there exists a non-d A o ’
negative ^-measurable function gg such that — = ggT
dP dP
for all 96 n  . ^  = (ggT) . Let
h(x) = (x) be non-negative and the theorem follows.
dPqIf (x) = ggT(x)h(x), let A= S Cĵ Pg be
such that ̂  = A  . Then §j^(x) = 2 c^gg T(x)h(x)
1
ggT(x)h(x)
= k(T(x)h(x) and " k T(x)h(.xj
SqT(x ) V= '2' "j" is J^^-measurable and by the proceeding theorem,
T is a sufficient statistic.
A set ^  of measures on ) is said to be
homogeneous if p = A  for every p and A  in ̂  . If
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(iT,7f) is discrete a n d c o n s i s t s  of measures such 
that xe ̂  => either p,(x) = 0  for all |ie ̂  or |i(x) > 0  
for all |i.8 ^  , then it is clear that ^  is homogeneous.
In the continuous case, is homogeneous if there exists 
a set Ae $4- such that |a(A) = 1 for all |j,e and the 
density for each measure is positive a.e. on A.
Corollary 19: A necessary and sufficient con­
dition that a statistic T he sufficient for a homo­
geneous set ̂  of prohahility measures on (Jf,y4 ) is 
that he ^-measurable for every and p in .
Proof: Theorem 17 must hold for every p such that
p = S c^Pq where 2  = 1 , Pq e i = 1 , 2 , ..., and
^  = p. Hence theorem 1? must hold for every pe ^  .
IV. PAIRWISE SUFFICIENT STATISTICS FOR SETS OF MEASURES
1 1 ^  is a set of measures for a space QS , W- ) then
the statistic T : ) -> ( c7 ,(8 ) is pairwise sufficient
for if T is sufficient for every pair ^p of
measures in ^  . Under certain conditions, pairwise 
sufficiency is equivalent to sufficiency. There is a 
simple criterion, similar to that of sufficiency, which 
holds for pairwise sufficient statistics even when the 
set of measures is not dominated.
Corollary 20: A necessary and sufficient con­
dition that T he pairwise sufficient for a set ̂  of 
prohahility measures is that for any two measures P̂  ̂and
^  dPf .
Pg in ^  j is ^^-measurahle.
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
29
Proof: If T is sufficient for ^ , ^2 3 ’
ji = ■̂Pĵ + ^ 2  ' Then  ̂P^, Pg ̂ = [j. so |i satisfies
dPf
theorem 1 7  and is ^-measurable. It follows thatdfx o
dP. , dP, .
--p—j = 2 is Tr^-measurable. Conversely, if
d(T~-fF~J -^Q-measurahle, then is Tf-^-measurahle
dPg dPg dP.
= 2 ( 1 -  a(p^+pg) ) is ^„-measur-
able and theorem 1 7  is applicable for the set £ P^? ^23 '
If f and g are two real-valued measurable func­
tions on (9f,^) such that p( £ x : f(x) = g(x) = Oj) = 0
for some measure p on (9E" , then we shall say (f, g)
is admissible a.e.p. Two admissible pairs (f^, ĝ ) and 
(f2 > 6 2 ) will be called equivalent, in symbols
(f^, S2_) - (^2’ 6 2  ̂̂ ii there exists a real-valued
measurable function h on such that p( x : h(x) = 0 )=0 
and such that f^(x) = f2 (x)h(x) and g^Cx) = g2 (x)h(x) a.e.p 
Lemma 21: The relation =, above, between admissi­
ble pairs is an equivalence relation.
Proof : Since the unit map, h(x) = 1 for all
xe ̂  , is measurable, = is reflexive. = is transitive 
since the product of two measurable functions is measur­
able and p(£x : h^»h2 (x) = O}) < p(^x : h^(x) = Oj)
+ pCtx : h2 (x) = Oj). Since for every measurable func­
tion h(x) , is defined except on B = £x : h(x) = oj
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and is measurable on 9̂  - B, we can define h*(x) = ^
if xe %  -B and h*(x) = 0 if xeB. Then h* will be measur­
able and since £x : h*(x) = 03 = B, = is symmetric.
The equivalence class for the pair (f,g) will be 
called the ratio of f and g, will be denoted fig, and 
will be said to exist [p] . If is a sub-a-algebra
of ̂  then fig is -measurable C p ]  if there exists
(f^, ĝ ) in fig which is admissible a.e.p and both
f and g are -measurable,o “o o
Lemma 22: If , Pg, , and Pg are measures on
^A) such that P^ + Pg «  and P^ + P^ «  pg then
aPi aPg dp^ dPg,
admissible a.e. (Pĵ +Pj)
and equivalent.
dP. -
Proof: B]_(£x : (x) = 0$) = 0 and
^ dPp _ . dP,
= Oj) = 0. Hence (P^+ F^) (Ix : ^^(x)
dPp dP. dPp
= -gp—  = Oj) = 0 and is admissible a.e.
dP. dPp
(P̂ -̂i- Pp) . Similarly, (-gjp- , ) is admissible a.e.
(P^+ Pp). To prove equivalence, let p = p^ -h pp. Let 
(,)dp  ̂ dp.
h(x) = —g—------ if (x)  ̂0 , and h(x) = 0  otherwise.
dp^
, dP. dp. dP. dP. dpp
Then h is -measurable. ^  3^“  = djr = 3(1- =
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dP-, dp.. dP. dP.
= aüj ^ ïïiT̂ = 3ÎÎ  (x)h(x). Similarly,
dPp dPp
  (x) = (x)h(x), and the two pairs are thus equiva­
lent .
If Pĝ and Pp are any two measures on (% , W") ,
then the above lemma says that for any measure p such
, -5 , dfpthat c ’ 1̂2 J P, the ratio I exists [p]
and is independent of p. The ratio
dP-j dPp
I will be' called the likelihood ratio of
P^ and Pp and, since it is independent of the dominating 
measure p and since such a dominating measure exists 
(p = P^+ Pp for instance), the likelihood ratio of 
P^ and Pp will be denoted by dP^ldPp.
Theorem 23: A necessary and sufficient condition
that T be pairwise sufficient for a set ^  of proba­
bility measures on ) is that for any two measures
P^ and Pp in .5̂  , dP^ I dPp is W" ̂ -measurable [P^+ Pp] .
Proof: If T is sufficient for P̂  ̂and Pp then by
dP. dPp .
corollary 2 0 , ^  ̂ -measura-
dP. dPp
ble, and by lemma 2 2 , » erCF̂ +Pp')' ) is an ad­
missible pair belonging to dP-, tdPp.
Conversely, suppose (f,g) £ dP^IdPp and f and g
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are ^^-measurable. Then there exists an W" -measurable 
function h such that (P^+Pg) (£x : h(x) = oJ) = 0  and
dP.(x) dPg(x)
1 = dTP'̂+Pg) + dCP^+Pg) = + S(x)). This
implies h(x) depends on x only through T(x) since f
y dPland g are ^^-measurable. Therefore -y and
dPg
 —p j' are products of two functions which depend on
X only through T(x) and hence are -5^^-measurable. By
corollary 20, T is pairwise sufficient.
V. PAIRWISE SUFFICIEHT STATISTICS FOR DOMINATED SETS
Lemma 24: If T is pairwise sufficient for a set
= £p^, Pg, P ^  of three probability measures on
then T is sufficient for .
Proof: In the continuous case, let p^ be the
density for P^ i = 1, 2, 5 . We can assume 0 <, ^ 1
i = 1, 2, 5 . If ( 3 6 , is discrete, let p^(x) = P^(x)
dPi dP^
1 = 1, 2, 3 . Let ^jppipp- = S]̂, d(P^+Pj)' " Gg,
dPi ,g. Let Aĵ = [x : p^(x) > Oj i = 1 , 2, 3 .
On A^, we can assune , S2 = 6  '
On - A ^ , we can assume g-j_ = g 2 = S = 0 . Then 
Si(Pi+P2  ̂ = P]_ = S2(Pi+P3) ' Hence, g^p^ = B]_62(̂ l'*'̂ 3^
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and ggPi = SiS2̂ Pi'*'P2̂  • Therefore, we get 
(g^+gg - gig2 )Pi = 6 2 g2 (Pi+P2 +P$) ' Siiice gg(x) = 1 
is not a solution to (g2 +g2 “ 5 2 ^ =  0 and since
0  < g^(x) < 1 , 0 < gg(x) < 1 :
-ggCx)
(Bl+gg - Sig2 )(:̂ ) = 0  <^g]_(x) =
<w>g^(x) = gg(x) = 0 .
xeA^ g^Cx) > 0  and gg(x) > 0 .
, Pi gi g2Henoe, on A^, g =
2 0 , g^ and g2 are each equal to an -measurable func­
tion a.e. p^. Since P^(3é-A^) = 0, this proves g is
j ^ 1equal to an ^^-measurable a.e. and hence -j
y "^iis ^^-measurable. Similar proofs show 'TP~"+y'T
1 ^ 5
^^-measurable for i = 1 , 2, J. The theorem follows 
from theorem 1 7 .
Lemma 2̂ : If T is pairwise sufficient for a
finite set ̂  of probability measures, then T is suffi­
cient for .
Proof: Let ̂  = £p^, Pg, . . . , P^] . For n = 1 
or n = 2 , the conclusion is a restatement of the hypo­
thesis. Proceeding by induction, suppose the lemma is
true for n = 1, 2, ..., k. Let p = Pg + P^ + ... + P̂ .̂
dPq du ^ ^^i y
3 rPp 5T = il2 V T p V r  ^o-measurable
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by the inductive hypothesis. Similarly, T is sufficient
for £ [I, and hence pairwise sufficient for
, dP^Pf, (J-, • By the proceeding lemma,
dPi J
’dTTprp— n r ç y r  -measurable. Similarly,
dP.
the inductive hypothesis implies  -■y  j is
^ o '
true for n = k -f 1 .
Lemma 26: If is a sequence of measures
on such that S P (3? ) < + cd and if
 ̂measurable for i = 1 , 2 , ...,k + l and the lemma is
n
ti(A) = 2 Pĵ (A) for every Ae >>f-, then [i is a measure.
If ^ is a measure such that P̂  ̂«  A for i = 1 , 2, ...,
Ic
then lim d(^2 . P„)/dA = ^  . 
k -> 00 ^
Proof : In the discrete case, the conclusion is
a restatement of the hypothesis. In the continuous case,
we can assume is Lebesgue measure. Since P. «  A ,
k ^
J d- S-|P.
(i, «  A and exists. Let î-̂  -  (x) . Since the
k dP.
integral is a linear functional we can assume 2̂  ̂ ĝ-̂ (x) =f̂ < 
k k+ 1
Since .2. P. (A) < . 2-, P. (A) < |i(A) for every Borel set A,
1 —X  1  “ ■ 1  — X  X
we can assume 0 <_ f ^  ^k+1 — Hence, there exists
f such that fĵ ->f. By Beppo Levi's theorem on monotone 
sequences,
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/.f(x)dx = lim /.f, (x)dx = lim /. . S-, ?^(x)dx 
^ k -> OD ^ ^ k -> 00
k dP. k
= lim .S-, /. ;̂ r:̂ (x)dx = lim .S. P. (A) = |i(A) k -> 00 A ŒA k -> 00 ^
= •^^(x)dx. Hence we can assume = f.
Lemma 27: If £P^1^ -, is a sequence of proba-
00
bility measures on ĵ4-) such that  ̂ P. ) < + oo,
00 dP-, dP-,
and if p = .2 ,P. , then lim --- -̂---- = -37-—  .
® d( 2P. )
i = l^ k 
dP-, dP-i d(.2-,P. )
Proof: ^ -------- aj----  • The
dC.gfPp
last factor has limit identically one according to 
lemma 26. The lemma follows.
Theorem 28: A necessary and sufficient con­
dition that T be sufficient for a dominated set ̂  of 
probability measures on (9̂  is that T be pairwise
sufficient for .
Proof : Let j}p^, Pg, . . be a countable subset
of equivalent to and let p = 2  c^P^ be such that 
(I = -^ and p is a probability measure on (X ,̂ ) . The 
sufficiency or pairwise sufficiency of T for ̂  remains 
unaltered if each p̂  ̂is replaced by ĉ P̂ĵ . Hence, we can 
assume p = 2 P .̂
Let T be pairwise sufficient for and let 
Pe . Then lemma 2 5  states that T is sufficient for
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dP
£P, P^, P2 , . Hence ^^P+P^+P^f. . ,+F^)
-measurable and by lemma 2 7 , is ^^-measurable
Since P + |i = fi, we have the following relation;
dP dP d(P+ii) dP / du
dû - d(P+|a} d(i - dTF+ûT d̂(P+|i)̂
"dCP^i; ~ d C ^ u P  ' implies
is ^^-measurable, and T is sufficient for (theorem
1 7 ).
Corollary 29: A statistic T is sufficient for
a dominated set if and only if the likelihood ratio 
is ^  -measurable for every two measures in .
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CHAPTER 5 
RAO-BLACKWELL THEOREM
I. RAO-BLACKWELL THEOREM
In this chapter we define what is meant by a 
complete statistic, and the nnbiasedness and efficiency 
of a point estimator for a parameter k(0). We then show 
the efficiency of an unbiased estimator based on a suffi­
cient or a complete and sufficient statistic and give 
some examples.
Let ̂  = £Pq : 8 s 0.3 be a class of probability
à ymeasures for a space (3^,5r). Let Egg(X) or Egg(X) 
denote E(g(X)) for the probability space , ̂4-, P q ) .  
Define a parameter k(0) to be any function on jO . If 
g is a real-valued -measurable function, g is an un­
biased estimator for a real-valued parameter k(9) if 
Egg(X) = k(0) for all 0s Cl .
Definition 20: If g is a real-valued j4r -
measurable function on the space , P^) , then the
variance of g(X), denoted D^g(X), is E(g(X) - Eg(X))^, 
if this exists.
If D g(X) exists, then it is non-negative,
Eg^(X) and Eg(X) exist, and D^g(X) = Eg^(X) - E^g(X)„
If for all 0E C l , Dgg(X) < Dgh(X), then g(X) is said 
to be at least as efficient as h(X).
RAO-BLACKWELL THEOREM : Let ^  =£pg : ©s iO 3
37
Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.
38
be a class of probability measures on ) to which
the distribution of X belongs. Let g be an unbiased
estimator for a parameter k(0). Let T be a sufficient
statistic for ̂  . Let h be a determination of
EgCgCx)IT(x)) which is independent of 9e Çh . Then
h is an unbiased estimator for k(0 ) and is at least
2 2as efficient as g. Furthermore, if Dgg(X) = Dgh(X) 
for any 0 e iTI , then g = h a.e. Pg.
Proof; Egh(X) = EgE(g(X)IT(X)) = EgE(g(X)|T)
= Egg(X) = k(0), (theorems 8 and 10), so h is unbiased. 
Dgg(X) = Egg^(X) - E^g(X) = EgE(g^(X)lT)-(E^(Eg(X)|T))^.
Dgh(X) = EgE^(gCX)|T(X)) - EgE(g(X)|T(X)).
Dgg(X) - Dgh(X) = E^E(g^CX)lT) - E^E^Cg(X)lT)
= EgCECg^CX)It ) - E^(g(X)|T)) = Eg[E([g(X) - E(g(X)|T)]^lT)]
= EgCg(X) - E(g(X)|T(X))]^. [Lemma 8 ]
= Eg(g(x) - h(x))^.
In the continuous case, this last written term 
is ^  (g(x) - h(x)) pg(x)dx. The integral is non-negative 
and is zero only if g(x) = h(x) a.e. Pg. The discrete 
case is proved analagously.
Definition 22: A family of measures ^Pg: 0e 0-3
is complete if for all real-valued measurable functions 
h, Egh(X) = 0 for all Qz Cl implies that h(x) = 0 a.e.
Pg for all 0 e Q. .
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Definition 25; We shall say a statistic T is 
complete for the set : 9e_Tl} , or for 0 e_Oi , if
the corresponding set CPg^:0 eJl.J of induced proba­
bility measures is complete.
Theorem 29: If ^Pg: 0eX9_J is complete and if
there exists an unbiased estimator g for a parameter 
k(9), then g is unique a.e. Pg for all 0 ejTl. .
Proof: Suppose g and h are unbiased estimators
of the parameter k(0). Then for all ©e _TL ,
Eg(g(X) - h(X)) = Egg(X) - Egh(X) = 0. If £Pg:0e-O-3 
is complete, then g = h a.e. Pg for all 0 s X*l- .
Definition 24: A parameter k(0) is estimable
if there exists an unbiased estimator for it.
LEHMANE-SCHEFFE THEOREM : If there is a complete 
and sufficient statistic T for £Pg0 eX^ J , then every 
estimable parameter k(0) has a unique (a.e. Pg for all 
©sflL), most efficient, unbiased estimator. This estima­
tor equals any -measurable unbiased estimator a.e.
Pg for all 0 6 .Ol .
Proof : Let g be an unbiased estimator for k(0).
Let hT(x) = E(g(X)It (x )), By the Rao-Blackwell theorem,
hT is an unbiased estimator for k(0). By theorem 10, h
is an unbiased estimator for k(0 ) with respect to the set
£Pg:0 6 induced measures. By theorem 29, h is the
essentially unique unbiased estimator of k(0 ) for the
set £Pg:0 6 .nJ .
Let f be any unbiased estimator for k(0). Then,
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since E(f(X)lt) is an unbiased estimator for k(0),
E(f(X)lt) = h(t) a.e. Pq . Hence, for all 0s Jfl ,
2 2DghT(X) <_ Dgf(X). Again by the Rao-Blackwell theorem,
DghT(X) = Dgf(X) for all 9e Cl implies hT = f a.e. Pq
for all ©e O. . This proves the theorem.
II. EXAMPLES
Example 1: Consider n independent trials,
each with constant unknown probability p of success
tiland let X^ be 1 or 0  as the i—  trial is a success or
a failure. Then ) is a discrete sample space
with the random variable X = (X^, Xg, ..., X^) and the
parameter space Cl = £p:0 _< p ^ l3 . Let T be
ndefined by T(x^, xg, ..., x^) = x^ •
2 x. n-Sx.
Pp(%2 ) ^2’ ••*’ ^n^ = P (1-P) • Hence,
by the factorization criterion, T is a sufficient sta­
tistic for p.
Let h be a measurable function defined on the
n -,
range of T. E^h(T) = h(t)Pp(T"-^(t)) =
n n . .
= ^SQh(t)(t)p (l-p) . Hence, E^h(T) is a polynomial
in p having at most n zeros unless h(t) = 0. This im­
plies the binomial family £p̂ '̂ :pG jTl j is complete
and T is a complete and sufficient statistic.
1 1 r.Ep(ÿ?(X)) = ^ = p. Hence, by the
Lehmann-Scheffe theorem, 1/nT is the most efficient
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unbiased estimator of p.
Example 2: Consider example 1. Let
h(x^, Xg, x^) = x^. Eph(X) = EpX^ = p. Since
h is unbised and T is sufficient and complete,
Ep(h(X)|t) = ^ for all pe O. . This equality can be
confirmed by the definition:
Ep(h(X)lt) = Z h(x)p^'^(x) = = ll)
n n
P_(X.=1 and .Z,X.=t) P (X,=1 and .ZpX.=t-l)-JL JL •*» -1» J— ““ j—
pnrzïr-TT] = p(zx^= t;
Example 3: Let X = (X̂ ,̂ Xg, ..., X^) where
each of the X. are independently, normally, distributed
2with mean p, and variance o . Then X has a continuous 
distribution with density
_(x) = (2 xo^)~^^^exp(-- ^  Sx^ + -^ Zx. 2^ .
2The factorization criterion shows T(x) = (Sx̂ ,̂ Zx^) to
2 2 be sufficient for (p,o ). Also, if a is known, then
2T^(x) = ZXĵ  is sufficient for p. Let TgCx) = Zx^.
2Assume it is known that 0 = 1  and we wish to 
estimate k(p) = E (X^^) = p^+ 1. E^Tg(X)= n E^(X^^) 
so ^ Tg is an unbiased estimator for k(p). If the set 
of probability measures under consideration for the X̂^
were the set of all continuous probability measures,
1 2 then — Tg would also be most efficient for E(X^ ) (see
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example 4-). Surprisingly, “ Tp is not most efficient
n -, p
for the normal distributions. Let G(x) = . Z. (x. - — T-,(x)) .1 — X X II X
It can be shown that Tp(x) = G(x) + ^ T^^(x)
and that E,,(G(X)IT,(x)) = E,G(X) = (n-l)o^= n-1.|uL X [X
E^(Tp(X)lT^(x)) = E^(G(X) + I T^^(X)lT^Cx)) =
E (G(X)lT^(x)) + ^ T^^(x) = n-1 -K ^ Tĵ Ĉx) . Hence, 
g(x) = T^^(x) is an unbiased estimator for
n 1k(p,) which is more efficient than — Tp(x) .
Example 4-: Let X^, Xp, X^ be real-valued
and independently and identically distributed. Let
£ Pg:Gs 1 %  ̂  be the class of all continuous probability 
measures on the real line. Then X = (X^, Xp, ..., X^)
has as a density fg(x) = PgĈ ĵ ) over E^. Let
T(x^, Xp, ..., x^) = (x^^\ x^^^ , ..., x^^^) where
x^^^ • • • <. x^^^ denote the ordered x's.
consists of all the sets which are symmetric in the
sense that if xeA e , then all permutations of the
coordinates for x are in A. For any integrable function
g on E^, let g^(x) = ^  Zg(x. , x. , ..., x. ) where
° ^ 1 ^ 2  ^n
the summation extends over all permutations of the
coordinates for x. Since g is symmetric and hence
^^-measurable, and since for all A^e ,
Cx)•/*A sĈ -] Î  Xp , .  .  . ,  X ) fq(x)dx ~ f A sĈ -; » ^ 4 ,  . . .  ,x. )Lg dx ,   ̂ n y ^O ^ 1 ^ 2 ^n ^
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it follows that gg(x) = E(g(X)|T(x)) (page 13)- In
particular, for any xeE^, Pq(x |T(x )) =
Eq CI^x j I ^  and T is a sufficient statistic
for 0 e in .
Theorem 50: The order statistic, above, is
complete for the class of all continuous probability
measures on E^ having a density f^(x) = ,'7 Tp„(x. )y /, ̂ w 1
where pg is any density in E^.
Proof: Let , A2 , ..., A^ be Borel subsets
of the real line having finite Lebesgue measure. Assume 
the A's are disjoint and let pg(x^) = p̂  ̂if x̂ eÂ  ̂and 
let p(x^) = 0 otherwise. In order that Pg be a density
function, assume that for i = 1, 2 , ..., n, P^^^O and
n n
^S^p^li(A^) = 1 where (i is Lebesgue measure over E .
Suppose that hT is an p^-measurable function
such that EgT(h(T)) = 0 for all 9'e iTI .
EÎh(T) = /hT(x) .fTPg(x.)dx. ,TT Po(x. ) is positive y jt lij y i v = r y r y,
only on the set A = U^:Be(2j where (2 = £B:B = 7/
where B. = A. for some j such that 1 < j < n,
1 a —
i = 1 , 2, ...,n3. For a typical .Tf B.e ^ , let a.
i  -1 a ^
be the number of B's that equal A^, k = 1 , 2, ..., n.
It is seen that f „ hT(x)dx depends only on
(a^, ag, ..., a^), since hT is symmetric. Hence, we 
have :
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Egh(T) = Z / M hT(x) 7̂  Pg(x^)dx
Bed .TC B.
/ z L  1
&2 &
"  ̂P]_ Pg Pĵ  c(a^, &2, • * • 7 8.̂ )
n
where the siim extends over all a^ satisfying j_?2®'i  ̂^ 
and c(a^, ag, •••» a^) is an integral multiple of 
/ghT(x)dx for any Be ̂  corresponding to (a^,ag, a^),
mThis proves that Egh(T) is a homogeneous poly­
nomial in (P]_î Pgi , p^). Hence c(a^, a^, ..., a^) = 0
and /ghT(x)dx = 0 for all Be iê . This proves that 
/ghT(x)dx = 0 for all B = .17̂ where the A^ are any 
Borel sets contained in E^. Since the set of all such 
B form a basis for the a-algebra W- of all Borel sets 
in E^, it follows that hT = 0 a.e.p.
Hence T is a sufficient and complete statistic.
As an example of the Lehmann-Scheffe theorem, suppose
EgCZf) = p(G) and Eg(X^^) = k(G) exist. Then
2g(x^, ..., x^) = x^ and h(x^, ..., x^) = x^ are un­
biased estimators for p(G) and k(G), respectively.
Hence E(g(X)lT(x)) = i  2g(x. , x. , ..., x. )n. 1  ̂ ig ^n
= ^  i 2x^ and
estimators of p(G) and k(G) respectively.
E(h(X)IT(x)) = — Sx^ are the most efficient, unbiased
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