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Abstract—Companies increasingly rely on product differenti-
ation and personalization strategies to provide their customers
with an expansive catalog, and tools to assist them in finding the
product meeting their needs. These tools include product search
facilities, recommender systems, and product configurators. They
typically represent a product as a set of features, which refer to a
large number of technical specifications (e.g. size, weight, battery
life). However, customers usually communicate and reason about
products in terms of their qualities (e.g. ease-of-use, portability,
ergonomics). In this paper, we tackle the problem of formalizing
product qualities in the requirements of product-centred applica-
tions. Our goal is to extract product qualities from their technical
features, so that customers can better perceive and evaluate
the proposed products. To this end, we design a procedure for
identifying segments of textual product documentation related
to specific product qualities, and propose an approach based
on fuzzy modeling to represent product qualities on top of
technical specifications. Preliminary experiments we carried out
on a catalog of cameras tend to show that fuzzy modeling is
an appropriate formalism for representing product qualities. We
also illustrate how modeled qualities can support the design of
product configurators that are centered on the customers’ needs.
I. INTRODUCTION
In an ever more competitive environment, many companies
identify opportunities for product differentiation and product
personalization as a mean to retain and gain market share.
These strategies can result in very large product assortments,
which can suit the needs of an even larger number of cus-
tomers. Yet there is a substantial risk of customers being over-
whelmed by the number of alternatives to consider. Indeed,
Jacoby et al. [1] show that information overload can prevent
consumers from making efficient decisions. To reduce this risk,
suppliers typically provide applications that help customers
navigate through their offer with the aim of effectively and
rapidly identifying the products that best fit their needs.
These applications include catalog browsing interfaces, search
engines, and recommender systems.
Similar concerns are encountered in product configuration
systems. In [2] Franke and Schreier show that the enjoyment
and perceived effort of the co-design process have a direct
impact on the willingness to pay for customized products. In
[3] Piller and Blazek state that a tedious co-design process can
make customers reject a customization system.
Effective applications to support customers in navigating
product catalog thus appear as an essential pre-requisite for
successful and sustainable customization strategies. We name
them product-based application. Therein, products are typi-
cally described as sets of features, i.e. functional or technical
domain-specific concepts, and these descriptions are internally
encoded in some formal representation such as product matri-
ces [4]–[8]. In a product matrix, a row corresponds to a given
product and a column to a given feature. A cell then gives the
value of the feature in the specific product.
A limitation of feature-based approaches is that customers
cannot always assess the appropriateness of products on
the sole basis of their features [9]. They instead base their
evaluation on the product qualities, i.e. criteria that together
determine to which degree a given product can bring them
satisfaction in regards to a particular use case. For example, a
desired quality of a laptop is its portability. While a product
matrix would represent features such as the dimensions, weight
and battery life of the laptop, it would not give a direct
representation of the quality of portability that can serve as
a comparative measurement for the customers. There is thus a
mismatch between how products are represented in the system,
and the actual qualities that customers have in mind when
evaluating the suitability of products.
While product matrices do not present direct measurements
for product qualities such as portability, performance or ease
of use, it is sometimes important to specify the requirements
of product search facilities in terms of these qualities. Product
qualities are the concepts which customers refer to for framing
the suitability of the products to their needs. Therefore appli-
cations sometimes need to articulate user interactions around
product qualities in order to meet the cognitive expectations
of their users.
We aim at reducing the cognitive efforts of customers when
searching a product based on expected qualities. As a first step,
we present in this paper a method for augmenting product
matrices with product qualities. Our approach, illustrated in
Figure 1, relies on information retrieval from textual documen-
tation and fuzzy modeling. More precisely, the two inputs of
the method are textual product documentations and a product
matrix. First, a supervised technique traces product qualities
from textual product documentation. The results of this pro-
cedure then support the manual identification of dependen-
cies between features and product qualities. Second, a linear
regression model between the qualities and their dependent
features is computed. The regression model is then used to
assess the qualities of products. Third, a set of linguistic
variables is defined with the use of fuzzy subsets [10], [11].
Combining the assessment of product qualities with linguistic
variables provides a formal model for reasoning about product
qualities. It can also enable a product-based application to
communicate with its users within a language that fits their
cognitive expectations.
As shown in Figure 1, the purpose of the proposed method
is to synthesize insights from both product specifications and
domain knowledge into product-based applications.
Throughout the paper, we apply our procedure on a product
matrix of 51 interchangeable lens cameras and a set of textual
buying guides extracted from websites for camera enthusiasts.
This preliminary application shows that dependencies between
qualities and features retrieved from textual documentation
can be used to infer a model which partially explains the
variation of quality ratings in online available product reviews.
Nonetheless, further evaluation with larger datasets will be re-
quired in future work to achieve higher statistical significance.
Finally, we also discuss how including the representation of
linguistic variables in feature models [12] can enable shifting
from feature-centred to user-centred product configurators.
Fig. 1. Approach overview
The remainder of the paper is structured as follows. Sec-
tion II introduces the necessary background. Section III de-
scribes our supervised method for tracing product qualities
in textual product documentation. Section IV presents the
modeling of linguistic variables on top of product matrices
to represent product qualities. Section V discusses the use
of linguistic variables to devise user-centered configurators.
Section VI discusses threats to validity. Section VII presents
related work while section VIII discusses future work.
II. BACKGROUND
A. Product Matrix
A set of products can be represented within a product
matrix [7]. Numerous organisations and companies create,
maintain and provide matrices (e.g. for customers). A product
matrix is a product-by-feature representation that describes a
set of related products as sets of features. The content of the
cell (i,j) represents the value of the jth feature in the ith
product. Table II-A is a simplified example of a product matrix
for a product line of laptops. Each column represents a feature
and each feature has a type. Usual feature types are boolean,
integer, real, string, and corresponding enumeration types. A
product is thus defined as a set of values that are assigned to
the features represented within the matrix.
Price Screen size HDMI output Data storage
P1 460 11.6” yes HDD
P2 485 10.1” no HDD
P3 899.99 12.6 yes SSD
P4 1149.99 13” yes SSD
TABLE I
A PRODUCT MATRIX FOR A PRODUCT LINE OF LAPTOPS.
B. Feature Model
Feature Models (FM) have been first introduced for ex-
plicitly representing the differences and commonalities among
the products of a product line [12]. An FM defines the valid
combinations of features of a product line, each combination
(sometimes called configuration) corresponding to an individ-
ual product of the line. An FM has a tree hierarchy in which
nodes represent features and parent-child relationships define
how features can be combined in product configurations.
Figure 2 shows a simplified example of an FM for a product
line of laptops. The feature Storage is the parent of a XOR-
group composed of the two features HDD and SSD. The XOR-
decomposition specifies that exactly one of the child feature
must be present in every product configuration. Other usual
decomposition types are OR-groups and Mutex-groups, which
respectively specify that when the parent feature is selected,
all features, or at most one feature, must be included. Empty
and full circle at the end of parent-child edges respectively
represent optional and mandatory features. An FM is said to be
attributed if attributes are associated to its features. The FM in
Figure 2 shows two feature attributes: Storage.capacity
and Screen.size. Finally, besides the constraints implied
by its hierarchy, an FM can be complemented with additional
constraints. The FM in Figure 2 is completed with the addi-
tional constraint: capacity > 256 ⇒ HDD.
The semantics of an FM fm, noted [[fm]], is commonly
defined as the sets of products (i.e. configurations of features)
that satisfy the constraints specified by fm [13]. Table II-B
lists four valid product configurations for the FM in Figure 2.
An FM can be used to communicate and formally reason
about a set of products. It can also be the basis for devising
configuration interfaces [14] (see e.g. Figure 7, page 7).
Laptop
Storage
capacity : int
Webcam Screen
size : int
HDD SSD capacity > 256 ⇒ HDD
Fig. 2. A sample FM for a product line of laptops
HDD SSD Storage capacity Webcam Screen size
P1 no yes 128 yes 12”
P2 no yes 256 yes 12.6”
P3 yes no 2000 no 12”
P4 yes no 2000 yes 14”
TABLE II
A SAMPLE SET OF VALID PRODUCTS FOR THE FM IN FIGURE 2.
C. Fuzzy Modeling
Zadeh [10] introduced the concept of a fuzzy subset as a
generalization of ordinary crisp sets. Fuzzy subsets associate
their elements to degrees of membership and are commonly
used to represent propositions which truth value is not sharp.
While ordinary sets can be seen as predicates whose truth
values belongs to the set {0,1}, a fuzzy subset can be seen
as a predicate which truth values are drawn from the interval
[0,1] by a membership function.
Definition II.1 (Fuzzy subset). Let the set U be the universe
of discourse. If X is a fuzzy subset of U , then X is associated
with a membership function µX : U → [0,1]
2 4 6 8 10
0.5
1
Fig. 3. The membership function for the fuzzy subset lightweight
Figure 3 shows the membership function defined in equa-
tion 1 for the fuzzy subset lightweight over the universe of
discourse [0,10], which represents the weight of a laptop in
pounds.
µlightweight(u)

1 if u <= 4.5
1− u−4.53.5 if 4.5 < u < 8
0 if u >= 8
(1)
As illustrated with the membership function in Figure 3,
fuzzy subsets can be used to convey the meaning of concepts
(i.e. linguistic values) such as lightweight. The function tells
us that a laptop which weight is 3 lbs is definitely light, that
a laptop of 4.5 lbs is lighter than a laptop of 6 lbs and that a
laptop of 5.5 lbs is somewhat light.
A linguistic variable is a variable which values are linguistic
values that denote fuzzy subsets [11]. For example if the
linguistic variable L represents the concept of a laptop weight,
then the statement L is lightweight indicates that the linguistic
value lightweight is assigned to the linguistic variable L, and
offers an imprecise indication about the actual value of the
laptop weight. The term-set of a linguistic variable is the
set of all its linguistic values. A possible term-set for L is
{lightweight, middleweight, heavyweight}.
Definition II.2 (Linguistic variable). A linguistic variable V is
a triplet (T , U , M ) in which T is the term-set of V , that is, the
set of all the possible linguistic values for V ; U is the universe
of discourse; and M is a semantic rule that associates each
element of T to a fuzzy subset.
Linguistic variables and fuzzy subsets allow the represen-
tation of uncertain knowledge about the exact values of vari-
ables, and fuzzy logic provides a formal framework to perform
approximate reasoning on these values. A more comprehensive
overview of fuzzy modeling can be found in [15].
III. TRACING PRODUCT QUALITIES IN TEXTUAL
DOCUMENTATION
We are interested in creating traceability links between tex-
tual product documentation and product qualities. To this end,
we extracted buying guides for cameras from bestbuy.com,
CNET.com, tomsguide.com, photographyconcentrate.com, and
dpreviews.com. Overall our documentation texts consists of
seven buying guides (three from dpreviews, one per other
website). Buying guides can be seen as being complementary
to product matrices as they expose information that helps
consumers relate technical features to product qualities. The
buying guides contain a total of 25,652 words.
In this section, we present our results w.r.t. attempts to
identify text segments that are related to the camera qualities
image quality, low light and ergonomics. The
qualities respectively represent the quality of image offered
by the camera, its performance in low light settings and
the overall ergonomics of its screen and viewfinder. These
qualities were arbitrarily selected due to regular mentions in
buying guides and product reviews.
The documents were preprocessed by filtering-out stop-
words (i.e. very common words that do not cary meaningful
information such as the, a, which or at). The remaining words
were replaced by their lemmatized forms. For example, the
words send, sends, sent and sending can all be replaced
by their lemma send. We used the lemmatizer from the
stanford-corenlp java library provided by the Stanford Natural
Language Processing Group 1.
1See http://nlp.stanford.edu/software/corenlp.shtml
A. Product Quality Retrieval
In order to identify the relevant text segments, we relied on
term-weighting within a contrastive method. First, the method
needs to be provided with a set of seed terms about the product
qualities that the user of the method expects to appear in
relevant text segments. The method then presents the user with
sentences that contain lots of these seed-terms, and the user
manually classifies the highlighted sentences into true positives
and false positives. After this manual evaluation, the method
tunes the weights of the terms according to their number
of occurrences in the true-positive sentences. Once the term
weights have been adjusted, the method starts a new iteration
and highlights sentences on the basis of the new weights. The
method thus requires some level of domain knowledge from its
user, as she is expected to provide the seed terms, and classify
highlighted segments into true positives and false positives.
For each product quality, the method maintains a vector
space model that associates terms with weights. The weights
indicate the degree to which each term is representative of a
that product quality. As first suggested by Salton et al. [16],
we set the weights by computing a tf-idf (term frequency -
inverse document frequency) metric:
wt,q = tft,q × log N
dft
(2)
where, tft,q is the number of times that the term t occurs in
the true-positive sentences for the quality q, dft is the number
of sentences that contain the term t, and N is the total number
of sentences.
At each iteration, for each product quality q, the sentences
that have not been highlighted yet are evaluated by the method.
The evaluation of a sentence results in a score that indicates
how likely it is related to q. We propose to compute the score
for the sentence s wrt. to the product quality q as follows:
Ss,q =
∑
t
wt,q − wt,¬q × (1− |TPq||TPq| × |FPq| ) (3)
where t is a term in s, wt,q and wt,¬q are the tf-idf scores
(see Equation 2) for t w.r.t. the sentences that have been
respectively classified as true positives and false positives
during the previous iterations. TPq and FPq are respectively
the set of all true positives and the set of all false positives for q
that were found through the previous iterations. |TPq||TPq|×|FPq| is
thus the precision of the method in the identification of relevant
sentences. The lower the current precision, the more the
score is negatively affected when the sentence contains terms
occurring in false-positive sentences. It allows the method to
diverse its selection of sentences to present to users when the
precision decreases.
B. Evaluation Results
Table III shows the evolution of precision and recall of our
method on the set of buying guides for the product qualities
image quality, low light and ergonomics through
25 iterations. Each time the user classifies an highlighted
sentence as a true positive both precision and recall increase.
Each time she classifies it as a false positive, the precision
decreases. In order to compute these two measures, we man-
ually tagged the sentences in the guides with the appropriate
qualities before running the method. The manually tagged
documentation thus served as the correct answer set, and was
used to simulate the manual classification done by the user.
At each iteration, 4 sentences were highlighted.
#Iterations
5 10 15 20 25
Image Precision 0.9 0.83 0.8 0.73 0.63
quality Recall 0.24 0.45 0.65 0.78 0.85
Low light Precision 0.95 0.88 0.73 0.61 0.51
Recall 0.36 0.66 0.83 0.92 0.96
Ergonomics Precision 0.8 0.73 0.63 0.59 0.47
Recall 0.34 0.73 0.81 1 1
Average Precision 0.88 0.81 0.72 0.64 0.54
Recall 0.31 0.57 0.76 0.9 0.94
TABLE III
THE PRECISION AND RECALL FOR THE TRACING OF THREE PRODUCT
QUALITIES THROUGH 25 ITERATIONS
Discussion. While the results show a promising average
recall of 94% over 25 iterations, this initial evaluation does
not take into account the sensitivity of the method wrt. the
expertise of the current user who provides the seed terms
and filter the highlighted sentences. Additionally, we did not
evaluate the actual effort required from users when evaluating
sentences, which makes difficult to assess the precision rate.
We can observe that, overall, the precision decreases as the
number of iterations increases. An explanation to this trend
is the need for false positives to adapt the term weights, as
shown in Equation 3. The term weights are tuned at each
iteration to guide the navigation of the space of all sentences.
False positives are thus required to occur in order to adapt the
navigation when most of the remaining undetected sentences
are not well covered by the current vector space model.
The proposed approach can be applied on a large number
of product qualities. While we arbitrarily limited our initial
experiment to three of them, we did not discuss the identifica-
tion of important product qualities (i.e. which are the qualities
users care about?). This step requires to understand how
users evaluate products. It would be interesting to complement
our approach with the recommendation of product qualities.
Similarly, while we let the user select the seed terms, recom-
mending seed terms could improve the performance of our
approach. Finally, in order to reduce manual effort, it would
be interesting to study whether it is possible to consistently
compute the optimal number of sentences to show the user,
and to understand when the user can be recommended to stop
classifying sentences.
IV. DEFINITION OF LINGUISTIC VARIABLES OVER
PRODUCT MATRICES
In this section we use the sentences identified in the buying
guides as described in Section III to discover which features
are related to particular product qualities. We represent product
qualities as linear combinations of these features. We then
use linguistic variables to model the satisfaction of product
qualities by individual products.
A. Dataset preprocessing
We applied our procedure to a dataset made of the technical
specifications of 51 cameras that we extracted from the website
dpreview 2. The product matrix consists of 93 features for
a total of 4743 cells. 619 cells (13.05%) are empty (i.e.
the values for the corresponding features were missing in
the product specifications). We then prune the matrix to the
features relevant wrt. the product qualities (i.e. the features
which values impact product qualities). We refer to these
feature as the explanatory features. The task of identifying
which features are explanatory must be supported by relevant
domain knowledge. We used the sentences highlighted as
described in Section III to manually identify which features
are explanatory for a particular quality.
In order to apply a linear regression algorithm, all the cell
values of the matrix are required to be numerical. Therefore,
the nominal features are transformed into binary features
mapped to values 0 and 1. This is achieved by replacing each
k-valued nominal features by k binary features, one for each
possible value v of the nominal feature, and indicating whether
the feature has the value v or not. The result is a matrix of 27
features for a total of 1377 cells. 57 of the cells have missing
values (3.41%). We thus impute a value for each empty cell
by computing the average value for the corresponding feature
over all the products.
B. Linear regression
We now compute a linear regression between the product
qualities and the explanatory features. The linear regression
is used to model the relationship between the qualities and
the features. The resulting regression model is of the form
Q = Fβ +  as follows:
q1
q2
...
qn
 =

f11 · · · f1m
f21 · · · f2m
...
. . .
...
fn1 · · · fnm


β1
β2
...
βm
+

ε1
ε2
...
εn

where qi is the score of the ith product for the quality q,
and fi,j is the value of the jth explanatory feature for the
ith product. In our experiment, the feature values (fi,j) come
from the product matrix, while the scores for the quality (qi)
comes from the ratings of q in product reviews on the dpreview
website. The elements of the vector β are the regression
parameters. This means that, given the values of the features
and the scores of the quality in product reviews, computing
the regression model consists in finding the vector β that
best explains the relationship between the feature values and
the quality scores. Finally, the elements of  are the error-
terms which describe the random component of the linear
relationship between Q and F .
2http://www.dpreview.com
We use the Ordinary Least Squares (OLS) linear regression
method for estimating the regression parameters in β. The OLS
method attempts to minimize the Sum of Squared Residuals
(SSR) which represents the difference between qi, the actual
rating of the quality, and qˆi, the value predicted by the model:
SSR =
n∑
i=1
(qi − qˆi)2 (4)
By minimizing the SSR, the regression model captures the
vector β that is best capable of predicting the score for the
quality q of a given product p based on the feature values of
p. The parameters in β can be seen as a model that has been
learned from scores in product reviews, and that can be used
to compute q(pi), which estimates the score of the product pi
for the quality q:
q(pi) = β1fi1 + · · ·+ βmfim + εi (5)
Table IV-B shows the R-squared measure of the goodness
of fit for the parameters in β. R-squared is defined as follows:
R2 = 1− SSRn∑
i=1
(qi − q¯i)2
(6)
where q¯i represents the mean for q. The R-squared measure
makes the SSR of the model relative to what it would have
been if the average values of the features would have simply
been used as predictors. When using the R-squared measure
to evaluate the regression model, all the features of the model
are assumed to be truly explanatory (i.e. they should explain
the variation of qi). Adding an extra explanatory feature to
the model will always increase the value of the R-squared
measure, even artificially. Therefore, table IV-B also shows
the adjusted R-squared measure, which adjusts its value for
the number of explanatory features in the model relative to
the number of products in the product matrix:
R¯2 = R2 − (1−R2) m
n−m− 1 (7)
where m is the number of explanatory features and n is the
number of products in the product matrix.
Product quality R-squared Adjusted R-squared
Image quality 0.87 0.8
Low light 0.6 0.53
Ergonomics 0.76 0.71
TABLE IV
R-SQUARED AND ADJUSTED R-SQUARED MEASURES FOR THE
REGRESSION MODEL
The R-squared measure must be interpreted as the degree
to which the regression model explains the variability in the
product ratings in comparison to a set of arbitrary predictors.
10 20 30 40 50 60 70 80 90 100
0.5
1 Poor
Below average
Average
Above average
Outstanding
Fig. 4. Membership functions for the subsets of the linguistic values
C. Linguistic variables modeling
The regression model we previously learned can be used
to predict the value of a quality for a given product. We
use q(pi) ∈ [0, 100] to denote the value assessed by the
regression model to q for the product pi. For example,
image quality(pi) = 85 indicates that, based on the values
of the features of pi, the regression model estimates a score
of 85 for the image quality of pi.
We now define one linguistic variable for each product
quality and 5 linguistic values common to all the qualities. The
labels of the linguistic values are poor, below average,
average, above average and outstanding and the
membership functions of their associated fuzzy subset are
shown in Figure 4. The statements in Figure 5 illustrate how
the linguistic variables and their linguistic values can be used
to describe a product pi. For example, the statement over the
linguistic variable image quality and the linguistic value
outstanding indicates that the degree to which the image
quality of pi is outstanding is equal to 0.7.
image quality(pi) is above average = 1
image quality(pi) is outstanding = 0.7
low light(pi) is average = 0
low light(pi) is above average = 0.8
Fig. 5. Statements about the product qualities of pi that rely on linguistic
variables and their fuzzy subsets
The values of the statements are not probabilistic, but
rather possibilistic, as first suggested by Zadeh [17], and
indicative of a degree of truth. Formally, the degree of truth
for the statement image quality(pi) is outstanding is equal
to µoutstanding(image quality(pi)) where µoutstanding is the
membership function of the fuzzy subset associated to the
linguistic value outstanding (see Figure 4).
V. DEVISING CONFIGURATION INTERFACES FROM
LINGUISTIC VARIABLES
To illustrate the use of linguistic variables in product-based
applications, we discuss how product features and qualities
can be used to write a product configuration model that is
centered on customer needs. As suggested by Randall et al.
[18], configuration systems should offer personalized user
interactions based on the current user’s level of expertise. The
authors suggest the design of a needs-based interface for non-
expert users and a parameter-based interface for performing
configuration tasks on the technical features of the products.
Feature models can serve as configuration models and be
used to derive configuration interfaces [14], [19]. Figure 6
shows an FM for the catalog of cameras. The first level of
features under the root is made of the product qualities. The
lower levels are comprised of the explanatory features for the
qualities. As displayed in Figure 6, the FM focuses only on
the branch that includes the feature ergonomics.
Figure 7 shows a possible user interface derived from the
FM in Figure 6. The first element of the configuration interface
allows the user to specify how much she values the product
quality ergonomics (needs-based interface). The rest of
the elements allow the user to configure the product features
(parameter-based interface). If the user decides to perform
the configuration task through the needs-based interface, the
system can propose matching products based on the values of
the linguistic variable for the quality ergonomics.
The system can also rely on the linguistic variables to
inform the user on the availability of candidate products. For
example, if the user indicates that she is interested in a camera
with outstanding image quality and outstanding portability,
the system might warn her that very few cameras satisfy both
criteria and that she may need to lower her expectations in
order to widen her search.
Camera
Image
quality
Ergonomics
quality : int
Low light
Screen
size : int
dots : int
Viewfinder
coverage : int
magnification:int
Optical Electronic Pentaprism
Fig. 6. Configuration model for the catalog of cameras
Fig. 7. Configuration interface derived from the FM in Figure 6
The use of linguistic variables to model product qualities
suggests interesting possibilities of product-based applications
that focus on user needs. We intend to investigate systematic
methods to devise product search facilities from linguistic
variables in future research.
VI. THREATS TO VALIDITY
An external threat to validity is that we have only applied
our procedure to one domain and one product matrix. It is still
unclear whether our approach can be useful for formalizing
product qualities in other domains and catalogs of products.
We also retrieved information on product qualities from only
one type of textual documents, namely buying guides for cam-
eras. By definition, buying guides expose lots of information
to help customers relate product characteristics to their needs.
An interesting research direction would be to determine how
the nature of the available textual documentation affects the
applicability and usefulness of our approach.
Moreover, we did not address the problem of identifying
which are the qualities that are important to customers. The
user is responsible for listing the qualities, and our approach
is thus sensitive to her degree of domain knowledge.
There are several internal threats to validity that are related
to the use of OLS regression analysis. First, a linear regression
assumes the possibility to define product qualities as linear
combination of features. Linear regression gives a very first
insight for explaining some product qualities. Yet perceptions
of qualities by consumers are much more complex phenomena.
Another threat is that the quality of the regression model
can decrease when the number of products is limited and
the number of explanatory features is high. Additionally, if
wrong features are selected to explain the product qualities,
the quality of the regression model also decreases. Finally,
an important threat to validity is the limited size of the
product matrix used in our experiment. We plan to assess the
appropriateness of our approach with larger datasets in future
work.
VII. RELATED WORK
Previous works have addressed the extraction of FMs from
both product specifications [4], [5], [8], [20]–[22] and textual
documentation [6], [23], [24]. Features of the synthesized FMs
usually refer to functional aspects (i.e. technical features) of a
product line. In our context we aim to infer product qualities
and relate them to features. The intended benefit is that users
can manipulate high-level concepts of an FM when configuring
or choosing a product. Than et al. [25] propose an approach to
relate an FM to requirements in order to enable stakeholders to
derive optimal configurations at the requirements level. Their
work focuses on well-defined, sharp requirements while we
are interested in reasoning on high-level product qualities that
are somewhat characterized by uncertain definitions.
Fuzzy logic has been used for modeling perceived product
qualities and prioritizing product development requirements
[26]–[28]. In [29] Tsai et al. define fuzzy inference rules to
describe the relationship between customer needs and product
features. The authors propose an optimum-searching method
for identifying the combination of features that bests suits the
particular needs of a customer based on the fuzzy inference
rules. The focus of this work is to (1) mine technical features,
product qualities, as well as their relationships from differ-
ent artefacts (product specifications, comparison guides); (2)
model the inferred information in an FM, and finally (3) devise
product-search facilities for easing the task of customers.
In [30], a data mining technique (Range Ranking) is utilized
to identify the most critical decisions in product configuration.
In [4], probabilistic FMs are introduced and formally defined.
Robak et al. [31] uses fuzzy logic in FMs to represent feature
development priorities. Pieczyriski et al. [32] uses fuzzy logic
to model customer behaviours and market events in an FM.
In our case we use fuzzy logic to relate product qualities to
technical features; we then encode the information in an FM.
Many researchers have relied on the Vector Space Model
method to retrieve information from textual documents , e.g.
see [33]–[35]. As part of our initial experiments we use similar
techniques for tracing product qualities (see Section III).
VIII. CONCLUSION AND FUTURE WORK
We presented a procedure for extracting product qualities in
textual documents and for relating them to technical features
We used linear regression and fuzzy modeling to represent the
product qualities. We discussed the design of user-centered
product configurators with a feature model containing linguis-
tic variables representing qualities. Preliminary experiments
we carried out on a catalog of cameras tend to show that fuzzy
modeling can support the design of product configurators that
are centered on product qualities. Hence users can manipulate
and perceive products in terms of qualities such as ergonomics
or image quality instead of rather technical features.
An important question is whether the identification of
important product qualities and their relationships to features
can be covered across various domains by an extension of
the approach proposed in Section III, or if domain specific
methods should be designed depending on the availability and
quality of product documentation. Furthermore we intend to
formally evaluate the usefulness of fuzzy models of product
qualities to guide users towards adequate products.
Fuzzy modeling for product qualities brings forward in-
teresting research directions. A first research direction is
the reverse engineering of linguistic variables from textual
documentation with the aim of modeling product qualities.
Today consumers can seek information about products from
many different sources such as product reviews and ratings,
QA lists, product comparison guides or discussion forums.
This means that there are a lot of product information available
online that can be analyzed to build valuable models about
consumers and product qualities.
A second research direction is the forward engineering
of product search facilities that rely on linguistic variables
and approximate reasoning. More specifically, we plan to
investigate the development of methods and tools to engineer
user-centered configurators. A particularly interesting problem
is the automatic search of satisfying product configurations
from user interactions on the product qualities. This mecha-
nism could allow non-expert users to specify their personal
needs in terms of product qualities, and to be recommended
with candidate matching products. The application of such
navigation-based recommendations in configurators remains a
major research challenge [36].
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