INTRODUCTION
The viscosity of the mantle is one of the most important, and least understood material properties of the Elarth. Plate velocities, deep-earthquake source mechanisms, the stress distribution in subduction zones, and estimates of geochemical mixing time scales are all strongly affected by the pattern of convective flow which. in turn, is strongly influenced by the viscosity structure of the mantle. There are two approaches to understanding the viscosity structure of the E&h: using observations such as the geoid and post-glacial uplift, combined with flow models; or studying the physical deformation properties of mantle minerals in the laboratory. Both approaches have advantages and drawbacks.
Laboratory measurements of deformation indicate that the rheology of upper mantle minerals such as olivine ((Mg,Fe)$iO4) is a strong function of temperature, grain size and stress [e.g., 3, 24, 43, 45, 46, 61, 651 . The deformation of minerals under mantle conditions generally follows a flow law of the form i = A(f)" P exp (-+) therefore, deformation is directly related to viscosity.
(Note the factor of 2 difference in equation (2) compared with the definition used by experimentalists.) For temperature changes of 100 degrees K, the viscosity changes by an order of magnitude at constant stress [c.f., 441. Changes of deviatoric stress by a factor of 2 change the viscosity by an order of magnitude [c.f.., 441. Other factors, such as partial pressure of oxygen and water may also have important effects. Two creep mechanisms are likely to dominate in the mantle; diffusional flow (corresponding to n=l in equation 1) and power-law creep (corresponding to n>l in equation 1). A rheology with a linear stress strain-rate creep mechanism, such as diffusional flow, is referred to as a Newtonian rheology. The question of which mechanism dominates in the mantle depends on the average grain size of the mantle minerals [46] . In the upper mantle, with grain sizes greater than lmm, power-law creep should dominate at stresses greater than 1 MPa; otherwise diffusion creep dominates [46] . A deformation map (Figure 1) shows the predicted dominant deformation mechanisms for olivine with grain size O.lmm as a function of stress and depth. It should be noted that the strain rates achieved in the lab (typically 10m5 -lo-* s-l) are much larger than those predicted in the lithosphere and mantle (-lo-l4 -l s ) . While the laboratory measurements are clearly in the power-law creep field, typical mantle strain-rates lie close to the diffusional flow field at this small grain size.
The deformation of the major high pressure mantle phases perovskite ((Mg,Fe)SiO3) and spine1 ((Mg,Fe)2SiO4) can be studied only by analog minerals. Using high temperature creep experiments on a CaTi perovskite analog, Karat0 and Li [22] suggest the possibility of a weak zone at the top of the lower mantle (due to the grain size reduction from the spine1 to perovskite phase change). Karat0 [21] showed that olivine, spine1 and perovskite have similar normalized flow stresses, which suggests that, due to the effect of pressure, the lower mantle should have a higher viscosity than the upper mantle. Since creep parameters can differ greatly even for apparently-similar perovskites [44; Table  51 , we should apply analog creep measurements to the mantle with great care. Because of the difficulties in interpreting and applying laboratory creep measurements to mantle conditions, models of mantle viscosity based on large-scale geophysical observations continue to be important to geophysics. The post-glacial uplift problem, as described by Haskell[19] , is a simple illustration. If a load is placed on the surface of a viscous fluid and allowed to deform the surface to establish hydrostatic equilibrium, the rate at which the surface deforms will depend on the viscosity of the fluid. Similarly, if the load is then removed, the rate of return is also dependent on viscosity. Viscosity models deduced from these observations are not unique, however, and require knowledge of models for the surface load (i.e., ice sheet thickness and history), which are uncertain. Also, the theoretical models are often simplified to keep them tractable; commonly, a linear rheology (i.e. n=l and T constant in equation (1)). which varies only with depth, is assumed.
The classic studies of post-glacial rebound illustrate the non-uniqueness of viscosity models derived from observations and flow models. Haskell [19, 201 proposed that the uplift of Fennoscandia was the result of deep flow, modeled as a half space with a uniform viscosity of 1021 Pa s (pascal seconds are the MKS units of dynamic viscosity; 1 Pa s = 10 poise), while van Bemmelem and Berlage [64 -see 51 proposed that the uplift of central Fennoscandia could be attributed to flow in a 100 km thick channel, with 1.3 x 1019 Pa s viscosity, overlying an effectively rigid mantle. Haskell also showed that the viscosity did not change over the interval of time of the analysis, supporting the notation of a Newtonian, rather than stress-dependent mantle.
The effects of an elastic lithosphere were first discussed by Daly [7] , who appealed to the strength of the lithosphere to avoid the formation of a bulge of material squeezed out of the low viscosity channel peripheral to the ice load in his model. McConnell [28] and Cathles [4, 51 showed the strength of the elastic lithosphere as important only in considering the short wavelength harmonics. O'Connell [33] determined the viscosity of the lower mantle by looking at changes in the ice load and relating them to long wavelength rebound. He also used spherical harmonic correlation to look for the rebound signal in the geoid. The effect of phase changes in the mantle on rebound was considered by O'Connell [34] . O'Connell concluded that the effect of both the olivine-spine1 and the basalt-eclogite phase change on post-glacial are rebound Table 1 compares a number of recently published viscosity models from post-glacial rebound with geoid and plate velocity studies compiled by Hager [14] . Because of the limited power in the post-glacial rebound data set, rebound models are usually reported in very simple parameterizations. The models still range from the nearlyuniform viscosity (Haskallian) model PT to strongly layered models NL and HRPA (see Table 1 ).
Another constraint on mantle viscosity comes from modeling the geoid and dynamic topography of the surface and core mantle boundary, using the pattern of density anomalies inferred from seismic tomography [ 11, 16, 17, l&23,49,50,51] .
From early seismic tomography, it has been observed that long-wavelength (i.e., spherical harmonic degree 1 = 2,3) geoid lows are associated with long-wavelength, fast (presumably denser) regions in the lower mantle [9] . In a static Earth, this is opposite of what one predicts; geoid highs should correspond to mass excesses ( Figure 2a The equations of motion of an incompressible selfgravitating spherical shell are presented in Richards and Hager [54] and Ricard et al. [50] . These equations can be solved by a separation of variables (assuming a radiallystratified viscosity). The resulting ODE's can be solved for response functions (kernels) which de nd only on the viscosity structure. The geoid p" (SV m, can then be calculated by convolving the response functions with a distribution of density contrasts as follows where y is the gravitational constant, a is the radius at the surface, c is the radius at the core, 6pim is the density contrast at a depth r of spherical harmonic degree 1 and order m, and Gl(r,q(r)) is the geoid response kernel.
The density perturbations (6plm) are determined by seismic velocity perturbation models from seismic tomographic inversions and/or tectonic plate and slab models from boundary layer theory and deep earthquake locations in subduction zones. To transform seismic velocity anomalies into density anomalies, we assume that changes in seismic velocity can be mapped into changes in temperature and do not represent changes in composition. Seismic velocity variations can be written in terms of elastic moduli for which the limited experimental information places reasonable bounds. Thus, the density perturbations in equation 3 can be written as where 6p/6vs is a velocity to density ratio and 6vslm is the seismic velocity perturbation model.
A simple, two-layer viscosity model, with an increase in viscosity of a factor of ten at 670 km depth or 1200 km depth, explains the longest wavelength geoid from the inferred densities in the lower mantle [ 11, 181. This model is different from the two end-member, post-glacial rebound models. The differences between the models from post glacial rebound and the geoid models have led to spirited debates, but until now no consensus model.
The velocities of the Earth's plates are the surface manifestations of convective flow in the mantle. Hager and O'Connell's model [15] showed that densities from the cooling of ocean plates and subducting slabs alone provide the necessary buoyancy force to drive plates at the observed velocities. Ricard et al. [50, 511, Ricard and Vigny [47] , Forte and Peltier [lo], and Forte et al. [12] used observed plate velocities to deduce the radial viscosity structure of the mantle. Plate velocities constrain the absolute value of the viscosity of the mantle; the geoid does not. The plate velocity data does not have the depth resolution of the geoid, because a low viscosity zone can effectively decouple the plates from flow in the deep interior.
In all of the studies discussed, the final viscosity model is dependent upon another model. In post-glacial rebound studies, this is a model of the ice sheet., which is only crudely known. In the case of the geoid, it is the seismic velocity models (see equations 3 and 4). Most seismic tomographic inversions do not report formal uncertainties (which are difficult to perform and, because of the difficulty in defining sources of error may have little 
RECENT INVERSION RESULTS
Several recent studies form and solve inverse problems rather than repeatedly solving the forward problem. In theory, the inverse problem provides not only a model, but also estimates of the resolving power of the data and of the trade-offs between model parameters. The resolution and trade-off analyses are not always straight-forward. There is a surprising convergence of these results and the resulting model differs from the "traditional" models. In this paper, all of the figures will present relative viscosities. To convert to absolute viscosities (in Pa s), one should multiply the horizontal axis scale by 1021 Pa s. Geoid models are only sensitive to relative viscosities, so the absolute scale is chosen to be consistent with postglacial rebound and plate velocity studies.
Plate Velocity Inversion
Forte et al.
[12] used the method of Bayesian inference to invert for the radial viscosity profile which best fit the observed plate velocities. Harmonic coefficients of the observed plate divergence in the degree range 1 = 1-8 were used [lo] .
Using a tomographic shear wave model SH425.2 -[62] as the driving force (i.e., 6vslm in equation 4) and Greens functions (kernels) for viscous flow developed in Forte and Peltier [lo], they parameterized the mantle viscosity in five layers (O-100 km, 100400 km, 400-670 km, 670-2600 km and 2600 km to the CMB). Their inversion produced a viscosity model (i.e., the best fitting uniform viscosity in each of the five layers) with a low viscosity in the transition zone and high viscosity in the 100400 km layer with a factor of 42 jump at 670 km (see Figure 3) . The plate-like divergence predicted by this model explains 48% of the variance in the observed plate divergence (in the range 1 = l-15). Prior to the inversion, the variance reduction with an isoviscous mantle was -770%. However, there is a significant trade-off between the top three layers (O-100 km and 400-670 km are correlated and 100-400 km is anti-correlated with the others), so a model with a low viscosity in the 100-400 km layer and higher viscosities in the O-100 km layer and 400-670 km layers tits the data nearly as well (see also Figure  3 ). Ricard and Wuming [49] , using the lower mantle model of Dziewonski [8] and the upper mantle model of Woodhouse and Dziewonski [66] , invert the topography, geoid, rotation poles, and angular plate velocities for mantle viscosity. Using present day plate geometries, the surface velocity boundary condition is choosen to match the stresses between a no-slip boundary condition at the surface flow driven by the internal density contrasts and flow driven by the plates. The resulting viscosity model has a continuous increase in viscosity with depth to the mid-lower mantle, then a decrease in viscosity in the lower one-third of the lower mantle, with no noticeable discontinuities or low viscosity zones. There is a peak change in viscosity of about two orders of magnitude from the surface to the maximum in the lower mantle. However, this model provides poor fits to the data; variance reductions are 44% for geoid, 58% for topography, and 19% for poliodal component of the plate velocities.
Post Glacial Uplift Inversions
There have been several attempts to form and solve an inverse problem for the viscosity of the mantle using postglacial uplift data [35, 381. An analysis of the relative sea level, or uplift history, over Hudson Bay was performed by Mitrovica and Peltier [30, 311. The horizontal extent of the Laurentide ice sheet suggests that this subset of the relative sea level (RSL) data should be sensitive to the viscosity at greater depths than other data subsets [30] . They conclude that the preference of a uniform viscosity in the lower mantle of 1021 Pa s from other studies [e.g., 2, 4, 5, 421 is more appropriately interpreted as a constraint on the uppermost part of the lower mantle (i.e., 670 -1800 km), with very weak sensitivity to changes in viscosity of up to an order of magnitude below this depth or in the upper mantle. Therefore, models with large increases in viscosity with depth cannot be ruled out by the RSL data as long as the average viscosity in the 670-1800 km depth range is 1021 Pa s. It should be pointed out that Haskell [20] indicated that his result represented the average viscosity of the mantle.
Geoid Inversion
Ricard et al.
[51] considered a three layer mantle. They used L02.56 [8] for the densities in the lower mantle, and M84C [66] and a slab model for those in the upper mantle; they also solved for the density to velocity ratio @ipIth -see equation 4) in the upper and lotier mantle, the density coefficient for the slab model (&lab), and viscosities in 100-300, 300-670, and 670-2900 km layers, giving them six unknowns. They used the response kernels for Newtonian viscous flow [50] . and chose the viscosity value in the O-100 km layer to be 1O22 Pa s, because the geoid is sensitive only to relative viscosity change. They performed a Monte Carlo inversion for the viscosity model which best fit both the geoid and plate velocities. Two classes of models emerged from their study; one with an increasing viscosity with depth ( Figure  4 The more interesting result is the model that emerged when they considered both geoid and plate velocities in the inversion (Figure 4 -heavy dashed line) . In addition, Ricard et al. [51] are the only investigators of the recent group to consider chemically stratified mantle models. Their results suggest that, based on the inversion study, the data are unable to discriminate between layered or whole mantle models.
A study by King and Masters [23] considered several published models for S-wave velocity for the densities providing the driving force (6~ in equation 3 wild oscillations. All three of the seismic velocity models predict a low viscosity between 400-670 km depth ( Figure  5 ). The pattern of viscosity with depth for the three models is strikingly similar: a high viscosity from 0 to 400 km depth, a low viscosity between 400 and 670 km, and increasing viscosity below 670 km. The largest difference between the viscosity models is a factor of two difference in the viscosity of the 400-670 km layer. It is interesting to note that the viscosity in the lower mantle increases by a factor of five below 1022 km in addition to an increase at 670 km. This resembles the two-layer model of Forte and Peltier [ 111. Forte et al. [13] used the recent S-wave model SH8/U4L8 which they describe. Using Frechet kernels [Forte et al., 121 , they determine the viscosity profile required to fit the geoid. The model, which contains a thin, low-viscosity zone at the base of the upper mantle and an increase in viscosity in the lower mantle ( Figure 6 ). is quite similar to those determined by King and Masters [23] (Figure 5 ). It may be beyond the limit of their data to constrain such a thin layer at the base of the mantle, however; because layer thickness and viscosity contrast trade-off directly, this could possibly represent a thicker, less extreme layer. Forte et al. obtain a 65% variance reduction for the observed geoid (1 = 2-8), in addition to a reasonable fit to the plate velocities with these viscosity and density models. They also point out that their viscosity model is consistent with recent post-glacial uplift analyses and mineral physics. 
