Abstract. We consider a geometric optimization problem that arises in sensor network design. Given a polygon P (possibly with holes) with n vertices, a set Y of m points representing sensors, and an integer k, 1 ≤ k ≤ m. The goal is to assign a sensing range, ri, to each of the sensors yi ∈ Y , such that each point p ∈ P is covered by at least k sensors, and the cost, i r α i , of the assignment is minimized, where α is a constant. In this paper, we assume that α = 2, that is, find a set of disks centered at points of Y , such that (i) each point in P is covered by at least k disks, and (ii) the sum of the areas of the disks is minimized. We present, for any constant k ≥ 1, a polynomial-time c1-approximation algorithm for this problem, where c1 = c1(k) is a constant. The discrete version, where one has to cover a given set of n points, X, by disks centered at points of Y , arises as a subproblem. We present a polynomial-time c2-approximation algorithm for this problem, where c2 = c2(k) is a constant.
Introduction
Let Y = {y 1 , y 2 , . . . , y m } be a set of m sensors in the plane, P a polygon representing a monitored region, and R = {r 1 , r 2 , . . . , r m } a range assignment to the sensors of Y . We say that a point p ∈ P is covered by a sensor y i if it is within the area monitored by y i , that is, if p lies in the disk of radius r i centered at y i , and we say that P is covered by the sensors of Y if each point p ∈ P is covered by at least one sensor of Y . The cost of R is i r α i , where α ≥ 1 is a constant. In this paper, we study the minimum-cost multi cover (MCMC) problem (also referred to as the minimum-cost k-cover problem). Given a set Y and a polygon P as above, and an integer k ≥ 1, assign sensing ranges to the sensors of Y , such that each point p ∈ P is covered by at least k sensors, and the cost of the range assignment is minimized. We focus on the quadratic version (i.e., α = 2) of the MCMC problem; that is, the cost of the assignment is i r 2 i , where r i is the range assigned to y i .
Often, the energy source of a sensor is an attached battery cell. Therefore, low energy consumption is an important requirement in the design of sensor networks. In addition, some applications may require k > 1, e.g., in security applications, or when multiple sensors are required to detect an event, or for fault-tolerance purposes.
The MCMC problem also arises in the design of wireless networks, as in the following scenario. Assume a communication company is required to provide wireless access to a set of mobile users in some region, such that each user is within the range of at least k base stations. This requirement is needed in order to ensure fault tolerance. The company has a set of potential locations where it can place base stations. From the point of view of the company, establishing a base station incurs an operational cost which depends on the range of the station (i.e., the squared distance from the base station to the farthest location within its range). The MCMC problem is to minimize the cost of building this network.
In the discrete version of the MCMC problem, one has to cover a discrete set of n points. That is, given two sets in the plane, Y = {y 1 , y 2 , . . . , y m } and X = {x 1 , x 2 , . . . , x n }, and an integer k ≥ 1, assign sensing ranges to the sensors of Y , such that each point x i ∈ X is covered by at least k sensors of Y , and the cost of the range assignment is minimized.
The min-cost l-clustering problem is a special case of the discrete MCMC problem for k = 1. In the min-cost l-clustering problem, the input is a set V of n points in the plane and an integer l ≥ 1. The goal is to compute a minimum cost set D of at most l disks, each centered at a point of V , whose union covers V . The cost of D is Di∈D r α i , where r i is the radius of disk D i .
Related work
Much work has been done on covering by disks, given potential centers; we mention only the most related work. The discrete MCMC problem is an instance of the constrained set multi-cover problem. Given a universal set U of elements and a collection S of weighted subsets of U . The goal is to find a minimum-weight collection S ⊆ S, such that each element u ∈ U is covered by at least m u sets of S . It is well known that, unless P = N P , there is no o(log n)-approximation algorithm for the constrained set multi-cover problem [15] . Chekuri et al. [8] considered the (unweighted) set multi-cover problem in geometric settings, where U is a set of points and S is a collection of geometric objects. They gave an O(log opt) approximation algorithm for set systems of bounded VC-dimension, and an O(1) approximation algorithm for covering points by half-spaces in three dimensions.
The discrete MCMC problem for k = 1 has been studied extensively. Lev-Tov and Peleg [14] studied the linear case (i.e., α = 1). They gave an O((n + m)
3 ) algorithm that solves the problem optimally when the clients and transmitters all lie on a given line, as well as a linear-time 4-approximation algorithm for this case. They also gave a PTAS for the two-dimensional case when the clients and transmitters can lie anywhere in the plane. They call this problem the minimum sum of radii cover (MSRC) problem. Alt et al. [2] gave fast constant-factor approximation algorithms for the MSRC problem and various related problems. Bilò et al. [4] showed that the discrete MCMC problem is NP-hard for any α ≥ 2. Freund and Rawitz [10] gave a polynomial-time 9-approximation algorithm for the quadratic case (i.e., α = 2), based on the primal-dual method. (At this point, it is worth mentioning that our attempt to generalize the algorithm of Freund and Rawitz to values of k greater than 1 failed, since it is not clear how to analyze the approximation ratio in this case.) Har-Peled and Lee [13] studied a more general problem. Given a set B of m weighted fat objects, compute a minimum weight cover of the underlying point set by objects from B. They show that for any δ, ε > 0, one can compute a subset R of B, whose weight is bounded by (1 + ε) times the weight of an optimal solution, such that, if one expands each of the objects in R by a factor of δ, then the resulting set of expanded objects covers the point set. Their algorithm is based on some nice ideas, and its running time is m O(κ) n, where κ depends on the fatness parameter and on δ and ε. Notice that one could apply this algorithm to the discrete MCMC problem (for k = 1), taking B to be the set of mn potential disks. However, the solution that is obtained is not quite what is required (i.e., it is neither a PTAS nor a constant-factor approximation). Moreover, the exponent O(κ) is huge.
The min-cost l-clustering problem has been studied in [4, 6, 9, 11, 12] . Doddi et al. [9] considered the metric min-cost l-clustering problem for α = 1. They presented a polynomial-time algorithm that computes an O(l)-clustering, whose cost is within a factor O(log (n/l)) of the cost of an optimal l-clustering. Charikar and Panigrahy [6] gave a polynomial-time algorithm based on the primal-dual method that computes a constant-factor approximation for this problem. Bilò et al. [4] gave a PTAS for the min-cost l-clustering problem in the Euclidean plane, for α = 1, and a slightly more involved PTAS for a more general problem in which α ≥ 2, there are fixed additive costs associated with each (potential) transmitter, and there is a bound l on the number of transmitters.
Recently, Gibson et al. [11, 12] considered the min-cost l-clustering problem for α = 1. In [11] , using the L 1 or L ∞ norm, they give an exact polynomial-time algorithm for the problem, and, using the L 2 norm, they give an algorithm that runs in time polynomial in n and in log(1/ε) and computes an l-clustering whose cost is within (1 + ε) of the cost of an optimal l-clustering, for any 0 < ε < 1. In [12] , they give an exact randomized algorithm that solves the metric mincost l-clustering problem, whose running time is n log n·log ∆ , where ∆ is the ratio between the maximum interpoint distance and the minimum interpoint distance.
For α = 2, we are not aware of any previous work dealing with the (nondiscrete) MCMC problem, or with the discrete MCMC problem where k > 1.
Our results
In Section 2, we first study the discrete version of the MCMC problem. We present an algorithm that computes a set DC of disks, centered at points of Y , such that each point of X is covered by at least k disks of DC, and the cost of DC is at most 23.02 + 63.95(k − 1) times the cost of an optimal solution for this problem. The expected running time of the algorithm is roughly O((n + m)k). Next, we use this algorithm (in Section 2.2) as a subroutine in an algorithm for the (non-discrete) MCMC problem that computes a 63.94 + 177.64(k − 1) approximation. Both algorithms are simple and relatively easy to implement; however, their proofs and analysis are quite involved. These results are interesting mainly from a theoretical point of view, as the approximation factors might be too large for practical purposes.
2 k-cover of polygon Let P be a polygon and let Y = {y 1 , y 2 , . . . , y m } be a set of m points in the plane. In this section, we present a polynomial-time algorithm that computes a k-cover of P by Y , that is, it computes a set DC of disks, centered at points of Y , such that each point p ∈ P is covered by (at least) k disks of DC. Our algorithm is based on an algorithm for computing a k-cover by Y of a set X of n points, presented in Section 2.1.
k-cover of points
Let X = {x 1 , x 2 , . . . , x n } and Y = {y 1 , y 2 , . . . , y m } be two sets of points in the Euclidean plane, and let k ≥ 1 be an integer. In this section, we present a polynomial-time algorithm (Algorithm 1 below) that computes a set DC of disks, centered at points of Y , such that each point of X is covered by (at least) k disks of DC. The set DC is obtained by assigning radii to the points of Y . That is, for each point y ∈ Y , we assign a radius r ≥ 0, and if r > 0, we insert the disk D y (r) (i.e., the disk centered at y of radius r) into DC. We denote the Euclidean distance between points a and b by δ(a, b).
remove y i from Y 12:
remove y l from Y
18:
remove from X all points that are covered by k or more disks of DC 19: return DC During the execution of Algorithm 1, disks are being added to DC. We refer to disks added in line 10 (resp. line 16) as primary (resp. secondary) disks, and denote the set of these disks by DC P (resp. DC S ). In each iteration of the while loop, the algorithm adds to DC exactly one primary disk and at most k − 1 secondary disks that are associated with the primary disk. Figure 1 illustrates a primary disk and a corresponding secondary disk. In Section 2.1.1 below, we prove that the set of disks DC that is produced by the algorithm is indeed a kcover of X, that is, each point of X is covered by (at least) k disks of DC. Later, in Sections 2.1.2 and 2.1.3, we analyze the algorithm's approximation ratio and complexity.
and has radius R l = 5ri.
2.1.1 Correctness. In Algorithm 1, Y denotes the subset of Y consisting of centers that have not yet been assigned a radius, and X denotes the subset of X consisting of points that are not yet covered by k disks. At the beginning of each iteration of the while loop, the algorithm chooses a pair of points y i ∈ Y and x j ∈ X , such that y i is the k-th closest point of Y to x j , maximizing δ(y i , x j ). Initially Y equals Y , and a point is removed from Y when it is assigned a radius. Also, initially X equals X, and at the end of each iteration of the while loop we update X by removing all points that are already covered by k disks of DC. In our proof below, we denote by X (y i ) the set X as it was just before the iteration of the while loop in which y i is assigned a radius and a disk centered at y i (either primary or secondary) is added to DC. Each primary disk D yi (R i ) ∈ DC P is associated with the point of X that determined its radius; that is, the point x j for which δ(y i , x j ) = r i . We call this point the critical point of D yi (R i ) and denote it by cr(y i ). We denote the set of all critical points by cr(X).
Notice that from one iteration of the while loop to the next, r i cannot increase. For simplify of exposition, we shall assume that all distances are distinct, and thus r i actually decreases from one iteration to the next. This leads to Observations 1 and 2 below.
Observation 1 Let D yi (R i ) and D yj (R j ) be two primary (alternatively, two secondary) disks. Then, R i > R j if and only if the iteration of the while loop in which D yi (R i ) was added to DC, preceded the iteration in which D yj (R j ) was added to DC.
Observation 2
2. Let x ∈ S(y s ) ∩ X (y s ). Then, by Observation 2, δ(y s , x) < r p , and there-
Lemma 3. The set DC produced by Algorithm 1 is a k-cover of the points of X with disks centered at points from Y .
Proof:
We have to show that each point of X is covered by at least k disks of DC. If the algorithm terminates, then this is clear. Otherwise, the algorithm eventually enters a steady state, where X = ∅ but no more disks can be added to DC. We show that the latter case is impossible. Indeed, assume the algorithm does enter such a steady state. Let x ∈ X be a point that is covered by less than k disks in this state, and let y i be the point of Y for which x ∈ S(y i ). Notice that there must exist a disk in DC that is centered at y i . (Otherwise, the algorithm can still add disks to DC (in line 7).) We show that each point of S(y i ) (and in particular x) is covered by (at least) k disks of DC.
Indeed, each of the points of S(y i ) that is removed from X before the addition of D yi (R i ) is clearly covered by at least k disks. We show that the remaining points, i.e., the points in S(y i ) ∩ X (y i ) are removed from X at the end of the iteration in which D yi (R i ) is added.
Consider first the case where D yi (R i ) is primary. By definition, the points of S(y i ) ∩ X (y i ) lie in D yi (r i ), and are therefore covered by D yi (R i ). We claim that there must exist k − 1 additional disks covering S(y i ) ∩ X (y i ). To see this, assume that the algorithm inserts into DC (in line 16) k ≤ k − 1 secondary disks corresponding to D yi (R i ). Then, by Claim 1, each such disk covers D yi (R i ), and in particular the points of S(y i ) ∩ X (y i ). If k = k − 1, then we are done. Otherwise, consider cr(y i ) and the k − 1 points of Y closest to it. Recall that y i is the k-th closest point of Y to cr(y i ). Therefore, each point y i of the above k − 1 points lies in D cr(yi) (r i ). However, for k − 1 − k of them, the algorithm did not add a secondary disk corresponding to D yi (R i ). This can only happen if for each of these k − 1 − k centers y i there already exists a disk D y i (R i ) in DC that was added in a previous iteration. By Observation 1 and by the way the radius of a secondary disk is determined, we know that R i > 3r i (whether D y i (R i ) is primary or not). Finally, for any point x ∈ S(y i ) ∩ X (y i ), we have that δ(y i , x) ≤ δ(y i , cr(y i )) + δ(cr(y i ), y i ) + δ(y i , x) < 3r i . We conclude that
Consider now the case where D yi (R i ) is secondary, and let D yp (R p ) be its corresponding primary disk. By Claim 1 we know that S(y i )∩X (y i ) ⊆ D yp (R p ) and that D yp (R p ) is covered by each of its k ≤ k − 1 corresponding secondary disks. If k = k − 1, then we are done. Otherwise, as above, there exist k − 1 − k centers y i at distance less than r p from cr(y p ), for which disks D y i (R i ) already exist in DC, where R i > 3r p . For any point x ∈ S(y i ) ∩ X (y i ), we have that
. This completes the proof.
Approximation ratio.
We now bound the approximation ratio of the algorithm. In order to do so, we first bound the ratio between the sum of areas of disks of DC P (denoted cost(DC P )) and the sum of areas of disks of an optimal k-cover, OP T . Assume for now that there exists a constant 0 < c 1 ≤ 1, such that cost(DC P ) ≤ c 1 · cost(OP T ). Recall that each disk in DC S corresponds to a unique disk of DC P , and that each disk in DC P corresponds to at most k − 1 disks of DC S . Moreover, the ratio between the area of a secondary disk and its corresponding primary disk is 25 9 . We conclude that cost(DC) = cost(DC P ) + cost(DC S ) ≤ 1 +
Let D be a disk of OP T . We denote by cr(D) the subset of points of cr(X) lying in D and for which D is their largest covering disk among the disks of OP T . We denote by DC P (D) the subset of primary disks whose critical points are in cr(D), and associate the set DC P (D) with the disk D. We show that there exists a constant c 1 , such that cost (DC P (D)) ≤ c 1 · cost(D). Since DC P is exactly the union, over all disks D in OP T , of the sets DC P (D), we obtain that cost(DC P ) ≤ c 1 · cost(OP T ).
In order to find such a constant c 1 , consider a disk D y (ρ) of OP T . Let D yi (R i ) be any disk in DC P (D y (ρ)). We refer to the disk D yi (r i ) as the core of D yi (R i ). At least k disks of OP T cover the point cr(y i ), and by definition, D y (ρ) is the largest among them. Since y i is the k-th closest point (of Y ) to cr(y i ), we have that r i ≤ ρ. This implies that the cores of the disks in DC P (D y (ρ)) are contained in the expanded disk D y (3ρ). Lemma 4 below states that the cores of the disks in DC P are pairwise disjoint. Thus, using this lemma, we may conclude that cost (DC P (D y (ρ))) is at most 9 times the cost of the cores of the disks in DC P (D y (ρ)), which in turn is at most 9·cost (D y (ρ)). Our analysis so far implies that the approximation ratio of Algorithm 1 is (81 + 225(k − 1)) (i.e., c 1 = 81), provided Lemma 4 below is true.
Lemma 4. The cores of any two primary disks (i.e., of any two disks in DC P ) are disjoint.
Proof: Assume to the contrary that there exists two disks in DC P such that their cores intersect. Let D yj (R j ) be the first primary disk (in the order of their insertion into DC) whose core intersects the core of a previously inserted primary disk D yi (R i ). By Observation 1 we have that r i > r j , and therefore δ(y j , y i ) < 2r i .
Consider the iteration in which the disk D yi (R i ) was inserted into DC. As in the proof of Lemma 3, in this iteration, the algorithm inserts into DC k corresponding secondary disks, each of which contains D yi (R i ). Moreover, there already exist (from previous iterations) k − 1 − k disks centered at points lying in D cr(yi) (r i ). We claim that none of these k − 1 − k disks is primary. Otherwise, D yi (r i ) would intersect the core of such a primary disk, contradicting the assumption that the first intersection occurs when D yj (R j ) is inserted. Therefore, each of the above k − 1 − k disks is secondary, and has radius at least 5r i , and therefore each of them contains D yi (R i ).
It follows that at the end of the iteration in which D yi (R i ) is inserted into DC, all points of X lying in D yi (R i ) are covered by k disks, and are therefore removed from X . This implies that cr(y j ) ∈ D yi (R i ), and therefore δ(y j , y i ) > 2r i .
Contradiction.
An improved bound. In the proof of Lemma 4 above, we observed that at the end of the iteration in which the primary disk D yi (R i ) is inserted into DC, all points of X lying in D yi (R i ) are removed from X . It follows that for any primary disk D yi (R i ), there is no critical point (other than cr(y i ) itself) at distance 2r i or less from cr(y i ).
Corollary 5. Let D yi (R i ) and D yj (R j ) be any two primary disks. Then the disks D cr(yi) (r i ) and D cr(yj ) (r j ) are disjoint.
Let D y (ρ) be a disk of OP T . The corollary above allows us to pack the cores of the disks in DC P (D y (ρ)) into an expansion of D y (ρ) more efficiently. More precisely, we translate each core D yi (r i ) of a disk D yi (R i ) ∈ DC P (D y (ρ)) so that it is centered at cr(y i ), and associate with D y (ρ) the set of these translated cores. The translated cores are disjoint and contained in the disk D y (2ρ), which enables us to reduce c 1 to 36.
We are able to reduce c 1 even further. Instead of packing the translated cores into D y (2ρ), we bound from below the portion of the cores that is contained in
Claim 2. The portion of D xi (r i ) that is contained in D y (ρ) is smallest when x i lies on the boundary of D y (ρ) and r i = ρ.
Proof: To see this, consider any disk D of radius at most ρ which is centered at a point x ∈ D y (ρ). When sliding x away from y the portion of D that is contained in D y (ρ) decreases monotonically. Assume, therefore, that x lies on the boundary of D y (ρ), and consider a disk D centered at x with initial radius zero. By increasing the radius of D, the portion of D that is contained in D y (ρ) decreases monotonically. Finally, recall that x i ∈ D y (ρ) and that r i ≤ ρ.
According to the claim above, the portion of D xi (r i ) ∈ DC P (D y (ρ)) that is covered by D y (ρ) is at least 1/π times the area of the intersection of two unit disks centered on each other's boundary. That is, the portion of D xi (r i ) that is contained in D y (ρ) is at least In total, the computation of y k (x), over all x ∈ X, is done in expected time O k(m − k) log m + m log 3 m + n log m + nk . As a by-product, we obtain the sets S(y), for y ∈ Y .
We store the n pairs x, y k (x) in a maximum heap, according to their corresponding distances. The algorithm performs, in total, O(n) delete max operations (in line 7), and O(n) maintenance operations in which a pair (to which we are given a pointer) is removed from the heap (following the removal of a point from Y or from X ). Thus, the total time spent on these operations is O (n log n).
In line 14 we choose at most k−1 centers of Y that lie in a query disk D xj (r i ). Note that, by definition, y i is the k-th closest point (of Y ) to x j . Thus, the query disk D xj (r i ) must contain the k closest points to x j and does not contain any other point of Y . It follows that we can find the desired centers by performing a point-location query with x j in the order-k Voronoi diagram of Y , and assign radii to those of the k centers that were not assigned a radii yet. The order-k Voronoi diagram of Y was computed in a previous stage.
In line 18, we remove from X all points that are covered by (at least) k disks of DC. Note that, according to the proof of Lemma 4, at the end of the iteration of the while loop in which a primary disk D yi (R i ) was added to DC, all points of X lying in D yi (R i ) are covered by (at least) k disks of DC. Moreover, changing line 18 so that only these points (i.e., the points lying in D yi (R i )) are removed, does not affect our proofs. Therefore, we may implement the algorithm, such that at the end of each iteration of the while loop, it performs a range search query in X with the newly inserted primary disk, and removes all reported points (together with their entries in the heap). Using the recent data structure of Chan [5] , we can find and delete all l points in a query disk in O l log 6 n amortized time. The required preprocessing time is O(nlog 2 n), thus, the total time spent in building, querying and updating the range searching data structure is O n log 6 n time. The structure's size is O (n log log n). Finally, the heap must be updated whenever a point is removed from either X or Y . In both cases all the entries of the heap that are associated with the point being removed, are deleted from the heap. As claimed above, all the deletions are performed in total time O (n log n).
In summary we obtain:
Theorem 7. Algorithm 1 computes a k-cover of X in O(k(m − k) log m + m log 3 m + n log 6 n + n log m + nk) expected time and O(k(m − k) + n log log n) space.
k-cover of polygon
We now present an algorithm for computing a k-cover of a polygon. The algorithm uses Algorithm 1 as a subroutine.
Let P be a polygon, and let Y = {y 1 , y 2 , . . . , y m } be a set of m points in the Euclidean plane. We denote by Vor(Y ) the Voronoi diagram of Y and by Vor(y) the Voronoi cell of y ∈ Y . For each edge e of Vor(Y ), denote by V(e, P ) the set of (at most two) extreme points of e ∩ P . For each y ∈ Y , let V (y, P ) be the union, over all edges e of Vor(y), of V(e, P ), and let V(y, P ) be the union of V (y, P ) and the subset of vertices of P that lie in Vor(y). Notice that any disk that covers all points in V(y, P ) must cover Vor(y) ∩ P . Finally, let V(Y, P ) be the union of the sets V(y, P ), over all y ∈ Y .
return DC Lemma 8. Each point p ∈ P is covered by at least k disks of DC.
Proof: Let q be a point in P , and let y q be the point closest to q among the points of Y , i.e., q ∈ Vor(y q ). Consider x, a point of V(y q , P ) farthest from y q (see Figure 2) . Let y k x be the k-th closest point of Y to x; clearly δ(y k x , x) ≥ δ(y q , x). We claim that x is covered by at least k disks of DC pts , each of radius at least 3δ(y k x , x). Assume first that DC pts contains a primary disk centered at y k x . According to the proof of Lemma 4, at the end of the iteration in which this primary disk is inserted into DC pts , x is covered by at least k disks. Moreover, by Observations 1 and 2, each of these disks is of radius at least 3δ(y k x , x). Otherwise, DC pts either contains a secondary disk centered at y R covers q.
and 2 if necessary, one can deduce that x is covered by at least k disks, each of radius at least 3δ(y k x , x). Now, let D = D y (R) be one of these k large disks covering x. Then, δ(y, q) ≤ δ(y, x) + δ(x, y q ) + δ(y q , q) ≤ R + 2δ(x, y q ) ≤ R + 2δ(x, y k x ) ≤ R + 2 3 R, implying that q ∈ D y 5 3 R . It follows that DC is a k-cover of P . Note that any k-cover of P is in particular a k-cover of X. We conclude that Theorem 9. Algorithm 2 computes a k-cover of P with disks centered at points from Y , of cost at most (63.94 + 177.64(k − 1)) times the cost of an optimal k-cover of P .
Remark 10. In the special (relatively easy) case where k = 1, one can use the algorithm of Freund and Rawitz [10] as a subroutine, instead of Algorithm 1, to obtain a 1-cover of P of cost at most 25 times the cost of an optimal 1-cover of P .
We now discuss the time and space complexity of Algorithm 2. Notice that |X| = |V(Y, P )| = O(|Y | + |P |) = O(m + n). Moreover, if P is a simple polygon, then V(Y, P ) can be computed in O((m + n) log m + m log n) time and O(m + n) space, using appropriate data structures for point location in a planar subdivision and ray shooting in a simple polygon (see, e.g., [3, 7] ). If P is a polygon with holes, then V(Y, P ) can be computed in O((mn) 2/3 + n log m) time and O((mn) 2/3 + m + n) space, using data structure for point location and ray shooting amidst segments. Combining the above with Theorem 7 we obtain: Theorem 11. Algorithm 2 computes a k-cover of P in O(k(m−k) log m+(m+ n)k +(m+n) log 6 (m+n)) expected time and O(k(m−k)+(m+n) log log(m+n)) space, if P is simple, and in O((mn) 2/3 + k(m − k) log m + (m + n)k + (m + n) log 6 (m+n)) expected time and O((mn) 2/3 +k(m−k)+(m+n) log log(m+n)) space, if P has holes.
