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GLOBAL AND LOCAL STABILITY FOR A NON-LINEAR
HYPERBOLIC SYSTEM MODEL FOR THE ROLE OF
STEM CELLS IN PHYSIOLOGICAL HOMEOSTASIS
LAURA DI BERNARDO AND DONATELLA DONATELLI
Abstract. In this paper we propose an existence and uniqueness the-
ory for the solutions of a system of non-linear hyperbolic conservation
laws, structured in age and maturity variables, representing a tissue en-
vironment. In particular we are interested in the investigation of the
role of stem cells in its homeostasis. The main result presented in this
paper is the consistence of the stability results arising from the analisys
of the model we designed with the experimental observations on which
several branches of medicine are currently attempting to trade on their
research activity.
1. Introduction
A good population model has to reproduce satisfactorily behaviors ob-
served by Biologists. A significant class of models which are able to fulfill
this requirements are the structured one. They describe the distribution
of individuals through different classes, determined by individual differences
related to decisive factors of the dynamics we are interested in. This type
of models have the advantage to be able to make a connection between the
individual and the population level so that they are able to catch dynamical
behaviors which other models can not.
The first authors that attempted to construct a structured model, as a
general frame able to describe the intrinsic non linearity of real biological
systems, where Gurtin and MacCamy in [6]. Their work, afterwards, has
inspired the rise of a wide literature; see [3], [4], [5], [10], [11], [12].
In this paper we design a model able to confirm the experimental evidence
that stem cells are able to maintain and eventually recover the homeostasis
of both animal and vegetal tissues.
In order to do this, our system has been outlined in three groups of cells
cohabiting and co-existing, has follows:
• Stem cells that are undifferentiated cells able both to self-convert into
specialized units or just to divide depending on the external signals.
• Proliferating cells that are the healthy building blocks of the tissue
as well as the headquarters of its specific physiological functions.
• Damaged cells which are cells that, due to an error in their protein
synthesis traffic, caused by alterations in their genetic patrimony,
show an impaired physiological activity. In particular, in this paper,
they are interpreted as potentially cancerous cells.
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To describe the dynamical behavior of the first two groups it has been used a
model given by an age and maturity-structured system of hyperbolic conser-
vation laws, widely used by M.C. Mackey, M. Adimy and R. Rudnicki (see
[1], [2], [8], [9]) of the type:
za(m, a, t) + (u(m)z(m, a, t))m + zt(m, a, t) = f(t,m,Z(m, t)) (1)
Z(m, t) =
∫ τ
0
z(m, a, t)da, (2)
with suitable initial and boundary conditions, where z(m, a, t) is the density
of the population of age a and maturity m at time t, Z(m, t) represents the
total population over all the age ranges, u(m) is its velocity of maturation,
while f(t,m,Z(m, t)) represents the cell flux in and out for each group.
Here, in order to describe the third group of cells, instead, we consider more
appropriate to use a structured partial differential equation of Gompertzian
type (see [7]) in which the term f(t,m,Z(m, t)) assumes the non-linear form
f(t,m,Z(m, t)) = z − z ln(z).
In the papers [1], [2], [8], [9] the cells are divided in only two groups: prolifer-
ating and resting ones; both of them are allowed to be stem cells when their
maturity variable is set at zero level. In particular, in [10] stability results
related to cells of maturity m are recovered by the stability of the system at
the starting point m = 0.
In our paper we extend the existence, uniqueness and stability analysis of a
system of equations of the type (1)-(2) studied in [1], [2], [8], [9], to the sys-
tem provided with damaged cells, represented by the Gompertzian equation.
In our model it has no biological sense to analyze the system at m = 0
since the dynamics of this group of cells is represented already by a dedicated
equation of the type (1)-(2).
This plan of the paper is as follows. In Section 2 we present our model.
In Section 3, by means of the variation of constants formula, we provide
a solution for any equations. The Section 4 is devoted to the study of the
existence and uniqueness of solutions for our model and in Section 5 we study
its stability. In Section 6 we perform some numerical simulations in order
to confirm the stability result. We end the paper with some comments that
can be found in Section 7.
2. The model
In order to fix the model analyzed in this paper we assume that
A1. Cellular proliferation proceeds simultaneously with cellular matura-
tion.
A2. If m is the maturation of the mother cell at the moment it starts
to divide, the generated daughter cells will have a maturation g(m),
where g is a strictly increasing continuous function such that g(m) ≤
m.
A3. In order to consider a kind of damages that stress aggression and
speed of cell reproduction, the velocity of maturation of healthy cells
v(m) is supposed to be different from velocity of maturation u(m) of
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cancerous cells. Moreover, the speeds of cell maturation, are func-
tions u, v : [0,mF ]→ [0,∞) continuously differentiable and such that
v(0) = v(mF ) = 0, u(0) = u(mF ) = 0 and v(m) > 0, u(m) > 0 for
all m ∈ (0,mF ).
A4. In order to stress the aggressiveness of damaged cells, we set further-
more the function σ(m), that represent the physiologic rate of loss
related to this group, such that 0 < σ(m) << 1.
We give now an accurate description of each group of cells which constitute
our system.
2.1. The stem group. We denote by n(t,m, a) the density of undiffer-
entiated units, that are in a resting phase waiting for an external signal.
They are supposed to be lost with a random rate δ(m) (for physiological
reasons) and to be introduced in the proliferating phase at a continuous
rate β(N(m, t),m) (specific of any population). Hence their dynamics is
described by the conservation law
na + nt + (nv(m))m = − (δ(m) + β (m,N(t,m)))n
with
Initial condition: n(0,m, a) = φ(a,m), for any (m, a) ∈ [0, 1] × [0,∞)
where φ ∈ C ([0, 1]× [0,∞)) and
lim
a→∞φ(a,m) = 0.
Boundary condition:
n(t,m, 0) =
{
2(g−1)(m)p(t, (g−1)(m), τ) if t > τ
0 if t < τ
that represents the flux of daughter cells into the resting phase.
The functions δ(m) and β(N(m, t),m) are supposed to be positive and
continuous.
The total density of stem cells is assumed to be
N(t,m) =
∫ ∞
0
n(t,m, a)da.
2.2. The proliferating group. We denote by p(t,m, a) the density of cells
that go on through their cell cycle and carry out properly the physiological
activity of the tissue. They are supposed to have age a and maturity m that
proceed respectively from (a,m) = (0, 0) (that represents the moment in
which the daughter cell is generated) to (a,m) = (τ ,mF ) (which represents
the time at which, in turn, the same unit will divide to give rise to the next
generation of daughter cells).
Moreover, at this phase, they can be lost randomly at an age independent
rate γ(m) supposed to be a continuous and positive function. So the conser-
vation law for the these cells is given by
pa + pt + (pv(m))m = −γ(m)p
with
Initial condition: p(0,m, a) = ψ(a,m) for any (m, a) ∈ [0, 1) × [0, τ)
where ψ ∈ C ([0, 1]× [0, τ ])
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Boundary condition: p(t,m, 0) = β (m,N(t,m))N(t,m) that repre-
sents the flux of resting cells into the active group.
The total density of proliferating cells is
P (t,m) =
∫ τ
0
p(t,m, a)da.
2.3. Damaged cancerous type cells. Finally, we denote by c(t,m, a) the
density of cells that instead go on through their cell cycle with a damaged
physiological activity. They are supposed to be lost physiologically with
a rate σ(m) and to be converted from the proliferating phase with a rate
α (m,P (m, t)) (specifically related to the kind of damage occurred in their
physiological activity).
Also in this case, both α (m,P (m, t)) and σ(m), are supposed to be con-
tinuous and positive functions.
Moreover, any damage can occur in the cell from the age a = τ (sup-
posed to be the moment in which any cell start the replication of its genetic
patrimony) to the age a = τ (that, as before, is the moment in which they
divide).
Their dynamics is described by the following Gompertzian PDE,
ca + ct + (cu(m))m = α (m,P (m, t)) c− σ(m)c ln(c)
with
Initial condition: c(0,m, a) = Ω(a,m) for any (m, a) ∈ [0,mF )× [τ , τ),
where Ω ∈ C ([0, 1]× [τ , τ ]). Moreover, for this group of cells, consistently
with the genetic damage processes that cause the apparition of cancerous
cells, we make the following additional assumption:
c(0,m, a) < 1 (3)
Boundary condition:
c(t,m, τ) = α (m,P (m, t))P (t,m)
that represents the flux of resting cells into the active group.
Let us observe that, in order to be consistent with the Biology of the
process, we suppose that the damage process can’t occur in the cell dynamics
before a certain age τ .
The total density of the damaged cells is
C(t,m) =
∫ τ
τ
c(t,m, a)da.
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Finally, we obtain the following model
pa + pt + (pv(m))m = −γ(m)p, (4)
na + nt + (nv(m))m = − (δ(m) + β (m,N(t,m)))n, (5)
ca + ct + (cu(m))m = α (m,P (m, t)) c− σ(m)c ln(c), (6)
P (t,m) =
∫ τ
0
p(t,m, a)da, (7)
N(t,m) =
∫ ∞
0
n(t,m, a)da, (8)
C(t,m) =
∫ τ
τ
c(t,m, a)da, (9)
with the boundary conditions
p(t,m, 0) = β (m,N(t,m))N(t,m), (10)
n(t,m, 0) =
{
2(g−1)(m)p(t, (g−1)(m), τ) if t > τ
0 if t < τ,
(11)
c(t,m, τ) = α (m,P (m, t))P (t,m), (12)
and the initial conditions
p(0,m, a) = ψ(a,m), (13)
n(0,m, a) = φ(a,m), (14)
c(0,m, a) = Ω(a,m). (15)
3. The solution
Since in this paper we want to study the stability of the total population
of cells, here we recover the evolution equations for N(m, t), P (m, t) and
C(m, t). The main tools will be the use of the method of characteristics and
of the variation of constants formula.
We start by the analysis of the equations (4),(7), (10) and (13) namely
pa + pt + (pv(m))m = −γ(m)p
P (t,m) =
∫ τ
0
p(t,m, a)da
p(t,m, 0) = β (m,N(t,m))N(t,m)
p(0,m, a) = ψ(a,m).
We define the characteristic system as follows
a′(s) = 1
t′(s) = 1
m′(s) = v(m)
p′ (a(s), t(s),m(s)) = − (γ(m) + v′(m)) p (a(s), t(s),m(s)) .
(16)
In order to avoid the difficulty in solving the last equation of the system (16),
due to its strong non-linearity, we define the characteristic curve s→ pis(m)
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through (0,m) with m ∈ [0, 1] as a solution of
dpis(m)
ds
(s) = v (pis(m)) s ≤ 0
pi0(m) = m
such that pis(0) = 0.
Then, the solution of (4), (7), (10) and (13) is given by
p =
{
ς(m, t)Γ (pi−t(m); a− t) if a > t
ς(m, t)N (pi−a(m), t− a)β (N (pi−a(m), t− a) , pi−a(m)) if a < t
(17)
with ς(m, t) = exp
(
− ∫ t0 γ (pi−s(m)) + v′ (pi−s(m)) ds).
By integrating (4) over the age variable in [0, τ ] one obtains
Pt(m, t) + (P (m, t)v(m))m + p(τ ,m, t)− p(0,m, t) = −γ(m)P (t,m). (18)
By using the boundary condition (10) and the solution p computed in (17),
we can write (18) as
Pt+(P (t,m)v(m))m = γ(m)P (t,m) + β (N(t,m),m)N(t,m) (19)
−
{
ς(m, t)Γ (pi−t(m); τ − t) if a > t
ς(m, t)N (pi−t(m), t− τ)β (N (pi−τ (m), t− τ) , pi−τ (m)) if a < t.
From which we get, first by integrating over the variablem, and then by using
the variation of constants formula with initial datum P (t,m) = ψ(m, t),
P (t,m)=e−(v
′(m)−γ(m))t
(
ψ(m, t)+
∫ t
0
e(v
′(m)−γ(m))s
∫ m
0
F (N(s, z), z)dzds
)
(20)
where
F (N(m, t),m) = β (N(m, t),m)N(m, t)
−
{
ς(m, t)Γ (pi−t(m); τ − t) if a > t
ς(m, t)N (pi−t(m), t− τ)β (N (pi−τ (m), t− τ) , pi−τ (m)) if a < t.
From (19) we can see that, in order to obtain the explicit solution for P (t,m)
we need to recover the solution for N(t,m).
As before, by integration over the age variable the equation (5), we obtain
Nt + (N(t,m)v(m))m = − (δ(m) + β (m,N(t,m)))N(t,m)
+
{
2(g−1)(m)p(t, (g−1)(m), τ) if t > τ
0 if t < τ.
(21)
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By plugging (17) in (21) and by applying again the method of characteristics
we obtain the following solution for N ,
N(t,m) = φ
(
τ , pi−(t−τ)(m)
)
K(t− τ ,m)
−
∫ t
τ
K(t− s,m)β [N(s, pi−(t−s)(m)),m]N(s, pi−(t−s)(m))ds
+
∫ t
τ
K(t− s,m)f2
(
pi−(t−s)(m),m
)
ds
× β [N(s− τ , g−1 (pi−(t−s)(m)),m)]
× N (s− τ , g−1 (pi−(t−s)(m))) (22)
with initial datum N(t,m) = φ(t,m) where, φ ∈ C ([0, τ ]× [0, g(1)]) and
f2(m) = 2(g
−1)′(m)ς
(
g−1(m), t
)
K(m, t) = exp
(
−
∫ t
0
δ (pi−σ(m)) + v′ (pi−σ(m)) dσ
)
.
Similarly, we can associate to the problem (6), (9), (12) and (15) the following
characteristic system
a′(s) = 1
t′(s) = 1
m′(s) = u(m)
c′ (a(s), t(s),m(s)) = −u′(m)c (a(s), t(s),m(s))
+α(P (m, t),m)c (a(s), t(s),m(s))
−σ(m(s))c (a(s), t(s),m(s)) ln (c (a(s), t(s),m(s))) .
(23)
By using the method of characteristic and the standard solution for Gom-
pertzian equations we get
c(t,m, a)=exp
[
α˜(m,P (m, t))
σ(m)
−
(
α˜(m,P (m, t))
σ(m)
−ln (Ω(m, a))
)
e−σ(m)t
]
(24)
with
α˜ (m,P (t,m)) = u′(m)− α (m,P (t,m)) . (25)
Finally, by using (24) and integrating (6) over the age variable in a ∈ [τ , τ ]
we get
Ct+(C(m, t)u(m))m = α(P (m, t),m)C(m, t) + α(P (m, t),m)P (m, t)
−σ(m)
∫ τ
τ
c log(c)da
−exp
(
α˜(P (m, t),m)
σ(m)
−
(
α˜(P (t,m),m)
σ(m)
− ln (Ω(m, a))
)
e−σ(m)t
)
, (26)
from which we have
C(t,m) = Ω(m, a)
[
e−
∫ t
0 (u
′(m)−α(P (m,s),m))ds
+
∫ t
0
e
∫ s
t (u
′(m)−α(P (m,r),m))dr
∫ m
0
F (P (s, z), z)dzds
]
(27)
where
F ((P (m, t),m) = α(P (m, t),m)P (m, t)− FC
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while
FC = −σ(m)
∫ τ
τ
c log(c)da
− exp
(
α˜(P (m, t),m)
σ(m)
−
(
α˜(P (t,m),m)
σ(m)
− ln(Ω(m, a))
)
e−σ(m)t
)
Similarly, as before, we note that the explicit solution for C is a function of
P and N .
4. Existence and uniqueness
In this section we focus on the existence of solutions for N, P and C.
We start with N and we rewrite (21) in the following compact form
Nt + v(m)Nm = G
(
m,N
)
N + FN (m, t), (28)
where
G(m,N) = − [δ(m) + β (m,N)+ v′(m)]
and
N =
∫ mF
0
N(t,m)dm
represents the total number of all stem cells over all the maturity range,
while
FN (m, t) =
{
2(g−1)(m)p(t, (g−1)(m), τ) if t > τ
0 if t < τ.
As a consequence (22) assumes the form
N(t,m) =
∫ t
0
FN (m, t) exp
(∫ t
r
G(pit−sm,N(s)ds)dr
)
+ N (0, pi−tm) exp
(∫ t
0
exp
∫ t
0
G(pit−sm,N(s)ds)
)
. (29)
Now, on the Banach space C[0, τ ] we define the operator B as follows:
B : C[0, τ ]→ [0, τ ] such that
BN(t) =
∫ mF
0
N(m, t)dm (30)
with norm
||N || = e−λt max
0≤t≤τ
|N | (31)
where λ > 0.
We want to show that B is a contractive operator. First of all we observe
that by definition of the norm (31) for any s ∈ [0, τ ] we have
|N1(s)−N2(s)| ≤ eλs||N1 −N2||.
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Since, by their structure, G and its derivative GN are bounded from above
by two positive constants k1 and k2 respectively, we get∣∣∣exp ∫ t
r
(
G(pit−sm,N1(s)ds
)− exp ∫ t
r
(
G(pit−sm,N2(s)ds
) ∣∣∣
≤ ek1(t−r)
∣∣∣ ∫ t
r
G(pit−sm,N1(s))ds−
∫ t
r
G(pit−sm,N2(s))ds
∣∣∣
≤ ek1t
∫ t
r
k2
∣∣N1(s)−N2(s)∣∣ds ≤ ek1t ∫ t
r
k2e
λs||N1 −N2||ds
≤ 1
λ
k2e
k1teλt||N1 −N2||.
Due to the initial hypothesis A2 on g(m), both FN (m, t) and N(m, 0) are
bounded,
|FN (m, t)| < k3 |N(m, 0)| < k4.
So it follows that for any r ∈ [0, t]
||BN1(t)− BN2(t)|| ≤ 1
λ
k2e
k1teλt||N1 −N2||
(∫ mF
0
∫ t
0
k3drdm+
∫ mF
0
k4dm
)
≤ 1
λ
k2e
k1teλtmF (k3t+ k4) ||N1 −N2||.
If we choose λ sufficiently large, the operator B is contractive so it admits a
unique fixed point N such that BN = N . Consequently, for any given initial
condition, the equation (21) has exactly one solution for any t ∈ [0, τ ]. Then
by method of steps is possible to iterate the proof for any t ≥ 0.
To show the existence and uniqueness for P we use exactly the same
procedure taking into account the appropriate initial conditions.
Analogously to prove it for C we rewrite (26) in the compact form
Ct + u(m)Cm = H
(
m,C
)
C + FC(m, t), (32)
where
H(m,C) = − [u′(m)− α(P (m, t),m)]
and
C =
∫ mF
0
C(t,m)dm
represents the total number of all damaged cells over all the maturity range,
while
FC(m, t) = α(P (m, t),m)P (m, t)− σ(m)
∫ τ
τ
c log(c)da
− exp
(
α˜(P (m, t),m)
σ(m)
−
(
α˜(P (t,m),m)
σ(m)
− ln(c0)
)
e−σ(m)t
)
.
As a consequence (27) assumes the form
C(t,m) =
∫ t
0
FC(m, t) exp
(∫ t
r
H(pit−sm,C(s)ds)dr
)
+ C (0, pi−tm) exp
(∫ t
0
exp
(∫ t
0
H(pit−sm,C(s)ds)
))
. (33)
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Now, on the Banach space C[0, τ ] we define the operator A as follows:
D : C[0, τ ]→ [0, τ ] such that
DC(t) =
∫ mF
0
C(m, t)dm (34)
with norm
||C|| = e−λt max
0≤t≤τ
|C| (35)
where λ > 0.
We want to show that D is a contractive operator. First of all we observe
that by definition of the norm (35) for any s ∈ [0, τ ] we have
|C1(s)− C2(s)| ≤ eλs||C1 − C2||.
Since, by their structure, H and its derivative HC are bounded from above
by two positive constants k˜1 and k˜2 respectively, we get∣∣∣ exp∫ t
r
(
H(pit−sm,C1(s)ds
)− exp∫ t
r
(
H(pit−sm,C2(s)ds
) ∣∣∣
≤ ek˜1(t−r)
∣∣∣ ∫ t
r
H(pit−sm,C1(s))ds−
∫ t
r
H(pit−sm,C2(s))ds
∣∣∣
≤ ek˜1t
∫ t
r
k2
∣∣C1(s)− C2(s)∣∣ds ≤ ek˜1t ∫ t
r
k2e
λs||C1 − C2||ds
≤ 1
λ
k˜2e
k˜1teλt||C1 − C2||.
Due to the initial hypothesis of continuity an positiveness made on α and on
the previous results on P , both FC(m, t) and C(m, 0) are bounded,
|FC(m, t)| < k˜3 |C(m, 0)| < k˜4.
So it follows that for any r ∈ [0, t]
||DC1(t)− DC2(t)||≤ 1
λ
k˜2e
k˜1teλt||C1 − C2||
(∫ mF
0
∫ t
0
k˜3drdm+
∫ mF
0
k˜4dm
)
≤ 1
λ
k˜2e
k˜1teλtmF
(
k˜3t+ k˜4
)
||C1 − C2||.
If we choose λ sufficiently large, the operator D is contractive so it admits a
unique fixed point C such that DC = C. Consequently, for any given initial
condition, the equation (26) has exactly one solution for any t ∈ [0, τ ]. Then
by method of steps is possible to iterate the proof for any t ≥ 0. Finally we
have proved the following global existence result.
Theorem 4.1 (Global existence and uniqueness). Let us assume that the
hypotheses A1- A4 hold, then the system (4)-(15) with the initial conditions
(13)-(15) and the boundary conditions (10)-(12), has a unique global solution
for any t ≥ 0.
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5. Stability results and asymptotic behavior
This section is devoted to prove the stability of solutions for the system
(4)-(15). In particular we will prove the local and global exponential stability
of the trivial solution (N,P,C) ≡ (0, 0, 0) by using an iterative procedure.
Let us consider the domain D = ([0, τ ]× [0, g(1)]).
We denote by zφ the generic solution N,P,C with initial condition φ.
For completeness, we list below the main definitions of stability we are going
to use in this section.
Def 1: The solution z with initial condition φ ∈ D is locally stable if for
all  > 0 exists k > 0 such that if φ ∈ D and ||φ − φ|| < k than
|zφ − z| <  for all (t,m) ∈ ([τ ,∞)× [0, g(1)]).
Def 2: The solution z with initial condition φ ∈ D is locally exponentially
stable if for all  > 0 exist c, d > 0 such that if φ ∈ D and ||φ−φ|| < 
then |zφ − z| < ce−d(t−τ) for all (t,m) ∈ ([τ ,∞)× [0, g(1)]).
Def 3: A solution z related to the initial condition φ is globally exponentially
stable on D if for all φ ∈ D there exists positive constants c > 0 and
d > 0 such that
lim
t→∞ |z
φ − z| ≤ ce−d(t−τ)
for all (t,m) ∈ ([τ ,∞)× [0, g(1)]) .
Through this section we assume that:
B1. The map x → xβ(m,x) is positive and Lipschitz continuous in a
neighborhood of zero, that is, there exists  > 0, and kb > 0 such
that
|xβ(m,x)− yβ(m, y)| ≤ kb|x− y|
for every |x| ≤  and |y| ≤ .
B2. The map x→ α(m,x) is Lipschitz and such that α(0)=0. As a con-
sequence the map x→ xα(m,x) is positive and Lipschitz continuous
in a neighborhood of zero, namely there exists  > 0, and ka > 0
such that
|xα(m,x)− yα(m, y)| ≤ ka|x− y|
for every |x| ≤  and |y| ≤ .
5.1. Local and global stability for N-cells. In this section we will rewrite
the solution (22) as
N(t,m) =
{
N0(t,m) +G(t,m) + J(t,m) if t ≥ τ
φ(t,m) if t ∈ [0, τ ] (36)
where we set
N0(t,m) = φ
(
τ , pi−(t−τ)(m)
)
K(t− τ ,m)
G(t,m) =
∫ t
τ
K(t− s,m)β [N(s, pi−(t−s)(m)),m]N(s, pi−(t−s)(m))ds
J(t,m) =
∫ t
τ
K(t− s,m)f2
(
pi−(t−s)(m),m
)
ds
× β [N(s− τ , g−1 (pi−(t−s)(m)),m)]×N (s− τ , g−1 (pi−(t−s)(m)))
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and we are going to prove the following Theorem
Theorem 5.1 (Local stability). If we suppose A = kb(1+2ς)I < 1, then the
trivial solution N ≡ 0 of (21) is locally exponentially stable in the sense of
definition Def 2.
Proof. First of all we define the sequence (Nn)n∈N as follows
N0(t,m) =
{
φ(t,m) if t ∈ [0, τ ]
φ
(
τ , pi−(t−τ)(m)
)
k(t− τ ,m) if t > τ
Nn(t,m) =
{
φ(t,m) if t ∈ [0, τ ]
N0(t,m) +G(Nn−1)(t,m) + J(Nn−1)(t,m) if t > τ.
Recalling the definitions of pi and g we have that pi−(t−τ)(m) < m < g(1)
and so
φ
(
τ , pi−(t−τ)(m)
)
< ,
moreover
|K(t− τ ,m)| ≤ e−I(t−τ)
with I = infm∈[0,g(1)](δ(m) + v′(m)), so for n = 0 we get
|N0(m, t)| ≤ e−I(t−τ) ≤ .
If we suppose that |Nn(m, t)| <  for n > 0 and by the Lipschitzianity of β
we obtain the estimates
|G(Nn)(m, t)| ≤ 2ςkb
∫ t
τ
e−I(t−s)ds,
|J(Nn)(m, t)| ≤ kb
∫ t
τ
e−I(t−s)ds.
It follows that
Nn+1(t,m) = N0(t,m) +G(Nn)(t,m) + J(Nn)(t,m) (37)
becomes
|Nn+1(m, t)| ≤ e−I(t−τ) + 2ςkb
∫ t
τ
e−I(t−s)ds
+ kb
∫ t
τ
e−I(t−s)ds
≤ 
(
e−I(t−τ) +
kb(1 + 2ς)
I
(1− e−I(t−τ))
)
,
since A = kb(1+2ς)I < 1, we have that
|Nn+1(m, t)| ≤ 
(
e−I(t−τ)(1−A) +A
)
≤  ((1−A) +A) ≤ .
By the induction principle
|Nn(m, t)| ≤ , (38)
for all n ∈ N. This is a preliminary result to show the exponential stability
of our solution.
GLOBAL AND LOCAL STABILITY 13
Let us now define the continuous map p ∈ [0, I]→ I−p
1+2ςepτ
such that
k < I−p
1+2ςepτ
< I1+2ς . By using (38) and B1 we can prove the following
estimates
|N0(m, t)| ≤ e−I(t−τ) ≤ e−p(t−τ) ≤  (39)
|J0(N0)(m, t)| ≤ kb
∫ t
τ
|N0(pi−(t−s)(m), s)|e−I(t−s)ds
≤ kb
∫ t
τ
e−p(t−τ)e−I(t−s)ds
≤ kbe−Itepτ
∫ t
τ
e−(I−p)sds (40)
|G0(N0)(m, t)| ≤ 2ςkbe−Ite2pt
∫ t
τ
e−(I−p)sds. (41)
By using (39),(40) and (41) we get,
|N1(m, t)−N0(m, t)| = |N0(m, t) + J(N0)(m, t) +G0(m, t)−N0(m, t)|
= |J(N0)(m, t) +G0(m, t)|
≤ kbe−Itepτ
∫ t
τ
e−(I−p)sds+ 2ςkbe−Ite2pt
∫ t
τ
e−(I−p)sds
≤ kbe−Itepτ [1 + 2ςept]
∫ t
τ
e−(I−p)sds.
Solving the integral e−Itepτ
∫ t
τ e
−(I−p)sds it is possible to complete the esti-
mate as follows
|N1(m, t)−N0(m, t)| ≤ kb[1 + 2ςept] 1
I − pe
−p(t−τ)
≤ kbe−p(t−τ). (42)
By induction and with the same procedure as before we are able to prove
that for any n ∈ N,
|Nn+1(m, t)−Nn(m, t)| ≤ (kb)n+1e−p(t−τ). (43)

From this result it is now possible to extend our local stability result to a
global stability one.
Theorem 5.2 (Global exponential stability). If the hypothesis B1 holds,
with kb such that
kb(1+2ς)
I < 1, then the trivial solution N ≡ 0 of (21) is
globally exponentially stable in the sense of definition Def 3.
Proof. It follows from the local stability that
|Nφ(m, t)| ≤ ||φ||.
So, by using the same arguments of Theorem 5.1 we have
lim
t→∞ |N
φ| = lim
t→∞ (kb)
n+1e−p(t−τ) = 0, (44)
for all (t,m) ∈ ([τ ,∞)× [0, g(1)]). 
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5.2. Local and global stability of P-cells. Let us recall that the solution
for P with initial datum P (t,m) = ψ(m, t) where ψ ∈ C ([τ , τ ]× [0, g(1)]) is
P (t,m)=e−(v
′(m)−γ(m))t
(
ψ(m, t)+
∫ t
0
e(v
′(m)−γ(m))s
∫ m
0
F ((N(s, z), z)dzds
)
where
F (N(m, t),m) = β (N(m, t),m)N(m, t)
+
{
ς(m, t)Γ (pi−t(m); a− t) if a > t
ς(m, t)Nn (pi−a(m), t− a)β(Nn (pi−a(m), t− a) , pi−a(m)) if a < t
by using the same procedure of the previous section we define the sequence
(Pn)n∈N as
Pn(t,m) = ψ(m, t)
[
e−(v
′(m)−γ(m))t
+
∫ t
0
e−(v
′(m)−γ(m))(t−s)
∫ m
0
F (Nn(z, s), z)dzds
]
(45)
where Nn is his in the previous section and
F(Nn(m, t),m)
=
{
ς(m, t)Γ (pi−t(m); a− t) if a > t
ς(m, t)Nn (pi−a(m), t− a)β(Nn (pi−a(m), t− a) , pi−a(m)) if a < t
First of all we estimate the sequence (45) in order to prove a preliminary
result of invariance analogous to (38) for (Pn)n∈N where, as before, we set
the initial condition ψ(m, t) such that
ψ(m, t) < .
By defining E = inf (v′(m)− γ(m)) > 0 from (45) we get that
|Pn(m, t)| ≤ 
(
e−Et + τe−Eτkb
) ≤ K. (46)
Now, in order to show the stability for P , we need to recover some estimates
for |Pn+1 − Pn|. For a > t we have
|Pn+1 − Pn| = 0. (47)
While for a < t we have
|ς(m, t)β (Nn+1(m, t),m)Nn+1(m, t)−ς(m, t)β (Nn(m, t),m)Nn(m, t)|
≤sup |ς(m, t)|kb(Nn+1 −Nn). (48)
Now in both cases, by the global exponential stability proved for N , in
Theorem 5.2 is possible to conclude the convergence
|Pn+1 − Pn| → 0 as n→∞, (49)
i.e. the global exponential stability of P. Hence we proved the following
Theorem.
Theorem 5.3 (Global exponential stability). If the hypothesis B1 holds,
with kb such that
kb(1+2ς)
I < 1, then the trivial solution P ≡ 0 of (20) is
globally exponentially stable in the sense of definition Def 3.
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5.3. Local and global stability of C-cells. Finally we apply the same
procedure to the last group of cells. Let us recall that the complete solution
for C with initial datum Ω(a,m) such that Ω ∈ C ([τ , τ ]× [0, g(1)]) is given
by
C(m, t) = Ω(a,m)
[
e−
∫ t
0 (u
′(m)−α(P (m,s),m))ds
+
∫ t
0
e
∫ s
t (u
′(m)−α(P (m,r),m))dr
∫ m
0
F (P (s, z), z)dzds
]
(50)
where
F ((P (m, t),m) = α(P (m, t),m)P (m, t)− FC
while
FC = σ(m)
∫ τ
τ
c log(c)da
+ exp
(
α˜(P (m, t),m)
σ(m)
−
(
α˜(P (t,m),m)
σ(m)
− ln(Ω(m, a))
)
e−σ(m)t
)
and α˜ defined as in (25).
Let us now define the sequence (Cn)n∈N as follows
Cn(m, t) = Ω(a,m)
[
e−
∫ t
0 (u
′(m)−α(Pn(m,s),m))ds
+
∫ t
0
e
∫ s
t (u
′(m)−α(Pn(m,r),m))dr
∫ m
0
F (Pn(s, z), z)dzds
]
(51)
where
F ((Pn(m, t),m) = α(Pn(m, t),m)Pn(m, t)− FCn
while
FCn = σ(m)
∫ τ
τ
c log(c)da
+ exp
(
α˜(Pn(m, t),m)
σ(m)
−
(
α˜(Pn(t,m),m)
σ(m)
− ln(Ω(a,m))
)
e−σ(m)t
)
First of all, we recover a preliminary result analogous to (38) and (46) by
estimating |Cn(m, t)|.
By the definitions of pi and g and hypothesis A3, we have that pi−(t−τ)(m) <
m < g(1) so
Ω
(
τ , pi−(t−τ)(m)
)
< . (52)
By hypothesis A3 it is possible to define A = inf
{
e−
∫ t
0 (u
′(m)dt
}
> 0, more-
over by recalling the hypothesis B2 and the preliminary result (46)
e−
∫ t
0 (u
′(m)−α(Pn(m,s),m))ds ≤ e−Ate
∫ τ
0 |α(Pn(m,s),m)|ds
≤ Aeka|Pn(m,s)|τ ≤ Aekaτ . (53)
Furthermore, in order to estimate |FCn |, we note that by hypotheses A4 and
(3), with c as in (24) and computed in Cn∣∣∣∣∣σ(m)
∫ τ
τ
c log(c)da
∣∣∣∣∣ << 1.
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Moreover by hypothesis (3) and B2 and by using (46)∣∣∣∣∣e α˜(Pn(m,t),m)σ(m) e− α˜(Pn(t,m),m)σ(m) e−σ(m)teln(Ω(a,m))e−σ(m)t
∣∣∣∣∣
≤
∣∣∣e α˜(Pn(m,t),m)σ(m) ∣∣∣∣∣∣e− α˜(Pn(t,m),m)σ(m) ∣∣∣∣∣∣eln(Ω(a,m))∣∣∣ ≤ ∣∣∣eln(Ω(a,m))∣∣∣ < 1.
So we recover the estimate
|FCn | < 1 (54)
and consequently by using again (46) we have
F ((Pn(m, t),m) ≤ k− 1 ≤ k. (55)
As a consequence we get the estimate∣∣∣ ∫ m
0
F (Pn(s, z), z)dz
∣∣∣ ≤ ∫ g(1)
0
|F (Pn(s, z), z)|dz
≤ g(1)|F (Pn(s, z), z)| ≤ g(1)k (56)
Finally, by (53), (55) and (56) we obtain for any n ≥ 0
|Cn(m, t)| ≤ Aekaτ +
∫ τ
0
Aekaτg(1)kdt
≤ Aekaτ (1 + g(1)τ) (57)
≤ K. (58)
Let us now prove the convergence of the sequence Cn by estimating
|Cn+1 − Cn| ≤ e
∫ t
0 u
′(m)dtΩ(a,m)
∣∣∣e∫ t0 α(Pn+1(m,s),m)ds − e∫ t0 α(Pn(m,s),m)ds∣∣∣
+
∣∣∣ ∫ t
0
e
∫ t
s u
′(m)dre−
∫ s
t α(Pn+1(m,r),m)dr
∫ m
0
F (Pn+1(s, z), z)dzds
−
∫ t
0
e
∫ t
s u
′(m)dre−
∫ s
t α(Pn(m,r),m)dr
∫ m
0
F (Pn(s, z), z)dzds
∣∣∣
= I1 + I2 (59)
Recalling definitions of pi and g and hypothesis A3 and A4 we have that
pi−(t−τ)(m) < m < g(1) so
e−u(m)tΩ
(
τ , pi−(t−τ)(m)
)
< . (60)
By hypothesis B2 we can estimate I1 as follows∣∣∣e∫ t0 α(Pn+1(m,s),m)−α(Pn(m,s),m)ds∣∣∣∣∣∣e∫ t0 α(Pn(m,s),m)ds∣∣∣
+
∣∣∣e∫ t0 α(Pn(m,s),m)−α(Pn+1(m,s),m)ds∣∣∣∣∣∣e∫ t0 α(Pn+1(m,s),m)ds∣∣∣
≤ e
∫ t
0 |Pn(m,s)|dse
∫ t
0 |Pn+1(m,s)−Pn(m,s)|ds
+ e
∫ t
0 |Pn+1(m,s)|dse
∫ t
0 |Pn(m,s)−Pn+1(m,s)|ds
≤ 2e
∫ t
0 |Pn(m,s)|ds
∫ t
0
|Pn+1(m, s)− Pn(m, s)|ds
≤ 2eτ |Pn(m,s)| sup |Pn+1(m, s)− Pn(m, s)|. (61)
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Let us now focus on I2. By adding and subtracting the term∫ t
0
e
∫ t
s u
′(m)dre−
∫ s
t α(Pn+1(m,r),m)dr
∫ m
0
F (Pn(s, z), z)dzds
and defining A˜ = sup
{
e
∫ t
s u
′(m)dr
}
> 0 we obtain the following estimate
|Cn+1 − Cn|
≤ 2eτ |Pn(m,s)| sup |Pn+1(m, s)− Pn(m, s)|
+
∫ t
0
A˜
∣∣∣e− ∫ st α(Pn+1(m,r),m)dr∣∣∣
×
∫ g(1)
0
∣∣F (Pn+1(s, z), z)− F (Pn(s, z), z)∣∣dzds
+
∫ t
0
A˜
∣∣∣e− ∫ st α(Pn+1(m,r),m)dr − e− ∫ st α(Pn(m,r),m)dr∣∣∣
×
∫ g(1)
0
∣∣F (Pn(s, z), z)∣∣dzds (62)
This estimates involves computations perfectly analogous to the ones for I1
except for the the term
∣∣∣F (Pn+1(s, z), z)− F (Pn(s, z), z)∣∣∣.
By using the hypothesis B2 we have that∣∣∣F (Pn+1(s, z), z)−F (Pn(s, z), z)∣∣∣
≤
∣∣∣α(Pn+1(m, t),m)Pn+1(m, t)− α(Pn(m, t),m)Pn(m, t)∣∣∣
+
∣∣∣FCn+1 − FCn∣∣∣
≤ka
∣∣∣Pn+1(m, t)− Pn(m, t)∣∣∣+ ∣∣∣FCn+1 − FCn∣∣∣. (63)
We now estimate separately the term
∣∣∣FCn+1 − FCn∣∣∣ in the following way∣∣∣FCn+1−FCn∣∣∣
≤
∣∣∣∣∣ exp
[
α˜(Pn+1(m, t),m)
σ(m)
−
(
α˜(Pn+1(t,m),m)
σ(m)
−ln(Ω(a,m))
)
e−σ(m)t
]
−exp
[
α˜(Pn(m, t),m)
σ(m)
−
(
α˜(Pn(t,m),m)
σ(m)
− ln(Ω(a,m))
)
e−σ(m)t
] ∣∣∣∣∣.
This can be rewritten as∣∣∣FCn+1 − FCn∣∣∣ ≤
∣∣∣∣∣e α˜(Pn+1(m,t),m)σ(m) − e− α˜(Pn+1(m,t),m)σ(m) e−σ(m)t
−
(
e
α˜(Pn+1(m,t),m)
σ(m) − e−
α˜(Pn(m,t),m)
σ(m)
e−σ(m)t
) ∣∣∣∣∣. (64)
Now, if we sum and subtract in (64) the quantity
e
α˜(Pn(m,t),m)
σ(m) e
− α˜(Pn+1(m,t),m)
σ(m)
e−σ(m)t
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we obtain∣∣∣FCn+1 − FCn∣∣∣ ≤
∣∣∣∣∣e α˜(Pn+1(m,t),m)σ(m) − e α˜(Pn(m,t),m)σ(m)
∣∣∣∣∣
∣∣∣∣∣e− α˜(Pn+1(m,t),m)σ(m) e−σ(m)t
∣∣∣∣∣
+
∣∣∣∣∣e− α˜(Pn+1(m,t),m)σ(m) e−σ(m)t − e− α˜(Pn(m,t),m)σ(m) e−σ(m)t
∣∣∣∣∣
∣∣∣∣∣e α˜(Pn(m,t),m)σ(m)
∣∣∣∣∣.
So we can estimate∣∣∣FCn+1 − FCn∣∣∣ ≤
∣∣∣∣∣e α˜(Pn+1(m,t),m)σ(m) − e α˜(Pn(m,t),m)σ(m)
∣∣∣∣∣M
+
∣∣∣∣∣e− α˜(Pn+1(m,t),m)σ(m) e−σ(m)t − e− α˜(Pn(m,t),m)σ(m) e−σ(m)t
∣∣∣∣∣M
≤ AMeka(t−r)
∣∣∣α(Pn+1(m, t),m)
σ(m)
− α(Pn(m, t),m)
σ(m)
∣∣∣
+ AMeka(t−r)
∣∣∣α(Pn+1(m, t),m)
σ(m)
e−σ(m)t
− α(Pn(m, t),m)
σ(m)
e−σ(m)t
∣∣∣
≤ AMekaτka|Pn+1(m, t)− Pn(m, t)|
+ AMekaτkae
−σ(m)t|Pn+1(m, t)− Pn(m, t)|. (65)
By collecting our estimates (65), (61), (56), (63) we have
|Cn+1 − Cn|≤2eτ |Pn(m,s)| sup |Pn+1(m, s)− Pn(m, s)|
+A˜eτ |Pn(m,s)|ka
∣∣Pn+1(m, t)− Pn(m, t)∣∣
+AMekaτka
∣∣Pn+1(m, t)− Pn(m, t)∣∣
+AMekaτkae
−σ(m)t|Pn+1(m, t)− Pn(m, t)
∣∣
−2kτg(1)eτ |Pn(m,s)| sup |Pn+1(m, s)− Pn(m, s)| (66)
Finally from (66) it follows the global stability for the C − cells that is
|Cn+1 − Cn| → 0 as n→∞. (67)
Hence we proved the following Theorem.
Theorem 5.4 (Global exponential stability). If the hypotheses (3), B1, B2,
A1 - A4, hold, with kb such that
kb(1+2ς)
I < 1, then the trivial solution C ≡ 0
of (26) is globally exponentially stable in the sense of definition Def 3.
In conclusion we can summarize the results obtained in Theorems 5.2, 5.3,
5.4 as follows
Theorem 5.5 (Global exponential stability for the total system). If the
hypotheses B1, B2, A1 - A4 holds, with kb such that
kb(1+2ς)
I < 1, then,
the trivial solution (N,P,C) ≡ (0, 0, 0), is globally exponentially stable in the
sense of definition Def 3 for the problem (21), (20), (26).
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6. Numerical simulations
In order to confirm the stability results obtained analytically, we per-
formed some numerical simulations with suitable life-parameters on the dis-
cretization of the equations (22), (20), (27) with stationary solutions defined
as N∗, P ∗, C∗.
To approximate the integral terms of (22), (20), (27) that here we denote as
A1, A2 and A3, we used a composite trapezoidal quadrature formula. Note
that A1, A2, A3 turn out to be block matrices whose dimension depends on
the discretization step.
As first step we made use of a Picard iteration for the solution of the linear
fixed point problem arising from the discretization of (22) given by
Nk+1 = A1N
k + b1.
By using an error estimate ||Nk−Nk−1|| < toll, we denote by Nk ≈ N∗ the
k − th final iterate (depending naturally on the fixed tolerance). Then we
insert Nk into the linear fixed point problem arising from the discretization
of (20) and apply the second Picard iteration
P k+1 = A2P
k + b2(N
k).
With the same procedure, once obtainted P k ≈ P ∗ such that is satisfied the
error estimate ||P k − P k−1|| < toll, we insert finally Nk and P k into the
linear fixed point problem arising from the discretization of (27)
Ck+1 = A3C
k + b2(N
k, P k).
In order to illustrate the convergence behaviour we plot in Figure 1 and 2:
• the iteration error defined for a generic F as ek = ||F k − F ∗||;
• the asymptotic rate of convergence estimated as rk = ||ek||||ek−1||
The obtained results confirm the stability properties proved analytically
in Section 5, and also observed from the biological point of view: the stabil-
ity of the stem cell population in a physiological tissue stabilize the global
homeostasis of the environment.
As future work we plan to investigate numerically more sophisticated real-
life models.
Figure 1. Error and rate of convergence of the Picard iter-
ation on N(m, t)
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Figure 2. Error and rate of convergence of the Picard iter-
ation on C(m, t)
7. Conclusions and future work
We setup a model able to reproduce, the experimental validated evidence,
that a good presence of stem cells in a tissue environment improve critically
the activity of self-regeneration and repair of the genetic damages that could
accumulate physiologically and modify the healthy cell life cycle causing a
wide range of diseases, in particular in this work we considered a kind dam-
age that cause iper-activity of cells at low densities and make them more
aggressive.
This model was inspired by reading about the new trend of medical research
that is attempting to power in-vitrio this capability of stem cells in order to
make possible the therapy of various types of diseases by means of a trans-
plantation of a critical density of stem cells physically in the damaged areas.
In this context, this can be proposed, once computerized, as first rudimental
tool to complement the work of physicians and biologists to test the appro-
priate concentrations and the timing of the reaction.
Our future work, as well as computerization, is aimed to test the validity
and robustness of our model through its application to other types of cellu-
lar damages.
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