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ABSTRACT 
Some techniques for the study of the algebraic curve C(A) which generates the 
numerical range W(A) of an n Xn matrix A as its convex huh are developed. These 
enable one to give an explicit point equation of C(A) and a formula for the curvature 
of C( A ) at a boundary point of W( A ). Applied to the case of a nonnegative matrix A, 
a simple relation is found between the curvature of the function Q(A) =p((l - o)A + 
aAr) (p being the Perron root) at a = f and the curvature of W(A) at the Perron root 
of ;(A +A’). A connection with Z-dimensional pencils of Hermitian matrices is 
mentioned and a conjecture formulated. 
1. INTRODUCTION 
The numerical range W(A) f o a complex n X n matrix A, also called the 
field of values of A. is the set 
W(A)={(Ax,r)l(x,x)=l} 
in the Gaussian plane l? of complex numbers. Here (x, y) means the inner 
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product of the complex column vectors X, y. Let us briefly recall some 
known properties of W(A). (F or a detailed bibliography, see [lo].) 
1.1. For any A, W(A) is a compact cower set in I?. It contains the 
spectrum S(A) of A and is equal to the convex hull of S(A) if A is normal. 
1.2. For a unitay matrix U, 
W(UAU*)=W(A); (I) 
for complex numbers z and t, 
W(zA+tI)=zW(A)+t. (2) 
Since every complex matrix A can be, uniquely, expressed as A = Hi + iH, 
where H,, H, are Hermitian, we have then 
(Ax,x)=(H,x,x)+i(H,x,x). 
Both (H,x, x),(H,x, x) being real, W(H,) is the orthogonal projection of 
W(A) on the x-axis: 
W(H,)=P,W(A). (3) 
In other words, if Ati,,, A,,, respectively, are the minimum and maxi- 
mum eigenvalues of H,, then x - h min = 0 and x -A _ = 0 are equations of 
the supporting lines to W(A) parallel to the y-axis. These are, in fact, 
particular cases (for U= 1, v = 0, w = -A,, and -X_) of the following 
known theorem: 
THEOREM 1.3. Let x, y be orth onormal coordinates in the (x, y)-plane. 
Let ux + vy + w = 0 be the equation of a supporting line to W(A), A = H, + 
iH,, H,, H, Hermitian. Then 
det( uH, + uH, + WI) =O. (4) 
The proof can easily be completed using the above observations and the 
property (2) for t = 0, z= w-a complex unit, since this transformation 
rotates the geometric situation around the origin. 
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It follows that (4) can be considered as dual (line) equation of an 
algebraic curve C(A) of class n [this means that through a “general” point in 
the plane there are n (maybe complex) lines tangent to C(A)]. 
Let us recall, without proofs, some other known properties of the curve 
C(A) PI> 171: 
1.4. W(A) is the convex hull of C(A). 
1.5. In any real direction in the (x, y)-plane, there are n real lines 
tangent to C(A) with this direction (counting multiple lines). 
1.6. The eigenvalues of A are exactly the real foci of the curve C(A). 
This has to be understood as follows: If A =(Y + ifl, (Y, /3 real, is an 
eigenvalue of A, then the point ((w, p) has the property that among the (in 
general complex) tangents from this point to C(A) both the lines 
r-cu+i(y-/?)=O, 
r-cr-i(y-/?)=O 
(5) 
(isotropic lines) are included. And conversely, if (a, /3), with a, /I real, has the 
property that both lines (5) are tangents to C(A), then X =(Y + i/? is an 
eigenvalue of A. 
In Sec. 2, we shall investigate some algebraic properties of C(A). In 
particular, we shall find the point equation of C(A). 
In Sec. 3, we study some differential properties of C(A), in particular the 
curvature of C(A) at a boundary point of W(A). 
In Sec. 4, we shall investigate the numerical range of nonnegative 
matrices. 
2. THE POINT EQUATION OF C(A) 
In this section, we intend to find the point equation of the curve (4). A 
usual procedure is to eliminate one of the indeterminates, say w, from (4) 
and ux+vy-tw ‘0, dehomogenize the result by setting, say, u = 1, and 
eliminate the remaining parameter v from the resulting equation F( v, x, y) = 0 
and 8F/&=O. We shall choose, however, another approach which is usually 
not very practical but which could be used for theoretical purposes. 
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We shall need the notion of the second compound A(2) of a matrix A and, 
more generally, of the second mixed compound (A, B) of two matrices A, Z? 
of the same size. 
As is well known, the second compound Ac2) of an m X n matrix A = (a+) 
(m>2, n>2) is the 
(:)X(9 
matrix the row indices of which are 
lexicographically ordered pairs (i, k), 1< i < k < m, and the column indices 
lexicographically ordered pairs (T, s), 1 & 7 < s < n; the entry of A@) with row 
index Z=(i, k) and column index _Z=(T, s) is 
(A”)),=det( z:: ::I). 
For indeterminates x, y and two mXn matrices A=(a,,), B= (bik), 
(xA+~B)‘~‘= x’A’~’ +Zxy(A, B) +y2B(2), (6) 
where (A, B ) , the second mixed compound matrix of A, B, is also an 
(:1X(;) 
matrix with entries 
for Z=(i, k), J=(r, s). 
The following properties of the second mixed compound are easy conse- 
quences of (4) and of the well known fact that 
( pQ)c2’ = p(2)Q(2) 
(7) 
whenever P and Q can be multiplied. 
THEOREM 2.1. FOT any matrices A, B, A,, A, of the same size, for any 
numbers aI, a2, and for any matrices C, D for which CA, AD exist, 
(1) (A, B) =<B, A), 
(2) <a,A,+wh B) =dAv B) +dA,, B), 
(3) (A A) =Ac2) 
(4) &,CB) =&(A, B), (AD, BD) =(A, B)Dc2), 
(5) (A, B)=i(A+B)(2)-L(A-B)(2). 4 4 
For a square n X n matrix A and the n&order identity matrix I, 2 (A, Z > 
is the same as the second additive compound matrix AL2] of A (see e.g. [3]). 
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While A(‘) is well known to have as its eigenvalues all products qL, 
l<i<k<n,oftheeigenvaluescw,,...,cy,ofA,thematrixAI’]haseigenval- 
ues ai++, l<i<k<n. 
In [3], the discriminant matrix 
of the matrix A was defined, and the following was proved as a special case 
of a more general theorem: 
THEOREM 2.2. Zf cxl,.. ., (Y, are the eigenvalues of an n x n matrix A, 
then A(A) has eigenvalues (q -cQ)‘, 1 <i<k<n. Therefore, d&A(A)=0 iff 
A has a multiple eigenvalue. 
Let us prove now the theorem: 
THEOREM 2.3. Let A, B be n X n complex matrices. Then the form. 
det(rA+yB) 
(which is a product of linear complex factors qx+&y) is either identically 
zero, or has a multiple linear factor iff 
det 
A(2) 
(A, B) 
(8) 
Proof, First let x, A + y,B be a nonsingular matrix in the pencil XA + yB, 
and let ya #O (otherwise, x0 #O and we change the notation). Denote by C 
the matrix 
c= (x,A + yoB)-‘B. (9) 
Let now det(rA + yB) be identically zero. First let A have rank at most 
n - 2. Then there exist linearly independent vectors x, y such that Ax = Ay = 0. 
Denote by D the nX2 matrix D=(x, y). By (7) and Theorem 2.1(4), 
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since AD=O. D@) is a column vector different from zero. Therefore, (8) is 
true. 
If A has rank n- 1, there exist nonsingular matrices P and Q such that 
A=PAQ=( i y) 
with Z of order n- 1. Denote g=PBQ=(&) and @e)=B+eZ, where e is a 
real parameter and Z=(zik), zia =zsi=l, zik=O in all other cases. From 
the assumption that det(xA + #I) is identically zero it follows that &ii =0 
and that det( XA” + yB”( e)) 
divisible by y2. Therefore, 
is for e #O a nonzero homogeneous polynomial 
$4 
det 
(A”7 I+)) 1. 
(Al, I+)) (&))(2) I 
for l #O. However, the left-hand side is a polynomial in e, so that 
as well. Consequently, by (7) and Theorem 2.1(4), (8) follows. The proof is 
complete. 
Since 
det( xA + yB) has a multiple linear factor iff C has a multiple eigenvalue. By 
Theorem 2.3, this happens iff 
det((C[2])2-4C(2))=0. (IO) 
Now, by (9) and Theorem 2.1(4), 
CL’] =2((x,A+y,,B)-%,I;\ 
=2((r,A+~oB)-l)‘~‘<B, x,A+y,B) 
=~((x,A+~,B)-‘)(~)(x~(A, B) +yoZd2’), 
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Therefore, 
(C’21)2-4C’z’=4((xoA+y,B)-1)‘2’[(x,(A, 9) +yo@2)) 
x((~,A+~,B)-‘)‘~‘(x,(A, B) +y0B”‘)-B(2’]. 
By the Schur-complement determinantal formula [4], 
-(xo(A B) fyoBc2’) 
x ((xoA+yoB)-1)‘2’(r,(~, B) +yO~“)) 
=( -4)(r)[ det(( x,A+~,B)-‘)‘~)]~ 
xdet (xoA+~oB)(~' I xo(A, B) +yoBc2) x&A, B) +yoBc2) B(2) i- 
However, an easy computation shows that the last determinant is equal to 
det 
x;A(~‘+ZX~~~(A, B) +y;Bc2) x,(A, B) +yoBc2) 
x&A, B) +yoBc2) B(2) 
‘dn-l)det 
A@, 
=X 0 
<APB) 
In view of (lo), this completes the proof of the assertion in the case that 
det(xA + yB) is not identically zero. n 
THEOREM 2.4. Let A be an n X n (nl2) complex matrix, A = H, + iH,, 
H,, H, Hermitian. Let the curve C(A) given by the dual (line) equation 
det(uH, +vH, + WI) =0 be irreducible. Then the point equation of C(A) is 
given by the nonlinear part of the equation 
det 
(H, - ~1)~~) <HI-XI, Hz-~1) 
<H, - xl,&-yl) 
(11) 
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or equiualently, by 
Ha) (H,,H,) (H,>Z) xl 
&xt (ff,,H2) Hg’ <H,,I) yI =o. 
<H,,Z) <H,,I) Z I 
(12) 
XI YZ Z L 0 
Proof. The equivalence of both conditions (11) and (12) follows by 
“subtraction” of the third block row in the matrix of (12) multiplied by x 
from the first row and multiplied by y from the second row, as well as by the 
same operations for columns. On the other hand, (11) is invariant under the 
operation of shifting the origin. In addition, the origin (0,O) satisfies (12) iff 
det 
Hp 
(H,>H,) 
i.e., by Theorem (2.3), iff the form 
det( uH, +uH,) 
has a multiple linear factor or is identically zero. Since the last case would 
mean that det( uH, +uH, + WI) was divisible by w, it follows from dual 
considerations that the origin satisfies (12) iff there is a multiple tangent to 
C(A) passing through the origin [elimination of w from det( uH, + uH2 + w) 
=0 and ux,+uy,+w=O for x,, = y,, =O]. This means, however, that the 
origin either lies on a multiple tangent of C(A) itself, which corresponds to 
linear factors of the left-hand side of (10) or (11) (since C(A) is irreducible, it 
does not contain a multiple component and has thus a finite number of 
multiple tangents [ 12]), or lies on the curve C(A) itself. The proof is 
complete. n 
REMARK. It follows from (12) that C(A) has degree n( n - l), diminished 
by the number of multiple tangents, with a suitable multiplicity. This is in 
agreement with the Plucker formulas. 
3. CURVATURE OF W(A) AT A BOUNDARY POINT 
First, let us state without proof a theorem which is, in fact, only a 
particular case of the general perturbation theory for matrices [S] formulated 
in a way suitable for our purposes. 
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THEOREM 3.1. Let A, Y be Hermitian matrices; let 0 be a simple eigen- 
value of A, Au = 0, (u, u) = 1. For s-+0 real, 
is the expansion of the eigenvalue of the matrix A + EY in the neighborhood of 
0; A+ is the Moore-Penrose generalized inverse [ll] to A. 
To study the curvature of W(A) at a boundary point, let us recall a 
well-known result [2]: 
THEOREM 3.2. Let A be an n X n complex matrix. A bour&y point of 
the numerical range W(A) is a corner point of W(A) (i.e. it is on more than 
one supporting line of W(A)) only f t i i is an eigenvalue of A with a simple 
elementary divisor. In this case, the matrix A is unitarily reducible, i.e. there 
exists a unitary matrix U such that 
UAW- 
for square matrices A,, A, of order at least one. 
This means that if we restrict ourselves to the case that the curve C(A) 
given by (4) is irreducible and nl2, the boundary of W(A) is a smooth 
curve. Moreover, this boundary can then contain a line segment only if the 
corresponding line is a singular tangent to C(A) [i.e., its coordinates satisfy 
not only (4) but also all three partial derivatives of the left-hand side with 
respect to u, v, and w]. 
In this following main theorem of this section we shall present a formula 
for the curvature at a point of C(A) which is a boundary point of W(A). We 
shall use the well-known fact that the curvature of a plane curve can be 
determined either by three “consecutive” points of the curve (which in 
general determine a circle), or three “consecutive” tangents of the curve 
(which again determine, in general, a circle-more exactly, four circles only 
one of which is not infinitesimal). However, this last property can be applied 
to the line equation (4). 
To simplify the formula, we can restrict ourselves, by (2), to the case that 
the boundary point is chosen as the origin and its supporting line as the 
y-axis, W(A) being in the half plane x5 0. This clearly corresponds to the 
case that 
A=H, +iH,, H, , H, Hermitian, (IS) 
H, is negative semidefinite, (14) 
H,x, =O forsomevectorxa, (x0,x0)=1, (15) 
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and 
THEOREM 3.3. Let A be an nXn complex matrix satisfying (13), (14), 
(15), and (16). Then the line x= 0 is a rwnsingulur tungent of C(A) at the 
origin iff 0 is a simple eigenvalue of H,. In this case, C(A) has a positive 
finite curvature at the origin 0; the radius r of curvature at 0 is given by 
r= -2( HI+ H2r,, H,r,), (17) 
where HI+ is the Moore-Penrose generalized inverse to H,. 
Proof. By simple algebraic-geometrical considerations in the dual plane, 
x = 0 is a nonsingular tangent of C(A) given by (4) if the left-hand side of (4) 
written as cau” + ci(v, w)u~-’ + * . . + c,( v, w)- ck( v, w) being (possibly 
zero) homogeneous polynomials in v, w of degree k-has the property that 
c, ‘0, cr(v, w)=kw, k#O. [Th en w = 0 is the dual tangent at the dual point 
(IO, 0), which means that the origin is the tangent point of the tangent 
x= 0.1 If U is a unitary matrix for which UHIU* is diagonal with the first 
diagonal entry zero, it follows that H, has to have rank n- 1 [since 
otherwise, the term kwS_’ with k #O would not appear in (4)]. The 
converse is also easily checked. But 0 being a simple eigenvalue of H,, we 
can apply Theorem 3.1 to the left-hand side of (4), for - uH, as A, - vH, as 
EY, x0 as u. We obtain 
w= -v(H,r,,x,)+;(H,+H,r,,, H,x,)+O(v3), 
or, by (16), 
W= G(H:H,~,, H,x,)+~(v~) (18) 
is the expansion of w in C(A) in the “neighborhood” of the line u = 1, 
v = w = 0, i.e. of the tangent x = 0. 
Now, the line equation of a circle with center (xc, y,) and radius r is, by a 
well-known formula for the distance between a line and a point, 
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In our case, the osculating circle at the origin, with tangent x = 0 and lying in 
the half plane xl 0, satisfies x, = -0, yc =O, so that (18) becomes 
rz(U2+02)=(-ru+w)2, (20) 
or 
T v2 W2 
“=-2;+G. 
Thus, a similar expansion of w on this circle in the “neighborhood” of the 
line u= 1, u=w=O is 
Comparing (18) and (21), it follows that the circle (20) and the curve (4) 
will have an osculation iff 
-; =(4+H,x,, H,x,). 
This proves the formula (17). 
4. NUMERICAL RANGE OF NONNEGATIVE MATRICES 
We first recall an interesting result about the numerical range of non- 
negative matrices proved by &SOS [5]: 
THEOREM 4.1. Let A be a n x n nonnegative matrix; let I be the Perron 
root (i.e. the spectral radius) of i(A+AT). Then the numerical range W(A) 
of A is contained in the disc ) z ) 2 r in the Gaussian plane I’. Moreover, if a 
point .z of W(A) satisfies ]zJ =r and zfr, then z=reip, where q=(k/m)2m 
fz?r k and m integral and prime, l<= k<m<,n, and all numbers z, =reirp*, 
q3 =(s/m)271, s=l,..., m - 1 also belong to W(A). 
The following corollary follows immediately: 
COROLLARY 4.2. If A is a nonnegative murtix, then the Perron root of 
$(A+AT) is a vertex of W(A) (i.e., this point is not contained in any 
segment in W(A) as its interior point). 
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In [8], B. Levinger presented the following remarkable theorem [p(B), 
for Bz 0, denotes the Perron root of B]: 
THEOREM 4.3. Let A be an n X n nonnegative matrix. Then the function 
cp(a)=p((l-cu)A+aAr), 
defined for a E [0, I], is not&creasing in [0, f 1, 
Let us show the following: 
THEOREM 4.4. The function 
symmetric with respect to a= f ) 
derivative is zero. 
q(a) defined in Theorem 4.3 (which is 
has a first derivative for a = $, and this 
Proof. Assume first that $( A + A’) is irreducible. Let m be its Perron 
root, and u [(u, u) = l] the corresponding positive eigenvector. Then m is a 
simple eigenvalue of f( A+Ar), and by Theorem 3.1, 
q( f +s)=p( $(A+Ar)+s(Ar-A)) 
=m+s((Ar-A)u,u)+O(e’). 
Thus, &)=((Ar-A)u,u)=O. 
If f (A + Ar) is reducible, it is a direct sum of irreducible matrices and A 
is also a direct sum of the corresponding matrices Ai. The function ‘p for A is 
the maximum of the functions 9, for the A,‘s. Thus, by Theorem 4.3, q’(i) 
exists and cp’( f ) = 0. n 
Let us now prove the following 
THEOREM 4.5. Let A be an n Xn nonnegative matrix, nl2. If the 
numerical range W(A) has a corner point at the point p(i( A+ AT)), then the 
function v(r) from Theorem 4.3 is constunt in [0, 11. 
Proof. If W(A) has a corner point in m=p($( A+AT)), then m is an 
eigenvalue of A by Theorem 3.2. Thus v(O) = rn- q(i) = q(l), and the 
function ‘p is constant in the whole interval [0, 11 by Theorem 4.3. n 
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REMARK. The converse is not true, as shown in the following example: 
For 
1 
A=0 ! 
0 0 
0 0 0 2, 1 0 
q(x) = 1 in [0, 11, while W(A) is the unit disc. 
We are now able to prove the main theorem of this section. 
THEOREM 4.6. Let A be an n X n nonnegative matrix, n 2 2, let m be the 
Perron root of +(A +AT). Denote by R the radius of curvature of the curve 
y-q(x) (where cp is &fined in Theorem 4.3) at (f, m), and by r the radius of 
curvature of W(A) at (m,O) (the values zero or infinity of the radii are 
a&wed). Then R is positive, r finite, and 
with equality if m is a simple eigenvalue of i( A +AT). (Zf r=O, R is 
infinity.) 
Proof. The facts R > 0 and r < co have already been stated in Theorem 
4.4 and Corollary 4.2. Let us show first that 
rR = f (23) 
if r > 0 and i (A + AT) is irreducible. 
In this case, m is a simple eigenvalue of i (A + AT). Then A-ml= H, + 
iHz, where 
f4 =k(A+AT)-ml, 
H, = &A-AT); 
H,u=O, u>o, (u,u)=l, 
94 
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(H,u, u)=O. 
BY (17), 
r= -2(Hr+H,u, I+). 
On the other hand, for E real, 1 el small, we have by Theorem 3.1 
& +e)=p((+ -e)A+(i +e)A=) 
=p(;(A+AT)+c(AT-A)) 
=m+e((Ar-A)u, U) 
-ez(H,+(AT-A)u,(AT-A)u)+0(e3). 
Since also cp(~+e)=~$$)+e(p’(+)+(e~/2)(p~($)+O(e~), 
I$?($)= -2(H:(eiH,)u,(eiH,)u) 
= -qkl,+If,u, f&u). 
However, q”(i)= -l/R. Therefore, (23) holds. Now let i(A+Ar) be 
reducible as the direct sum of irreducible matrices Bi, i = 1,. . . , s, s > 1. Let 
A i be matrices corresponding to Bi, i.e. Bi = i (A i + AT). 
Let m be the Perron root of Bi for i-l ,..., t, i=l,..,, s; let Ri,ri be 
analogous radii for Air i = 1,. . . , t. By (23), 
r& = f, i=l,..., t. 
However, 
r= max q, 
i==l,...,t 
R= max Ri; 
i=l . . . ..t 
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therefore, 
rRzr,R, =$. 
For t= 1, equality is attained. 
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5. CONCLUDING REMARKS 
The motivation for this research was a question raised by the author in 
connection with Theorem 3.2: Is there always an eigenvalue of a matrix A in 
the osculating circle at any boundary point of W(A)? The development of 
the techniques necessary to prove or disprove the conjecture led to the 
present paper, which certainly does not pretend to be exhaustive. It turned 
out that the conjecture is not even true in the case of a nonnegative matrix A 
(of sufficiently large order) for the osculating circle in the Perron root of 
$(A+A~). in 0 th er counterexample for n =3 is the osculating circle at the 
tangent point at the double tangent of the curve in Fig. 1 in [l]. For n = 2, 
the conjecture is true. 
In fact, the above conjecture is closely related to a purely geometric 
conjecture about algebraic curves of class n: Is it true that an osculating 
circle at a point of a real algebraic curve C of class rr always contains a focus 
of C? By the mentioned result, the answer is again negative, even if we add 
additional assumptions. In fact the curve C(A) of class n has the additional 
property given in (1.5), and the relevant points are restricted to the vertices 
of the convex hull of C(A). In this connection, one can formulate the 
following converse problem: Can any real algebraic curve of class 72 in the 
Euclidean plane with the property (1.5) be expressed in the form (4)? This is 
actually possible for n =2, n=3. Let us conclude with a conjecture describ- 
ing the dual situation. 
CONJECTURE. Let C be a real algebraic curve of degree n in the real 
projective plane with homogeneous coordinates xi, xs, xa such that the point 
0, = (O,O, 1) has the property that any line containing 0, has n real points of 
intersection with C (counting multiplicities). Then there exist Hermitian 
matrices Hi and Ha such that C has the equation 
det(x,ZZ, +xaH, +r,Z)=O. 
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