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I. INTRODUCTION 
The behavior of alloys formed by dissolving dilute amounts of a first 
row transition metal, X, in a metallic matrix, M, has received consider­
able experimental and theoretical attention in recent years. (Excellent 
reviews of the experimental and theoretical situations up to 1969 have 
been given by Heeger (1) and Kondo (2), respectively.) These systems 
are interesting because, in some instances, the transition metal im­
purity exhibits local moment character, and this has a dramatic effect 
on the electronic properties of the alloy. For example, resistivity 
minima, giant thermoelectric power, anomalous behavior of the specific 
heat, a temperature dependent susceptibility, and negative magnetore-
sistance are some of the phenomena character!scic of these alloys (3,4). 
However, in some cases the transition metal impurity appears to be non­
magnetic, and no anomalous behavior of the electronic properties is ob­
served. Thus, the problem of understanding these alloys can be divided 
intc two parts. First, it must be determined under what conditions a 
local moment is likely to form, and second, the consequences of the inter­
action of the local moment with its environment must be investigated. 
Friedel and his collaborators (5,6,7,8) developed a phenomenological 
theory which was the first major step toward understanding under what 
conditions a local moment might form. They considered the following 
scattering problem: In an M-X alloy, suppose that the impurity, X, gives 
up all of its s and d electrons to the conduction band of the alloy. The 
resulting ionic charge of X produces a perturbing potential which is 
2 
nearly strong enough to support d-bound states, and the d-components of 
the nearly free conduction electron wave functions are strongly scattered 
by this potential. This resonant scattering of the conduction electrons 
corresponds to the formation of a "virtual d-bound state." To explain 
the appearance of a localized magnetic moment, it was suggested that ex­
change and correlation effects operate to split the degeneracy for spin-
up and spin-down electrons in the virtual d-bound state, so that the spin-
up and spin-down levels accommodate unequal numbers of electrons up to 
the Fermi level. The criterion given by Daniel and Friedel (8) for this 
splitting to occur, and hence, for the formation of a magnetic moment is 
— u ^  5— > 1 (1.1) 
« (E^ - Ep)< + r^/4 
where U is the effective exchange energy per electron pair, F is the 
width of the virtual d-bound state, is the resonant energy of the vir­
tual d-bound state, and Ep is the Fermi energy. 
Anderson (9) extended Friedel's ideas by giving a self-consistent 
Hartree-Fock treatment of the following model: Assume that a local mo­
ment exists in an M-X alloy and can be represented by a d-shel1 state, 
(Pj, which is filled with an electron of spin-up, say, and has an energy 
E which is below the Fermi level. An electron of spin-down sees the re­
pulsive coulomb d-d interactTon, U, (not the same as the U discussed by 
Friedel), between itself and the occupied spin-up level. Thus, the energy 
of the spin-down state is E + U and lies above the Fermi level by the 
assumption that a local moment exists. Now, consider what happens when 
3 
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there is an interaction between the localized d-state and the conduction 
electrons. The effect as determined by Anderson is to reduce the number 
of electrons in the spin-up state and to increase the number in the spin-
down state. These changes cause a decrease in the repulsive interaction, 
U, and eventually the system breaks down cooperatively with a resulting 
loss of the local moment. The important parameters in Anderson's theory 
are 
X = (Ep - E)/U (1.2) 
and 
y = U/A (1.3) 
where Bp is the Fermi energy, and A is the width of the localized d-state 
which has been broadened because of the mixing with the conduction 
electrons. Figure 1, taken from the paper by Anderson (9), shows the 
relation between the parameters in the magnetic and nonmagnetic states. 
It can be seen from examining the figure that local moments are most 
likely to occur when the coulomb interaction, U, is much greater than 
the level width, Aj and when the spin-up and spin-down states are lo­
cated approximately symmetrically with respect to the Fermi level. 
The first major treatment of the consequences of local moment be­
havior was given by Kondo (10). He started with the assumption that a 
local moment exists and interacts with the conduction electrons through 
an s-d contact exchange interaction which can be written in the form 
= -jns- s(0) (1.4) 
where J is the strength of the interaction, S is the spin on the impurity. 
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Figure 1. The relation between the parameters in Anderson's 
theory in the magnetic and nonmagnetic states 
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s(0) îs the average conduction electron spin density at the position, 
(0), of the impurity, and Q is an atomic volume. (It is interesting to 
note at this point that a Hamiltonian of the form given in Equation 1.4 
can be obtained from the Anderson model by applying a suitable transfor­
mation if the mixing interaction between the localized d-states and the 
conduction electrons is small enough (11).) Calculating the scattering 
probability of the conduction electrons to the second Born approximation, 
Kondo discovered that because of the spin degree of freedom of the local 
moment, the scattering probability diverges logarithmically as the energy 
of the conduction electrons approaches the Fermi level. This in turn 
leads to a term in the resistivity which is proportional to InT where T 
is the absolute temperature. When this term is combined with the lattice 
resistivity, a minimum in the resistivity versus temperature curve re­
sults for J < 0, i.e., antiferromagnetic coupling. Kondo's theory is in 
good agreement with experiment (10), and because he was the first person 
to explain how the minimum in the resistivity might come about, the effect 
is now generally known as the Kondo effect. 
Although Kondo's theory was able to explain many experimental re­
sults, the divergence of the resistivity at T = 0 was unsatisfactory from 
a theoretical point of view. A variety of methods were employed in an 
effort to remove the troublesome divergence including double-time Green's 
functions (12,13,14), dispersion theory (15,16,17,18), and a diagramatic 
technique (19). These theories all indicated that perturbation theory 
breaks down below a characteristic temperature, Tj^, given by 
6 
kgT^ = D exp(l/J pj)j J < 0 (1.5) 
where k is Boltzmann's constant, D is the half-width of the conduction 
D 
band, and o^ is the density of states per atom for one direction of the 
electron spin at the Fermi level. This happens because of the buildup of 
nonperturbative spin correlations between the local moment and the con­
duction electron sea. As a result, the resistivity is well behaved below 
T|^ and approaches a constant value as T approaches 0. These results and 
experimental evidence as well (3) have led to the current view that below 
T|^, a many-body singlet ground state is formed between the conduction 
electrons and the impurity in which the local moment of the impurity is 
compensated for by the conduction electron spin density. 
The effects of an external magnetic field were incorporated into the 
problem by Beal-Monod and Weiner (20), More and Suhl (21), and Bloomfield 
£t (22). These people showed that as a function of temperature at 
a given magnetic field, the resistivity which results from exchange 
scattering is suppressed, and for large fields a maximum develops at low 
temperatures. On the other hand, the change in the resistivity as a 
function of magnetic field at a given temperature is negative and satu­
rates in high fields. These effects are attributed in part to the 
"freezing out" of the local moment of the impurity by the magnetic field. 
That is to say, in the applied field, it becomes energetically unfavorable 
for the spin-flip scattering processes responsible for the Kondo effect 
to take place. These predictions are in at least qualitative agreement 
with the experimental results of Monod (23), Rohrer (24,25), and Daybel1 
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and Steyert (26). 
Many other properties of dilute magnetic alloys besides the resistiv­
ity have been studied extensively from both the experimental and theoreti­
cal points of view. However, a discussion of these other effects lies 
outside the scope of this thesis, and the reader is referred to the re­
view articles by van den Berg (4), Daybell and Steyert (3), Heeger (I), 
and Kondo (2) for a list of references to the original literature and a 
thorough discussion of the behavior of dilute magnetic alloys. 
One of the most popular elements which has been used as the metallic 
matrix, M, in the study of M-X alloys has been Cu. A number of experi­
ments (3) have established the existence of the Kondo effect for dilute 
solutions of several transition elements in Cu, and the resistivity and 
magnetoresistance experiments on Cu-Fe (27), Cu-Mn (23), and Cu-Cr (25) 
alloys are of particular interest with respect to the work described in 
this thesis. All three systems show resistivity minima and negative 
magnetoresistance in agreement with theoretical predictions. In an 
attempt to understand the importance of the metallic matrix in these 
systems, Gartner _et a_[. (28) modified the matrix in the Cu-Fe system by 
alloying with Ni and measured the resistivity and magnetoresistance of a 
series of Cu^ ^ Ni^ (Fe) alloys. Although Ni itself is a transition 
metal, it apparently does not exhibit the Kondo effect in Cu (3), and 
ideally, Cu and Ni form solid solutions throughout the entire composition 
range. The purpose of this thesis is to extend this work by carrying out 
a similar investigation of a series of Cu, Ni (Mn) alloys. In this 
1 -X X 
way a better understanding of the interactions involved can be obtained. 
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I I. EXPERIMENTAL PROCEDURE 
A. Sample Preparation 
Three series of Cu^ Ni^ alloys with dilute amounts of Mn were pre­
pared for this study. The nominal values of x were chosen to be O.O6, 
0.12, and 0.23 where x denotes the atomic fraction of Ni in a given alloy. 
Table 1 gives the results of the chemical analysis performed in this 
laboratory on a portion of each alloy that was treated in the same manner 
as the corresponding sample upon which the actual measurements were 
carried out. The Mn concentrations are given in atomic ppm. 
Table 1. Mn, Cu, and Ni concentrations for all samples 
Sample Cu Ni 
(at. ppm Mn) (at. %) (at. %) 
CUg^N 
.06 (0 ppm Mn) 94.2 5.8 
CUg^N 
.06 (143 ppm Mn) 94.2 5.8 
CU_3^N 
.06 (296 ppm Mn) 94.0 6.0 
.06 (530 ppm Mn) 94.1 5.8 
'-".88" .12 
(0 ppm Mn) 87.9 12.1 
'•".88" .12 (156 ppm Mn) 87.9 12.1 
'•".88" .12 
(269 ppm Mn) 87.8 12.2 
C".88" 
.12 
(570 ppm Mn) 87.6 12.3 
C".77" 
.23 
(0 ppm Mn) 77.7 22.3 
C".77" 
.23 
(263 ppm Mn) 77.6 22.4 
C".77" 
.23 
(674 ppm Mn) 77.4 22.5 
Cu_77N 
.23 
(1175 ppm Mn) 77.5 22.4 
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Values for x were not chosen throughout the concentration range be­
cause for X >0.44, Cu^ ^ Ni^ alloys are ferromagnetic (29). In addition, 
anomalous behavior in this system has been observed for x> 0.3. For 
example, resistivity minima and negative magnetqresistance (30,31,32) 
have been observed and attributed to the formation of giant magnetic 
polarization clouds which are associated with Ni clusters in the alloys. 
Susceptibility (29) and neutron diffraction experiments (33,34) support 
this picture, and recent theoretical work (35,36) has been directed 
toward understanding NI^ alloys in terms of the formation of Ni 
clusters which can be expected to exist on a statistical basis. These 
problems can be compounded by inadequate heat treatment of the samples 
(29) which results in an even more pronounced segregation of the constit­
uents. However, for x < 0.23, the susceptibility of Cu^ ^ Ni^ alloys 
appears to be well behaved (29), and although there may still be a few 
small clusters present in the alloys as evidenced by the extremely 
shallow minimum in the resistivity that Gartner et (28) observed for 
X = 0.23, it appears that the difficulties should be minimal with respect 
to the clustering problem. Seib et al. (37) have given an excellent 
discussion of this same point, and these are essentially their con­
clusions, too. 
Extremely pure starting materials for the alloys were required be­
cause small amounts of transition metal impurities (particularly Fe and 
Cr) could have obscured effects arising because of the addition of Mn. 
The copper was purchased from the American Smelting and Refining Company, 
and it contained less than 1 ppm of both Cr and Fe. The Ni was purchased 
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from Atomergîc Chemetals Company, and it also contained only small 
quantities of potentially harmful impurities ( < 0.5 ppm Cr, 3 ppm Fe). 
A complete tabulation of the analyses supplied by the companies for the 
Cu and Ni can be found in the Appendix. The Mn was kindly furnished by 
Mr. F. A. Schmidt of this laboratory. He purified a quantity of commer­
cial grade electrolytic Mn by means of a sublimation technique. Although 
chemical analysis revealed the presence of Fe and Cr in concentrations 
on the order of 30 ppm in the Mn, it was considered to be satisfactory 
because only small quantities of the Mn were required. For example, in 
the Cu Ni __ (1175 ppm Mn) alloy, about 0.03 ppm iron could have been 
• // • 
introduced by way of the Mn. - - - -— 
In order to insure the cleanest possible starting material, weighed 
portions of the Cu and the Ni were electron-beam melted in high vacuum 
in order to remove any volatile impurities which were present. Three 50 
gram buttons of the Cu and one 50 gram button of the Ni were prepared in 
this manner. 
From the starting materials described above, three Cu, Ni master 
' 1 -X X 
alloys with X = 0.06, 0.12, and 0.23 were prepared. The procedure was 
to arc-melt appropriate quantities of the electron-beam melted button of 
Ni with each of the three buttons of Cu. The arc-melting was carried 
out in an argon-gettered atmosphere on a cold copper hearth. The usual 
arc-melting technique is to allow the upper 2/3 of the material on the 
hearth to melt so that the metal in effect forms its own crucible. In 
this way a minimum of contamination results. To insure a homogeneous 
mixture, the button is allowed to solidify, and then it is flipped over 
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and remelted several times. A modification of this technique was 
necessary for the preparation of the Cu^ Ni^ alloys. Previous ex­
perience (28) indicated that because of the high thermal conductivity of 
Cu, a significant amount of heat was conducted away from the constituents, 
and inadequate alloying resulted. The problem was solved by melting the 
constituents together in a high purity graphite crucible. The graphite 
was a sufficiently good electrical conductor and a sufficiently bad 
thermal conductor so that the melting could be carried out properly. 
Each of the resulting buttons was cut into 8 pie-shaped pieces in prepara­
tion for the addition of the Mn. The 6% and 12% Ni alloys were cut on a 
spark erosion apparatus, and the 23% Ni alloy was cut on a carborundum 
grinding wheel. 
In order to handle the small amounts of Mn required in this study, a 
1 at. % Mn master alloy was prepared by arc-melting together one of the 
eight pieces of the 23% Ni master alloy and an appropriate quantity of Mn. 
Easily weighable amounts of this Cu ^^Ni (Mn) master could then be 
added to the Cu, Ni master alloys in order to obtain samples with the 
1 -X X 
desired amounts of Mn. Ideally a Mn master should have been prepared 
from a piece of each of the Cu, Ni master alloys for use in the 
1 -X X ' 
corresponding series of samples. This was not done because of metallurgi­
cal problems with Mn. Mn has a high vapor pressure for a metal, and a 
significant fraction of the Mn can be lost during arc-melting. Hence, to 
insure a systematic variation of Mn throughout the entire set of samples, 
only one master Mn alloy was prepared. One difficulty with this pro­
cedure was that the additions of the Cu Ni (Mn) master, even as 
• I I  
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small as they were, upset the relation between the Cu and Ni throughout 
the 6% and 12% Ni samples because of the excess Ni. This was taken into 
account by adding the amounts of pure Cu which were required to maintain 
the desired Cu to Ni ratio. 
The bulk material for each sample was formed by arc-melting one of 
the pie-shaped pieces of a given Cu^ ^ Ni^ master with appropriate 
amounts of the Cu yy Ni (Mn) master and pure Cu. Because only small 
amounts of pure Cu were added in the case of the 6% and 12% Ni samples, 
the melting for all of the samples was done without the graphite crucible, 
and satisfactory results were obtained. The resulting material was 
swaged to the correct size for drawing through a tungsten carbide die, 
and wires with a nominal diameter of 0.040 inch were the end product. 
The final steps in the preparation of the samples were to seal one inch 
pieces of the wire for each alloy in evacuated quartz ampoules, anneal 
them at 1000° C for three days, and quench them in ice water. 
It should be mentioned at this point that where appropriate in the 
sample preparation procedure described above, the material was cleaned to 
avoid contamination. The cleaning was accomplished by etching in con­
centrated HNOg or electropolishing in a stirred solution of 2 parts 
methanol to 1 part HNO^ by volume at 0° C. After either treatment, the 
material was quickly flooded with water to remove the acid and was given 
a final rinse in methanol. 
B. Resistivity Measurements 
Ohm's law states that for a metallic conductor through which a 
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uniform current, Ij is flowing, a potential difference, V, exists be­
tween two points separated by a distance, L, along the direction of the 
current, and the relation between V and I is given by 
V = p I (2.1) 
In Equation 2.1, A is the cross-sectional area and p is the resistivity 
of the metallic conductor. 
The behavior of the resistivity as a function of temperature, T, 
and magnetic field, H, has been investigated for the samples listed in 
Table 1. The standard 4-probe d.c. method was used to make the measure­
ments. The resistivity was measured as a function of longitudinal mag­
netic field (H parallel to I) from 0 to 85 kOe at 4.2 K and as a function 
of temperature from 2.2 K to 100 K in the absence of a magnetic field. 
In order to avoid confusion in the discussion of the results of the 
measurements, the quantity p(H,T) - p(0,T) hereafter will be called the 
magnetoresistance of the sample under investigation. 
1. Magnetic field dependence of the resistivity 
The circuit used to obtain the magnetic field dependence of the re­
sistivity, p(H), is shown in Figure 2. The current was produced by a 
constant current supply which has been described by Edwards (38). With a 
4 
nominal current of 140 mi 11iamperes, stability of 1 part in the 10 was 
observed for this supply during any given 8 hour period. The magnitude 
of the current was determined by measuring the voltage drop across a 0.1 
ohm standard resistor in series with the samples. For this purpose a 
Leeds and Northrup model K-3 potentiometer and a Leeds and Northrup model 
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9834 electronic null detector were used. Since the K-3 potentiometer 
readings could be estimated to the nearest 0.1 microvolt, the current was 
measured to six significant figures. 
The voltage across any one of the four samples was measured with a 
Honeywell model 2768 six dial potentiometer, a Guildline model 9460 photo­
cell galvanometer amplifier, and a Guildline model 9461 secondary galvar 
nometer. The samples were introduced Into the measuring circuit one at a 
time by means of a Guildline type 9145 low thermal switch. This system 
had a resolution of + 0.01 microvolt. Since typical readings were on the 
order of 200 microvolts, the voltage was measured to five significant 
figures. To minimize thermal emfs in the circuit, low thermal switches 
were used, and the thermal s that remained were accounted for by measuring 
the voltage with the current in both the forward and reverse directions. 
Since thermal emfs are generally of constant sign, their effects cancelled 
out in the average of the two readings. 
The geometrical factor L/A appearing in Equation 2.1 was determined 
by conventional measuring techniques. The distance, L, between marks on 
the samples made by the voltage contacts was measured with a traveling 
microscope that had a resolution of + 0.001 cm. The diameter, D, of the 
cylindrical samples was measured with a Brown and Sharp micrometer which 
had a resolution of + 0.001 inch, and the cross-sectional area. A, was 
-computed in the usual fashion. 
The sample holder is shown in Figure 3. The size of the holder was 
governed by the 0.99 inch bore of the superconductive magnet used in this 
study. The voltage contacts were 0.020 x 1/4 x 3/16 inch pieces of 
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phosphor-bronze, and the edge which touched the samples was sharpened. 
Phosphor-bronze was used instead of razor blades in order to avoid the 
presence of ferromagnetic material in the vicinity of the samples. The 
contacts were soldered to the heads of No. 1-72 brass screws which were 
threaded through plexiglass forms. The screws were held in place by 
Armstrong A-12 epoxy, and No. 36 Cu voltage leads were soldered to them. 
The assembled voltage probes were put into slots in the sample holder, 
and a hold-down spring pressed the contacts against the samples. 
The samples were electropolished, and their ends were tinned with 
solder. They were placed on pieces of 0.020 inch thick mylar insulation 
which were in slots on the sample holder and were connected in series 
with No. 32 Cu wire. The solder used for all of the connections related 
to the sample holder was pure indium and the flux was Indalloy flux No. 3. 
Both were obtained from the Indium Corporation of America. The current 
and voltage leads were wrapped on the sample holder at the place indica­
ted in Figure 3. Teflon tape was used to insulate the surface and to 
hold the leads in place. The leads then passed through a hole into the 
stainless steel support tube and reached the outside after passing through 
Conax glands. Just outside the sample holder all leads were connected 
to No. 20 Cu wire which was easier to handle than the smaller wires 
coming up from the samples. The junctions were placed in an ice bath to 
avoid the generation of thermal emfs. 
The sample holder was placed directly into the liquid helium bath in 
which the R.C.A. model SM2804 100 kOe superconductive solenoid used in 
this study was located. The magnet, the associated dewar system, and the 
18 
method for measuring the magnetic field have been described by Richards 
(39) and Cornforth (40). Although the maximum field of the magnet was 
rated at 100 kOe, the highest fields used were on the order of 85 kOe. 
At fields higher than these, the magnet had a tendency to quench, and 
this was entirely unsatisfactory. 
2. Temperature dependence of the resistivity 
The circuit used to obtain the temperature dependence of the re­
sistivity, p(T), is shown in Figure 4. The techniques for measuring the 
current, I, the voltage, V, and the geometrical factor, L/A, were the 
same as those employed in the measurements of o(H). The only differences 
in equipment were the current supply and the potentiometer used for 
measuring the current. The constant current supply has been described 
by Mellon (41). With a nominal current of 100 mi 11iamperes, this supply 
4 ' n 
was stable to 1 part in 10 over an 8 hour period. The currents used in 
these measurements were smaller than those used to determine o(H) in order 
to reduce the Joule heating in the samples. This was not a problem in 
the measurements of p(H) because in that case the samples were in direct 
contact with a liquid helium bath. The current was determined by measur­
ing the voltage drop across a 0.1 ohm standard resistor in series with 
the samples with a Leeds and Northrup model K-5 potentiometer and a Leeds 
and Northrup model 9834 electronic null detector. Readings could be 
estimated to the nearest 0.01 microvolt, and the current was determined 
to six significant figures. 
The sample holder is shown in Figure 5. It was designed by 
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Mr. C. F. Eagen of this laboratory who kindly loaned it to the author for 
the measurements of p(T). The essential features of the apparatus were 
an outer can which served as a heat leak chamber, a pump can into which 
helium was condensed, a high purity Cu block on which the samples were 
mounted, and pumping lines for controlling the vapor pressure over the 
condensed helium and the exchange gas pressure in the heat leak chamber. 
The design of the high purity Cu block served as a model for the apparatus 
used to measure p (H), and the essential construction details are the 
same as those discussed earlier. The main difference between the two was 
that the voltage contacts for the apparatus used to measure p(T) were 
made out of razor blades instead of phosphor-bronze. 
The temperature was measured by thermocouples anchored in and in­
sulated from the Cu block on which the samples were mounted. High purity 
Cu was used so that the samples and the thermocouples would be as close 
to the same temperature as possible. For temperatures below 25 K, a Cu 
versus Au-Fe thermocouple was used, and a Cu versus constantan thermo­
couple was used above 25 K. The calibration used for the Au-Fe thermo­
couple was that of Anderson et al. (42). The author obtained a piece of 
the calibrated Au-Fe wire, and the emf calibration point at the liquid 
helium temperature for this thermocouple in situ was offset from the 
calibration of Anderson e_t by 2.4 microvolts. The difference can be 
attributed to thermocouple mounting or inhomogeneities in the thermo­
couple wire. Following the suggestion of Anderson £t £]_. that calibra­
tion effects appeared to involve additive emf corrections up to 30 K, 
2.4 microvolts were systematically added to the emf values in their 
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calibration table. Anderson e;t al_. estimated that this procedure would 
give temperature readings accurate to + 0.02 K. The calibration of 
Sparks et al. (43) was used for the Cu versus constantan thermocouple. 
This calibration was adjusted to apply to our thermocouple by subtracting 
a correction curve using a method described by Eagen (44). The correction 
points on which the curve was based were the differences in emf between 
the calibration curve of Sparks et al_. and our thermocouple emfs at the 
boiling points of liquid helium and liquid nitrogen and at 27.8 K as 
determined by the Au-Fe thermocouple. This whole procedure is similar 
to a method described by Rhyne (45). The thermocouple voltages were 
measured with the same potentiometer and null detector which were used 
to determine the sample current. 
The temperature of the samples was adjusted by supplying the 
appropriate amount of current to a 180 ohm heater of No. 36 manganin wire 
wound on the pump can. The current was controlled automatically by a 
proportional temperature controller which has been described by Mellon 
(41). The controller was activated by the out of balance signal from a 
Wheatstone bridge, one arm of which was a temperature sensing element. 
For 4.2 K < T < 25 K, a 56 ohm carbon resistor was used, and for higher 
temperatures a 156 ohm coil of No. 40 Cu wire wound coaxially with the 
heater served as the sensing element. The bridge itself has been 
described by Rhyne (45). Stability on the order of + 0.05 K or better 
was expected from this system and was achieved above 25 K with the Cu 
sensing element. However, Mr. Eagen and the author never succeeded in 
getting the carbon resistor to function properly. Several attempts were 
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made while the data was being taken to improve the thermal contact be­
tween the resistor and the pump can because it was thought that this was 
the difficulty, but all attempts failed. Consequently, the heater current 
was controlled manually below 25 K. This was not entirely satisfactory, 
but adequate control was achieved in this manner. 
The sample holder was placed into a dewar system similar to the one 
described by Sill (46), and various cryogenic fluids were used to cover 
the temperature range of interest. Liquid helium from 4.2 K to 50 K, 
solid nitrogen from 45 K to 80 K, and liquid nitrogen from 77 K to 100 K 
were used. For temperatures below 4.2 K, liquid helium was condensed into 
the pump can, and the temperature was controlled by regulating the 
pressure over the condensed liquid. This was accomplished by pumping 
through a manostat with a Welch model 1397 Duo-seal vacuum pump. 
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III. EXPERIMENTAL RESULTS 
A. Resistivity 
The electrical resistivity, p, of the CUj_^Ni^ (Mm) alloys listed in 
Table 1 was measured as a function of temperature from 2.2 K to 100 K, 
and the results are shown in Figures 6, 7, 8, and 9. Since the low 
temperature region was of the most interest, the data have been presented 
on an expanded scale for T < 40 K. A complete tabulation of the data can 
be found in the Appendix. 
Figure 6 shows the resistivity of the Cu^ x^'x ^ ^^ter alloys. Two 
aspects of the behavior of p(T) for these samples should be pointed out. 
First, the residual resistivity increases with Ni content, and the in­
crease is on the order of l|aQ-cm/at. % Ni. Second, the change in the 
resistivity from T = 0 K to T = 40 K is only about 0.06 nO-cm for these 
samples. This is a change of roughly 0.1 % for the Cu g^Ni master 
alloy. These considerations indicate that in the temperature region of 
interest, the dominant contribution to the scattering of the conduction 
electrons comes from the presence of the Ni. 
Figure 7 shows the resistivity of the Cu g^Ni (Mn) alloys. Each 
sample exhibits a resistivity minimum, and below the temperature, T^.^, 
at which the minimum occurs, the resistivity increases to the lowest 
temperatures reached in the experiment. This anomalous behavior is 
attributed to the presence of the Mn, and a measure of this anomalous be­
havior is given by the depth of the minimum which has been taken to be 
p(2.2 K) - p(T^j^) in this work, (The value 2.2 K is used because it is 
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the lowest temperature reached in this experiment.) It can be seen from 
the values listed in Table 2 for and p(2.2 K) - that both 
quantities increase with Mn concentration. In fact, the depth of the 
minimum can be used to characterize the anomalous behavior of the 
resistivity in these alloys. If the amount of Mn in a given sample is 
sufficiently dilute so that the effect of one Mn atom does not depend on 
the concentration of Mn, then the total effect caused by the Mn should be 
proportional to the concentration of Mn. That this is the case with our 
samples can be seen by looking at the depths of the minima given in 
Table 2. They are roughly proportional to the Mn concentration, and to 
see this more clearly, the quantity (p(2.2 K) - o(T^.^))/ppm Mn is also 
listed in Table 2 for the samples. Its value is on the order of 0.0k 
nQ-cm/ppm, and the fact that it is essentially independent of Mn con­
centration indicates that Mn-Mn interaction effects are negligible. 
A similar summary of the experimental results for the resistivity of 
the Cu ggNi (Mn) and the Cu y^Ni 23 (Mn) samples can be made. Values 
for T^.^, p(2.2 K) - o(T^^^), and (p(2.2 K) - 0(T^j)/PP"' deduced from 
Figure 8 for the Cu ggNi ^^ (Mn) samples and Figure 9 for the Cu yyNi 23 
» (Mn) samples are given in Table 2. 
B. Magnetoresistance 
The longitudinal magnetoresistance, p(H) - p(0), of the CUj_^Ni^ (Mn) 
alloys listed in Table 1 was measured at 4.2 K as a function of magnetic 
field from 0 kOe to 85 kOe, and the results of these measurements are 
shown in Figures 10, 11, and 12. For comparison, the values of the 
Table 2. Values of the temperature, at which the minimum occurs; the depth of the minimum. 
p(2.2 K) - ofT^in^' the depth of the minimum per ppm 
Sample 
(at. ppm Mn) 
T . 
mm 
(K) 
p(2 .2  K)  -
(n n-cm) 
p(2.2 K) - o(T^,„) 
ppm 
.06 (0 ppm Mn) — - — — ----
Cu.94" 
.06 (143 ppm Mn) 11.5 5.3 0.037 
Cu.94" 
.06 (296 ppm Mn) 14.6 12.5 0.042 
[".94" 
.06 (530 ppm Mn) 18.1 20.3 0.038 
Cu^Qs" 
.12 
(0 ppm Mn) — — — — 
Cu 88^ 
.12 
(156 ppm Mn) 14.8 5.1 0.033 
o
 
c
 
CO
 
CO
 z
 
.12 
(269 ppm Mn) 16.8 12.3 0.046 
Cu 88^ 
.  12 (570 ppm Mn) 21.4 25.7 0.045 
CU.77" 
.23 
(0 ppm Mn) — — - — — — — — 
^".77^ .23 
(263 ppm Mn) 18.9 13.0 0.049 
Cu.77" 
.23 
(674 ppm Mn) 20.9 23.2 0.034 
CU.77" 
.23 
(1175 ppm Mn) 23.5 39.6 0.034 
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Figure 10. The magnetoresîstance of the Cu alloys 
E 
u 
5 — 
^ 0 
?" JL -5 -
X 
% 
Ui 
o 
z 
< 
-15 m 
â 
oc 
o 
UJ 
z 
< 
s 
-10 — 
-20 -
-25 -
OJ 
M 
'.12 
0 ppm Mn 
156 ppm Mn 
269 ppm Mn 
570 ppm Mn 
_L 
10 20 30 40 50 60 70 
MAGNETIC F IELD H(kOe)  
80 90 
Figure 11. The magnetoresistance of the Cu ggNî alloys 
o— 
-10 
-15 
UI -20 
o 
z -25 
w -30 
</) 
œ -35 
O 0 ppm Mn 
A 263 ppm Mn 
• 674 ppm Mn 
9 1175 ppm Mn ui -40 
< -45 
-50 
10 90 20 30 50 60 70 80 40 
MAGNETIC FIELD H(kOe) 
Figure 12.  The magnetoresistance of the Cu ^^Ni alloys 
• / / # 6 j 
34 
magnetoresistance at 85 kOe for all of the samples have been listed in 
Table 3. These numbers show that the magnetoresistance of the CUj_^Ni^ 
master alloys is small, positive, and decreases in magnitude with in­
creasing Ni concentration. These effects can be attributed to the strong 
scattering of the conduction electrons because of the presence of the Ni. 
In other words, the magnetic field has little effect on the resistivity 
because the electrons move only a short distance under the influence of 
the magnetic field before they are scattered. 
The most striking feature of the data is that the magnetoresistance 
is negative for all Mn-bearing samples. The Mn is apparently responsible 
for this behavior, and the contribution of the Mn to the magnetoresistance 
can be characterized by the quantity 6p(H) which is defined to be the 
difference between the magnetoresistance of a given Cu^ ^Ni^ (Mn) alloy 
and its Mn-free equivalent. Values for 60(85 kOe) are listed in Table 3 
for all Mn-bearing samples, and it is clear that Ap(85 kOe) is roughly 
proportional to the Mn concentration. To show this more explicitly, the 
quantity AD(85 kOe)/ppm Mn for the Mn-bearing alloys is listed in Table 
3. This quantity is on the order of 0.04 nQ-cm/ppm for all Mn-bearing 
samples, and the fact that it is essentially independent of Mn concen­
tration implies that concentration effects are not observable in the 
magnetoresistance data. This result supports the conclusions reached 
above in the discussion of the p(T) data and gives another indication 
that the behavior of the Cu^ x'^'x (^n) alloys studied in this thesis can 
be interpreted in terms of the sum of effects due to noninteracting 
impuri ties. 
Table 3 -  Values of the magnetoresîstance at 85 kOe, 0(85 kOe) - p(0); the difference between 
the magnetoresîstance of a Mn-bearing sample and its Mn-free equivalent at 85 kOe, 
Ap(85 kOe); and Ao(85 kOe) per ppm 
Sample p(85 kOe) - p(0) Ap(85 kOe) Ap(85 kOe) 
(at. ppm Mn) (n 0-cm) (n 0-cm) ppm 
Cu g^Ni (0 ppm Mn) 3.6 ----
Cu 05 (143 ppm Mn) -1.9 -5.5 -0.039 
^^.94^'.06 (296 ppm Mn) -9.6 -13.2 -0.045 
^".94^' ,06 (530 ppm Mn) -20.4 -24.0 -0.045 
Cu ggNi J2 ppm Mn) 2.6 — 
Cu ggNi j2 (156 ppm Mn) -4.7 -7.3 -0.047 
Cu ggNi J2 (269 ppm Mn) -10.9 -13.5 -0.051 
Cu ggNi ,2(570 ppm Mn) -23.2; -25.8 -0.045 
Cu yyNi 23 (0 ppm Mn) 2.0 
Cu yyNî 23 (263 ppm Mn) -11.6 -13.6 -0.051 
Cu yyNi 23 (674 ppm Mn) -23.4 -25.4 -0.038 
Cu yyNi 23 (1175 ppm Mn) -44.5 -46.5 -0.039 
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IV. DISCUSSION 
The experimental data presented in this thesis indicate that Mn 
exhibits local moment character in Cu-rich Cu^_^Ni^ alloys. The resistiv­
ity minima shown in Figures , 8, and 9 and the negative magnetoresi stance 
shown in Figures 10, 11, and 12 are phenomena characteristic of dilute 
magnetic alloys (1, 2, 3, 4), and the data will be interpreted on this 
basi s. 
A. Resistivity 
So far as the author knows, all of the theoretical treatments of the 
dilute magnetic alloy problem have been based either explicitly or im­
plicitly on the assumption that Matthiessen's rule (4?) is valid. That 
is to say, the total resistivity, o^, of a dilute magnetic alloy can be 
written as 
O t ' % *  P i m  
where 0|^ is the resistivity of the host material in the absence of any 
impurities, and is the resistivity caused by the impurities assuming 
no contribution from the host. 
Although Matthiessen's rule will be used in this thesis to determine 
the contribution of the magnetic impurities to the resistivity, it should 
be noted that the rule is valid only under certain rather restrictive 
conditions (cf. Ziman (48)) which may not be fulfilled in our case. Suhl 
and Wong (18) suggest that the validity of Matthiessen's rule is subject 
to doubt when any one of the mechanisms causing scattering of the 
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conduction electrons gives rise to a markedly energy-dependent cross-
section near the Fermi level, and Smith and Wilkins (49) show that there 
are significant deviations from Matthiessen's rule when electrons suffer 
energy-dependent scattering from impurities in addition to scattering by 
phonons. In fact, as Dugdale and Basinski (50) and Lengeler et £]_. (51) 
point out, Matthiessen's rule is not well obeyed even for nonmagnetic 
impurities. Combining these considerations with the fact that in Kondo's 
theory of dilute magnetic alloys (10), the scattering cross-section for 
the conduction electrons diverges in second Born approximation as the 
energy of the electrons approaches the Fermi level, it is clear that the 
analysis of the data using Matthiessen's rule may not be entirely correct. 
However, Loram et. AL» (52) who studied a series of Au-Cu (Fe) alloys 
indicate that deviations from Matthiessen's rule are considerably smaller 
when thfe !>ost is itself an alloy, and in the temperature region of in­
terest in the present work, the phonon contribution to the resistivity is 
small. Thus, although it may be incorrect to use Matthiessen's rule, 
the errors introduced in this manner should be negligible. 
When the host is a pure metal, the conduction electrons are scattered 
mainly by phonons (lattice vibrations), and Ziman (48) shows that for the 
simple metals like Cu, the low temperature resistivity is of the form 
Ph = Pph = (4-2) 
where is the resistivity due to scattering by phonons and A is a 
constant. In our case, the host is a CUj_^Ni^ alloy, and the situation 
is more complicated. However, recent photoemission and optical studies 
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of Cu-Ni alloys by Seib and Spicer (37) indicate that the virtual bound 
state model of Anderson (9) and Friedel (5) discussed in the Introduction 
can still be applied to the concentrated Cu^ ^Ni^ alloys studied here. 
Using this model to calculate the resistivity of noble metals with 
transition metals as impurities, Daniel and Friedel (8) show that the 
effect of the virtual bound states is to give rise to a residual resistiv­
ity, given by 
0^ = ^2"** sin\(E ) (4.3) 
° e^kpZ ^ *" 
where x is the atomic fraction of impurities, z is the number of con­
duction electrons per atom, is the Fermi wave number, is the L = 2 
phase shift coming from the partial wave analysis of the scattering, and 
Ep is the Fermi energy. In order to compare this theory with our results, 
the resistivity of our master alloys has been plotted as a function of Ni 
concentration in Figure 13. The linear behavior is in good agreement with 
the prediction of Equation 4.3. 
In addition to this residual resistivity, the scattering by the pho-
nons must be taken into account, and the complete resistivity of the host 
is given by 
Ph = Po + Pph • (4-4) 
There is some difficulty in determining the behavior of as a function 
of temperature. As Ziman points out (48), the resistivity caused by 
phonon scattering in the transition metals themselves is not well under­
stood, and hence, the effect of the Ni on the T^ dependence of the phonon 
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resistivity in pure Cu is difficult to judge. However, if Matthiessen's 
rule applies to the CUj ^ Ni^ (Mn) alloys, the contribution of the Mn to 
the resistivity can be determined by subtracting out the experimental 
values of and an analytical expression for is not required. 
The impurity contribution to the resistivity, p.^, as determined by 
Kondo (2, 10) can be written as 
p.^ = Bc/s(s + 1)(1 + 4j pj ln(kgT/D)) (4.5) 
in the case where the ordinary scattering by the magnetic impurities is 
negligible. In Equation 4.5, S is the spin of the impurity, c is the 
atomic concentration of magnetic impurities, B is a constant for a given 
host, J is the exchange coupling constant, p^ is the density of states 
per atom at the Fermi level for one direction of the electron spin, kg 
is Boltzmann's constant, and D is the half-width of the conduction band. 
This expression is valid for T > T_, the Kondo temperature, and for 
l\ 
sufficiently dilute amounts of the magnetic impurities so that inter­
action effects are negligible. (Kondo (53) and Fischer (54) among others 
have considered the effect of ordinary potential scattering by the im­
purity in addition to exchange scattering, and in the case where the 
former is not negligible but still relatively weak, is still of the 
same general form as given by Equation 4.5.) Thus, if Kondo's theory is 
to apply to our results, a plot of oj^/c versus ln(kgT/D) should be a 
straight line with a slope, m, given by 
m = 4BJ^S(S + l)p,. (4.6) 
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In Kondo's original paper (10) he also showed that the temperature, 
T . , at which the minimum in the resistivity occurs for dilute magnetic 
mm' 
alloys should vary with impurity concentration as 
Tmin Gc (4-7) 
where the "5" in Equation 4.7 comes from the assumption that the phonon 
contribution to the resistivity of the alloy varies as T^. Since this 
is probably not the case with our alloys, no direct agreement with the 
prediction of Equation 4.7 is expected; nevertheless, a log-log plot of 
T . versus c for our samples was made, and the results are shown in 
mm 
Figure 14. The slopes of the lines give numbers corresponding to the 
"1/5" in Equation 4.7, and they are 1/2.8, 1/3-4, and 1/6.9 for the 6%, 
12%, and 23% Ni samples, respectively. This Indicates that the variation 
of T . with Ni content is very complicated, and since an analytical 
mi n 
expression for the phonon contribution to the resistivity of the Cu-Ni 
alloys is not available (at least to the author's knowledge), it is very 
difficult to interpret these numbers. Also, there is an uncertainty in 
the determination of T . which is on the order of + 0.5 K, and this 
mm — 
could materially affect the results shown in Figure 14. 
In order to compare our results for the impurity contribution to the 
resistivity with the predictions of Kondo's theory, c quantity Ao(T) de­
fined by the relation 
Ap(T) = P^. " Ph (^*8) 
was determined for all the Mn-bearing samples as follows; The experimental 
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points for the resistivity, of a given Cu^ master alloy were 
plotted on an expanded scale, and a smooth curve was drawn through the 
points. Then, the resistivity at a given temperature was taken from the 
smooth curve and subtracted from the corresponding experimental point for 
the resistivity, p^, of the CUj_^Ni^ (Mn) alloy. From Equation 4.1, 
it can be seen that 
Ao(T) - pjn, (4.9) 
if Matthiessen's rule is valid. 
Values of ( û p(T) - A p(4.2 K))/c are shown in Figures 15, l6, and 17 
for the Mn-bearing alloys. The data have been normalized to 4.2 K in 
order to take into account slight variations in Ni content (cf. Table 1) 
and hence, slight variations in the residual resistivity, p^, between a 
CU] x'^'x master alloy and its corresponding Mn-bearing alloys. Otherwise, 
a constant term not characteristic of the impurity contribution to the 
resistivity would be involved in the presentation of the data. 
Between about 4 K and 20 K, ( / \ p(T) - A p(4.2 K))/c depends linearly 
on log^gT for all Mn-bearing samples; the straight lines in Figures 15, 
l6, and 17 do not represent any sort of a fit to the data, and they are 
merely intended as guides to the eye so that it is easier to see where 
deviations from linear behavior occur. Taking into account the uncertainty 
of 15% or so in the Mn concentration', these results indicate two things. 
Vhe large uncertainty of 15% is a rough estimate based on the 
difference between two analyses of the material from which the Cu y^Ni go 
(1175 ppm Mn) sample was made. As indicated earlier, the analyses 
given in Table 1 were made on pieces of the wires from which the samples 
came and not on the samples themselves. 
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First, the data are essentially independent of Mn concentration for each 
series of alloys containing the same amount of Ni; i.e., the Mn-bearing 
alloys are dilute magnetic alloys in that there doesn't appear to be any 
change in the effect of the Mn per at. % as the concentration of Mn is in­
creased. Second, apparently Kondo's theory adequately describes the be­
havior of Ap(T) at least in the temperature region 4 K < T < 20 K. Below 
about 4 K the curves all begin to bend over, presumably because of the in­
creasing importance of the spin correlations responsible for the singlet 
nature of the ground state, and Kondo's theory is no longer applicable. 
Since the more sophisticated theories (12 - 19) indicate that Kondo's 
perturbation calculation breaks down below the Kondo temperature, Tj^, our 
data suggest that > 4 K for all of our Mn-bearing samples. 
It is generally agreed (3) that a dilute solution of Mn in Cu forms 
a Kondo system, and it is of interest tc~compare our results with the work 
on alloys of this type. Figure 18 shows the resistivity data of Monod (23) 
on a Cu (75 ppm Mn) alloy and Kjekshus and Pearson (55) on a Cu (300 ppm 
Mn) alloy. Since they did not subtract out the phonon contribution to the 
resistivity, the resistivity Itself per at. % Mn normalized to the 4.2 K 
value has been plotted versus logjQÎ. Below about 10 K where the phonon 
part Is negligible, the curves correspond to the curves in Figures 15, 16, 
and 17, and the linear behavior characteristic of the Kondo effect is evi­
dent. The most striking difference between the curves in Figure 18 and 
those for the Cu-Ni (Mn) alloys is that the resistivity of the Cu (Mn) 
alloys does not show any tendency to saturate below 4 K as in the case 
with the Cu-Ni (Mn) alloys. This can be understood by noting that the 
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Figure 18. The resistivity, p(T), per at. % Mn normalized to the 4.2 K 
value as a function of log^^T for the Cu (Mn) samples 
49 
Kondo temperature for Cu (Mn) is on the order of 0.2 K (23), and conse­
quently, the resistivity versus log^gT curve is expected to be linear 
down to very low temperatures. Thus, the effect of adding Ni to Cu (Mn) 
alloys is apparently to increase the Kondo temperature. This is not 
surprising in view of the fact that only small changes in the system are 
capable of causing large changes in the Kondo temperature (1). 
The quantity, m, given by Equation 4.6 is also of interest, and it 
can be determined by dividing the slopes of the straight line portions of 
the curves in Figures 15, 16, 17, and 18 by InlO. (This merely accounts 
for the fact that Kondo's expression is in terms of natural logarithims 
whereas we have plotted the results using base 10 logarithims.) The 
numbers so determined are listed in Table 4, Considering the uncertainty 
in the Mn concentration of the Cu-Ni (Mn) alloys, the values of m are 
essentially independent of Mn concentration and compare favorably with 
the values for the Cu (Mn) samples. 
The numbers in Table 4 show that m is also essentially independent 
of Ni concentration. To show this more clearly, (Ap (T) - Ap(4.2 K))/c is 
shown in Figures 19, 20, and 21 as a function of log^pT for samples with 
the same nominal Mn concentration but with varying amounts of Ni. Again, 
the straight lines are meant to serve only as guides to the eye. The 
conclusion which can be drawn from these figures is that the Ni does not 
change the behavior of the anomalous resistivity very much in going from 
6% to 23% Ni. 
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Table h. Values of the slope, m for the Mn-bearing samples 
Sample m 
(at . ppm Mn) (m.n-cm/at. %) 
Cu (75 ppm Mn) -0.35 
Cu (300 ppm Mn) -0.23 
Cu g4Ni 
.06 (143 ppm Mn) -0.26 
CU.94": 
.06 (296 ppm Mn) -0.28 
Cu g4Ni 
.06 (530 ppm Mn) -0.27 
Cu 88^» 
.12 (156 ppm Mn) -0.29 
Cu 88^1 
.12 (269 ppm Mn) -0.28 
Cu^Ss"' 
.12 (570 ppm Mn) -0.25 
Cu 77Ni 
.23 
(263 ppm Mn) -0.31 
Cu 77N1 
.23 
(674 ppm Mn) -0.21 
CU.yyNi 
.23 
(1175 ppm Mn) -0.20 
An order of magnitude estimate of the exchange constant, J, was 
determined from our data as follows: A nominal value for the slope, m, 
of -0.26 p.n-cm/at. % was put into Equation 4.6, a value of 5/2 was taken 
for S in light of the susceptibility data for Mn in Cu (3), and the free-
electron theory values (56) of the parameters in Equation 4.6 for pure 
Cu were used to compute the appropriate constants. The constant B was 
calculated from the expression given by Kondo (10), i.e.. 
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2ît mo, 
B = 5-^ (4.10) 
ne A 
where n is the number of electrons per unit volume, m is the electronic 
mass, and h is Plank's constant divided by lit. On this basis, B = 
8 2 1.86 X 10 sec/erg , and J = -0.25 ev. This admittedly crude approxi­
mation gives a value of J of the same order of magnitude as the value 
-0.40 ev which Monod (23) found for Mn in Cu. 
The Cu-Ni (Mn) results can also be compared with the work of GSrtner 
et aj_. (28) who studied a series of Cu^ ^Ni^ (Fe) alloys. Figure 22, 
taken from their paper, shows (ûp(T) - AD(4.2 K))/C for their 23% Ni 
samples with 324, 510, and 1106 ppm Fe. The continuous curve in Figure 
22 is from the paper by Daybell and Steyert (27) on Fe in Cu and was used 
by Gartner et al. for comparison. By comparing Figure 22 with Figures 15, 
16, and 17, it can be seen that the behavior of the Mn-bearing alloys is 
similar to the behavior of the Fe-bearing alloys. The straight line 
portion of the curves in Figure 22 gives a slope, m, of roughly 
-0.4 |xQ-cm/at. % Fe which is slightly larger than our results for the Mn. 
This might have been expected since the slope for Fe in Cu (23, 27) is 
on the order of -0.8 to -0.9 p.Q-cm/at. %, but we have seen that the 
slope for Mn in Cu is on the order of -0.3 (J,n-cm/at. %. However, another 
difference between the Cu-Ni (Fe) and Cu-Ni (Mn) systems can be seen if 
one compares the samples with the same nominal impurity concentration but 
different concentrations of Ni. Figure 23, taken from the paper by 
G'ârtner et al^. (28), shows the behavior of their nominal 500 ppm Fe 
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samples with 6%, 12%, and 23% Ni. Comparing Figure 23 with Figure 21, 
it is apparent that the slope, m, is changing rather more rapidly in the 
case of the Fe-bearing alloys than in the case of the Mn-bearing samples. 
In fact, m changes from roughly -0.7 (xQ-cm/at. % for  the Cu g^Ni 
(517 ppm Fe) sample to roughly -0.4 nO-cm/at. % for the Cu ^^Ni gg (510 
ppm Fe^ sample, but the slope varies only slightly in the case of the Mn-
bearing alloys. One hypothesis that G'artner et al. put forth to explain 
their results was that Fe was removed from participation in the Kondo 
effect because the Fe nucleated or otherwise became associated with small 
Ni clusters in the host, and this view was supported by the Mbssbauer work 
of Bennett et £]_. (57) who showed that a small Ni cluster was associated 
with an isolated Fe atom in Cu, Ni alloys. Our data indicate that if 
1 -X X 
this type of phenomenon is occurring in the Mn-bearing samples, it is not 
nearly as pronounced as in the case of the Fe. 
B. Magnetoresistance 
The scattering caused by the magnetic impurities in a dilute magnetic 
alloy generally gives rise to a negative contribution to the magnetore­
si stance of the alloy. This can be understood on the basis of the very 
simple argument given by Bloomfield et jl_. (22): Assume that the applied 
magnetic field is in the minus z direction, and consider what happens to 
the spins of the impurities and the conduction electrons. As the magni­
tude of the field increases, the Zeeman splittings of the energy levels 
can significantly influence the population distribution in each spin 
system, and the tendency is for more and more of the spins in each system 
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to be "frozen out"—to point in the +z direction. Thus, the scattering 
of conduction electrons from spin-up to spin-down is inhibited by a 
depopulation of the spin-down impurity-spin energy levels, and the 
scattering from spin-down to spin-up is inhibited by a depopulation of the 
spin-down conduction electron levels. In short, the net effect is to 
reduce the scattering of the electrons, and the magnetoresistance is 
negative. When the magnetic field is large enough so that the impurity 
spins are frozen out, the magnetoresistance should saturate, and a 
criterion for this to occur can be obtained by assuming that the impurity-
spin energy levels have populations governed by the Boltzmann factor, w^^, 
where 
In Equation 4.11, g is the gyromagnetic ratio for the impurity spin 
(usually taken to be 2), is the Bohr magneton, and M is the magnetic 
spin quantum number which runs from -S to +S. When the energy separation 
between the lowest lying and first excited states is large compared to 
The first Born approximation calculation of the resistivity in a 
magnetic field gives results which explain at least qualitatively the 
expected behavior described above. However, it turns out that the 
ordinary potential scattering caused by the magnetic impurities, which 
we have neglected to this point, is related to a substantial part of the 
(4.11) 
is small, and this occurs for 
P = gHçH/kgT » 1 (4.12) 
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magnetoresistance and must be taken into account. Thus, in what follows^ 
a contact potential interaction term, V6(7), has been included from the 
beginning where Visa measure of the strength of the interaction and 
6(r) is the Dirac delta function. Following the early work by Yosida 
(58) and van Peski-Tinbergen and Dekker (59), Beal-Monod and Weiner (20) 
show that in the first Born approximation and for p«l, 
D(H) -  D(0)  = -o(0)f(J,S,V)  ^  (4.13)  
whe re 
f(J,S,V) = + 1) 
9(v + J S(S + 1)) 
X((l + 4S(S + 1))V^ + 4/s(S + l)/3) (4.14) 
and p is given by Equation 4.12. The function, f, is always positive, so 
2 
the low field magnetoresistance is negative and proportional to H . For 
P»l, Kondo (2) shows that the magnetoresi stance has a negative satura­
tion value given by 
o(H) - p(0) = p(0) [ —% ^|-2—*^ 2^   ^ 2 -11" (4.15) 
(v^ +/s^)(v^ + rs(s + D) 
2 
Thus, the magnetoresistance presumably decreases, initially as H , to the 
saturation value given by Equation 4.15. 
When the calculation is taken to the second Born approximation, 
Béal-Monod and Weiner (20) show that although the expression for the 
magnetoresistance becomes considerably more complicated, the general 
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features of the first Born approximation are retained. However, in the 
high field limit, p»l, the magnetoresistance becomes weakly field de­
pendent with the appearance of a term proportional to InH. (This InH 
dependence in high fields was found earlier by Liu (60) who approached 
the problem from a different point of view than the Born approximation.) 
Rohrer (24) points out that this weak field dependence is due to higher 
order spin-flip scattering processes involving no net spin flip of the 
impurity. _ 
The second Born approximation of the resistivity in a magnetic field 
is equivalent to Kondo's original formulation of the problem, and it 
suffers from the same difficulties that Kondo's solution does. That is 
to say, as More and Suhl (21) point out, the perturbation calculation of 
Béal-Monod and Weiner is valid only for Tb>T_ or in the high field regime 
where p> 1. To improve the situation. More and Suhl attacked the problem 
using S-matrix theory, and recently Bloomfield et (22) presented a 
two-time thermodynamic Green's function solution of the problem. Both of 
these approaches yield numerical results which are in qualitative agree­
ment with the first Born approximation treatment of the problem; their -
model calculations show negative magnetoresistance with only weakly field 
dependent behavior for P» 1. Thus, these considerations support the 
simple picture given earlier and indicate that the first Born approxima­
tion accounts for the major cause of the negative magnetoresistance which 
is the freezing out of the impurity spins. 
In practice it is difficult to compare the experimental results with 
these theoretical predictions because the influence of other scattering 
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mechanisms such as phonons, other impurities besides the magnetic ones, 
and in our case the Ni on the magnetoresistance has not been taken into 
account. In fact Rohrer (25) suggests that the presence of nonmagnetic 
scattering centers may mask the interference between the potential and 
exchange scattering which can be of,importance as we have seen. There 
remains one additional difficulty which is to separate the "normal" 
positive magnetoresistance of the dilute magnetic alloys from the negative 
"contribution we have been discussing. As far as the author has been able 
to determine, there is no general method for performing this separation. 
Various techniques have been discussed in the literature (23, 24, 6l), 
and the differences between them reflect the inherent difficulty in 
interpreting the magnetoresistance of dilute magnetic alloys. The method 
the author has chosen is to assume that the magnetoresistance of the 
Cu, Ni master alloys is a measure of the normal positive magneto-
1 -X X 
resistance of their corresponding Mn-bearing samples and to subtract it 
from the total magnetoresistance of the Mn-bearing samples. This is ex­
pected to be about what the magnetoresistance of the Cu^_^Ni^ (Mn) alloys 
would be if the Mn were not magnetic. Because the Ni strongly scatters 
the electrons, it is thought that a few hundred ppm of a nonmagnetic 
impurity would change the magnetoresistance of a Cu-Ni host very little. 
Figures 24, 25, and 26 show the results of this separation where the 
difference between the magnetoresistance of a Mn-bearing alloy and its 
Mn-free equivalent, Ap(H), is plotted versus field at 4.2 K. Comparing 
these results with the predictions of the theories described above, we 
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see that the expected saturation at high fields does not occur. Bêal-
Monod and Weiner (20) indicate that the impurity spins should be frozen 
out for p > 4. Using the defining relation for p (Equation 4.12) with 
g = 2 and T = 4.2 K, the field above which the magnetoresistance should 
be saturated is given by H ^ > 60 kOe. However, our results show linear 
' sat — 
behavior above about 25 kOe for all of the Mn-bearing samples. The 
slopes per ppm, m, of the lines shown in Figures 24, 25, and 26 are listed 
in Table 5, and within the uncertainty of the Mn concentration, m is 
essentially independent of Mn concentration. This result gives further 
Table 5. Values of m for the Mn-bearing samples 
Sample ifi 
(at. ppm Mn) (nQ-cm/kOe ppm) 
Cu g^Ni Qg (143 ppm Mn) 
^^ .94^ '.06 (29^  ppm Mn) 
^^ .94^ '.06 (530 ppm Mn) 
Cu ggNi ^2 (156 ppm Mn) 
Cu ggNi ^2 (269 ppm Mn) 
Cu ggNi ^2 (570 ppm Mn) 
Cu y^Ni 23 (263 ppm Mn) 
Cu yyNi 23 (674 ppm Mn) 
Cu y^Ni 23 (1175 ppm Mn) 
-0.55 X 10 -3 
-0.58 
-0.61 
-0.58 
-0.67 
-0.58 
-0.70 
-0.49 
-0.51 
evidence that the interaction effects among the Mn ions are negligible 
in these samples. 
Because the theories do not take into account the scattering by the 
Ni and because the magnetoresistance itself exhibits anomalous behavior, 
direct comparison with the theoretical expressions is not feasible, and 
further analysis of the data is difficult. However, our results can be 
compared with those of earlier investigations, and the work of Rohrer 
(25) and Gcirtner et £l_. (61) indicate that the observed anomalous be­
havior in the Cu-Ni (Mn) samples might have been expected. Rohrer in­
vestigated the magnetoresistance of a series of Cu (Mn) and Cu (Fe) alloys, 
and he found that the Cu (Mn) alloys showed only a slight tendency toward 
saturation above about 80 kOe. In the Cu (Fe) case, no tendency whatso­
ever toward saturation was observed even in fields up to 200 kOe. G'artner 
et £j_. investigated the magnetoresi stance of a series of Cu-Ni (Fe) alloys 
(the same ones referred to in Figures 22 and 23), and Figure 27, taken 
from their paper (61), shows their results for the total magnetoresistance 
of the Fe-bearing samples. Comparing these results with Figures 10, 11, 
and 12, we see that the behavior of their samples is qualitatively the 
same as ours, and there does not seem to be any tendency toward satura­
tion in this case either. 
All of these results are a bit puzzling, but the answer may lie in 
the fact that all of the interactions have not been included in the 
theoretical treatments of the problem. Rohrer (25) offers the additional 
suggestion that the nonsaturation anomalies may be related to changes 
of the magnetic impurity levels induced by the strong magnetic fields. 
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In any event, it is significant that the magnetoresistance is negative, 
and this fact can be interpreted as support for the view that dilute 
solutions of Mn in Cu-Ni hosts form Kondo systems. 
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VII. APPENDIX 
A. Impurities in Sample Starting Material 
The impurity analysis of the Cu supplied by the American Smelting 
and Refining Company and the impurity analysis of the Ni supplied by 
Atomergic Chemetals Company are given in Table 6. The impurity concen­
trations are specified in ppm by weight. 
Table 6. Impurities in the Cu and Ni starting materials 
Cu Ni 
Element Concentration Element Concentration 
Fe < 0.7 Fe 3 
Sb < 1 Si < 5 
Pb < 1 Mg < 1 
Sn < 1 Al < 1 
Ni < 1 Co 0.1 
Bi < 0.1 S < 0.1 
Ag < 0.3 C < 0.1 
As < 2 Ca 0.5 
Cr < 0.5 Cd 0.5 
Si < 0.1 Cr 0.5 
Te < 2 Cu 0.5 
Se < 1 Pb 0.5 
S < 1 
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B. Tabulation of the Resistivity Data 
The resistivities are recorded in units of [iQ-cm, and the tempera­
tures are in K. 
Table 7. The data for the Cu g^Ni (0 ppm Mn) sample 
p T 0 T 
6.6545 2.2 6.6672 26.7 
6.6543 2.5 6.6756 29.8 
6.6551 3.1 6.6905 35.2 
6.6546 3.6 6.7244 43.9 
6.6549 6.4 6.7526 49.3 
6.6539 7.6 6.7880 55.1 
6.6538 8.6 6.8224 60.3 
6.6537 10.0 6.8640 66.0 
6.6539 11.7 6.9084 71.5 
6.6553 13.4 6.9623 77.6 
6.6558 14.8 7.0204 84.7 
6.6582 18.1 7.0838 92.3 
6.6588 20.4 7.1517 100.1 
6.6621 23.0 
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Table 8. The data for the Cu g^Ni (143 ppm Mn) sample 
P T p T 
6.5495 2.2 6.5567 26.7 
6.5490 2.5 6.5656 29.8 
6.5483 3.1 6.5732 35.2 
6.5487 3.6 6.6102 43.9 
6.5464 6.4 6.6373 49.3 
6.5455 7.6 6.6723 55.1 
6.5454 8.6 6.7057 60.3 
6.5447 10.0 6.7456 66.0 
6.5443 11.7 6.7889 71.5 
6.5445 13.5 6.8424 77.6 
6.5452 14.7 6.8997 84.7 
6.5459 18.1 6.9617 92.3 
6.5485 20.4 7.0295 100.1 
6.5535 23.1 
Table 9. The data for the Cu 06 (296 ppm Mn) sample 
P T p T 
6.6258 2.2 6.6232 3.6 
6.6250 2.5 6.6192 6.4 
6.6240 3.1 6.6178 7.7 
77 
Table 9. (Continued) 
6.6171 8.6 
6.6157 10.0 
6.6146 11.7 
6.6140 13.5 
6.6141 14.7 
6.6136 18.1 
6.6160 20.4 
6.6195 23.-1 
6.6226 26.7 
6.6302 29.7 
6.6417 35.2 
6.6769 43.9 
6.7039 49.3 
6.7388 55.1 
6.7718 60.3 
6.8117 66.0 
6.8548 71.5 
6.9065 77.5 
6.9633 84.7 
7.0256 92.3 
7.0939 100.1 
Table 10. The data for the Cu g^Ni (530 ppm Mn) sample 
p T p T 
6.7137 2.3 6.7015 8.6 
6.7129 2.4 6.6993 10.0 
6.7120 3.0 6.6967 11.7 
6.7104 3.7 6.6951 13.4 
6.7052 6.4 6.6950 14.7 
6.7028 7.7 6.6932 18.1 
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Table 10. (Continued) 
p T P T 
6.6938 20.4 6.8419 60.3 
6.6950 23.1 6.8801 66.0 
6.6994 26.7 6.9234 71.5 
6.7043 29.7 6.9758 77.5 
6.7132 35.2 7.0336 84.7 
6.7476 43.9 7.1059 92.3 
6.7752 49.3 7.1642 100.1 
6.8082 55.2 
Table 11. The data for the Cu ggNl (0 ppm Mn) sample 
0 T p T 
13.4667 2.1 13.4667 11.5 
13.4666 2.6 13.4679 13.2 
13.4663 3.1 13.4677 15.0 
13.4664 3.7 13.4681 16.9 
13.4660 4.4 13.4697 19.5 
13.4659 5.5 13.4713 21.6 
13.4662 6.3 13.4760 25.2 
13.4662 7.6 13.4797 27.5 
13.4667 8.9 13.4896 31.8 
13.4662 10.2 13.5083 38.1 
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Table 11. (Continued) 
p T p T 
13.5366 44.3 13.7224 71,4 
13.5658 49.8 13.7744 77.0 
13.6006 55.0 13.8401 84.6 
13.6384 60.3 13.8927 90.9 
13.6799 66.0 13.9735 99.7 
Table 12. The data for the Cu ggNî (156 ppm Mn) sample 
T p T 
13.4249 2.1 13.4196 15.0 
13.4247 2.6 13.4196 16.9 
13.4242 3.1 13.4206 19.4 
13.4238 3.7 13.4218 21.6 
13.4230 4.4 13.4266 25.2 
13.4227 5.5 13.4302 27.5 
13.4222 6.3 13.4395 31.8 
13.4216 7.6 13.4585 38.1 
13.4207 8.9 13.4849 44.3 
13.4204 10.1 13.5133 49.8 
13.4203 11.5 13.5457 55.0 
13.4201 13.2 13.5848 60.3 
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Table 12. (Continued) 
P T P T 
13.6265 66,0 13,7826 84.-5 
13.6672 71.4 13.8322 90.9 
13.7200 77.0 13.9122 99.7 
Table 13. The data for the Cu ggNi (269 ppm Mn) sample 
D T P T 
13.4965 2.1 13.4850 21.6 
13.4957 2.6 13.4880 25.2 
13.4945 3.1 13.4913 27.5 
13.4933 3.7 13.4985 31.7 
13.4925 4.4 13.5198 38.1 
13.4901 5.5 13.5471 44.3 
13.4891 6.3 13.5752 49.8 
13.4878 7.6 13.6077 55.0 
13.4862 8.9 13.6465 60.3 
13.4857 10.1 13.6881 66.0 
13.4851 11.5 13.7272 71.4 
13.4849 13.3 13.7804 77.0 
13.4840 14.9 13.8430 84.5 
13.4837 16.9 13.8905 90.9 
13.4842 19.4 13.9693 99.7 
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Table 14. The data for the 
^".88^'.12 (570 ppm Mn) sample 
D 
T D T 
13.5989 2.1 13.5730 21.6 
13.5975 2.6 13.5740 25.1 
13.5957 3.1 13.5765 27.5 
13.5938 3.7 13.5846 31.7 
13.5918 4.4 13.6043 38.1 
13.5881 5.5 13.6362 44.3 
13.5862 6.3 13.6651 49.8 
13.5837 7.6 13.6974 55.0 
13.5816 8.9 13.7331 60.3 
13.5796 10.1 13.7769 66.u 
13.5779 11.5 13.8200 71.3 
13.5773 13.3 13.8674 76.9 
13.5752 15.0 13.9342 84.5 
13.5741 16.9 13.9792 90.8 
13.5727 19.4 14.0645 99.8 
Table 15. The data for the C".77^'.23 (0 ppm Mn) sample 
P T 0 T 
25.0122 2.2 25.0137 3.1 
25.0130 2.5 25.0136 3.8 
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Table 15. (Continued) 
0 T P T 
25.0139 4.4 25.0257 27.9 
25.0145 5.6 25.0389 32.8 
25.0142 7.2 25.0613 38.6 
25.0139 7.8 25.0990 45.7 
25.0134 9.6 25.1578 54.8 
25.0124 11.1 25.2427 65.1 
25.0135 13.1 25.3462 76.1 
25.0135 15.5 25.3938 77.9 
25.0144 19.1 25.5593 95.0 
25.0173 22.6 
Table 16. The data for the Cu y^Ni (263 ppm Mn) sample 
P T P T 
24.9061 2^5 24.9007 7,7 
24.9054 3.1 24.8998 9.5 
24.9048 3.9 24.8982 n . i  
24.9044 4.4 24.8964 13.1 
24.9049 5.6 24.8963 15.5 
24.9023 7.2 24.895^ 19.1 
83 
Table 16. (Continued) 
p T P T 
24.8965 22.5 24.0194 54.8 
24.9017 27.9 25.0142 65.1 
24.9134 32.8 25.2062 76.1 
24.9326 38.6 25.2464 77.9 
24.9599 45.7 25.4121 95.0 
Table 17. The data for the Cu (674 ppm Mn) samp1e 
P T P T 
25.0530 2.5 25.0310 19.1 
25.0521 3.1 25.0312 22.6 
25.0498 3.9 25.0352 27.8 
25.0497 4.4 25.0460 32.8 
25.0467 5.6 25.0646 38.6 
25.0439 7.1 25.0912 45.7 
25.0431 7.7 25.1498 54.7 
25.0396 9.4 25.2323 65.1 
25.0374 11.1 25.3322 76.1 
25.0347 13.1 25.3762 77.9 
25.0328 15.5 25.5368 94.9 
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Table 18. The data for the Cu (1175 ppm Mn) sample 
P T P T 
24.8856 2.5 24.8492 19.1 
24.8847 3.1 24.8474 22.5 
24:8793 4.0 24.8489 27.7 
24.8800 4.4 24.8560 32.9 
24.8757 5.6 24.8714 38.5 
24.8703 7.1 24.8983 45.7 
24.8687 7.7 24.9545 54.7 
24.8644 9.3 25.0356 65.1 
24.8610 11.1 25.1342 76.1 
24.8567 13.1 25.2081 77.9 
24.8531 15.4 25.3666 94.9 
C. Tabulation of the Magnetoresistance Data 
The values of the magnetoresi stance are recorded in units of nQ-cm, 
and the units of the magnetic field are kOe. 
Table 19. The data for the Cu g^Ni (0 ppm Mn) sample 
p(H) -  p(0) H p(H) -  p(0) H 
0.2 
0 .6  
0.4 
8.9 
17.0 
24.8 
1.0 
1 . 1  
1 . 6  
35.4 
45.1 
55.0 
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Table 19. (Continued) 
p (H) - p (0) H p(H) - p(0) H 
2.0 65.9 3.6 85.2 
2.7 75.2 
Table 20. The data for the CUg^Ni 
.06 (143 ppm Mn) sample 
o(H) - p(0) H o(H) - p (0) H 
+0.2 8.9 -1.2 55.0 
-0.1 17.0 -1.5 65.9 
-0.5 24.8 -1.8 75.2 
-0.7 35.4 -1.9 85.2 
-1.2 45.1 
Table 21. The data for the 
.06 (296 ppm Mn) sample 
p (H) - p (0) H p (H) - p (0) H 
+0.2 8.9 
-5.9 55.0 
-1.2 17.0 -7.4 65.9 
-2.3 24.8 
-8.7 75.2 
-3.8 35.4 -9.6 85.2 
-5.3 45.1 
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Table 22. The data for the Cu g^Ni (530 ppm Mn) sample 
0 (H) - o(0) H o(H) - p (0) H 
-0.9 8.9 -12.7 55.0 
-2.6 17.0 -15.4 65.9 
-4.1 24.8 -18.3 75.2 
-7.1 . 35.4 -20.4 85.2 
-10.2 45.1 
Table 23. The data for the [".88^'.12 (0 ppm Mn) sample 
p(H) - p(0) H p (H) - p (0) H 
0.1 8.4 1.3 54.5 
0.2 17.2 1.9 65.0 
0.9 24.9 2.2 74.6 
0.7 36.2 2.6 85.2 
1.0 45.0 
Table 24. The data for the 
^".88^'.12 (156 ppm Mn) sample 
p(H) - p(0) H p (H) - p (0) H 
-0.5 8.4 -2.0 36.2 
-0.8 17.2 -2.8 45.0 
-0.9 24.9 -3.1 54.5 
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Table 24. (continued) 
o(H) -  Q(0) H p(H) -  p(0) H 
-3.6 65.0 -4.7 85.2 
-4.1 74.6 * 
Table 25. The data for the Cu ggNi (269 ppm Mn) sample 
p(H) -  o(0) H p (H) -  p (0) H 
-0.5 8.4 -7.1 54.5 
-1.6 17.2 -8.5 65.0 
-2.3 24.9 
-9.7 74.6 
-4.3 36.2 -10.9 85.2 
-5.6 45.0 
Table 26. The data for the Cu ggNi (570 ppm Mn) sample 
D(H)  -  p (0)  H p(H) -  p(0) H 
-1.4 8.4 -14.2 54.5 
-3.5 17.2 -17.5 65.0 
-5.7 24.9 -19.6 74.6 
-8.6 36.2 -23.2 85.2 
-11.5 45.0 
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Table 27. The data for the Cu 
77": .23 
(0 ppm Mn) sample 
D (H) - p (0) H p(H) - p(0) H 
0.6 8.8 1.4 55.8 
0.7 16.6 1.5 64.9 
1.0 25.0 1.4 75.0 
1.2 35.4 2.0 85.2 
1.0 45.0 
Table 28. The data for the Cu 
.77": .23 
(263 ppm Mn) sample 
p(H) - p(0) H p (H) - p (0) H 
-0.3 8.8 -7.4 55.8 
-1.3 16.6 -8.7 64.9 
-2.6 25.0 -10.6 75.0 
-4.1 35.4 -11.6 85.2 
-5.6 45.0 
Table 29. The data for the Cu 
.77"' .23 
(674 ppm Mn) sample 
p (H) - 0 (0) H p (H) - p (0) H 
-1.0 8.8 -8.1 35.4 
-2.2 16.6 
-11.5 45.0 
05.2 25.G -13.6 55.8 
Table 29. (Continued) 
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p(H) -  p(0) H 
-17.0 
-20.4 
64.9 
75.0 
p (H) -  p (0) 
-23.4 85 .2  
Table 30. The data for the Cu ^^Ni (1175 ppm Mn) sample 
p(H) -  p (0) H p(H) -  p(0) H 
-2.0 8.8 -27.6 55.8 
-5.1 16.6 -33.2 64.9 
-9.6 25.0 -38.2 75.0 
-15.2 35.4 -44.5 85.2 
-21.9 45.0 
D. Discussion of Errors 
The expression used to calculate the resistivity in this experiment 
is given by 
AV 
LI 
p = TT~ J (7.1) 
and an estimate of the uncertainty, 6p, in p due to the uncertainties ôA, 
ôL, and 51 in A, L, \l, and I respectively, can be computed from the 
expression 
Both the voltage, V, and the current, I, were determined to within 
0.005% for a given measurement over the entire temperature range from 
2 K to 100 K. The major contribution to the uncertainty in p comes from 
the first two terms in Equation 7.2. The cross-sectional area. A, was 
measured to within 2% and the length, L, was measured to within 1%. 
Consequently, the error in p at any temperature could be as large as 3%. 
In addition to the possible errors in the resistivity, there is an 
uncertainty on the order of 15% in the values of the Mn concentration 
listed in Table 1. As the author has indicated previously, this problem 
results from the fact that the analyses quoted in Table 1 were for 
material treated in the same manner as the samples on which the measure­
ments were carried out and not for the samples themselves. This point 
should be remembered when Figures 15 - 21 and Tables 2-5 are considered 
because they all contain quantities normalized by the Mn concentration. 
If more accurate numbers are required, the data can always be corrected 
by performing analyses of the samples themselves. 
