ABSTRACT&mdash;An approach is outlined that can be used to define and construct normal modes of motion for a wide class of nonlinear vibratory systems. Furthermore, an extension of these ideas is used to develop a mode-based model reduction method for multidegree-of-freedom nonlinear systems. The approach makes use of invariant manifolds in the system phase space, and it reduces to the well-known results in the linearized case. An explicit construction method for weakly nonlinear systems allows for the automated generation of a set of reduced-order equations of motion for the nonlinear modes and, in the single-mode case, it systematically produces the amplitude dependent mode shapes. Results from some illustrative examples are presented. The paper closes with a discussion of some topics of current and future interest and some conclusions.
Introduction Motivation
The vibratory response of mechanical systems in the lowfrequency range is typically dominated by a relatively small number of active modes. In linear systems, reduction of a large-scale dynamic model to a smaller model consisting of these dominant modes is made mathematically precise by using the standard tools of modal analysis and superposition, since the modes are dynamically independent. However, for nonlinear systems, these tools are not directly applicable and one must use a different framework for analysis and insight into the dynamics. It has been known for some time that one can define individual normal modes for special classes of nonlinear systems, but these modes represent very special periodic responses of conservative systems.
A repeated criticism of this line of work is that it considers only these special families of solutions, and although these may be of mathematical interest, their utility is questionable, since one needs very special initial conditions to observe such motions in the full model. However, one can put the same criticism to linear vibration systems, the main difference being that one can cleanly separate modal dynamics in linear systems. This separability allows one to build reduced-order models by modal projection and superposition, whereby the number of modes kept is a function of the frequency range of interest. Accurate reduced-order models can be made by ignoring modes that are known to contain only a small amount of energy, and to which energy will not flow. One goal in the present line of work has been to develop a parallel approach for a class of nonlinear systems.
Conventionally, nonlinear systems have been analyzed through projection of the governing equations onto the modes of the linearized system. This method often requires the concurrent simulation of many modes to achieve accuracy, and results in a model that is both bulky and computationally expensive. The approach presented herein allows the minor effects of many modes to be incorporated into the dynamics of a chosen subset through the addition of higher order nonlinear terms. This reduced-order model may allow for much more efficient analysis of the original system. Unlike many other methods within nonlinear dynamics, the invariant manifold approach is easily applicable for systems of arbitrary size, making it ideally suited for the analysis of real structural systems, including those described by finite element models.
Background
The work of Rosenberg (1966) laid out the fundamental concepts for normal modes of discrete, conservative, nonlinear systems. Results on the stability and bifurcation of these modes was the subject of many subsequent investigations (e.g., see Vakakis, et al., 1996; Vakakis, 1997) . Recent work has generalized the concept of nonlinear normal modes to a wide class of systems, including continuous systems, systems with dissipation, gyroscopic terms, and so on, as described in the works of Shaw and Pierre (1993, 1994) . This approach uses invariant manifold theory as a systematic means of generating reduced-order models. Initially, the existence and dynamics of individual nonlinear modes were investigated. Subsequently, extensions for studying the dynamics of internally resonant modes were also considered (Boivin, Pierre, and Shaw, 1995;  Nayfeh, Chin, and Nayfeh, 1996;  Vakakis, 4 manifolds that capture the dynamics of several modes and their essential interactions has allowed for a generalization of mode-based model order reduction for nonlinear systems.
An extension of this technique is also used by Pesheck and Pierre (1997) to construct invariant manifold-based dynamic models of systems subjected to periodic excitation.
It should be noted that the approach used herein differs in some significant ways from the modes obtained by proper orthogonal decomposition, in which one uses the steady-state response of a dissipative system to generate a reduced-order model that is optimal in the sense that it captures the most energy possible using a predetermined number of modes. This requires that one fix the system parameters and obtain the response before generating the modes, and it uses a linear subspace as the underlying manifold (examples for mechanical structures can be found in Troger, Steindl, and Zemann, 1997; Feeny, 1997 (Xi (uk, Vk) , Y¡ (uk, uk) ) in terms of (uk, vk (1996) , Shaw (1994) , and Slater (1996) .
The following assumptions are made in order to streamline the solution of equation (4) These coefficients can be determined by substituting equations (6) and (7) into equation (4) Boivin, 1995.) The solution for the second-order coefficients is Although different in form, equivalent expressions may be obtained using equations (9) Figure 3 and the zero displacement field in Figure 2 correspond to the initial configuration. Also note that as the beam undergoes its oscillation, the shape does not remain fixed, and the spring influence increases with displacement amplitude. Figure 4 depicts nearly that of the linear case, and the beam distorts exactly as expected as the amplitude grows. Note that this is also consistent with the nature of the manifold depicted in Figure 4 (at vk = 0). 
Systematic Implementation
The above example is presented because of its analytic simplicity. It should be noted that the analytic solutions presented in equations (9) The modes of interest, or the modeled, or master, modes, are described by a set of indices denoted as S,yl . For example, if one is interested in a model that contains extensions of the second, third, and fifth linear modes, SM = {2, 3, 5}. The displacements and velocities of the modeled modes can be expressed by the vectors uM and vM, which contain elements (ui , Vi), i E SM. Consequently, the associated manifold exists as a 2M-dimensional &dquo;surface&dquo; in the 2N-dimensional phase space. The dynamics of the reduced M-degree-offreedom system will be constrained to lie on this surface, and all interactions with the nonmodeled, or slave, linear modes are incorporated into the resultant dynamics. That is, motions that take place directly on the multimode manifold correctly account for effects due to the nonmodeled linear modes while still eliminating the dynamic coupling to them. (Again, this is true only when the motion is initiated on the manifold.) This contrasts with the conventional methodology of simply disregarding those linear modes that are not of interest or thought to be unimportant, or simulating a large number of additional degrees of freedom in order to achieve accuracy in the modes of interest. In other words, one can work with only the number of modes of direct interest without concern for dynamic contamination from any modes that are not included. Further theoretical discussion of these topics may be found in Boivin, Pierre, and Shaw (1994) .
The approach for determining the multimode manifold is similar to that described in the previous section, except that the manifolds are now parameterized by 2M variables. (Of course, the process reduces to the individual mode case for M = 1.) Specifically, we take As in the single-mode case, equations (24) and (25) are substituted into the governing equation (1) Figure 1 is again considered. Here, results from a three-mode invariant manifold are presented, the details of which may be found in Boivin (1995) . The linear subsystem consisting of the pinned-pinned beam contains an internal resonance of the form cvl + 2cv2 = W3 between the first three modes, which is &dquo;activated&dquo; by the presence of the cubic spring (in the previous example, it was avoided by placing the nonlinear spring in the center, thereby excluding the participation of the second mode). Here, this internal resonance is examined through the generation of a three-mode invariant manifold containing the first three modes. The resulting equations of motion (through fifth order) are of the form in contrast with the single-mode manifold formulation, the dynamics of the various modeled nonlinear modes are coupled (ul terms), so that essential interactions between them are allowed, whereas the coupling to the nonmodeled slave modes has been removed, although the dynamics' influence is included through the xj3) terms.
Results of simulations performed using the above multimode manifold procedure and a linear modal analysis of the nonlinear system are shown in Figures 11 and 12 for a set of initial conditions on the three-mode manifold. In this example, it can be seen that the three-mode manifold performs considerably better than a three linear mode model, as compared to the &dquo;exact&dquo; (25 linear modes) solution. A detailed simulation study indicates that seven linear modes must be included to achieve comparable accuracy.
The Case of Harmonic Excitation
In linear systems, one typically ignores external forcing when generating the reduced-order model, then applies the forcing through projection onto the retained modes. In such cases, the other modes are also forced and active, but are simply ignored. Similarly, in the nonlinear case, if one simply adds forcing to the reduced equations produced by the multimode manifold method, the invariance of the manifold is violated, and some effects may be lost. This has been attempted and has met with moderate success (see Boivin, Pierre, and Shaw, 1996) , especially near primary resonances, where small forces produce large responses.
Alternatively, the forcing can be incorporated directly into the formulation of the manifold. This is accomplished through state space augmentation of the original system and requires that the forcing be expressed as a set of first-or second-order differential equations. This approach, which makes the system appear autonomous, is sometimes used in the study of control systems, and was suggested to the authors by Richard Rand (personal communication, 1995) . Here, pure harmonic forcing is discussed in detail, since it is both the simplest and most common type of time-dependent forcing and can be exactly captured by a simple additional, Consider the addition of harmonic excitation to equation (5) 
