In this paper, we introduce a new class of bivariate threshold VAR cointegration models. In the models, outside a compact region, the processes are cointegrated, while in the compact region, we allow different kinds of possibilities. We show that the bivariate processes form a 1/2-null recurrent system. We also find that the convergence rate for the estimators for the coefficients in the outside regime is √ T , while the convergence rate for the estimators for the coefficients in the middle regime is T 1/4 . Also, we show that the convergence rate of the cointegrating coefficient is T , which is same as linear cointegration model. The Monte Carlo simulation results suggest that the estimators perform reasonably well in finite samples. Applying the proposed model to study the dynamic relationship between Federal funds rate and 3-month Treasury bill rate, we find that cointegrating coefficients are the same for the two regimes while the short run loading coefficients are different.
Introduction
Linear cointegration models as introduced by Granger (1981) and Engle and Granger (1987) have been extremely influential in econometrics. But they are surprisingly difficult to extend to the nonlinear case. In fact, no fully satisfying extension seems to exist.
A class of nonlinear models that has enjoyed a similar kind of influence in the time series modeling is the class of threshold models introduced by Tong (1978 Tong ( , 1983 . But their analysis has largely been confined to the stationary case. They are difficult to extend to the nonstationary case even in a univariate situation.
To understand some of the reasons why these difficulties exist, it may be useful to go back to the (admittedly quite crude) classifications in stationary-nonstationary and linear-nonlinear models, which results in a 4-fold classification of combinations. The simplest category is the class of linear stationary models, which encompass ARMA models and traditional VAR models.
Mixing and martingale methods are standard tools in the statistical analysis of these models.
The same methods can essentially be applied to nonlinear stationary models. Verification of ergodicity/mixing plays a more important role but can often be handled using Markov chain techniques. The ordinary threshold model belongs to this category.
Moving to linear nonstationary models one encounters unit root and cointegration models which have been extensively used in econometrics. Since Phillips (1987) and numerous papers after that, the functional central limit theorem, a continuous mapping theorem and weak convergence to stochastic integral have been key techniques to study these models.
When moving to the (possibly largest) class of nonstationary and nonlinear models needed to discuss nonlinear cointegration, new problems arise. To illustrate this, let us take as our starting point the simple case of a bivariate first order linear cointegration model x t = Ax t−1 + e t , (1.1) where x t = (x 1,t , x 2,t ) τ , and {e t } is an i.i.d. process. The component processes {x 1,t } and {x 2,t } are unit root processes and the matrix A has one eigenvalue λ 1 = 1 and the other eigenvalue λ 2 with |λ 2 | < 1. The eigenvector of λ 1 is orthogonal to the cointegrating vector β such that {β τ x t } is stationary. The component processes {x 1,t } and {x 2,t } are treated on the same basis in the analysis.
Formally, the nonlinear analogue of (1.1) is
where f may be unknown or known up to a parameter vector θ resulting in f (x, θ). But it is not clear how something like the cointegration concept should be introduced and at the same time retain the statistical techniques used for (1.1). One attempt that has been made is the so-called cointegration regression model where
where {z t } is univariate nonstationary process and {u t } is univariate stationary process, see, e.g. Park and Phillips (2001) . There are basically two approaches to the analysis of (1.3). One, as in e.g., Park and Phillips (2001) or Phillips (2009a, 2009b) , is to let {z t } to be a linear unit root process, and use the so-called local time approximation to the normalized partial sum of nonlinear transformations of the unit root process. The other one is a Markov chain approach as in Karlsen and Tjøstheim (2001) and Karlsen et al. (2007) , where {z t } is assumed to be a null recurrent Markov chain, which in some respects is more general than {z t } being unit root but in other respects is more restrictive. The main conceptual difficulty with (1.3) is that from a cointegration point of view, the component processes {x 1,t } = {y t } and {x 2,t } = {z t } now have asymmetric roles to play, with {y t } and {z t } being respectively output and input processes in a regression model. The restricted model (1.3) is partly one of mathematical convenience. If, for example, one would like to use the theory developed for (1.1) and (1.3) in (1.2) one basically has to assume that {x t } in (1.3) is a linear cointegrated process, but this leads to a contradiction since linear cointegration is not invariant to nonlinear transformations and {x t } as an output process cannot be linearly cointegrated. This problem does not arise in (1.3) since {y t } does not have to be identified with {z t }. Actually the nonlinear problem in (1.2) seems easier to handle with the Markov chain approach because under certain restrictions, null recurrence is invariant to nonlinear transformations.
A less ambitious goal is to restrict nonlinear cointegration to nonlinearity of a threshold type. Then it is straightforward, a least formally, to generalize (1.1) to
x t = Ax t−1 1(x t−1 ∈ R 1 ) + Bx t−1 1(x t−1 ∈ R 2 ) + e t , 4) where the regions R 1 and R 2 are disjoint subsets of R 2 such that R 1 R 2 = R 2 . Then linear cointegration concepts can conceivably be discussed separately for R 1 and R 2 and one can have stationary-like behaviour in one region and nonstationary cointegration-like in another, or even different cointegration-like behaviour in each region. A major mathematical difficulty is that in general the {x t } process will be nonstationary and at the same time x t is the threshold variable deciding the regions R 1 and R 2 . Earlier attempts have sought to avoid this problem by introducing an indirect stationary threshold variable.
The above problem appears also in the univariate case if one tries to generalize the ordinary unit root processes to threshold unit root processes. We refer to Gao et al. (2013) for a discussion and references. In that paper, the authors were able to construct a theory for the univariate special case of (1.4), and it is our intention to try to extend that theory to a cointegration threshold model such as (1.4) in the present paper.
As mentioned above, existing threshold cointegration models are largely based on stationary threshold variables (cf. Balke and Fomby 1997) . Quite frequently these threshold models start from the so-called error correction representation of (1.1), written as
where β is the cointegrating vector and α is the short run loading coefficient (adjustment coefficient). Note that in the bivariate case, α and β are both 2 × 1 vectors. Simple matrix manipulation shows that β is orthogonal to the eigenvector of eigenvalue 1 while α is parallel to the other eigenvector. A large part of any nonlinear generalization of error correction models is to provide conditions under which an analogue of the Granger representation theorem holds, implying stationarity of the linear combination β τ x t−1 and the difference ∆x t , see, e.g. Bec and Rahbek (2004) , Saikkonen (2005 Saikkonen ( , 2008 . In particular, a three-regime threshold error correction model has been proposed by Saikkonen (2008) , In this paper, we start directly from the VAR representation (1.1) and then move to the threshold VAR representation (1.4) and make a first attempt of establishing a theory for such models. In doing so, we will work under some restrictions, most of which we think can be relaxed in subsequent work. First, we only look at the bivariate first order case. Second, the region R 1 is supposed to be compact. In this region, quite general behavior of {x t } is permitted, i.e. the matrix A is (1.4) can be arbitrary, and including stationary and explosive type behaviours (cf. Gao et al. 2013 in the univariate case). In the region R 2 , {x t } will be assumed to be a cointegrated process, and we will define precisely what this means. Obviously, there are many generalizations in choosing regions, i.e. there could be more than two regions, and in particular there could be more than one cointegrating region and with different cointegrating vectors. Third, we will limit ourselves to estimation for a given model. Testing problems will be considered in forthcoming papers.
Markov recurrence theory plays an important role in all of this, not the least in determining the different convergence rates for the estimators in different regions. This will be treated in Section 2 and the Appendices. The asymptotic estimation theory is developed in Section 3, whereas simulation experiments are conducted in Section 4. And finally in Section 5, we give an empirical example concerning the dynamic relationship of federal funds rate and 3-month T-bill rate. One reason for using this example is that there is a threshold and in the particular example it will be seen that the general model can be reduced to an error correction threshold model of type (1.5). Finally, Section 6 summarizes this paper. Some basic theory of null recurrent Markov chain is provided in Appendix A. All mathematical proofs are given in the Appendices B and C.
Throughout this paper, all limits are taken "as T → ∞" with T being the number of obser- 2 Model and Its Probability Properties
The Model
The bivariate model we are going to examine is
where t = 1, . . . , T , x t = (x 1,t , x 2,t ) τ and x 0 = (0, 0) τ .
Compared with the threshold error correction models as in Saikkonen (2005 Saikkonen ( , 2008 , where nonstationarity is disentangled from nonlinearity in the sense that linear cointegration relationship is imposed and the threshold variable is driven by stationary variables, our model is self-excited in the traditional way such that a lagged variable constitutes the threshold variable. Our model is also different from the nonlinear cointegration models in Park and Phillips (2001) or Karlsen et al. (2007) where a right-hand-side variable y is regressed on left-hand-side variable x. In our model, we need not impose x 1 or x 2 to be a regressor and (2.1) is what we believe to be a natural extension of linear VAR models. The appropriateness of VARs is well documented. Stock and Watson (2001) write "This simple (linear VAR) framework provides a systematic way to capture rich dynamics in multiple time series, and the statistical toolkit that came with VARs was easy to use and to interpret. As Sims (1980) and others argued in a series of influential early papers, VARs held out the promise of providing a coherent and credible approach to data description, forecasting, structural inference and policy analysis."
A crucial tool in our analysis of (2.1) is the theory of null recurrent Markov processes as developed in Karlsen and Tjøstheim (2001) . The connection between linear VARs and null recurrent process is pointed out in Myklebust et al. (2012) . A first attempt to use this in a threshold context is given in Gao et al. (2013) in the univariate case. In that paper, it is proved that a univariate threshold model is β-null recurrent with β = 1/2. That proof relies on a result in Meyn and Tweedie (2009, Prop 11.5.4) giving conditions for a univariate threshold process to be recurrent. This result makes it possible to use the Markov splitting technique to obtain 1/2-null recurrence. The proof of recurrence in Meyn and Tweedie (2009) is based on a drift criterion using a Liapunov test function. We will essentially use the same technique in our proof of Theorem 1 below, but a nontrivial change of test function is required. Once recurrence is established for (2.1), 1/2-null recurrence can be proved using a straightforward adaptation of the proof in Gao et al. (2013) .
Recurrence of the Process
We make the following assumptions, several of which may be relaxed:
Assumption 1. The sequence {e t } is an i.i.d. zero mean random variable on R 2 with its distribution function being absolutely continuous with respect to the Lebesgue measure. Let p e (., .) being the density function, we have inf e∈C p e (e 1 , e 2 ) > 0 for any compact set C. {e t } has covariance matrix Σ and E(|e i,t | 4 ) < ∞ for i = 1, 2.
Assumption 2. D is a compact set in R 2 .
Assumption 3. B 2×2 is a matrix with eigenvalue 1 and c with |c| < 1, and A 2×2 can be any matrix. This a special case of threshold cointegration model.
Remark: Assumption 1 is typical in studying time series properties using Markov chain techniques. Assumption 2 requires that the behaviors of the processes are different inside and outside a compact region, which is similar to Gao et al. (2013) . Assumption 3 requires that outside the compact support, the bivariate processes are cointegrated, while in the compact support, we impose no restrictions with both stationary and nonstationary behaviors allowed.
As a special case, they may be cointegrated with the same cointegrating vector in the compact set D as in D c whereas the short run adjustment vectors are different in the two sets.
Based on the above assumptions, we have the following theorem.
Theorem 1. Under Assumptions 1-3, {x t } is a 1/2-null recurrent process.
Remark: More discussion of 1/2-null recurrent process is given in Appendix A. Since the process is 1/2-null recurrent, we can use the splitting chain technique in Appendix A (cf.
Karlsen and Tjøstheim 2001) to derive the limit theory for the coefficient estimation for the process.
Coefficient Estimation
Convergence rates for coefficient estimates is an important issue in linear VAR cointegration models. In this section, we will discuss the asymptotics for coefficient estimations in the threshold cointegration models. Similar to Lütkepohl (2005) , we will first discuss the asymptotics for the transformed model obtained by diagonalizing the B matrix and then discuss the asymptotics for the original model.
Coefficient Estimation for the Transformed System
Using the matrix Q −1 composed of eigenvectors of B, we can transform the process into
where B 1 = QBQ −1 , A 1 = QAQ −1 , ε t = Qe t and C is the compact set obtained by transforming D (see also the proof of Theorem 1). Here, {ε t } is an i.i.d. sequence with covariance matrix Σ 1 . It is easy to see that Σ 1 = QΣQ τ .
We will estimate the coefficient matrices A 1 and B 1 using OLS, with the estimators denoted by A 1 and B 1 , i.e.,
, and
According to (3.1), we have
so that ∆y 1,t = u 1,t + ε 1,t .
According to the Donsker's Lemma, we have
where B(r) = (B 1 (r), B 2 (r)) τ is a two-dimensional Brownian motion with covariance variance matrix Σ 1 . And by Karlsen and Tjøstheim (2001) , we have (cf. Proof of (2.8) in Gao et al. 2013 ):
where n(T ), being the number of regenerations of the 1/2 null recurrent process {y t }, is asymptotically proportional to the number of visits to C and p s (y) is the invariant density of the bivariate process {y t }. Because we have shown that this process is 1/2-null recurrent, we know that n(T ) = O P (T 1/2 ). So that, we have:
with M 1/2 (r) being a Mittag-Leffler process with parameter 1/2. See Appendix A for more discussion.
Coefficient Estimation in the Middle Regime
An asymptotic distribution for the estimators of the coefficients in the middle regime is given below.
Theorem 2. Under Assumptions 1-3, we have
Remark: The proof is given in Appendix B and is an easy extension of Lemma 2.1 in Gao et al. (2013) . The convergence rate is n(T ) with normality limiting distribution. Because we know that
That is, if we use deterministic normalization, the limiting distribution is mixed normal.
Coefficient Estimation in the Outside Regime
To prove the asymptotic for the estimators in the outside regime, i.e. for the matrix B 1 , we need the following two Lemmas.
Lemma 1. Under Assumptions 1-3, we have the following results:
Lemma 2. Under Assumptions 1-3, we have the following results:
where σ
and Σ 1 is the covariance matrix of ε t .
Based on Lemmas 1 and 2, we have following theorem.
Remark: We note that the first column of the estimators converges with rate T while the second converges with rate √ T . This is similar to the linear cointegration case, although the limiting distribution is different.
Estimation of the Original Model 3.2.1 Estimation for Coefficients of the Original Model
As in the ordinary linear cointegration model, convergence rates are changed when we transform back to the original model. For the OLS estimator, denoted by A and B, we have
For the coefficients in the middle regime, the convergence rate is n(T ) ∼ T 1/4 as in the univariate case of Gao et al. (2013) .
Theorem 4. Under Assumptions 1-3, we have
where
For the coefficients in the outside regime, we obtain the same convergence rate as in the linear cointegration case.
Theorem 5. Under Assumptions 1-3, we have
Cointegrating Parameter Estimation
As in the ordinary linear cointegration, we can express the cointegrating vector in terms of the inverse transformation matrix Q = (q i,j ) in the same way as has been done in the representation (3.1) for {y t }. The first component of {y t } is a random walk in C c , whereas the second component displays stationary behaviour in C c . Hence, since y t = Qx t , the cointegrating vector in this region is given by [q 21 q 22 ] such that q 21 x 1,t + q 22 x 2,t behaves as a stationary process in C c .
Often the cointegrating vector is normalized so that it has one component equal to 1.
Without loss of generality, we can assume that q 22 = 0 and the the cointegrating vector can be normalized to [
1] so that
with ω t being a stationary error in D c . In linear cointegration model, the cointegrating coeffi-
is usually estimated by OLS (cf. Engle and Granger 1987 )
From the above analysis, we can see that the cointegrating coefficient β is related to unknown transformation matrix Q. In the literature, there are two methods commonly used for cointegrating vector estimation in VAR cointegration models:
• Solving eigenvalue problems in estimated VAR coefficients, such as Johansen (1988);
• Estimation in a triangular system as in Ahn and Reinsel (1990) or Phillips (1991) .
We have found the latter to be more convenient in our situation because we can express x 1,t as a random walk plus an additional term and x 2,t as a linear transformation of x 1,t plus an additional term. This enables us to find an explicit expression for the relationship between x 2,t and x 1,t , which makes the mathematical derivation possible. In the following lemma, we find a triangular representation for our threshold VAR cointegration model.
Lemma 3. Under Assumptions 1-3, we have with q ij being elements of the matrix Q and u t = (
Based on Lemma 3 and considering the similarity and difference between our model and ordinary VAR cointegration model, we can construct two estimators for β with the first one, denoted by β 1 , is defined as
and the second one, denoted by β 2 , is defined as
Remark: We can see that β 1 is one estimator using the observations in the outside regime, while β 2 is another estimator using the observations of the whole sample, which is same as the estimator in the ordinary VAR cointegration model as defined in (3.4).
The following Theorem provides a limiting distribution for β 1 and β 2 .
Theorem 6. Under Assumptions 1-3, we have
with P (r) and B 2 (r) having been defined in Section 3.1, k 1 , k 2 , and k 3 are as defined in Lemma 3 and σ
is the variance of ε 2,t . Furthermore, the asymptotic distribution of β 2 is the same as that of β 1 .
The proofs of the main results given above will be given in the Appendices at the end of this paper.
Remark: From this theorem, we can see that the convergence rate of the OLS cointegrating coefficient estimator is T with a nonstandard limiting distribution. The variance of the limiting variable is dependent on the Q-matrix as well as on P (r) and B 2 (r). Similar to Phillips and Hansen (1990) , we find a second order bias term λ appearing in the limiting distribution, which is quite common is regression with I(1) processes with endogeneity. It is also interesting to see that the two estimators defined in (3.6) and (3.7) share the same asymptotics because the effect of using the middle regime observations is negligible asymptotically.
Monte Carlo Simulation
We study two cases: one is that the threshold variables are known, the other is that the threshold variables are unknown. In the theoretical part of this paper, we have examined the asymptotics of the coefficient estimators with known threshold. There exists a natural least squares estimator for the threshold but its asymptotics is difficult to evaluate for our model. A discussion of this is given in Gao et al. (2013) for the univariate nonstationary case based on results by Chan (1993) in the stationary case. Much of that discussion carries over to the present case. It is a challenging research topic to establish a full asymptotic theory for the threshold estimate. In the present paper, we restrict ourselves to examine the threshold estimator by simulation, also investigating its effect on estimation of the autoregressive coefficients and the cointegrating vector.
There is an issue in simulation experiments involving nonstationary I(1) type threshold type processes which is largely absent in the stationary case. For a sample size T , as T → ∞, the number of observations in a compact set D will be of order √ T (also true for an ordinary non-threshold bivariate cointegration process), whereas the number of observations outside D 
Estimation with Known Thresholds
We are going to estimate the coefficients in Model (2.1) with B = (b ij ) being a matrix with eigenvalue 1 and c with |c| < 1, A = (a ij ) being any matrix. We simulate
, and we let Σ = cov(e t ) =
The choices of A and B are different for 3 different examples. We do truncation as described above: we use the 1000 replications where the number of observation in the middle regime is larger than 0.5 √ T and the number of observations in the outside regime is larger than 0.1T . The coefficients are estimated using OLS as defined in Section 3. We also provide the cointegrating parameter estimators: β 1 , β 2 , which are defined respectively in (3.6) and (3.7). Theorem 6
shows that the asymptotics for these two estimators are the same. Table 1 below. In this model, the two processes are independent with the first process being threshold unit root and the second process being a stationary variable. From Theorem 2 and Theorem 3, we know that for this case the coefficients in the middle regime converge with rate T 1/4 , while the first column of the autoregressive matrix in the outside regime converges with rate T , and the second column of the autoregressive matrix in the outside regime converges with rate √ T . The Monte Carlo simulation results are consistent with the theory with a possible small perturbation due to the truncation rule. The rates can be checked by simply comparing the standard errors for various number of observations. We also notice that the cointegrating coefficients β = 0 1 converge with rate T , which is also consistent with Theorem 6. It is interesting to note that the standard deviation of the estimators with the full sample is less than the standard deviation of the estimators with the sample in the outside (true) regime.
This is due to the fact that in this case, both in the middle regime and the outside regime, the two processes are independent. Thus, use of the whole sample provides more information for the (zero) "cointegrating" coefficient.
The Table 2 below. specifies a relationship between a stationary variable and a nonstationary variable, so that it is actually not a "cointegration" model according to the definition of Engle and Granger (1987) . 2 This is due to the fact that the cointegrating vector is orthogonal to the eigenvector of eigenvalue equal to 1 as discussed in the Introduction.
is √ T . The simulation results in Table 2 are consistent with the theoretical results. It also appears that the convergence rate for the cointegrating coefficient is T which is consistent with Theorem 6. The cointegrating coefficient estimators using the outside regime sample have smaller standard deviation and less bias because the estimators using the whole sample use Table 3 below. Table 3 are consistent with the theoretical results. We also find that the rate of convergence for the cointegrating coefficient appears to be T which is consistent with Theorem 6. The cointegrating coefficient estimators using the outside regime sample have smaller standard deviation and slightly less bias due to same reasoning as explained for Table 2 , but the difference is smaller and the errors themselves much smaller, possibly due to a more similar structure in outside and middle regimes. 
Estimation with Unknown Thresholds
We use the same data generating processes as in the last subsection. Since we don't know the true thresholds, we estimate them jointly with the autoregressive coefficients. We use a grid search procedure to select the estimates for the true thresholds. We always use the threshold
, we search τ 1 within -4 and -2 with 10 grid points, search τ 2 within 2 and 4 with 10 grid points, search τ 3 within -3 and -1 with 10 grid points, search τ 4 within 1 and 3 with 10 grid points 3 . The thresholds and autoregressive coefficients are chosen such that the sum of square Euclidean norm of the residuals is minimized. I.e., ( A, B, τ ) = arg min
The Table 5 below. Table 6 below.
3 Finer grid points may help to improve the performance of estimations. However, the computational burden is larger. Comparing these tables with tables in the last subsection, we can see that the estimation of the unknown thresholds plays little role for estimating the autoregressive coefficients in the outside regime and the cointegrating coefficients. The effect of estimated thresholds is larger when the estimating the autoregressive coefficients in the middle regime, but the increases in standard deviations are not very dramatic. This increase is to be expected since typically the middle regime contains fewer observations and hence is more sensitive to misplacement of observations. We can also see that the convergence rates for the threshold estimators are very slow which is quite different from stationary threshold models. Chan (1993) and Chan and Tsay (1998) show that in the stationary case, the estimators for the threshold variables converge with rate T or √ T depending on whether the model is "continuous" or not when the data are stationary. However, we find that when nonstationarity is involved, the convergence rate is much slower. This is reasonable because of the slow convergence in the middle regime.
A similar phenomenon is also found in Gao et al. (2013) in the threshold unit root model.
Relationship between Federal Funds Rate and the Tbill Rate
In this section, we will apply the proposed model to study the dynamic relationship between two key US market interest rates: the Federal funds rate (FF) and the 3-month Treasury bill rate (TB). The importance of these two interest rates is widely recognized. The Federal Reserve implements its monetary policy by adjusting the FF (see, e.g. Rudebusch 1995) while the 3-month T-bill rate is regarded as default-free rate in the money market and is usually regarded as a proxy of instantaneous interest rate in research (see, e.g. Anderson and Lund 1997).
Background Introduction
It is well known that interest rates tend to move together. According to the famous expectation hypothesis, the following condition holds:
where R(k, t) is the time-t yield with maturity k, E t is the conditional expectation operator and L(k, t) is the term premia accounting for risk premia and liquidity premia.
Thus, under the assumption of costless and instantaneous portfolio adjustments, equation
(5.1) implies that FF and TB move together. At least dating back to Engle and Granger (1987) and Stock and Watson (1988) , cointegration models or the corresponding error correction models have been used to study the relationships of interest rates. A detailed analysis of cointegration relationships between T-bill rates with different maturities can be found in Hall et al. (1992) . Generally speaking, the empirical evidence shows that these rates co-move in the long run.
However, as pointed out by Anderson (1997) and Bec and Rahbek (2004) , existence of transaction costs makes the continuous adjustments impossible which results in nonlinear discontinuous adjustments. Such arguments assert that rational investors will buy and sell bills in an attempt to profit on any yield spread which are not justified by risk, liquidity or other considerations such that only when the yield spread is large enough to cover the transaction costs, yield adjustments occur. Thus, in these two papers, threshold nonlinear error correction models are used such that the model is dependent on a switch variable which is defined as yield spread, which is stationary because they further impose that the cointegrating vector is [1 − 1] τ for two regimes depending on whether |R(k, t) − R(1, t)| > τ or not.
Meanwhile, transaction costs are not the only source of market friction and other frictions such as liquidity constraints may also affect the dynamic behaviours of FF and TB. Furthermore, it is well known that FF is controlled directly by the Federal Reserve as a monetary tool such that it should also contribute to the nonlinearity of the interest rate dynamics because the Federal Reserve may prefer FF to stay in a medium regime rather than being too high or too low. Using a regime switching error correction model, Clarida et al. (2006) find that the interest rate dynamics separate into high interest rate and low interest rate regimes. In summary, we can conclude that both the yield spread and interest rates themselves (especially FF) contribute to the nonlinearity of interest rate dynamics. Using mathematical language, it is possible that the nonlinearity is introduced in the following way: Thus the model proposed in this paper is useful in studying the relationship between FF and TB. It is also more general and can be used to "test" threshold error correction models, which come out as a special case.
Empirical Analysis
We use monthly data of TB and FF from the website of Federal Reserve Bank of St. Louis. We estimate the autoregression matrices by OLS conditional on the threshold variables and the threshold variables by minimizing the sum of Euclidean norm of the residual over some grid points 4 .
The estimation results for the autoregressive coefficients (denote c 11 , c 12 , c 21 , c 22 as the cor-responding elements) and eigenvalues and eigenvectors of the estimated autoregressive matrices are listed in following table. The estimated thresholds are respectively: τ 1 = 4, τ 2 = 16, τ 3 = 1.8, τ 4 = 13.8 5 . We also find that for the ordinary VAR model, the sum of Euclidean norm of the residual is 295.7426, while for the threshold model, it is 265.9568, which decrease about 10 percent. Anderson (1997) finds that using a threshold error correction model, the decrease in the coefficient of determination (R 2 ) compared with linear error correction model is about 8 percent 6 . Even though no formal testing procedure was proposed, we regard this as evidence in favour of a threshold model for interest rates.
From the table, we see that: (1) For the estimated matrices in two regimes, the larger eigenvalues are close to 1, while the others are obviously less than 1. This suggests that in both regimes, the two series are cointegrated. (2) The eigenvectors associated with the eigenvalues close to 1 are almost the same, which suggests that in both regimes, the cointegrating vectors are almost the same. In this sense, nonlinear error correction models, which assume a common cointegrating vector for all the regimes is suitable to model the relationship of FF and TB. The difference between our model and the nonlinear error correction models when the cointegrating vectors are the same for different regimes is that we use different threshold variables. In the nonlinear error correction models, the threshold variables are assumed to be stationary, while in our model, we do not impose this restriction. As we discussed in Section 5.1, we think that our model can account for more types of market frictions. (3) As we discussed in the Introduction, the eigenvector associated with eigenvalue less than 1 is parallel to the short run adjustment vector. We can see that in each regime, the response of FF is larger than the response of TB to deviation of equilibrium 7 because the absolute size is larger. This suggests that the Federal
Reserve tends to adjust FF as a response to the market interest rates. And we also find that the signs of the short run adjustment coefficient of TB to the equilibrium error are different in the two regimes which indicates different behaviors of FF in each regime.
Conclusion
In this paper, we have shown that the processes generated by the class of threshold VAR cointegrated models as specified in (2.1) are 1/2-null recurrent. We then establish an asymptotic theory for autoregressive coefficient estimators in both regimes and the cointegrating coefficient estimators. Applying this model to examine the relationship of Federal funds rate and 3-month T-bill rate, we find that the cointegrating vector is same for the two regimes while the short run loading coefficients are different for these two series.
This paper can be extended in several ways: we can extend the bivariate model to the multivariate models which are still 1/2-null recurrent; as usually discussed in VAR cointegrated models, we can also extend the model to include drift terms and higher order lagged variables; also, the specification of the thresholds can be different. For example, we can allow one cointegrating regime in one direction, the other cointegrating regime in the other direction; finally, as we have discussed in the introduction, specification testing problems need to be considered.
These issues are currently investigated by the authors.
Appendix A
To make this paper self-contained, in this Appendix, we introduce necessary notions of Markov chain properties. They are fundamental for deriving the asymptotic theory in this paper. We refer to Karlsen and Tjøstheim (2001) , Karlsen et al. (2007) and Nummelin (1984) for more comprehensive treatments.
Let {X t , t ≥ 0} be a φ-irreducible Markov chain on the state space (E, E) with transition probability P . This means that for any set A ∈ E with φ(A) > 0, we have
In this paper, we take E ⊆ R 2 . We further assume that the φ-irreducible Markov chain {X t } is Harris recurrent.
Definition 1. A Markov chain {X t } is Harris recurrent if, given a neighborhood N x of x with φ(N x ) > 0, {X t } returns to N x with probability one, for any x ∈ E.
The Harris recurrence allows one to construct a split chain, which decomposes the partial sum of functions of {X t } into blocks of independent and identically distributed (i.i.d.) parts and two asymptotically negligible remaining parts. Let τ k be the regeneration times, T the number of observations and n(T ) the number of regenerations as in Karlsen and Tjøstheim (2001) 8 .
For the process {G(X t ) : t ≥ 0}, defining
where G(·) is a real function defined on R d , then we have
From Nummelin (1984) , we know that {U k , k ≥ 1} is a sequence of i.i.d. random variables, and U 0 and U n(T )+1 converge to zero almost surely (a.s.) when they are divided by the number of regenerations n(T ) (using Lemma 3.2 in Karlsen and Tjøstheim 2001) .
The distribution and size of the number of regenerations n(T ) have no a priori known structure but fully depend on the underlying process {X t }. To obtain a specific rate of n(T ) in our asymptotic theory for the null recurrent process, we next impose some restrictions on the tail behavior of the distribution of the recurrence times of the Markov chain.
Definition 2. A Markov chain {X t } is β-null recurrent if there exist a small nonnegative function f , an initial measure λ, a constant β ∈ (0, 1), and a slowly varying function L f (·) such that
as T → ∞, where E λ stands for the expectation with initial distribution λ and Γ(1 + β) is the Gamma function with parameter 1 + β.
The definition of a small function f in the above definition can be found in some existing literature (c.f. P. 15 in Nummelin 1984) . Assuming β-null recurrence restricts the tail behavior of the recurrence time of the process to be a regularly varying function. In fact, for all small functions f , by Lemma 3.1 in Karlsen and Tjøstheim (2001) , we can find an L s (·) such that (A.2) holds for
, where π s is an invariant measure of the show that the regeneration number n(T ) of the β-null recurrent Markov chain {X t } has the following
where M β (1) is the Mittag-Leffler distribution with parameter β. Some examples of univariate β-null recurrent process are given in Karlsen and Tjøstheim (2001) while some examples of multivariate β-null recurrent process are given in Cai and Tjøstheim (2014) . In this paper, we show that the bivariate cointegrated process is 1/2-null recurrent process and L s (T ) is a constant. Thus, the mathematical techniques in this appendix are applicable.
Appendix B
Proof of Lemma 1. For (1), using (3.3) and continuous mapping theorem,
For (2), we have
We will first discuss the term
According to Pham and Tran (1985) , we know that {( t i=1 c t−i ε 2,i ) 2 } is a geometrically α-mixing sequence. Thus, according to Theorem 3.1 of Mcleish (1975) , we have
where σ 2 ε 2 = E(ε 2 2,1 ). And by the Toeplitz's Lemma, we have:
Next we discuss the term:
For any fixed N , we know that
for some constant C 1 , where we have used the compactness of the set C and the definition of u 2,t .
By Karlsen and Tjøstheim (2001) , we have
for some constant C 2 as N → ∞ and hence B 2 = o P (1).
The same argument can be used for B 3 and B 4 and thus
By Cauchy-Schwarz inequality and using results (B.1) and (B.2), we have
Combining results of (B.1) (B.2) and (B.3), we have
(3) Finally, turning to the the off-diagonal terms, we have
In view of
2), we have
For I 4 , by Hansen (1992) we obtain
For I 3 , using results (B.4) (B.5) and by Cauchy-Schwarz inequality,
For I 2 , we have
, where µ 1 is defined in Section 3.1 and M 1/2 (.) is a MittagLeffler process, which is almost surely continuous. Meanwhile, we have
as m → ∞, where F t−m is the σ-algebra generated by {ε t−m , ε t−m−1 , ..., ε 1 }. Thus applying Theorem 3.3 of Hansen (1992) , we have
Combining the results (B.4) (B.5) (6) and (B.7), we have proved (3) in Lemma 1.
Proof of Lemma 2.
(1) In order to show this, we first notice that {ε t } is a martingale difference sequence (mds) with respect to filtration F t being a σ-algebra generated by {ε t , ε t−1 , ..., ε 1 }. Thus, according to Theorem 2.1 of Hansen (1992) , we have
where B(r) = [B 1 (r), B 2 (r)] τ is a two-dimensional Brownian motion with covariance matrix Σ 1 .
(2) Note also that y 2,t−1 ε t is two-dimensional mds and define
and the partial sum process
We then have
by (2) of Lemma 1.
To prove a martingale central limit theorem, we need to verify the "conditional Liapounov condition", i.e.,
T t=1 E ξ 2+2δ 1,t |F t−1 = o P (1) for some δ > 0. This requires us to use the fact that ε 1,t is independent of F t−1 and then to verify
According to the definition of y 2,t−1 and Minkowski inequality
As we have shown in the proof of (2) of Lemma 1 { t−1 i=1 c t−i ε 2,i } is geometrically α-mixing with finite fourth moment, so that
By the boundedness of u 2,t uniformly in t and then using the same procedure as in the proof of (2) of Lemma 1,
Thus, we have shown 
Notice that σ 2 ε 1 and σ 2 ε 2 are diagonal terms of Σ 1 . Applying the Cramer-Wold device, we verify (2) of Lemma 2.
Proof of Lemma 3. By (3.1)
Writing this in terms of
q 21 x 1,t + q 22 x 2,t = c(q 21 x 1,t−1 + q 22 x 2,t−1 ) + u 2,t + ε 2,t .
From these equations
q 21 x 1,t + q 22 x 2,t = t j=0 c j (u 2,t−j + ε 2,t−j ), q 11 x 1,t + q 12 x 2,t = t j=0 (u 1,t−j + ε 1,t−j ).
Thus, we have
(u 1,t−j + ε 1,t−j ), and
Hence,    x 1,t = q 22 q 11 q 22 −q 12 q 21 t j=0 (u 1,t−j + ε 1,t−j ) − q 12 q 11 q 22 −q 12 q 21 t j=0 c j (u 2,t−j + ε 2,t−j ), x 2,t = −q 21 q 22
Appendix C
Proof of Theorem 1. There exists a matrix Q such that
Moreover with y t = Qx t ,
where A 1 = QAQ −1 and B 1 = QBQ −1 , i.e.,
with C being also a compact set.
We will use the drift criterion (V1) of Meyn and Tweedie (2009, P. 189) to discuss the null recurrence property of the above model. Inspired by Meyn and Tweedie (2009, P. 280) , we define the following test function: (1) when −S ≤ y 2 ≤ S and y 1 < −R, then V (y) = ln(1 − y 1 ) and
According to the proof of Proposition 11.5.4 of Meyn and Tweedie (2009) , by choosing R → ∞,
we have I 1 + I 2 ≤ ln(1 − y 1 ) when y 1 < −R. Meanwhile, the fact that the second moment of ε 2,t exists gives
The moment assumption on {ε t } then implies cy 2 P r[ε 2,t > S − cy 2 ] ≤ cSP r[ε 2,t > S − cy 2 ] = o (1) and E(ε 2,t 1[ε 2,t > S − cy 2 ]) = o(1/S). The same argument is valid for I 4 , so that when R → ∞ and S → ∞, we have E(V (y t )|y) ≤ V (y).
(2) The proof for the case y 1 > R and −S ≤ y 2 ≤ S is the same as for the step (1).
(3) Now we study the case y 2 > S and any fixed y 1 ∈ R, then V (y 1 , y 2 ) = y 2 and E(V (y t )|y) = E(ln(1 − y 1 − ε 1,t )1(y 1 + ε 1,t < −R)1(−S ≤ cy 2 + ε 2,t ≤ S))) +E(ln(1 + y 1 + ε 1,t )1(y 1 + ε 1,t > R)1(−S ≤ cy 2 + ε 2,t ≤ S))) +E((cy 2 + ε 2,t )1[cy 2 + ε 2,t > S]) + E(−(cy 2 + ε 2,t )[1(cy 2 + ε 2,t < −S])
For any fixed y 1 , we have L 1 + L 2 < u, with u being a constant depending on y 1 . Meanwhile, we have L 3 = E((cy 2 + ε 2,t )1[cy 2 + ε 2,t > S]) = cy 2 P r(cy 2 + ε 2,t > S) + E(ε 2,t 1[ε 2,t > S − cy 2 ]) = cy 2 + O(1).
and L 4 = E(−(cy 2 + ε 2,t )[1(cy 2 + ε 2,t < −S]) = O(1/S).
Hence, we obtain E(V (y t )|y) ≤ cy 2 + u ≤ y 2 , with u being a constant and S → ∞.
(4) The proof for the case of y 2 < −S is similar to step (3).
Thus we have proved the recurrence of the process {y t } according to the same reasoning as Proposition 11.5.4 of Meyn and Tweedie (2009) . By Theorem 2 of Myklebust et al. (2012) , we then know that {x t } is also recurrent. It is obvious that it cannot be positive recurrent due to the nonstationary behaviour far out. Now we are ready to prove 1/2-null recurrence of the bivariate process {x t }. This has to do with with the tail behaviour of the regeneration times and is being done as in Gao et al. (2013) . We just sketch the main argument. We let the set D be the set of regenerating the process {x t }. It is compact and thus small if the distribution of {e t } is absolutely continuous with respect to the Lebesgue measure.
Let S r be the recurrence time, i.e., S r = min {n ≥ 1 : x n ∈ D}. So that P r(S r > n) = P r(x 1 ∈ D c ∩ x 2 ∈ D c ... ∩ x n ∈ D c ). Let x t = Bx t−1 + e t , and S r be the recurrence time of {x t }. Then, using the same reasoning as in Gao et al. (2013) , P r(S r > n) behaves as P r(S r > n) asymptotically.
According to Myklebust et al. (2012) , we know that {x t } is 1/2-null recurrent process and P r(S r > n) = O(n −1/2 ), and hence, P r(S r > n) = O(n −1/2 ). Thus, the process {x t } is 1/2-null recurrent.
Proof of Theorem 2. Observe that 1 1(y ∈ C)p s (y)dy y 1 y 2 1(y ∈ C)p s (y)dy y 1 y 2 1(y ∈ C)p s (y)dy y 2 2 1(y ∈ C)p s (y)dy y 2 1 1(y ∈ C)p s (y)dy y 1 y 2 1(y ∈ C)p s (y)dy y 1 y 2 1(y ∈ C)p s (y)dy y 2 2 1(y ∈ C)p s (y)dy Proof of Theorem 6. From (3.7), we have
where η t = k 3 (
In addition, we have
(u 1,t−j + ε 1,t−j ))(δ t+1 + ν t − ν t+1 )
(u 1,t−j + ε 1,t−j ))δ t+1 + k 1 k 3 1 T T t=1 (u 1,t + ε 1,t )ν t − k 1 k 3 1 T ( T t=1 u 1,t + ε 1,t )ν T +1 .
By Cauchy-Schwarz inequality,
u 1,t + ε 1,t )ν T +1 = o P (1).
By the law of large numbers for an α-mixing sequence,
And by Cauchy-Schwarz inequality again,
Then Theorem 3.1 of Hansen (1992) implies 1−c 2 . To finish the proof, it suffices to show that the two estimators are equivalent. Note that
