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ABSTRACT 
The Leverrier-Fadeev algorithm for simultaneous computation of the adjoint 
B(A) and determinant a()t) of the characteristic matrix AI - A is extended to the 
case when both B(3,) and a(A) are expressed relative to a basis of orthogonal 
polynomials. Specific formulae are derived for the cases of Chebyshev, Hermite, 
Legendre, and Laguerre polynomials. 
1. INTRODUCTION 
For a given n × n matrix A, a well-known scheme [10] attributed to 
Leverrier, Fadeev, and others for determining simultaneously both the char- 
acteristic polynomial and the adjoint of AI - A is as follows. Let 
and 
a(X) = det(A I  - A) 
= A n + a l  hn - I  -.].- . . .  +t~n_ lA  + 5 n 
/~(h) = ad j (h I  - A) 
= )O- J I  + )t"-2/31 + "'" +J l /3n-2 + /3 . -1 ,  
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where I denotes the n × n unit matrix. Then the coefficients ~k and 
matrices /~k can be found alternatively from 
1 tr( A/~k_ 1), k = 2, 3, , n, (1.3) al = - t rA ,  ak = -~-  . . .  
/~1 = A "1- a l  jr, /~k = ~k I + A/~ k_ 1, k = 2, 3 . . . . .  n - 1, (1.4) 
where tr denotes the trace. Although of little value computationally, the 
method is interesting for theoretical purposes and finds application in linear 
control theory [12] and elsewhere. In this paper it is shown how the algorithm 
can be modified when a(A) and B(A) are expressed relative to a basis { p~(A)} 
of orthogonal polynomials. These can be defined by the standard three-term 
recurrence relation [16] 
p,(A) = (c~iA + 13i)p,_l(A) - T,p,_z(A), i >1 2, (1.5) 
with p0(A) = 1, pl(A) = alA +/31. In particular, closed-form expressions 
are obtained from the cases of Chebyshev, Hermite, Legendre, and Laguerre 
polynomials. 
2. GENERAL ORTHOGONAL BASIS 
The expressions (1.1) and (1.2) are replaced by the so-called generalized 
polynomial forms 
p,(A) + a ,p ,_ l (A  ) + "" +anp0(A) 
a(A) = , (2.1) 
O~ 1 " "  O/n 
Pn_l(A) Bo + p,_2(A)B1  + ... +p0(A)B ,_ ,  
B (A)  -- , (2 .2)  
O~1 "'" O~n-1 
where the scaling factors are necessary because the coefficient of A" in pn(A) 
is Otl~ 2 ... a n. Since 
B(A) = a(A)(AI - A) -1, (2.3) 
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multiplying both sides of (2.3) by AI - A gives 
5n(A I  - A )  E P , - , -  I( A) B/ = p,(A)a,_ i I, 
i=0  i=0 
(2.4) 
where a 0 = 1. Rearranging (1.5) gives 
1 
Xp, (A)  = 
a i+ I 
[ p~+,(h) - /3 ,+ lp , (h  ) + Ti+lp,_l(A)]. (2.5) 
Substituting (2.5) into (2.4) and equating coefficients of the pi(A) produces, 
after some algebraic manipulations, 
) B o = l ,  Bl = an- l  I+  B o +AB o , (2.6) 
B k = a,,_ k I - - B k _  2 + - - B k _  ~ + ABk_ ~ 
5n-k+2 an-k+l  
k =2,3  . . . . .  n -  1. (2.7) 
Equations (2.6) and (2.7) express the matrices B~ in terms of the coefficients 
a~. It is interesting to note that a convenient way of recording the coefficients 
in the expressions (2.6) and (2.7) is in terms of a comrade matrix [2] 
M = 
~1 T2 an 
- -  0 
51 a 2 5 n 
1 t2 T3 an-1 
51 5 2 5 3 5 n 
1 t3 an-2 
0 
5 2 5 3 a n 
0 0 0 
~n-  1 ")In a2 
5n-  1 5 n 5 n 
1 ~n al 
an-  1 5 n 5 n 
, (2 .8 )  
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whose characteristic polynomial is a(A) in (2.1). Specifically, read from right 
to left within the dashed lines and change the signs: the last row in (2.8) gives 
the coefficients of I and B 0 in the expression within parentheses for B 1 in 
(2.6); the second row up gives the coefficients of I, B o, and B 1 in (2.7) with 
k = 2; and in general the kth row from the bottom within dashed lines in 
(2.8) gives the coefficients of I, B k_ 2, and B k_ ~ in (2.7). 
The matrix M in (2.8) can be put to another use here: since M and A 
have the same characteristic polynomial, and hence the same eigenvalues, 
their traces must be equal. It therefore follows that 
a I 
n 
2., tr A, 
O~n i = 10~i  
o r  
(2 .9 )  
Unfortunately, the other coefficients in (2.1) cannot be found so readily. In 
the standard case (1.3) is obtained using Newton's formula for the sums of 
powers of eigenvalues of A, but this does not apply when an orthogonal basis 
is used. However, an alternative approach [9] is based on the identity 
tr B(A). (2.10) 
dA 
In principle this solves the problem, but in practice the expressions obtained 
for a general basis are too complicated to be of value. However, in the case of 
classical polynomials, imple expressions can be found for their derivatives, 
which lead to the straightforward algorithms presented in the following 
section. 
. 
by 
CLASSICAL POLYNOMIALS 
3.1. Chebyshev polynomials Si(A) 
It is convenient to use Chebyshev polynomials of the second kind, defined 
= = - (3 .1 )  
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although similar results can be obtained for any of the various types of 
Chebyshev polynomials. The expression for dSJda is easily proved by 
induction: 
dS, (A) N 
dA • (i - 2j)S,_2j_x(A ), (3.2) 
j=0 
1,  where N = ~ - 1, i even; N = ½(i - 1), i odd. 
Since (3.1) reveals that a~ = 1 Vi, substituting (3.2) into (2.1) and 
collecting together terms produces: 
LEMMA 3.1. 
d n n -1  
d-'--A i=~o a'Si(A) = /~=0 " (n -k ) (a  k + ak_ 2 + ak_ 4 + " ' )Sn_k_l(A )
(3.3) 
witha 0 = 1, a t =0for i  <0. 
The formula (3.3) is equivalent to one in [8] for another set of Chebyshev 
polynomials, although a different method is used. Substituting (3.3) into 
(2.10) and comparing coefficients of S n_ k- l(A) gives 
t rBk=(n- -k ) (ak+ak_2+ak_4+' . .  ), k=1,2  . . . . .  n -1 .  (3.4) 
However, since a i = 1, /3i = 0, T~ = 1 Vi, Equation (2.7) reduces to 
B k =a k I -B  k_2 +ABk-1, k >1 2. (3.5) 
Taking the trace of both sides of (3.5) and combining with (3.4) leads to 
-ka~ =tr(ABk_x) - t rBk_  2 -  (n - k)(ak_ 2 + ak_ 4 +. ' . ) .  (3.6) 
A further simplification of (3.6) can be made by replacing tr B k_ 2 with the 
expression obtained from (3.4). This gives 
-kak=tr (AB~_ l ) -2 (n -k+ 1)(ak_2+ak_4+"" ), k>~2. 
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The coefficient a 1 is given by (2.9), and B 1 by (2.6). We have therefore 
obtained: 
LEVERRIER-CHEBYSHEV ALGORITHM. The coefficients a k in (2.1) and 
matrices B k in (2.2) when the basis is the set of Chebyshev polynomials 
defined in (3.1) are given sequentially by 
a 1 = - t r  A 
1 2 
a k = -- ~- tr(ABk_l) + ~-(n -k  + 1)(ak_ 2 +ak_ 4 + . . . ) ,  
(3.7) 
k>/2 ,  
(3.8) 
with b 1 = A + a l I  and B k defined in (3.5) for k >1 2. 
It is interesting to compare (3.5) with the corresponding formulae for the 
standard case in (1.4). In fact, because of the simplicity of the recurrence 
relation (3.1), the matrices B k are given explicitly by 
B k = Sk(A  ) + a lSk_ l (A  ) + "" +ak I .  (3.9) 
This is easily proved by induction: clearly 
B 1 =A+al I=S I (A)  +a l I ,  
and from (3.5) 
B 2 = AB 1 - B o + a n I 
= [AS I (A)  - I ]  +a  1A +a~I  
= S2(A ) + a lS I (A  ) + a2I, 
so (3.9) holds for k = 1, 2. From (3.5) and the induction hypothesis 
B k = A[Sk_ I (A  ) + a lSk_2(A  ) + ... +ak_ l / ]  + akl  
- [Sk_z(A)  + alSk_3( A ) + ... +ak_2 I  ] 
= [ASk_ I (A  ) - Sk_2(A)]  q -ax[Aak_2(A  ) - Sk_3(A)]  
+ ... +ak_ i  A + akI  
= Sk(A  ) + a lSk_ l (A  ) + ... +a~I ,  
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using (3.1), which establishes (3.9). In the standard case 
Bk = Ak + ~tl Ak-1 + "'" +~tkI, 
and this has been employed [7] to derive an alternative proof of (1.3) using a 
companion matrix associated with t~(A). However, this approach is not 
successful in the Chebyshev case (see Section 5.1). It should be noted that 
[11] contains a generalization of Danilevsky's method for obtaining the 
characteristic polynomial. 
3.2. Hermite Polynomials Hi(A) 
In the recurrence relation (1.5) we now have 
Tk = 2(i - 1), and HI(A) = 2A. It is well known [1] that 
ai = 2, fli = 0, 
dH, (A) 
dA = 2i l l ,_  1( A). (3.10) 
Substituting (3.10) into (2.1) thus gives 
LEMMA 3.2. 
n n - -1  
d __~0a, H,(A ) = 2 ~,, (n  - k )akHn_k_ l (A  ). (3.11) 
dA i= k=0 
The same procedure as in Section 3.1 is followed. Combining (2.10) and 
(3.11), and equating coefficients of H,_ k-I(A) leads to 
tr B k = (n  - k )a  k (3.12) 
Equation (2.7) becomes 
B k = ak I  -- 2(n -- k + 1)Bk_  z + 2ABk_ I ,  k >/2. (3.13) 
Next, substitute the trace of (3.13) into (3.12) to give 
-ka  k = 2t r  ABk_ 1 -2 (n  -k  + 1) trBk_ 2. 
Finally, replacing tr  B k_ 2 with the expression from (3.12), we obtain 
-ka  k = 2tr(ABk_l) - 2(n - k + 1)(n - k + 2)ak_ 2. 
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We therefore have: 
LEVERRIER-HERMITE ALGORITHM. 
trices B k in (2.2) for the Hermite polynomial basis are given by 
a 1 = -2 t r  A, 
2 
a k = -T [ t r (ABk_ l )  - (n  - k + 1)(n  - k + 2)ak_2] ,  
K 
The coefficients a k in (2.1) and ma- 
k~2,  
(3.14) 
with B 1 = 2A + a l l  and B k defined in (3.13) for k >/2. 
In the next two subsections only the results are quoted, to avoid repetition 
of tedious details. 
3.3. Legendre Polynomials P~(A) 
The polynomials are defined by PI(A) = A, 
2 i -1  i -1  
ai - - ,  f l i=0 ,  ~/i = ~ ,  i>~2.  (3.15) 
i i 
The expression for the derivative is [15, p. 93] 
dP~(A) N 
dA E (2i - 4j - 1) P,_ 2j_ ,( A) , (3.16) 
j=o 
1 ~( i  - 1) ,  i where N = ~ - 1, i even; N = odd. 
LEMMA 3.3. 
d I'l 
,=~0 a' Pi( A ) 
n-1  
= E (2n - 2k - 1 ) (a  k + ak_ 2 + ak_ 4 + " " )Pn_k_ l (A ) .  
k=0 
When substituted into (2.10), Equation (3.17) produces 
2n - 2k - 1 
t rB  k (ak +ak-2  + ' ' ' ) ,  
an 
where a n is given by (3.15). 
(3.17) 
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LEVERRIER-LEGENDRE ALGORITHM. For the Legendre-polynomial basis 
2n- -  1 
a 1 - -  tr A, (3.18a) 
n 
ak 
2n-  1 2n-2k  + 1 
kn t r (ABk-1)  + k (ak_ 2 + ak_ 4 + -.- ), k >i 2: 
(3.18b) 
2n-3(  nal ) 
B 1 A + - - I  (3.19) 
n -1  2n-1  ' 
2n - 2k -  l ( na k n -k  + l ) 
B k I n - k 2n-1  2n - 2k + 3 Bk-2 + ABk-1 ' k>~2. 
(3.20) 
3.4. Leguerre Polynomials L~(A) 
It is convenient to use the definition [15, p. 162] in which 
a, = -1 ,  ~i = 2i - 1, Ti = (i - 1) 2 (3.21) 
with L I (A )= 1 -  A, although many authors use the scaled polynomials 
Li(A)/iT. An advantage of (3.21) is that the expression for the derivative has 
the simple form 
dLi(A) i -  1 
dA E Pi. j+IL,- j- I(  A) • (3.22) 
j=O 
where P~,k = i l / ( i  - k)!, Pi,, = i!, and Pi, k = 0 if k > i. Like (3.2), (3.10), 
and (3.16), Equation (3.22) is easily established by induction, and the proof is 
particularly simple in this case, since [15] 
dL,( A) dL,_ 1(A) 
d---~ = i dA iL~_ l(A). 
Surprisingly, (3.22) does not seem to be immediately available in the litera- 
ture. 
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LEMMA 3.4. 
n -1  k 
d a, Li(A) E L , , -k - i  E a jp , - j . k+ l - j .  
dA i=0 k=0 j=0 
Using (2.10) gives 
tr B k = 
k 
~,  aj p , - j ,  k + l - j  . 
j=0 
LEVERRIER-LAGUERRE ALGORITHM. For the Laguerre-polynomial b sis, 
a 1 = tr A - n ~, (3.23a) 
2 l [ t r (ABk_ , )  - (n  - k + 1) ak_l] ak = -'~ 
k i> 2; (3.23b) 
B 1 = (a 1 +2n-  1 ) I -A ,  
B k = ak I  -- (n  -- k + 1)2Bk_2 + (2n -- 2k + 1)Bk_  1 -- ABk_ 1, 
k >/2. (3.24) 
The relative simplicity of the above formula--especially (3.23) compared, 
say, with (3.8)--is intriguing in view of the fact that the recurrence relation 
for the Laguerre polynomials i the only one of the four cases considered in 
this section where fli :~ 0. 
Notice that in all cases a check is provided on the calculations from the 
condition B, = 0, obtained by setting k = n in (2.7), with ot 0 = 1; this is 
equivalent to the Cayley-Hamilton theorem. 
EXAMPLE. Consider 
A = 
1 -4  -1  -4 ]  
2 0 5 - 
-1  1 -2  ' 
-1  4 -1  
(4.1) 
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which has characteristic polynomial 
a(A) = Z 4 -5A  3 +9A 2 -7A+2.  
We apply each of the algorithms in Section 3. 
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(4.2) 
4.1. Chebyshev  Basis 
From (3.7), a 1 = -5 ,  which gives 
B 1 = A + a 11 = 
-4  -4  -1  -4 ]  
2 -5  5 - 
-1  1 -7  " 
-1  4 -1  
From (3.8) 
a 2= -½tr (AB1)  +3a 0= 12, 
and hence from (3.5) we have 
B 2 =a2 I -B  o +AB 1 
4 - 1 - 1 0  
-9  -8  -33  
5 9 28 - 
7 7 22 
Using (3.8) this leads to 
4 
a 3 = -½tr (AB 2) + 3al = -17 .  
Finally, 
B 3 = a3 I  - B 1 + ABz  
il 
6 -2  7 
3 3 27 - 
-1  -5  -23  
-2  -2  -17  
1 a 4 = -¼tr (aB3)  + ~(a 2 + a0) = 13, 
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and the characteristic polynomial of A is given by (2.1) as 
a(A) = S4(A ) -5S3(A  ) + 12S2(A ) - 17S1(A ) + 13S0(h ). 
The adjoint matrix B(h) is obtained from (2.2). 
The same steps are now carried out for each of the other three cases. 
A.2. Hermite Basis 
Using (3.13) and (3.14) gives 
a 1 = - -2  tr A = - 10, 
B 1 = 2 A + a x I 
-8  -8  -2  -8 ]  
4 -10  10 -~J8,  
-2  2 -14  
-2  8 -2  
a~ = - t r (AB1)  + 12a 0 = 48, 
B 2 =a 2 I -6B  0 +2AB 1 
14 --4 --40 20 
--36 --34 -- 132 12 
20 36 110 -- 12 
28 28 88 6 
= 2 t r (AB2)  + 4a 1 -116 ,  a 3 --~ = 
B 2 =a3 I -4B  a +2AB 2 
-32  0 60 -48]  
J 16 44 196 -56  -4  -44  - 156 44 ' - 12 -32  - 132 28 
x tr(AB3) + a2 116, a 4 = -~ = 
a(h)  = ~[H4( ) t  ) - 10H3(A ) + 48H2(A ) - l l 6H l (h  ) + l l6Ho( ) t ) ] .  
LEVERRIER'S ALGORITHM 257 
4.3. Legendre Basis 
Using (3.18) and (3.19) gives 
7 35 
a 1 = -~t rA= -q - ,  
4 
n 1 = ~(a  + ~alI ) 
11 -i] ' 
7 t r (AB1)  + 5 115 a2 = -~ ~ao = --T-, 
3 
82 -- ~1 '4~ I_~ ) 7 7B° + AB1 
13 -5  -50  25 1 
- 45  - 47  - 165 15 
25 45 133 - 1 ' 
35 35 110 
1 
2 
175 
a3 T~ tr( AB 2) + a I 4 
B a= -~- I -  ~B 1 +AB 2, 
-80]  - 50  10  115  
1 25 95 355 - 95 
= ~ -5  -85  -275  75 ' 
- 20 - 70 - 245 50 
a 4 = -7 t r (AB3)  + ¼(a 2 + ao) = ~,  
a (h)  = ~[P4(A)  - 3~ 7e3(A)  + -~P2(A)  - ~-~PI(A) + -~Po(A)] .  
4.4. Laguerre Basis 
Using (3.23) and (3.24) gives 
a 1 = tr A - 16 = - 11, 
B 1 = (a  1 + 7) I -A  
-5  4 1 
-2  -4  -5  
1 -1  -2  
1 -4  1 
_4  
-10  
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a 2 = ½[tr(AB1) - 9al]  = 36, 
B 2 = a 21 - 9B o + 5B 1 - AB 1 
4 - 17 - 14 - 11 
- 1 - 12  - 13  - 13 
1 13 16 9 
3 23 18 22 
a 3 = }[ t r (AB2)  - 4a2] = -35 ,  
B 3 =a3 I -4B  1 +3B 2 -AB 2 
4 6 1 1 
-3  -5  -2  
-4 -9 -4 - l l J  
a 4 = ¼[tr(AB3) - aa] = 7, 
a(A) = L4(A ) - l l L3 (A  ) + 36L2(A ) - 35Ll(X ) + 7Lo(A ). 
5. FURTHER PROPERTIES  OF THE CHEBYSHEV CASE 
5.1. Diagonal Elements o f  B k 
A new proof has been given recently [7] for the standard power-form 
algorithm, which does not require (2.10). This proof revolves around showing 
that when C is a companion matrix associated with the characteristic polyno- 
mial (1.1), then B k defined by (1.4) with A replaced by C has principal 
diagonal ak, ak . . . . .  ak, 0 . . . . .  0, where there are k zeros. This result is in 
fact more than is required, since to establish (1.3) all that is needed is to show 
that tr/3k = (n - k)~ k. This follows because although A and C need not be 
similar, they have the same eigenvalues, and hence the traces of A k and C k 
are equal for any positive integer k. 
It is natural to attempt o extend this approach to the Chebyshev case. 
Consider the matrices B k defined by (3.9) with A replaced by a comrade 
matrix, as defined in (2.8). For the Chebyshev polynomials in (3.1) we have 
ai = 1, /~ = 0, Ti = 1 Vi, and it is convenient to use the transpose of M in 
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(2.8), which gives the colleague matrix [11] 
0 1 0 
1 0 1 
0 1 0 
L = 
0 
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0 0 1 
- -  a n - -  an_  1 1 - -  a 2 - -  a I 
(5.1) 
If we could determine the principal diagonal of B k defined in this way, then 
this would lead to an alternative derivation of (3.8) which avoided the use of 
(2.10). Unfortunately, only the following partial result has been obtained: 
LEMMA 5.1. 
is given by 
The ( i, i) element of 
B~ = S~(L) + a IS~_ I (L )  + ' "  +a~S0(L) 
i-1 
E ak-2j 
j=0 
for i <~ n - k, with a t = O if t <0.  
Proof. 
I, then 
This 
k<~n-1  
(5.2) 
(5.3) 
First notice by inspection of (5.1) that if e i denotes the ith row of 
ejSk( L ) =ek+l ,  
e i L=e i_l +e i÷ l ,  i=  1,2 . . . . .  n -  1, (5.4) 
where e t = 0 if t ~< 0. It then follows that for i ~< k the ith row of Sk(L) is 
i 
e,Sk(L  ) = ~, ek_i+ej. (5.5) 
j= l  
is easily established by induction: it is easy to show [2] that for 
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so that (5.5) is valid for i = 1. Furthermore, a known result [2] relating 
successive rows of Sk(L) states that 
eiSk(L) = [e,_~Sk(L)]L - ei_2Sk(L )
jEek_i+l+2j L -  j= l  ek-i+2+2j' (5.6) 
on using the induction hypothesis (5.5) for i - 1 and i - 2. Substituting (5.4) 
into (5.6) produces 
i -1  i -2  
E (ek-i+2j +ek-,+2+2j) - Eek- i+2+zj  
j=l j=l 
i-1 
= E ek-i+2j -F ek+ i
j=l 
i 
E ek-i+2j, 
j= l  
which therefore stablishes the validity of (5.5). Notice however that (5.5) 
holds only for i + k ~< n. The (i, i) element of B k in (5.2) is 
,] e, Bke T= aje, Sk_j( L eTi, (5.7) 
J 
and substituting (5.5) into (5.7) then produces (5.3). A similar derivation 
holds for i >/k + 1. 
It seems difficult to obtain the expression for the diagonal elements of B~ 
for i > n - k. In view of the ease with which the Leverrier-Chebyshev 
algorithm was derived in Section 3.1, this would in fact be a pointless 
exercise. Lemma 5.1 has only been included for comparison with the result in 
the standard case [7]. 
5.2. Newton's Formula 
Another way of deriving (1.3) is to use Newton's formula [10] 
-k~ k = t k + ~ltk_l + " .  q - [ l k_ l t l ,  k = 1,2,3 . . . . .  
where 
tk --- X, k 
i=1 
(5 .s )  
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and the )t t are roots of a(A) (i.e., the eigenvalues of A). On realizing that 
t k = tr A k, (5.8) readily leads to (1.3). Alternatively, if the Leverrier formula 
is obtained by some other means [for example, using (2.10)], then (5.8) can be 
deduced from it. This idea can be applied to the Chebyshev case. Let 
uk = 22 Sk(,~) 
i=1  
= tr Sk(A),  
so that equating the trace on each side of (3.9) gives 
t rB  k = u k + alum_ 1 + ... +ak_ lU  1 + na k. 
Substituting (5.11) into (3.4) produces 
-ka  k = u k + aluk_ 1 + ... +ak_ lu  1 
- (n  - k ) (a~_~ + a~_ 4 + . . . ) ,  
and (5.12) is the analogue of (5.8). 
U 1 
(5.9) 
(5.10) 
(5.11) 
k=1,2  . . . . .  n -  1, (5.12) 
One simple application of (5.12) is obtained by following [17]. Clearly 
= tr S l (A)  = tr A = -a  1, and setting k = 2 in (5.12) produces 
u 2 =a~-2a  2 -n  +2.  
~ A~ z =a~-  2a 2 + 2. 
i=1  
It follows that if the A i are all real, then a~ > 2a 2 - 2, so we deduce: 
LEMMA 5.2. The real polynomial  )2~=laiSi(A) has at least one pair  o f  
complex roots i f  a~ <~ 2a 2 - 2. 
whence 
However, S2(A) = A 2 - 1, so by (5.9) 
u2= ~ ;~ - n, 
i=1  
262 
6. CONCLUSIONS 
STEPHEN BARNETr 
Explicit formulae have been derived for determining the characteristic 
polynomial of an arbitrary square matrix A relative to a basis of Chebyshev, 
Hermite, Legendre, or Laguerre polynomials; as part of the procedure the 
adjoint of XI - A is also obtained. The schemes generalize the well-known 
algorithm attributed to Leverrier, Fadeev, and others for the usual case of 
polynomials in power form. It is not feasible to obtain an algorithm for an 
arbitrary basis, because of the complexity of the expressions involved, and 
indeed, the results for the various classical cases are remarkable for their 
relative simplicity. The work forms part of a continuing program [3-6] on the 
algebraic manipulation of orthogonal polynomials. For completeness, ome 
special properties of the algorithm were given for the Chebyshev basis, but 
these do not extend to the other cases. A possible topic for future research 
would be extension to the matrix hE - A, where E is singular but det()tE - 
A) ~ 0, which arises in singular linear control problems [13, 14]. 
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