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We introduce and apply Hilbert’s projective metric in the context of quantum information theory. The metric is
induced by convex cones such as the sets of positive, separable or PPT operators. It provides bounds on measures
for statistical distinguishability of quantum states and on the decrease of entanglement under LOCC protocols
or other cone-preserving operations. The results are formulated in terms of general cones and base norms
and lead to contractivity bounds for quantum channels, for instance improving Ruskai’s trace-norm contraction
inequality. A new duality between distinguishability measures and base norms is provided. For two given pairs
of quantum states we show that the contraction of Hilbert’s projective metric is necessary and sufficient for the
existence of a probabilistic quantum operation that maps one pair onto the other. Inequalities between Hilbert’s
projective metric and the Chernoff bound, the fidelity and various norms are proven.
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2I. INTRODUCTION
Convex cones lurk around many corners in quantum information theory – examples include the set of positive
semidefinite operators or the subset of separable operators, i.e. the cone generated by unentangled density matrices.
These cones come together with important classes of cone-preserving linear maps, such as quantum channels,
which preserve positivity, or local operations with classical communication (LOCC maps), which in addition
preserve the cone of separable operators.
In the present work, we investigate a distance measure that naturally arises in the context of cones and cone-
preserving maps – Hilbert’s projective metric – from the perspective of quantum information theory. The obtained
results are mostly formulated in terms of general cones and subsequently reduced to special cases for the purposes
of quantum information theory. Our findings come in two related flavors: (i) inequalities between Hilbert’s projec-
tive metric and other distance measures (Sections III, V, VI), and (ii) contraction bounds for cone-preserving maps
(Sections IV, V, VII). The latter follows the spirit of Birkhoff’s work [Bir57] in which Hilbert’s projective metric
was used to prove and extend results of Perron-Frobenius theory (see esp. Theorem 4 below).
Before going into detail, we sketch and motivate some of the main results of our work in quantum information
terms (for which we refer to [NC00] for an introduction):
• Contraction bounds. A basic inequality in quantum information theory states that the trace-norm distance
of two quantum states ρ1, ρ2 is never increased by the application of a quantum channel T , i.e.
||T (ρ1)− T (ρ2)||1 ≤ η ||ρ1 − ρ2||1 , (1)
with η = 1 [Rus94]. In Section IV we will generalize this inequality to arbitrary base norms and sharpen it
in Corollary 9 by some η ≤ 1 that depends on the diameter of the image of T when measured in terms of
Hilbert’s projective metric; see Eq. (38).
• Bounds on distinguishability measures. The operational meaning of the trace-norm distance, which ap-
pears in Eq. (1), is that of a measure of statistical distinguishability when arbitrary measurements are allowed
for. If the set M of measurements is restricted, e.g. to those implementable by LOCC operations, the relevant
distance measure is given by a different norm [MWW09]:
||ρ1 − ρ2||(M) = sup
E∈M
tr [2E(ρ1 − ρ2)] . (2)
Section V shows how such norms can be bounded in terms of Hilbert’s projective metric. These results are
based on a duality between distinguishability norms (2) and base norms; see Theorem 14, from which also
a contraction result (Proposition 16) for general distinguishability measures will follow.
• Bounds on other distance measures in quantum information theory. In a similar vein, Hilbert’s projec-
tive metric between two quantum states also bounds their fidelity (Proposition 18) and the Chernoff bound
that quantifies their asymptotic distinguishability in symmetric hypothesis testing (Proposition 20).
• Decrease of entanglement. If an LOCC operation maps ρ 7→ ρi with probability pi, then∑
i
piN (ρi) ≤ ηN (ρ) , (3)
with η = 1 and N denoting a negativity which quantifies entanglement [VW02]. This means that entangle-
ment is on average non-increasing under LOCC operations, i.e.N is an entanglement monotone [HHHH09].
In Proposition 13 we show that η ≤ 1 can be specified in terms of Hilbert’s projective metric.
• Partially specified quantum operations. In Section VII we show that, given two pairs of quantum states,
the mapping ρi 7→ ρ′i with i = 1, 2 can be realized probabilistically by a single quantum operation,
i.e. T (ρi) = piρ′i for some pi > 0, if and only if their distance w.r.t. Hilbert’s projective metric is non-
increasing; see Theorem 21 and subsequent discussion.
3The outline of the paper is as follows. In Section II we define Hilbert’s projective metric, illustrate it in the
context of quantum information theory, and summarize the classic results related to it. In Section III we connect
Hilbert’s projective metric to base norms and negativities, quantities that are frequently used in entanglement
theory and in other areas of quantum information theory and whose definition is based on cones as well. In Section
IV we turn to dynamics und consider linear maps whose action preserves cones. We prove that, under the action
of such cone-preserving maps, base norms and negativities contract by non-trivial factors that can be expressed via
Hilbert’s projective metric. In Section V we define general norms that arise as distinguishability measures in the
quantum information context and illustrate them by physical examples (e.g. measuring the LOCC distinguishability
of two quantum states). Via a new duality theorem, we relate these distinguishability norms to the aforementioned
base norms. We are thus able to connect the distinguishability norms and their contractivity properties to Hilbert’s
projective metric. In Section VI we prove upper bounds on the quantum fidelity and on the quantum Chernoff
bound in terms of Hilbert’s projective metric. For the special case of the positive semidefinite cone, we present
an operational interpretation of Hilbert’s projective metric in Section VII as the criterion deciding the physical
implementability of a certain operation on given quantum states. We conclude in Section VIII.
As examples, in Appendices A and B we consider Hilbert’s projective metric for qubits and in the context of
depolarizing channels, illustrating results from the main text. As is reflected in these examples, Hilbert’s projective
metric and the projective diameter seem to be hard to compute exactly in many situations, but nonetheless they
can serve as theoretical tools, for instance guaranteeing non-trivial contraction factors that are otherwise hard to
obtain. In Appendix C we show the optimality of several of the bounds from the main text of the paper.
In Sections II–V we develop the formalism and prove the statements first for general cones and bases. Interspersed
into this exposition are paragraphs and examples which translate the general framework explicitly to the context of
quantum information theory, and these paragraphs appear indented and in smaller font for quick accessibility.
II. BASIC CONCEPTS
In this section we will recall some basic notions from convex analysis and summarize some of the main defini-
tions and results related to Hilbert’s projective metric (see [Bus73a, Bus73b, Eve95]). Throughout we will consider
finite-dimensional real vector spaces which we denote by V . We will mostly think of V as the space of Hermitian
matrices in Md(C), in which case V ≃ Rd2 and there is a standard choice of inner product 〈a, b〉 = tr [ab] for
a, b ∈ V ; see the quantum theory example later in this section. A convex cone C ⊂ V is a subset for which
αC + βC ⊆ C for all α, β ≥ 0. We will call a convex cone pointed if C ∩ (−C) = {0}, and solid if span C = V .1
The dual cone defined as C∗ := {v ∈ V∗|∀c ∈ C : 〈v, c〉 ≥ 0} is closed and convex, and, by the bipolar theorem,
C∗∗ = C holds if C is closed and convex. In this case,
c ∈ C ⇔ 〈v, c〉 ≥ 0 for all v ∈ C∗ . (4)
A closed convex cone is solid iff its dual is pointed.
Convex cones which are pointed and closed are in one-to-one correspondence with partial orders in V . We will
write a ≥C b meaning a − b ∈ C, and if determined by the context we will omit the subscript C . If, for instance,
C = S+ is the cone of positive semidefinite matrices, then a ≥ b is the usual operator ordering. Consistent with this
example and having the partial order in mind, one often refers to the elements of the cone as the positive elements
of the vector space.
For the sake of brevity we will call C a proper cone if it is a closed, convex, pointed and solid cone within a
finite-dimensional real vector space. A convex set B ⊂ V is said to generate the convex cone C if C = ⋃λ≥0 λB.
Convex sets that are of interest in quantum information theory [NC00] are for example those of density matrices,
separable states, PPT states, PPT operators, effect operators of POVMs (positive operator valued measures), effect
1 Note that the terminology appearing in this passage is not entirely unique throughout the literature. In particular, the meaning of pointed and
proper varies from author to author, and solid is named in a number of different ways. For a basic reference on convex analysis see [Roc70].
4operators reachable via LOCC or PPT operations, etc. As all of these sets generate proper cones, we will in the
following focus on proper cones C. Note that the dual cone C∗ is then a proper cone as well.
For every pair of non-zero elements a, b ∈ C define
sup(a/b) := sup
v∈C∗
〈v, a〉
〈v, b〉 , inf(a/b) := infv∈C∗
〈v, a〉
〈v, b〉 , (5)
with the extrema taken over all v ∈ C∗ leading to a non-zero denominator. By construction, sup(a/b) =
1/ inf(b/a) and sup(a/b) ≥ inf(a/b) ≥ 0. Their difference was studied by Hopf [Hop63] and is called oscil-
lation osc(a/b) := sup(a/b) − inf(a/b). The oscillation is invariant under the substitution a → a + βb for any
β ∈ R.
If C is a proper cone, we can use Eq. (4) to rewrite
sup(a/b) = inf{λ ∈ R|a ≤C λb} , (6)
inf(a/b) = sup{λ ∈ R|λb ≤C a} , (7)
with the convention that sup(a/b) = ∞ if there is no λ such that a ≤C λb. This implies that inf(a/b)b ≤C a ≤C
sup(a/b)b, where the last inequality makes sense only if sup(a/b) is finite. In other words, Eq. (5) provides the
factors by which b has to be rescaled at least in order to become larger or smaller than a.
Hilbert’s projective metric is defined for a, b ∈ C\0 as [Bus73a, Eve95]
h(a, b) := ln
[
sup(a/b) sup(b/a)
]
, (8)
and one defines h(0, 0) := 0 and h(0, a) := h(a, 0) := ∞ for a ∈ C\0. Keep in mind that h, sup, inf and
osc all depend on the chosen cone C which we will thus occasionally use as a subscript and for instance write
hC if confusion is ahead.2 Obviously, h is symmetric, non-negative and satisfies h(a, βb) = h(a, b) for all β >
0. That is, h depends only on the ‘direction’ of its arguments. Since it satisfies the triangle inequality (due to
sup(a/b) sup(b/c) ≥ sup(a/c)) and since h(a, b) = 0 implies that a = βb for some β > 0, h is a projective
metric on C. Hence, if we restrict the arguments a, b further to a subset which excludes multiples of elements (e.g.,
to the unit sphere of a norm, or to a hyperplane that contains a set generating the cone), then h becomes a metric
on that space. Note that Hilbert’s projective metric puts any boundary point of the cone at infinite distance from
every interior point,3 whereas two interior points always have finite distance. As for distances induced by norms,
Hilbert’s projective metric is additive on lines, h(a, b) + h(b, c) = h(a, c) for b = λa+ (1− λ)c with 0 ≤ λ ≤ 1.
Paradigmatic applications. As alluded to above, when taking V ≃ Rd2 to be the real vector space of Hermitian
matrices in Md(C), the cone S+ ⊂ V of positive semidefinite matrices is proper and contains all density matrices
on a d-dimensional quantum system. In fact, the set B+ of all density matrices is the intersection of S+ with the
hyperplane of normalized matrices (i.e. those with trace 1), so B+ generates S+, and hS+ is a metric on the set of
density matrices. In this vector space, there is a standard choice of inner product 〈a, b〉 := tr [ab], a, b ∈ V , so
that one has a natural identification V ≃ V∗ and (S+)∗ ≃ S+. Then, in the quantum context, one can give an
interpretation to definition (5): for normalized quantum states ρ, σ ∈ B+ (for which we will often use these Greek
letters), supS+(ρ/σ) equals the supremum of tr [Eρ] /tr [Eσ] over all E ∈ S+ and is thus the largest possible ratio
of probabilities of any measurement outcome (corresponding to E) on the state ρ versus on σ. Furthermore, from
expression (6), supS+(ρ/σ) equals – up to a logarithm – the max-relative entropy of ρ and σ [Dat09].
Other convex sets and cones of interest in quantum information theory will be discussed in Sections III and V. The
first classic application of Hilbert’s projective metric was to the vector space V = Rd with the cone C = (R+)d of
vectors with non-negative entries (unnormalized probability vectors). Perron-Frobenius theory can be developed in
this context [Bir57], and one can compute for p, q ∈ C\0,
sup(p/q) = max
1≤i≤d
pi
qi
, inf(p/q) = min
1≤i≤d
pi
qi
,
2 Also, we will sometimes call h ‘Hilbert’s metric’ for short, and h(a, b) the ‘Hilbert distance’ (between a and b).
3 In general, h(a, b) < ∞ holds iff both a and b are interior to the intersection of the line through them with C. That is, the distance between
two boundary points can be finite if they are elements of the same exposed face.
5omitting indices i for which pi = qi = 0, and defining pi/0 :=∞ for pi > 0. Similarly, for the cone S+ of positive
semidefinite operators from the previous paragraph, one can explicitly compute all of the above defined quantities so
that their properties may become more transparent (cf. also the qubit example in Appendix A):
Proposition 1 (Hilbert distance w.r.t. positive semidefinite cone) Consider the cone S+ of positive semidefinite
matrices in Md(C) and let A,B ∈ S+. Then, with (·)−1 denoting the pseudoinverse (inverse on the support) and
with || · ||∞ being the operator norm, we have
sup(A/B) =
{ ||B−1/2AB−1/2||∞ , if supp[A] ⊆ supp[B]
∞ , otherwise
inf(A/B) =
{ ||A−1/2BA−1/2||−1∞ , if supp[B] ⊆ supp[A]
0 , otherwise
hS+(A,B) =
{
ln
[
||A−1/2BA−1/2||∞ ||B−1/2AB−1/2||∞
]
, if supp[B] = supp[A]
∞ , otherwise .
(9)
Proof. We only have to prove the relation for sup(A/B) since this implies the other two by inf(A/B) =
1/ sup(B/A) and definition (8), respectively. Assume that supp[A] 6⊆ supp[B]. Then there is a vector ψ ∈ Cd
for which 〈ψ|B|ψ〉 = 0 while 〈ψ|A|ψ〉 > 0, so that the infimum in (6) is over an empty set and thus by definition
∞. If, however, supp[A] ⊆ supp[B], then A ≤ λB is equivalent to B−1/2AB−1/2 ≤ λ1 and the smallest λ for
which this holds is the operator norm.
Multiplicativity of the operator norm gives the following
Corollary 2 (Additivity on tensor products) For i = 1, 2, denote by S(i)+ and by S+ the cones of positive
semidefinite matrices in Mdi(C) and in Md1(C)⊗Md2(C), respectively, and let Ai, Bi ∈ S(i)+. Then:
hS+(A1 ⊗A2, B1 ⊗ B2) = hS(1)+(A1, B1) + hS(2)+(A2, B2) . (10)
Contraction properties for positive maps is the main context in which Hilbert’s projective metric is applied.
A map T : V → V ′ between two partially ordered vector spaces with corresponding cones C and C′ is called
cone-preserving or positive if it maps one cone (which corresponds to the set of ‘positive elements’) into the other,
i.e. T (C) ⊆ C′. We will in the following exclusively consider linear maps, although parts of the theory also apply
to homogeneous maps of degree smaller than one [Bus73a]. In many cases one has C = C′, but one can imagine
applications where different cones appear: if, for instance, a quantum channel T maps any bipartite density matrix
onto a separable one or onto one with a certain support or symmetry, we may choose different cones for input and
output.
As an important notion in analyzing contractivity properties, we will need
Definition 3 (Projective diameter) For proper cones C ⊂ V and C′ ⊂ V ′, let T : C → C′ be a positive linear
map. Then the projective diameter of the image of T , or, for short, the projective diameter of T , is defined as
∆(T ) := sup
a,b∈C\0
hC′
(
T (a), T (b)
)
. (11)
The central theorem, which has its origin in Birkhoff’s analysis of Perron-Frobenius theory, is the following
[Eve95, Bir57, Hop63, Bau65]:
Theorem 4 (Birkhoff-Hopf contraction theorem) Let T : C → C′ be a positive linear map between two proper
cones C and C′. Then, denoting by K ⊂ C × C the set of pairs (a, b) for which 0 < hC(a, b) <∞,
sup
(a,b)∈K
hC′
(
T (a), T (b)
)
hC(a, b)
= sup
(a,b)∈K
oscC′
(
T (a)/T (b)
)
oscC(a/b)
= tanh
∆(T )
4
. (12)
6In other words, any positive map T is a contraction w.r.t. Hilbert’s projective metric (and the oscillation) and
ηh(T ) := tanh[∆(T )/4] ∈ [0, 1] is the best possible contraction coefficient. As a consequence we get that this
coefficient is sub-multiplicative in the sense that for a composition of positive maps we have
ηh(T2T1) ≤ ηh(T2) ηh(T1) .
Thus, if C = C′, then ηh(T n) ≤ ηh(T )n for all n ∈ N. Moreover, and this is Birkhoff’s observation, if ∆(Tm) <
∞ for some m ∈ N, then there exists a ‘fixed point’ (or better ‘fixed ray’) T (c) ∝ c ∈ C\0 that is unique up
to scalar multiplication. The uniqueness of a fixed point, a central statement of Perron-Frobenius theory, is often
related to spectral properties of the considered map. The following shows how the above contraction coefficient is
related to the spectrum [Eve95]:
Theorem 5 (Spectral bound on projective diameter) Let C ⊂ V be a proper cone and T : C → C a positive
linear map with T (c) = c for some non-zero c ∈ C, and ∆(T ) < ∞. If T (a) = λa for some λ ∈ C and
a ∈ V + iV with a 6∝ c, then
|λ| ≤ tanh [∆(T )/4] . (13)
Consequently, if ∆(Tm) < ∞ for some m ∈ N and T (c) = c ∈ C\0, then all but one of the eigenvalues of T
have modulus strictly smaller than one (even counting algebraic multiplicities [Eve95]), so the spectral radius of T
equals 1, which is itself an eigenvalue with positive eigenvector.
Having the last two theorems in mind, one may wonder whether there are other constructions of projective
metrics that lead to even stronger results. The following shows that Hilbert’s approach is in a sense unique and
optimal [KP82]. Stating it requires a general definition of a projective metric as a functional D : C × C → R ∪∞
which is non-negative, symmetric, satisfies the triangle inequality, and is such that D(a, b) = 0 iff a = βb for
some positive scalar β > 0; note that these conditions imply D(αa, βb) = D(a, b) for all a, b ∈ C and α, β > 0.
Moreover, we call a positive map T a strict contraction w.r.t. D, if for all a, b ∈ C\0 we have the strict inequality
D
(
T (a), T (b)
)
< D(a, b) unless D(a, b) = 0.
Theorem 6 (Uniqueness of Hilbert’s projective metric) Let C be a proper cone with interior C◦ and let D be a
projective metric such that every linear map T : C\0 → C◦ is a strict contraction w.r.t. to D. Then there exists
a continuous and strictly increasing function f : R+ → R+ such that D(a, b) = f(hC(a, b)) for all a, b ∈ C◦,
where hC is Hilbert’s projective metric in C. Moreover, for any linear map T : C → C we have
tanh
∆(T )
4
≤ sup
a,b∈C\0
{
D
(
T (a), T (b)
)
D(a, b)
∣∣∣∣∣ D(a, b) > 0
}
. (14)
As a caveat to the previous theorem, consider the following example. Starting from the trace-norm || · ||1 on
Md(C) [HJ85], there is an obvious way to define a projective metric D1 on the cone S+ of positive semidefinite
matrices (A,B ∈ S+\0):
D1(A,B) :=
∣∣∣∣
∣∣∣∣ Atr [A] − Btr [B]
∣∣∣∣
∣∣∣∣
1
, D1(A, 0) := D1(0, A) := 1 , D1(0, 0) := 0 .
Theorem 6 does not apply toD1, as one can find a map T : S+\0→ (S+)◦ andA,B ∈ S+ withD1(T (A), T (B)) >
D(A,B), so that T is not a strict contraction w.r.t. D1. Importantly, however, due to Ruskai’s trace-norm contraction
inequality [Rus94], any physical quantum channel T (i.e. additionally satisfying tr [T (A)] = tr [A] for all A ∈ S+)
is a contraction w.r.t. D1. Moreover, as will be shown later in Corollary 9, inequality (14) is actually reversed in this
case, i.e. the contraction coefficient of T w.r.t. D1 is better (smaller) than w.r.t. Hilbert’s projective metric (see also
below Proposition 12). The construction above can more generally be made with base norms, to which we turn now
and of which the trace-norm is one example.
7III. BASE NORMS AND NEGATIVITIES
In this section we will first introduce some norms and similar quantities whose definitions are, like Hilbert’s
projective metric, based on cones, and then show in which guise they appear in quantum information theory, in
particular in the theory of entanglement. At the end of this section and in the following one, we will then show
how these quantities are related to Hilbert’s projective metric. Connections with distinguishability measures in
quantum information theory will become apparent in Section V.
A base B for a proper cone C ⊂ V is a convex subset B ⊂ C such that every non-zero c ∈ C\0 has a unique
representation of the form c = λb with λ > 0 and b ∈ B. Then B generates the cone, C = ⋃λ≥0 λB, and there
exists a unique codimension-1 hyperplane He := {v ∈ V|〈e, v〉 = 1}, corresponding to some linear functional
e ∈ (C∗)◦, such that B = C ∩He. Conversely, any compact convex subset B of a hyperplane that avoids the origin
generates a cone C, which will be proper iff the real linear span of B is all of V ; the set B will be a base of C. Any
base of a proper cone equips the vector space V with a norm, called base norm [Alf71]. Introducing the convex
hull B± := conv (B ∪ −B), the base norm of v ∈ V can be defined in several equivalent ways as
||v||B := inf
{
λ ≥ 0 ∣∣ v ∈ λB±} (15)
= inf
{〈e, c+〉+ 〈e, c−〉 ∣∣ v = c+ − c−, c± ∈ C} (16)
= inf
{
λ+ + λ−
∣∣ v = λ+b+ − λ−b−, λ± ≥ 0, b± ∈ B} , (17)
and B± will be the unit ball of the base norm || · ||B. The base norm has the property that ||v||B = 〈e, v〉 iff v ∈ C.
In a similar vein, we can define the negativity
NB(v) := inf
{〈e, c−〉 ∣∣ v = c+ − c−, c± ∈ C} , (18)
which is then related to the base norm via ||v||B = 〈e, v〉 + 2N (v), and which satisfies N (v) = 0 iff v ∈ C.
Somewhat confusingly, in the entanglement theory literature and especially for v ∈ He, the quantity log ||v||B is
called logarithmic negativity4 of v.
Paradigmatic application. Continuing the quantum theory example from Section II, where V is the space of Hermi-
tian matrices A ∈ Md(C), by default we take as the base hyperplane He the set of normalized matrices, tr [A] = 1.
In this case the linear functional e := 1 is nothing but the trace functional, i.e. 〈e,A〉 = 〈1, A〉 := tr [A]. Using
this special functional, the base is determined by specifying the cone, and we can thus employ the usual notation in
entanglement theory [VW02] and indicate the base norms || · ||C and negativities NC by the cone C rather than by the
base B, which we do in the general case (15) and (18). In quantum theory, all quantum states (density matrices) lie
on the hyperplane H
1
. In particular, the set of all density matrices B+ := S+ ∩ H1 forms a base for the cone S+
of positive semidefinite matrices, and in this case the base norm (16) equals the well-known trace-norm on Hermitian
matrices, ||A||S+ = ||A||1 (cf. [HJ85]).
More generally, for any proper cone C ⊆ S+, the set B := C ∩H1 = {A ∈ C|tr [A] = 1} of quantum states in the
cone will be a base for C. For example, on a bipartite quantum system, where V is the space of Hermitian matrices in
Md1d2(C) ≃Md1(C)⊗Md2(C), the set of separable matrices
SSEP :=
{
A ∈Md1d2(C)
∣∣∣∣∣A =
∑
k
A
(1)
k ⊗A(2)k , A(i)k ∈Mdi(C), A(i)k positive semidefinite
}
(19)
forms a proper cone. This is a subcone of S+, and the set BSEP := SSEP ∩ H1 is a base, the set of all separable
states on this bipartite system. Even more generally, some cones C appearing in quantum information theory are not
subsets of S+. But whenever the identity matrix is an interior point of the dual cone, i.e. 1 ∈ (C∗)◦, one can take
4 The logarithm here is often taken w.r.t. base 2, e.g. when measuring information in bits [VW02]. However, it is necessary to use the natural
logarithm in the definition (8) of Hilbert’s metric in order for the statements in this paper to hold. Note also the natural logarithm in Eq. (41).
8the trace functional 〈1, A〉 := tr [1A] to define a base of C. An example is the cone of matrices with positive partial
transpose (PPT matrices)
SPPT :=
{
A ∈ Md1d2(C)
∣∣∣AT1 positive semidefinite} = (S+)T1 , (20)
where the partial transposition T1 of the first subsystem is defined on tensor products as (A1⊗A2)T1 := (A1)T ⊗A2
and extended to all of Md1d2(C) by linearity; here, T denotes the usual matrix transposition in Md1(C). The cone
SPPT+ := S+ ∩ SPPT generated by all PPT states is another proper cone popular in quantum information theory.
Still other cones, for example generalizations of the above to multipartite quantum systems, can be easily treated in
this framework as well.
The base norms and negativities associated to the cones C = SPPT,SSEP,SPPT+ are used in entanglement theory
[HHHH09] as measures of entanglement [VW02]. For a normalized bipartite quantum state ρ ∈ Md1d2(C), the
measures NC(ρ) and log ||ρ||C indicate ‘how far away’ a state ρ is from the cone C, the idea being that all states in
those cones C possess only a weak form of entanglement [Per96, HHH98], or none at all. All of these (generalized)
negativities and logarithmic negativities are so-called entanglement monotones [VW02, Ple05], see discussion after
Proposition 13 below. In particular, the base norm and the negativity corresponding to the cone SPPT are efficiently
computable as 2NSPPT (ρ) + 1 = ||ρ||SPPT = ||ρ||(S+)T1 = ||ρT1 ||S+ = ||ρT1 ||1, and in quantum information
theory NSPPT is known as the negativity. Furthermore, NSSEP(ρ) is usually called robustness of entanglement
[VT99].
The next proposition relates the distance in base norm between two elements of a cone to their Hilbert distance. It
will be used to prove some contractivity results in Sections IV and V, and a direct interpretation of this proposition
from a quantum information perspective will follow from Section V, already foreshadowed by the fact that the
trace-norm ||ρ1 − ρ2||B+ = ||ρ1 − ρ2||1 measures the distinguishability between two quantum states ρ1, ρ2 ∈ B+.
Proposition 7 (Base norm vs. Hilbert’s projective metric) Let C be a proper cone with base B. Then, for
b1, b2 ∈ B,
1
2
||b1 − b2||B = NB(b1 − b2) ≤ tanh hC(b1, b2)
4
. (21)
More generally, if B = C ∩He, then for any c1, c2 ∈ C with 〈e, c2〉 ≤ 〈e, c1〉,
NB(c1 − c2) ≤ 〈e, c2〉 tanh hC(c1, c2)
4
. (22)
Proof. If c1 = 0 or c2 = 0 then 〈e, c2〉 = 0, so thatNB(c1 − c2) = 0 and (22) holds. In all other cases, write ci =:
λibi with bi ∈ B and λi := 〈e, ci〉 > 0 for i = 1, 2 (for the proof of (21), set λi := 1 from the beginning). Define
m := inf(b1/b2) and M := sup(b1/b2). If m = 0 or M = ∞ then h(c1, c2) = h(λ1b1, λ2b2) = h(b1, b2) = ∞,
and the statement follows from definition (18). Otherwise
mb2 ≤C b1 ≤C Mb2 ,
which implies b1 −mb2 ∈ C, so that 0 ≤ 〈e, b1 −mb2〉 = 1−m; a similar reasoning for M gives 0 < m ≤ 1 ≤
M <∞. Now set
F := λ2
1−m
M −mb1 + λ2
Mm−m
M −m b2 (23)
(note that, if m = M , the statement (22) holds trivially since then b1 = b2), and write c1 − c2 = (λ1b1 − F ) −
(λ2b2 − F ). Observe that both expressions in parentheses are elements of C, since
λ1b1 − F ≥C λ2b1 − F = λ2 M − 1
M −m [b1 −mb2] ≥C 0 , (24)
where the first inequality uses λ1 = 〈e, c1〉 ≥ 〈e, c2〉 = λ2, and
λ2b2 − F = λ2 1−m
M −m [Mb2 − b1] ≥C 0 .
9Thus, the difference representation c1 − c2 = (λ1b1 − F )− (λ2b2 − F ) occurs in the infimum in definition (18),
and therefore, using 〈e, b1〉 = 〈e, b2〉 = 1,
NB(c1 − c2) ≤ 〈e, λ2b2 − F 〉
= λ2
M +m− (1 +Mm)
M −m (25)
≤ λ2M +m− 2
√
Mm
M −m (26)
= λ2
√
M −√m√
M +
√
m
= 〈e, c2〉 tanh [h(c1, c2)/4] , (27)
with Hilbert’s projective metric h(c1, c2) = h(λ1b1, λ2b2) = h(b1, b2) = ln(M/m).
Remark. Bounds stronger than in Proposition 7 hold when expressed directly in terms of the supC and infC
used to define hC . E.g., starting from (25) and continuing with elementary inequalities, for all b1, b2 ∈ B,
1
2
||b1 − b2||B = NB(b1 − b2) ≤ (sup(b1/b2)− 1)(1− inf(b1/b2))
sup(b1/b2)− inf(b1/b2) (28)
≤ 1
1 + inf(b1/b2)
− 1
1 + sup(b1/b2)
(29)
≤ tanh hC(b1, b2)
4
(30)
(despite appearance, all of these expressions are symmetric in b1 and b2).
Note further that b1, b2 and c1, c2 from Proposition 7 need to be elements of the cone C in order for Hilbert’s pro-
jective metric in (21) and (22) to be defined, whereas the l.h.s. of these inequalities depends only on the differences
b1 − b2 and c1 − c2, respectively.
IV. CONTRACTIVITY PROPERTIES OF POSITIVE MAPS
We now relate the Hilbert metric contractivity properties of positive maps, in particular their projective diameter
(11), to the contraction of base norms and negativities under application of the map. See also Theorem 4 (Birkhoff-
Hopf contraction theorem), which is in the same spirit as the following.
In quantum information theory, given a quantum channel T and density matrices ρ1, ρ2, the well-known contraction
of the trace distance [Rus94] implies that two quantum states do not become more distinguishable under the action of
a channel:
||T (ρ1)− T (ρ2)||1 ≤ ||ρ1 − ρ2||1 . (31)
In the following, we will show that the r.h.s. of inequality (31) can be multiplied with a contraction factor η ∈ [0, 1]
that depends on the projective diameter ∆(T ) of T . And we will generalize this to other base norms, some of
which correspond to entanglement measures in quantum information theory and satisfy an analogue of (31) for LOCC
channels T [VW02, VT99].
The setup will be that of linear maps T : V → V ′ between finite-dimensional vector spaces that contain proper
cones C ⊂ V and C′ ⊂ V ′, equipped, where necessary, with bases B = C ∩He and B′ = C′ ∩ He′ , respectively.
Recalling from Section II, T is called cone-preserving, or positive, if it preserves the property of an element lying
in the cone, i.e. T (C) ⊆ C′. For several theorems, the stronger requirement for T to be base-preserving will be
needed, meaning T (B) ⊆ B′. As B spans the whole vector space V , T is base-preserving if and only if T is
cone-preserving and satisfies 〈e, v〉 = 〈e′, T (v)〉 for all v ∈ V .
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If T is linear and base-preserving, we immediately get that the base norm and the negativity contract under the
application of T . That is, for all v ∈ V ,
||T (v)||B′ ≤ ||v||B , (32)
NB′(T (v)) ≤ NB(v) , (33)
because whenever a representation v = c+ − c− with c± ∈ C occurs in the infimum (16) defining ||v||B , then
T (v) = T (c+) − T (c−) is a valid representation for T (v) as T (c±) ∈ C′ and one has 〈e′, T (c±)〉 = 〈e, c±〉;
similarly for (33). The main results in this section will put contraction factors into (33) and (32) which depend on
the projective diameter ∆(T ) of the map T .
Paradigmatic application. Linear maps that are positive, in particular preserving the cone of positive semidefinite
matrices S+, are ubiquitous in quantum information theory. In this context one often considers, more restrictively,
completely positive maps [NC00]. Many results, however, also hold for merely positive maps, or, more generally, for
maps preserving other cones like C = SSEP,SPPT,SPPT+ (cf. example in Section III). Any physically realizable
action on a quantum system corresponds to a map T that preserves the cone S+, whereas more restricted actions
preserve other cones as well. For instance, local quantum operations on a bipartite system with the possibility of
classical communication between both sides (LOCC operations) preserve all of the cones mentioned above.
The requirement for a linear map T in quantum information theory to be trace-preserving (i.e. tr [T (ρ)] = tr [ρ]
for all density matrices ρ ∈ B+) translates to the requirement that 〈e, v〉 = 〈e′, T (v)〉 for all v ∈ V , where again
e, e′ = 1 correspond to the usual trace on the respective spaces. This property is therefore weaker than the base-
preserving property, which is equivalent to being positive and trace-preserving. However, for modeling a quantum
operation that can either succeed or fail, one usually employs a map T that is positive but not necessarily trace-
preserving, interpreting tr [T (ρ)] as the probability of success upon input of the state ρ [NC00]; cf. Proposition 13.
We are now in a position to relate the contraction of the negativity and of the base norm under a map T to its
projective diameter ∆(T ).
Proposition 8 (Negativity contraction) Let T : V → V ′ be linear and base-preserving w.r.t. bases B = C ∩ He
and B′ of proper cones C ⊂ V and C′ ⊂ V ′, and let v ∈ V with 〈e, v〉 ≥ 0. Then:
NB′ (T (v)) ≤ NB(v) tanh ∆(T )
4
. (34)
Proof. The proof is very similar to that of Proposition 7. According to (18), let v = λ1b1−λ2b2 with λ2 = NB(v),
b1, b2 ∈ B, and note λ1 ≥ λ2 due to 〈e, v〉 ≥ 0. For ∆(T ) =∞ the statement follows from (33), otherwise define
m := inf(T (b1)/T (b2)) and M := sup(T (b1)/T (b2)). Again 0 < m ≤ 1 ≤ M < ∞, since T (b1), T (b2) ∈ B′
and
mT (b2) ≤C′ T (b1) ≤C′ MT (b2) . (35)
Defining
F := λ2
1−m
M −mT (b1) + λ2
Mm−m
M −m T (b2) ,
writing T (v) = (λ1T (b1)− F )− (λ2T (b2)− F ) and repeating the steps from (24) to (27) yields
NB′(T (v)) ≤ NB(v) tanh [hC′(T (b1), T (b2))/4]
≤ NB(v) tanh [∆(T )/4] . (36)
Corollary 9 (Contraction of base norm distance) Let T : V → V ′ be linear and base-preserving w.r.t. bases
B = C ∩He and B′ of proper cones C ⊂ V and C′ ⊂ V ′, and let v1, v2 ∈ V with 〈e, v1〉 = 〈e, v2〉. Then:
||T (v1)− T (v2)||B′ ≤ ||v1 − v2||B tanh ∆(T )
4
. (37)
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Proof. Note ||v1 − v2||B = 2NB(v1 − v2) and ||T (v1 − v2)||B′ = 2NB′
(
T (v1 − v2)
)
since 〈e, v1 − v2〉 =
〈e′, T (v1 − v2)〉 = 0, and use Proposition 8.
In the context of quantum information theory, we get a potentially non-trivial contraction of the trace-norm when
applied to a difference of quantum states, which is the usual situation in state discrimination:
||T (ρ1)− T (ρ2)||1 ≤ ||ρ1 − ρ2||1 tanh ∆(T )
4
. (38)
If ∆(T ) <∞, this improves Ruskai’s trace-norm contraction inequality (31). ∆(T ) is finite in particular if the image
T (C) lies in the interior of the cone C′, for instance if T maps every state to a full-rank density matrix. We will expand
further on distinguishability measures in Section V.
However, under the general conditions of Proposition 8, a non-trivial contraction result for the base norm cannot
exist, since for base-preserving T we have ||T (v)||B′ = ||v||B > 0 for all v ∈ C\0, i.e. there cannot be strict
contraction. This explains the necessity for an additional condition (like T (v) /∈ C′) in the following proposition
and also the different contraction coefficient:
Proposition 10 (Base norm contraction; logarithmic negativity decrease) Let T : V → V ′ be linear and base-
preserving w.r.t. bases B = C ∩He and B′ of proper cones C ⊂ V and C′ ⊂ V ′, and let v ∈ V with 〈e, v〉 ≥ 0. If
T (v) /∈ C′, then
||T (v)||B′ ≤ ||v||B tanh ∆(T )
2
. (39)
Proof. The idea is the same as in the proof of Proposition 8, but now, in the same notation, use for subtraction the
linear combination
F :=
λ2
M + 1/m
T (b1) +
λ1
M + 1/m
T (b2) .
If λ2/λ1 ≤ m, then T (v) = λ1 [T (b1)− (λ2/λ1)T (b2)] ≥C′ 0 due to (35), i.e. T (v) ∈ C′ contrary to assumption;
the same contradiction is obtained for λ1 = 0, as this would imply v = 0. Therefore λ2 > mλ1, which ensures
that both terms in the difference representation T (v) = (λ1T (b1)− F )− (λ2T (b2)− F ) are non-negative:
λ1T (b1)− F = 1
M + 1/m
[
(Mλ1 − λ2)T (b1) + λ1
m
(T (b1)−mT (b2))
]
≥C′ 0 ,
λ2T (b2)− F = 1
M + 1/m
[
1
m
(λ2 −mλ1)T (b2) + λ2(MT (b2)− T (b1))
]
≥C′ 0 .
Thus, from definition (16),
||T (v)||B′ ≤ 〈e′, λ1T (b1)− F 〉+ 〈e′, λ2T (b2)− F 〉
= (λ1 + λ2)
(
1− 2
M + 1/m
)
≤ ||v||B (M + 1/m− 2)(M +m) + 2(M − 1)(1−m)
(M + 1/m)(M +m)
= ||v||B M −m
M +m
= ||v||B tanh[hC′(T (b1), T (b2))/2]
≤ ||v||B tanh[∆(T )/2] ,
where the third line becomes an inequality since the non-negative term 2(M − 1)(1 − m) was added to the
numerator, and we used ||v||B = λ1 + λ2 due to the choice of λ2.
One obvious consequence of (39) is an additive decrease of the logarithmic negativity log ||v||B , which is the
quantity that more naturally appears in entanglement theory. Another implication is the following corollary.
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Corollary 11 (Contraction into cone in finite time) Using the same proper cone C ⊂ V and base B = C ∩He in
both the domain and codomain, let T : V → V be a linear and base-preserving map. Let v ∈ V with 〈e, v〉 = 1.
Then, T n(v) ∈ C for any n ∈ N with
n ≥ log ||v||B− log tanh[∆(T )/2] . (40)
Another, albeit weaker, sufficient condition for T n(v) ∈ C is
n ≥ e
∆(T )
2
ln ||v||B . (41)
Proof. By contradiction: Let n satisfy (40) and assume T n(v) /∈ C. Then, since T is cone-preserving, T k(v) /∈ C
for all k = 1, . . . , n, and Proposition 10 can be applied n times:
log
(||T n(v)||B) ≤ log ( (tanh[∆(T )/2])n ||v||B)
= log ||v||B + n log tanh[∆(T )/2] ≤ 0 ,
i.e. ||T n(v)||B ≤ 1 = 〈e, v〉 = 〈e, T n(v)〉. This implies T n(v) ∈ C, which is the desired contradiction.
(41) is a more restrictive condition on n than (40), since − ln tanh[∆(T )/2] ≥ 2/e∆(T ) which follows from
− 2
e∆(T )
− ln tanh ∆(T )
2
=
∫ ∞
∆(T )
dx
d
dx
(
2
ex
+ ln tanh
x
2
)
=
∫ ∞
∆(T )
dx
2e−2x
ex − e−x ≥ 0 .
One might wonder whether the contraction factors in the previous propositions, Eq. (34), (37) and (39), are
optimal and why the hyperbolic tangent appears. In Appendix C, we show that the contraction factors are indeed
the best possible, provided that they are to depend only on ∆(T ) but not on other characteristics of T . Also, the
upper bounds in Proposition 7 are tight if they are to depend only on the Hilbert distance.
The following proposition formalizes the contraction ratio η♭(T ) of a linear map T , not required to be base-
or cone-preserving, with respect to base norms. This statement was noted before in [Rus94] for the trace-norm
|| · ||1 = || · ||B+ , in which case the extreme points, ext(B+), are the pure quantum states.
Proposition 12 (Base norm contraction coefficient) Let T : V → V ′ be a linear map, and let B and B′ be bases
of proper cones C ⊂ V and C′ ⊂ V ′. Then,
η♭(T ) := sup
v1 6=v2∈B
||T (v1)− T (v2)||B′
||v1 − v2||B =
1
2
sup
v1,v2∈ext(B)
||T (v1)− T (v2)||B′ . (42)
The supremum on the right can be taken alternatively also over all points in the base, v1, v2 ∈ B.
Proof. Choose any v1 6= v2 ∈ B and let v1 − v2 =: λ1b1 − λ2b2 such that ||v1 − v2||B = λ1 + λ2 and b1, b2 ∈ B.
Note that 0 < λ1 = λ2 =: λ ≤ 1 and therefore ||v1 − v2||B = 2λ ≤ 2, so that ||T (v1 − v2)||B′/||v1 − v2||B ≥
||T (v1 − v2)||B′/2 which shows that the r.h.s. in (42) is certainly a lower bound.
To prove inequality in the other direction, note that, in the same notation, v1−v2 = λ(b1−b2) and ||b1−b2||B =
||v1 − v2||B/λ = 2, and thus ||T (v1 − v2)||B′/||v1 − v2||B = ||T (b1 − b2)||B′/2. By Caratheodory’s theorem, b1
and b2 can each be written as a convex combination of finitely many extreme points b(i)1 , b
(i)
2 ∈ ext(B), so that in
a common expansion with
∑
i µi = 1, µi ≥ 0,
||T (v1)− T (v2)||B′
||v1 − v2||B =
1
2
∣∣∣∣∣
∣∣∣∣∣
∑
i
µiT (b
(i)
1 − b(i)2 )
∣∣∣∣∣
∣∣∣∣∣
B′
≤ 1
2
∑
i
µi||T (b(i)1 − b(i)2 )||B′ .
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Thus, there exists an index i such that ||T (b(i)1 − b(i)2 )||B′/2 is greater than or equal to the l.h.s., proving (42).
Proposition 12 connects the two very similar proofs of Proposition 7 and Corollary 9, as it allows to prove the
latter from the former:
sup
v1,v2
||T (v1)− T (v2)||B′
||v1 − v2||B =
1
2
sup
b1,b2∈B
||T (b1)− T (b2)||B′
≤ sup
b1,b2∈B
tanh[hC′(T (b1), T (b2))/4]
= tanh[∆(T )/4] , (43)
where the first equality is Proposition 12 (the first supremum runs over all pairs v1 6= v2 ∈ V with 〈e, v1〉 = 〈e, v2〉)
and the inequality follows from Proposition 7.
By the Birkhoff-Hopf theorem (Theorem 4), the contraction ratios of Hilbert’s projective metric and the oscilla-
tion are ηh(T ) = ηosc(T ) = tanh[∆(T )/4]. Corollary 9 or Eq. (43) show that η♭(T ) ≤ ηh(T ) for base-preserving
T . In Appendix A, for qubit channels and w.r.t. the positive semidefinite cone S+, we obtain a characterization of
the cases where the trace-norm contraction coefficient actually equals tanh[∆(T )/4] (Proposition 22).
From the defining equations (8) and (11) it is apparent that the diameter ∆C→C′(T ) of T : C → C′ decreases or
stays constant when C is being restricted to a subcone D ⊆ C, i.e. ∆D→C′(T ) ≤ ∆C→C′(T ), and that it increases
or stays constant when C′ is being restricted to a subcone D′ ⊆ C′, i.e. ∆C→D′(T ) ≥ ∆C→C′(T ). At the end of
Appendix A we show by way of examples, that there is no such monotonicity of the projective diameter in the
common case where both cones C = C′ are identical and varied simultaneously.
Examples. In Appendix A we look at Hilbert’s projective metric in the state space of a qubit, also for different choices
of cones, and connect the projective diameter to the trace-norm contraction coefficient. In Appendix B we compute
the projective diameter of some general depolarizing channels, also commenting on a bipartite scenario.
As mentioned earlier in this section, positive maps T that are not necessarily trace-preserving are used in quan-
tum theory to model operations on a quantum system which do not succeed with certainty, but instead with some
probability p = tr [T (ρ)]. In this context one often requires one operation out of a collection {Ti} of possible op-
erations to succeed with certainty, and one interprets ρi := Ti(ρ)/pi as the state of the system after the occurrence
of operation i. A direct analogue of Proposition 8 does not hold for maps Ti that do not preserve normalization; in
an averaged sense, however, contraction does still occur as we now show. As it is primarily inspired by the physi-
cal context, we will partly use quantum theoretical notation for the following proposition and discuss its meaning
afterwards. The statement holds, however, for general cones and bases.
Proposition 13 (Negativity contraction under non-deterministic operations) Let Ti : V → Vi with i =
1, . . . , N be linear and cone-preserving maps w.r.t. proper cones C ⊂ V and Ci ⊂ Vi with bases B = C ∩He and
Bi = Ci ∩Hei , satisfying
∑N
i=1 〈ei, Ti(b)〉 ≤ 1 for all b ∈ B. Let ρ ∈ V with pi := 〈ei, Ti(ρ)〉 ≥ 0. Then:
N∑
i=1
piNBi(ρi) ≤ NB(ρ) tanh
maxi∆(Ti)
4
(44)
for any ρi ∈ Vi that satisfy Ti(ρ) = piρi whenever pi > 0.
Proof. Similar to the proofs of Propositions 7 and 8, let ρ = λ1b1 − λ2b2 with λ2 = NB(ρ) and b1, b2 ∈ B. Thus,
Ti(ρ) = λ1〈ei, Ti(b1)〉 b(i)1 − λ2〈ei, Ti(b2)〉 b(i)2
for some b(i)1 , b
(i)
2 ∈ Bi. Setting mi := inf(b(i)1 /b(i)2 ), Mi := sup(b(i)1 /b(i)2 ) and
Fi := λ2〈ei, Ti(b2)〉
[
(1 −mi)b(i)1 +mi(Mi − 1)b(i)2
]
/(Mi −mi) ,
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and using 0 ≤ pi = λ1〈ei, Ti(b1)〉 − λ2〈ei, Ti(b2)〉 and λ2 = NB(ρ), one arrives at the equivalent of (36):
NBi(Ti(ρ)) ≤ NB(ρ) 〈ei, Ti(b2)〉 tanh [∆(Ti)/4]
for each i = 1, . . . , N . By disregarding terms with pi = 0, this yields:∑
i
piNBi(ρi) =
∑
i
NBi(piρi) =
∑
i
NBi(Ti(ρ))
≤ NB(ρ)
∑
i
〈ei, Ti(b2)〉 tanh [∆(Ti)/4]
≤ NB(ρ) max
j
tanh [∆(Tj)/4]
∑
i
〈ei, Ti(b2)〉 ,
and the last sum is at most 1 by assumption.
In entanglement theory, replacing the hyperbolic tangent in (44) by 1 gives exactly the requirement for NB to be an
entanglement monotone, when considered for normalized quantum states ρ [HHHH09]. As∑i pi = 1 and pi ≥ 0 in
this case, the general base norm and the logarithmic negativity are entanglement monotones as well [VW02, Ple05]:∑
i
pi||ρi||Bi =
∑
i
pi (2NBi(ρi) + 1) ≤ 2NB(ρ) +
∑
i
pi = ||ρ||B , (45)
∑
i
pi log ||ρi||Bi ≤ log
(∑
i
pi||ρi||Bi
)
≤ log ||ρ||B . (46)
Proposition 13 yields a (potentially) non-trivial contraction ratio in the inequality that shows the (generalized)
negativity to be an entanglement monotone [VW02]. But putting non-trivial contraction coefficients that depend
solely on the projective diameter into equations (45) and (46) would require some additional assumptions akin to
Proposition 10, such as Ti(ρ) /∈ Ci for all i, which however seems very restrictive in the context here. But with this
additional requirement, the l.h.s. of (46), for instance, is upper bounded by log ||ρ||B + log tanh[maxi ∆(Ti)/2].
Note that, similar to the trace-norm, the base norm associated with the cone SPPT also has a physical interpretation.
For bipartite quantum systems, the logarithmic negativity log ||ρ||SPPT is an upper bound to the distillable entangle-
ment [VW02], while it is a lower bound to the PPT-entanglement cost and, for many states ρ, it exactly equals the
latter [APE03]. Proposition 10 therefore states that under the application of a PPT-channel T the upper bound on the
distillable entanglement of a quantum state ρ will decrease by at least log tanh[∆(T )/2] unless T (ρ) is not distillable
in the first place; note that, for the normalized quantum state T (ρ), the condition T (ρ) ∈ SPPT is equivalent to
log ||T (ρ)||SPPT = 0. And for repeated applications of the PPT-channel T , Corollary 11 implies that the state Tn(ρ)
after n ≥ (e∆(T )/2) ln ||ρT1 ||1 time steps will not be distillable at all and that its PPT entanglement cost will vanish.
V. DISTINGUISHABILITY MEASURES
In the preceding sections we have established relations between Hilbert’s projective metric and base norms and
negativities, tools that are used in quantum information theory to quantify entanglement in a bipartite quantum
system. And apart from representing merely abstract measures quantifying the distance between a quantum state
and a given cone, they also give upper bounds on physical quantities, like the distillable entanglement, for some
special choices of cones [VW02, APE03].
Another physical interpretation, which was already insinuated above in (31) and (38), is that the trace distance
||ρ1 − ρ2||1 = ||ρ1 − ρ2||B+ quantifies the best possible distinguishability between two quantum states ρ1, ρ2
under all physical measurements [Hol73, Hel76, NC00]. In this section we will make this notion precise by
developing a similar duality relation between more general distinguishability measures on the one hand and base
norms associated with general cones on the other hand, and relate these to Hilbert’s projective metric. In several
of the results from Sections III and IV, the base norm is naturally applied to a difference of two elements, and it is
these results that are most readily translated to distinguishability measures, which we will do later in this section.
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FIG. 1: A 2-dimensional section, containing the origin 0 and the distinguished element e ∈ V∗, through the cone CM . The set
M (dark shade) can in general be a proper subset of M˜ (including the lighter shade), which contains the elements E ∈ V∗ that
satisfy 0 ≤ E ≤ e, see (50). Both M and M˜ generate the same cone CM = CM˜ (including the lightest shade).
The following setting is inspired by physical considerations and will be explicitly translated into the quantum
information context below Theorem 14 (for more on those distinguishability measures, see also [MWW09]). Let
V be a finite-dimensional real vector space and V∗ its dual, equipped with a distinguished element e ∈ V∗.
Furthermore, let M ⊂ V∗ be a closed convex set with non-empty interior which satisfies
M ∩ (−M) = {0} and e−M ⊆M (47)
(where the latter means: E ∈ M ⇒ e − E ∈ M ); see Fig. 1 for illustration. A set M satisfying these conditions
generates a proper cone, which we will write as CM :=
⋃
λ≥0 λM . Denoting its dual cone by C := (CM )∗ ⊂ V ,CM and C induce partial orders≤CM and ≤C in V∗ and V , respectively. Define for v ∈ V :
[v](M) := sup
E∈M
〈E, v〉 , (48)
||v||(M) := 2[v](M) − 〈e, v〉 = sup
E∈M
〈2E − e, v〉 . (49)
Under the above conditions, the last line defines a norm || · ||(M) on V [MWW09], here called the distinguishability
norm (notice the difference in notation between (49) and the base norm (15)). Note, however, that [ · ](M) in (48)
does not define a norm on V , as for instance [v](M) = 0 for all v ∈ (−C). Furthermore, starting from the set M
above, define (cf. Fig. 1)
M˜ :=
{
E ∈ V∗ ∣∣ 0 ≤CM E ≤CM e} . (50)
The following is the main theorem in this section and establishes first that also || · ||(M˜) is a well-defined
distinguishability norm, whose distinguishing power, in the context of quantum information theory, is at least as
good as that of || · ||(M). The theorem then relates both of these distinguishability norms to a base norm || · ||B on
V , where the base B is defined by the cone C and the functional e from above.
Theorem 14 (Duality between distinguishability norms and base norms) Under the above conditions, M˜ from
(50) contains M , it generates the same cone as M , i.e. CM = CM˜ :=
⋃
λ≥0 λM˜ , and it induces a well-defined
distinguishability norm || · ||(M˜) via (49). Furthermore, B := C ∩ He is a base of the cone C := (CM )∗ and
therefore induces a well-defined base norm || · ||B on V via (15). These distinguishability and base norms satisfy
||v||(M) ≤ ||v||(M˜) = ||v||B (51)
and
sup
E∈M
〈E, v〉 ≤ sup
0≤E≤e
〈E, v〉 = 1
2
(||v||B + 〈e, v〉) (52)
for all v ∈ V .
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Proof. E ∈ M implies E ∈ CM and e− E ∈ M ⊂ CM , so that 0 ≤ E ≤ e and E ∈ M˜ according to (50), which
shows M ⊆ M˜ and subsequently CM ⊆ CM˜ . On the other hand, E ∈ CM˜ means E = λE′ for some λ ≥ 0 and
E′ ∈ M˜ , so in particular E′ ∈ CM ; this implies E = λE′ ∈ λCM ⊆ CM , so that also CM˜ ⊆ CM . Since the cone
CM appearing in definition (50) is proper, M˜ is closed and convex and satisfies e−M˜ ⊆ M˜ ; also, E ∈ M˜ ∩(−M˜)
implies E ≤ 0 ≤ E, i.e. E = 0; lastly, due to M˜ ⊇ M , M˜ contains 0 and has non-empty interior. Therefore, M˜
has all the properties necessary to define a distinguishability norm via (49).
Next we will show that B = C ∩ {v ∈ V|〈e, v〉 = 1} forms a base of C. Note that, as an intersection of convex
sets, B is convex. Now we will show that e ∈ (C∗)◦. As M has non-empty interior, it contains an open ball
Uǫ(a) of radius ǫ > 0 around a ∈ M , i.e. Uǫ(a) ⊆ M . (47) then implies e − Uǫ(a) = Uǫ(e − a) ⊆ M , and
convexity of M gives 12Uǫ(a) +
1
2Uǫ(e − a) = Uǫ(e/2) ⊆ M . Thus, U2ǫ(e) = 2Uǫ(e/2) ⊆ 2M ⊆ CM , so
that e ∈ (CM )◦ = (C∗)◦. Now let v ∈ C\0; we need to show that v can be written in a unique way as v = λb
with λ > 0 and b ∈ B. First, e ∈ C∗ gives 〈e, v〉 ≥ 0. Now assume 〈e, v〉 = 0. The function 〈f, v〉 is linear in
f ∈ V∗ and non-constant since v 6= 0, and therefore 〈f, v〉 < 0 for some f ∈ U2ǫ(e) ⊆ C∗, a contradiction. Thus
〈e, v〉 > 0, and so λ := 〈e, v〉 and b := v/λ give the desired unique representation v = λb.
The inequality in (51) follows from M ⊆ M˜ , and the equality follows from the strong duality between two
semidefinite programs [BV04], each corresponding to one side of the equation. First, weak duality gives
||v||(M˜) = sup
{〈2E, v〉 − 〈e, v〉 ∣∣E ≥CM 0, e − E ≥CM 0}
≤ inf {〈e, 2c+〉 − 〈e, v〉 ∣∣ v = c+ − c−, c± ≥(CM)∗ 0} (53)
= inf
{〈e, c+〉+ 〈e, c−〉 ∣∣ v = c+ − c−, c± ∈ C}
= ||v||B .
Since both CM and C have non-empty interior, Slater’s constraint qualification [BV04] yields actually equality in
(53) and ensures that all optima are attained. (52) follows from (51) and the definitions (49) and (50).
The construction above can also be reversed, albeit in a partially non-unique manner: Starting from a vector
spaceV with base norm ||·||B, whereB = C∩He is a base of a proper cone C ⊂ V , one can identify CM := C∗ ⊂ V∗
and then e ∈ (CM )◦ will hold. There are, however, different possible choices for M that all satisfy the conditions
above, see Fig. 1. But each of these choices will lead to the same M˜ , as by (50) this only depends on CM (and
M˜ itself is a possible choice for M ). Theorem 14 and in particular the relations (51) and (52) also hold in this
situation, and it is indeed the distinguishability norm associated with the unique M˜ which is strongly dual to the
base norm || · ||B , i.e. which attains equality in (51).
In the context of quantum theory, the space V∗ from above is the vector space of all Hermitian observables in
Md(C), including as the distinguished element the identity matrix 1 =: e which corresponds to the trace functional
and acts onA ∈ V (the vector space containing the quantum states) by 〈e,A〉 = tr [1A] = tr [A], since V is identified
with the set of Hermitian matrices inMd(C) by the Hilbert-Schmidt inner product. M is the set of POVM elements of
2-outcome POVMs that are realizable in a given physical setup [NC00]. For any E ∈M , the probability of outcome
E in the measurement corresponding to the POVM (E,1 − E) on a valid quantum state ρ is tr [Eρ] = 〈E, ρ〉.
E ∈M is called an effect operator or measurement operator.
The above requirements onM derive directly from physical considerations (see also Theorem 4 in [MWW09]): (i) a
convex combination of allowed measurements corresponds to their probabilistic mixture and is therefore also allowed,
(ii) exactly when M has non-empty interior is it possible to reconstruct the quantum state ρ from the knowledge of all
probabilities tr [Eρ] [MWW09], (iii) for each E ∈ M , by relabeling the two outcomes of the corresponding POVM
(E,1 − E), also (1 − E,E) is an implementable POVM, i.e. 1 − E ∈ M , (iv) the POVM (0,1) which yields the
second outcome with probability 1 is trivially implementable, so 0 ∈ M . As probabilities have to be non-negative,
valid quantum states satisfy ρ ∈ (CM )∗ = C, and since the normalization of states is measured by the observable 1,
all physical quantum states ρ are, in the present setting, necessarily elements of the base B = C∩H
1
. Note further, (v)
that demanding non-negative probabilities for all states in a set with non-empty interior requires M ∩ (−M) ⊆ {0}.
For quantum states ρ we also automatically have tr [Eρ] ≤ 1 for all E ∈M since 1− tr [Eρ] = tr [(1−E)ρ] ≥ 0
due to 1− E ∈M .
A basic task in quantum information theory is that of distinguishing two (a priori equiprobable) quantum states
ρ1, ρ2, i.e. finding the 2-outcome POVM (E,1−E) in a set of implementable POVMs (corresponding to the set M )
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which maximizes the difference (bias) between the probabilities of outcome E when measuring on state ρ1 versus ρ2.
This maximal bias [MWW09] is
sup
E∈M
(tr [Eρ1]− tr [Eρ2]) = sup
E∈M
tr [E(ρ1 − ρ2)] = [ρ1 − ρ2](M) = 1
2
||ρ1 − ρ2||(M) ,
where the last equality holds due to tr [ρ1] = tr [ρ2], cf. (48) and (49). Theorem 14 then gives the relation between
these distinguishability measures and the base norm || · ||C :
sup
E∈M
tr [E(ρ1 − ρ2)] = 1
2
||ρ1 − ρ2||(M) ≤ 1
2
||ρ1 − ρ2||C = 1
2
||ρ1 − ρ2||(CM )∗ , (54)
where the first and last expression explicitly show the duality going from M to C = (CM )∗. By Theorem 14, we
have equality in (54) if M = M˜ , which translates to the following condition in the quantum context (cf. Fig. 1): if
(Ei,1 − Ei) are two implementable POVMs (i.e. if Ei ∈ M for i = 1, 2) and if αi > 1 are numbers such that
α1E1 + α2E2 = 1, then also the POVM (α1E1, α2E2) is implementable (i.e. α1E1 ∈M ). Equality in (54) indeed
holds for some important classes of measurements considered in quantum information theory, as we discuss now.
The best known instance, the set of POVM elements
M+ :=
{
E ∈ Md(C)
∣∣E ∈ S+, 1−E ∈ S+} = {E ∈ Md(C) ∣∣ 0 ≤S+E ≤S+1} , (55)
describes a situation where all possible physical measurements are implementable, giving the strongest possible dis-
tinguishability (bias) between two quantum states [Hol73, Hel76], quantified by their trace distance. M+ generates the
cone CM+ = S+ ⊂ V∗, so that the cone containing quantum states is C = S+ ⊂ V . Here, the base B+ = S+ ∩H1
exactly equals the set of all physical quantum states, cf. Section II. The last expression in (55) shows M+ = M˜+
(cf. (50)), so that Theorem 14 gives the equality
1
2
||ρ1 − ρ2||1 = inf
{
tr [P+]
∣∣ ρ1 − ρ2 = P+ − P−, P± ∈ S+} = sup
0≤E≤1
tr [E(ρ1 − ρ2)]
of two well-known expressions for the trace distance between the quantum states ρ1 and ρ2. Also, as M ⊆ M+ for
any other set M of physically implementable measurement operators,
||ρ1 − ρ2||(M) ≤ ||ρ1 − ρ2||1 .
The capability of implementing all separable measurements on an n-partite quantum system corresponds to
MSEP :=
{
L∑
k=1
E
(1)
k ⊗ · · · ⊗ E(n)k
∣∣∣∣∣E(j)k ∈ S+, L ≤ K,
K∑
k=1
E
(1)
k ⊗ · · · ⊗ E(n)k = 1
}
, (56)
all PPT measurements (see also [MWW09]) to
MPPT+ :=
{
E ∈ Md1d2...dn(C)
∣∣∣∣∣ ∀I ⊆ {1, . . . , n} :
(⊗
i∈I
Ti ⊗
⊗
i/∈I
idi
)
E ∈M+
}
, (57)
where the last condition means PPT implementability with respect to any bipartition. It is easy to see that
MSEP = M˜SEP and MPPT+ = M˜PPT+ (see Fig. 1), so that (54) holds with equality. The two classes (56) and
(57) derive their importance from the fact that they are closer than M+ to the set of 2-outcome measurements that can
be implemented by local quantum operations and classical communication (LOCC-measurements, MLOCC). This set
is further diminished if communication between the parties is not allowed for,
MLO := cl conv


∑
(k1,...,kn)∈E
E
(1)
k1
⊗ · · · ⊗ E(n)kn
∣∣∣∣∣ E ⊆ {1, . . . ,K}n, E(j)k ∈ S+,
K∑
k=1
E
(j)
k = 1 ∀j

 . (58)
Therefore,
MLO ⊆MLOCC ⊆MSEP ⊆MPPT+ ⊆M+ , (59)
and these inclusions lead to corresponding inequalities between the associated distinguishability norms. The cones
generated by the first three sets are actually equal since for every E ∈MSEP (56) one can easily find E′ ∈MLO (58)
18
and p > 0 such that E′ = pE, meaning that every separable measurement can be probabilistically implemented by
local quantum operations. This gives
CMLO = CMLOCC = CMSEP ⊆ CMPPT+ ⊆ CM+ and M˜LO = M˜LOCC = M˜SEP ⊆ M˜PPT+ ⊆ M˜+ . (60)
The upper two inclusions in each of the chains in (60) and (59) are known to be strict, at least in large enough
dimensions [HHH96]. This is however not clear for the two lower inclusions in (59); it is known that, on a 3 ×
3-dimensional quantum system, separable measurements with 9 outcomes are strictly more powerful than LOCC-
measurements [BDF+99], and although one may conjecture the same for the 2-outcome measurements in (59), to the
best of our knowledge this has not been established. If, for example, the inclusion MLOCC ⊆ MSEP were strict (see
also Fig. 1), then we could find quantum states ρ1, ρ2 whose LOCC-distance is strictly smaller than their distance
under the corresponding base norm, ||ρ1 − ρ2||(MLOCC) < ||ρ1 − ρ2||(CMLOCC )∗ = ||ρ1 − ρ2||(MSEP) (i.e. strict
inequality in (54) and in Theorem 14).
Another set often used to approximate MLOCC in a bipartite setting is MPPT := {E|ET1 ∈ M+} = (M+)T1
(see (20) for notation). This is neither a subset nor a superset of the physically implementable measurements M+,
but rather a superset of MPPT+ (cf. (59)). Nevertheless, it is often easier to handle in practice, and the theorems in
this section apply to such ‘unphysical’ sets of measurements as well. We will further discuss these approximations
to MLOCC and relations with Hilbert’s projective metric below Corollary 15 and in the contraction example below
Lemma 17.
Note that for M = MSEP, MLOCC, MLO it is hard to express the corresponding cone C = (CMSEP)∗ in an
explicit form, as would be desirable in order to compute the corresponding base norm. But due to C ⊇ S+ ⊃ B+ it is at
least guaranteed that every physical state is an element of C. For the other classes of measurements, however, the cones
containing the states can be expressed explicitly: for MPPT one has C = (S+)T1 , and for MPPT+ =
⋂
I⊆[n](M+)
TI
(cf. (57)) it is C = conv(⋃I⊆[n](S+)TI ), which as the convex hull of convex sets is easily written down explicitly.
Using the duality between distinguishability and base norms from Theorem 14, Proposition 7 translates most
directly to the present context of distinguishability measures and bounds them by Hilbert’s projective metric:
Corollary 15 (Distinguishability norm vs. Hilbert’s projective metric) For a finite-dimensional vector space V
and a distinguished element e ∈ V∗, let M ⊂ V∗ be a closed convex set with non-empty interior and satisfying
(47); then M induces a distinguishability norm || · ||(M) on V via (49), generates a proper cone CM ⊂ V∗ and
induces a proper cone C := (CM )∗ ⊂ V with base B := C ∩He. Let b1, b2 ∈ B. Then:
1
2
||b1 − b2||(M) = sup
E∈M
〈E, b1 − b2〉 ≤ (supC(b1/b2)− 1)(1− infC(b1/b2))
supC(b1/b2)− infC(b1/b2)
(61)
≤ 1
1 + infC(b1/b2)
− 1
1 + supC(b1/b2)
(62)
≤ tanh hC(b1, b2)
4
. (63)
Proof. This is an immediate consequence of Theorem 14 and the inequalities (28)–(30); cf. also Proposition 7.
Remark. As the l.h.s., the r.h.s. in the chain of inequalities in Corollary 15 can likewise be written directly in
terms of M ; with equations (5) and (8):
hC(b1, b2) = h(CM )∗(b1, b2) = ln sup
E,F∈M
〈E, b1〉
〈E, b2〉
〈F, b2〉
〈F, b1〉 ,
where in the context of quantum theory the last expression contains ratios of measurement probabilities.
Translating Corollary 15 into the quantum information context, Hilbert’s projective metric yields a bound on the
maximal bias in distinguishing two quantum states by a given set M of implementable measurements. If, for instance,
all physical measurements are implementable (M = M+, so C = S+), one gets that the trace distance between two
states ρ1, ρ2 ∈ B+ is upper bounded as follows:
1
2
||ρ1 − ρ2||1 ≤ tanh hS+(ρ1, ρ2)
4
. (64)
For M+ and for other sets of measurements we will now examine such bounds in a concrete example.
19
Example (‘Data hiding’ [DLT02]). On a bipartite d × d-dimensional quantum system, consider the task of distin-
guishing the two Werner states ρi = piσ+ + (1− pi)σ− [Wer89], i = 1, 2, where σ± = (1±F)/d(d± 1) are the
(anti)symmetric states, F = ∑i,j |ij〉〈ji|, and 0 ≤ p2 ≤ p1 ≤ 1. One can compute ||ρ1 − ρ2||1 = 2(p1 − p2),
||ρ1 − ρ2||(MPPT) = 4(p1 − p2)/d and ||ρ1 − ρ2||(MPPT+ ) = 4(p1 − p2)/(d+ 1) [MWW09], which are all upper
bounds on ||ρ1 − ρ2||(MLOCC) by (59). This enables ‘data hiding’ [DLT02], as the bias in distinguishing ρ1 versus
ρ2 in an LOCC-measurement is smaller by a factor of order d than the best bias under all quantum measurements (in
fact, ||ρ1 − ρ2||(MLOCC) = 4(p1 − p2)/(d+ 1) [DLT02, MW09]).
Comparing these norms to the Hilbert metric bounds of Corollary 15, note first that hSPPT(ρ1, ρ2) is not defined
for p2 < 1/2 since ρ2 /∈ SPPT, whereas norm distances depend only on the difference ρ1 − ρ2. For the other cones,
supS+(ρ1/ρ2) = sup(SPPT+ )∗
(ρ1/ρ2) =
p1
p2
, infS+(ρ1/ρ2) =
1− p1
1− p2 , inf(SPPT+ )∗(ρ1/ρ2) =
d+ 1− 2p1
d+ 1− 2p2
(note (S+)∗ = S+ and (SPPT)∗ = SPPT, whereas (SPPT+)∗ = (S+ ∩ SPPT)∗ = conv(S+ ∪ SPPT) ) SPPT+ ).
So, (63) from Corollary 15 gives, for instance for MPPT+ , the upper bound (for large d)
1
2
||ρ1 − ρ2||(M
PPT+
) ≤ tanh
h(S
PPT+
)∗(ρ1, ρ2)
4
= 1− 2
1 +
√
p1/p2
+O
(
1
d
)
.
This bound by Hilbert’s projective metric does not yield the 1/d behavior required for data hiding.
Significantly stronger bounds can be obtained for this example if one expresses them directly in terms of the sup
and inf from above. For example, employing (61) gives upper bounds ||ρ1−ρ2||(M
PPT+
) ≤ 4(p1−p2)/(d+1) and
||ρ1 − ρ2||1 ≤ 2(p1 − p2), both of which coincide with the actual values and certify the possibility of data hiding.
Tightness of the Hilbert metric bound (63) is lost in the arithmetic-geometric-mean inequality (26).
We will now translate Corollary 9 from the base norm language into a contractivity result for distinguishability
norms. In general, by Theorem 14, a distinguishability norm is merely upper bounded by the corresponding base
norm; but to obtain a consistent chain of inequalities, one needs equality in one place and this explains the condition
M = M˜ in Proposition 16(b).
After formulating this contractivity result, we will state in Lemma 17 a few implications and equivalences
regarding maps and their duals which allow for alternative formulations of the conditions in Proposition 16. Note
that, in the quantum context, the process of measuring a quantum system after the action of a quantum operation,
expressed as 〈E′, T (ρ)〉, can be described equivalently as evolution of the measurement operator under the dual
map, since 〈E′, T (ρ)〉 = 〈T ∗(E′), ρ〉 for all ρ and E′ (‘Heisenberg picture’). Hence the occurrence of T ∗ acting
on measurement operators associated with the output space in the following.
Proposition 16 (Distinguishability norm contraction) For finite-dimensional vector spaces V ,V ′ and distin-
guished elements e ∈ V∗, e′ ∈ V ′∗ in their duals, let M ⊂ V∗ and M ′ ⊂ V ′∗ be closed convex sets with
non-empty interior and satisfying (47); they then generate proper cones CM ⊂ V∗, CM ′ ⊂ V ′∗ and induce proper
cones C := (CM )∗ ⊂ V , C′ := (CM ′)∗ ⊂ V ′ with bases B := C ∩He, B′ := C′ ∩He′ . Let T : V → V ′ be a linear
map. Then the following hold for all v1, v2 ∈ V with 〈e, v1〉 = 〈e, v2〉:
(a) If T ∗(M ′) ⊆M and T ∗(e′) = e, then ||T (v1)− T (v2)||(M ′) ≤ ||v1 − v2||(M) .
(b) If T is base-preserving (i.e. T (B) ⊆ B′) and M = M˜ , then
||T (v1)− T (v2)||(M ′) ≤ ||v1 − v2||(M) tanh ∆(T )
4
. (65)
Proof. For (a), note that
||T (v1 − v2)||(M ′) = sup
E′∈M ′
〈2E′ − e′, T (v1 − v2)〉 = sup
E′∈M ′
〈2T ∗(E′)− T ∗(e′), v1 − v2〉
= sup
E∈T∗(M ′)
〈2E − e, v1 − v2〉 ≤ sup
E∈M
〈2E − e, v2 − v2〉 = ||v1 − v2||(M) .
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For (b), use || · ||(M ′) ≤ || · ||B′ and || · ||(M) = || · ||(M˜) = || · ||B from Theorem 14 and, as T is base-preserving,
||T (v1)− T (v2)||B′ ≤ ||v1 − v2||B tanh[∆(T )/4] from Corollary 9.
Remark. One might conjecture that (65) holds even under the (weaker) assumptions of Proposition 16(a); this,
however, is not true in general (not even in the case V = V ′, M = M ′), as one can find explicit examples where
∆(T ) <∞ and nevertheless the best contraction coefficient in Proposition 16(a) is 1.
Lemma 17 (Maps and dual maps) Under the conditions of Proposition 16, the following hold:
(a) T is cone-preserving (i.e. T (C) ⊆ C′) iff its dual T ∗ : V ′∗ → V∗ is cone-preserving (i.e. T ∗(CM ′) ⊆ CM ).
(b) If T (or T ∗) is cone-preserving, then T and T ∗ have equal projective diameter, i.e. ∆(T ) = ∆(T ∗).
(c) T ∗(e′) = e ⇔ T (He) ⊆ He′ ⇔ ∀v ∈ V : 〈e, v〉 = 〈e′, T (v)〉.
(d) T is base-preserving (i.e. T (B) ⊆ B′) iff T ∗(CM ′) ⊆ CM and T ∗(e′) = e.
(e) T ∗(M ′) ⊆M ⇒ T ∗(CM ′) ⊆ CM (i.e. T ∗ and T are cone-preserving).
(f) T is base-preserving ⇒ T ∗(M ′) ⊆ M˜ , where M˜ is defined in (50).
Proof. (a), (e) and (f) follow from the definitions. (c) and (d) hold since e ∈ (CM )◦ (see proof of Theorem 14), so
that He and B span all of V . (b) follows easily by writing down the claim using the defining equations (11), (8)
and (5) and by noting that the suprema from (5) and (11) can be interchanged; proper care can also be taken of
cases where denominators become 0.
In quantum information theory, when sets M ⊂ V∗ and M ′ ⊂ V ′∗ corresponding to implementable 2-outcome
measurements are fixed, a given general quantum channel T might not satisfy the conditions of Proposition 16(a) or
(b). However, in many interesting situations it does, and we will now describe some of them, thereby providing a
physical interpretation of Proposition 16 (see also previous examples in this section).
If M and M ′ correspond to the set of all physically possible measurements, i.e. M,M ′ = M+, then C, C′ = S+,
so any physically implementable quantum channel T obeys the conditions of Proposition 16(a) and (b). And when
applied to quantum states ρ1, ρ2 ∈ B+, Proposition 16(a) just gives the well-known trace-norm contraction [Rus94],
whereas (b) yields a possibly non-trivial contraction coefficient,
||T (ρ1)− T (ρ2)||1 ≤ ||ρ1 − ρ2||1 tanh ∆(T )
4
,
cf. also (38). This has the interpretation that the maximal bias in distinguishing ρ1 and ρ2 decreases by at least a factor
of tanh [∆(T )/4] under the application of the quantum channel T .
The condition T ∗(M ′) ⊆M also holds (i) for M,M ′ = MSEP sets of separable measurements (56) and separable
superoperators T [Rai98], (ii) for sets of PPT measurements MPPT+ (57) and positive PPT-preserving operations T
(i.e. T (ρTI )TI ∈ S+ for any ρ ∈ S+ and for partial transposition TI w.r.t. any bipartition I ⊆ {1, . . . , n}), and (iii)
for the (unphysical) sets of MPPT measurements and PPT operations (i.e. T (ρT1)T1 ∈ S+ for any ρ ∈ S+). As
M = M˜ in all three cases (see earlier in this section), if T is furthermore trace-preserving then Proposition 16(b)
applies. For the frequently considered case of the PPT-distance, this reads
||T (ρ1)− T (ρ2)||(MPPT) = ||(T (ρ1 − ρ2))T1 ||1
≤ ||(ρ1 − ρ2)T1 ||1 tanh [∆SPPT(T )/4]
= ||ρ1 − ρ2||(MPPT) tanh [∆SPPT (T )/4] .
In Appendix B we compare ∆S+(T ) and ∆SPPT(T ) for a depolarizing channel.
For M and M ′ corresponding to the set of LOCC measurements and for a quantum operation T implementable
by LOCC, one has T ∗(MLOCC) ⊆ MLOCC from the remark on the Heisenberg picture preceding Proposition 16.
Equation (65) is not guaranteed to hold for this case as possibly MLOCC 6= M˜LOCC. But Proposition 16(a) yields
non-strict contraction for a trace-preserving LOCC-operation T ,
||T (ρ1)− T (ρ2)||(MLOCC) ≤ ||ρ1 − ρ2||(MLOCC) ,
meaning that the LOCC-distinguishability cannot increase under the application of an LOCC-channel.
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VI. FIDELITY AND CHERNOFF BOUND INEQUALITIES
Another very popular distinguishability measure in quantum information theory is the so-called fidelity [Uhl76,
Fuc96, NC00], which can be seen as a generalization of the overlap of pure quantum states to mixed states. For
two density matrices ρ1, ρ2, i.e. ρ1, ρ2 ∈ Md(C) positive semidefinite with tr [ρ1] = tr [ρ2] = 1, the fidelity is
defined as
F (ρ1, ρ2) := tr
[√
ρ
1/2
1 ρ2ρ
1/2
1
]
. (66)
It bounds the trace distance through the well-known inequality [NC00]
1− F (ρ1, ρ2) ≤ 1
2
||ρ1 − ρ2||1 ≤
√
1− F (ρ1, ρ2)2 , (67)
and we will in the following proposition relate the fidelity to Hilbert’s projective metric on the cone S+ of positive
semidefinite matrices. In fact, we will show that the upper bound in (67) fits in between both sides of the above
established inequality (64):
Proposition 18 (Fidelity vs. Hilbert’s projective metric) Let ρ1, ρ2 ∈ Md(C) be two density matrices, and de-
note by S+ the cone of positive semidefinite matrices in Md(C). Then,
√
1− F (ρ1, ρ2)2 ≤ tanh hS+(ρ1, ρ2)
4
. (68)
Proof. Using 1− tanh2 x = 1/ cosh2 x, the claim (68) is equivalent to
1 ≤ cosh [hS+(ρ1, ρ2)/4] F (ρ1, ρ2) . (69)
Now, as is well-known [Fuc96, NC00], there exists a POVM (Ei)ni=1 (i.e. Ei ∈ S+,
∑n
i=1Ei = 1) such that
the numbers pi := tr [Eiρ1] and qi := tr [Eiρ2] satisfy
F (ρ1, ρ2) =
n∑
i=1
√
piqi . (70)
The r.h.s. is the so-called classical fidelity between the probability distributions induced by (Ei)ni=1 on ρ1 and ρ2.
With such POVM elements Ei, one has by definitions (8) and (5):
hS+(ρ1, ρ2) = ln sup
E,F∈S+
tr [Eρ1]
tr [Eρ2]
tr [Fρ2]
tr [Fρ1]
(71)
≥ ln sup
1≤i,j≤n
tr [Eiρ1]
tr [Eiρ2]
tr [Ejρ2]
tr [Ejρ1]
= ln
[
sup
i
pi
qi
sup
j
qj
pj
]
= ln
(
M/m
)
, (72)
where M := supi(pi/qi), m := infi(pi/qi) (defining x/0 :=∞ for x > 0, and omitting indices i with pi = qi =
0 in the supi and infi). Comparing this to (69) and using coshx = (ex + e−x) /2 and (70), we are therefore done
if we can show
1 ≤ cosh
[
1
4
ln
M
m
]
F (ρ1, ρ2) =
1
2
[(
M
m
)1/4
+
(m
M
)1/4] n∑
i=1
√
piqi . (73)
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We begin by showing that, for each i = 1, . . . , n separately,[(
M
m
)1/4
+
(m
M
)1/4]√
piqi ≥
(
1
Mm
)1/4
pi + (Mm)
1/4qi . (74)
For pi = qi = 0, this statement is trivial. If pi > 0 = qi then M = ∞, so hS+(ρ1, ρ2) = ∞ by (72), and (68)
holds trivially; similarly for qi > 0 = pi. In all other cases, divide both sides by
√
piqi and set x :=
√
pi/qi ∈[√
m,
√
M
]
. Then, (74) follows if
[(
M
m
)1/4
+
(m
M
)1/4]
≥
(
1
Mm
)1/4
x+ (Mm)1/4
1
x
holds for all x with
√
m ≤ x ≤ √M . But this is clear since it holds with equality at the boundary points
x =
√
m,
√
M , and the right hand side is a convex function of x while the left hand side is constant.
(73) follows now by summing (74) over i = 1, . . . , n:
1
2
[(
M
m
)1/4
+
(m
M
)1/4] n∑
i=1
√
piqi ≥ 1
2
n∑
i=1
(
1
Mm
)1/4
pi + (Mm)
1/4qi
=
1
2
[(
1
Mm
)1/4
+ (Mm)1/4
]
≥ 1 ,
where in the second step we used
∑
i pi = tr [
∑
iEiρ1] = tr [1ρ1] = 1 and similarly
∑
i qi = 1, and the last step
follows as the sum of a non-negative number and its inverse is lower bounded by 2.
The important fact about the fidelity (66) used in the proof is the existence of a POVM (Ei)i such that (70)
holds. In fact, it is even true that [Fuc96, NC00]
F (ρ1, ρ2) = min
(Ei)i POVM
∑
i
√
tr [Eiρ1] tr [Eiρ2] , (75)
where the optimization is over all physically implementable POVMs (Ei)ni=1 and the minimum is attained.
One can generalize Proposition 18 and inequality (67) to more general measurement settings (e.g. with locality
restrictions as in Section V) if one defines a generalized fidelity for these situations suitably, which we will now do.
LetM denote the set of all measurements (some of them possibly having n > 2 outcomes) that are implementable
in a given physical situation [MWW09]; i.e. the elements of M are collections (Ei)ni=1 of operators Ei with
Ei ∈ V∗,
∑
iEi = e and n ≥ 1, where V∗ is the dual of a finite-dimensional vector space V equipped with a
distinguished element e ∈ V∗\0; cf. Section V for related notation. The POVM elements E ∈M that can occur in
2-outcome POVMs (E, e − E) are then obtained by grouping together the outcomes of any other allowed POVM
and by mixing them classically and taking limits:
M := cl conv
{∑
i∈E
Ei
∣∣∣∣∣ (Ei)ni=1 ∈M, E ⊆ {1, . . . , n}
}
. (76)
We require that M have non-empty interior and that M ∩ (−M) = {0}; then the other conditions on M around
(47) will hold automatically, so that the usual physically reasonable setup of Section V applies. In particular, the
cone C := (CM )∗ ⊂ V is proper and it is exactly the set of all elements c ∈ V such that 〈Ei, c〉 ≥ 0 for all Ei that
occur as elements of a POVM (Ei)ni=1 ∈ M. Define then the generalized fidelity FM of b1, b2 ∈ B := C ∩He as
FM(b1, b2) := inf
(Ei)ni=1∈M
n∑
i=1
√
〈Ei, b1〉〈Ei, b2〉 . (77)
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Note also that, when the set M is induced as above by a set M of general POVM measurements, the distin-
guishability norm ||v||(M) (49) of v ∈ V can be written directly in terms ofM [MWW09]:
||v||(M) = sup
(Ei)ni=1∈M
n∑
i=1
∣∣〈Ei, v〉∣∣ . (78)
Then the following generalization of Proposition 18 and inequality (67) holds:
Proposition 19 (Generalized fidelity vs. Hilbert’s projective metric and distinguishability norm) As in the
previous paragraphs, let M be such that M in (76) has non-empty interior and satisfies M ∩ (−M) = {0}.
Then the following expressions are well-defined, and for b1, b2 ∈ B it holds that
1− FM(b1, b2) ≤ 1
2
||b1 − b2||(M) ≤
√
1− FM(b1, b2)2 ≤ tanh hC(b1, b2)
4
. (79)
Proof. For the right inequality, everything goes through as in the proof of Proposition 18, except if the infimum
in (77) is not attained; but in this case, a simple limit argument can replace the equality in (70). Note that the
supremum used to define hC(b1, b2) (the analogue of Eq. (71) above) now runs over E,F ∈ C∗ = CM ⊇ M , and
that M (76) contains all POVM elements Ei that occur in any POVM (Ei)ni=1 ∈M.
For the middle inequality, let ||b1 − b2||(M) =
∑n
i=1 |〈Ei, b1 − b2〉| for some (Ei)ni=1 ∈ M, cf. (78); again,
a simple limit argument can deal with the case when the supremum is not attained. Define pi := 〈Ei, b1〉 and
qi := 〈Ei, b2〉, and w.l.o.g. the POVM elements Ei are ordered such that there exists k ∈ {1, . . . , n} so that
pi ≥ qi for 1 ≤ i ≤ k, and pi ≤ qi for k < i ≤ n. Define further x :=
∑k
i=1 pi and y :=
∑k
i=1 qi. Thus||b1 − b2||(M) = (x− y) + ((1− y)− (1 − x)) = 2(x− y), and so finally
(
1
2
||b1 − b2||(M)
)2
+ FM(b1, b2)
2 ≤ (x− y)2 +
(
k∑
i=1
√
piqi +
n∑
i=k+1
√
piqi
)2
≤ (x− y)2 +



 k∑
i=1
pi
k∑
j=1
qj


1/2
+

 n∑
i=k+1
pi
n∑
j=k+1
qj


1/2


2
= (x− y)2 +
(√
xy +
√
(1 − x)(1 − y)
)2
= 1−
(√
x(1 − x)−
√
y(1− y)
)2
≤ 1 ,
where the second line uses the Cauchy-Schwarz inequality for each of the two sums.
To prove the leftmost inequality in (79), let FM(b1, b2) =
∑n
i=1
√
piqi where pi, qi, k, x and y are defined as
above for an appropriate POVM (Ei)ni=1 ∈M, again employing a limit argument if needed. Then,
1
2
||b1 − b2||(M) + FM(b1, b2) ≥ (x− y) +
k∑
i=1
√
piqi +
n∑
i=k+1
√
piqi
≥
k∑
i=1
(pi − qi) +
k∑
i=1
√
qiqi +
n∑
i=k+1
√
pipi
=
n∑
i=1
pi = 1 .
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Hilbert’s projective metric also gives an upper bound on the Chernoff bound, the asymptotic rate at which the
error in symmetric quantum hypothesis testing vanishes [ANSV08]. Given either n copies of the quantum state ρ1
or n copies of the state ρ2, with a priori probabilities π1 and π2 for either case, the minimal error in distinguishing
the two situations is Perr(n) = (1 − ||π1ρ⊗n1 − π2ρ⊗n2 ||1)/2 when allowed to perform any physically possible
quantum measurement [Hol73, Hel76]. If both π1 and π2 are non-zero, then Perr(n) decays asymptotically as
Perr(n) ≃ e−ξn with the Chernoff rate ξ = − lnmin0≤s≤1 tr
[
ρs1ρ
1−s
2
]
independent of π1, π2 [ANSV08].
Proposition 20 (Chernoff bound vs. Hilbert distance) Let ρ1, ρ2 ∈ Md(C) be two density matrices, and
denote by S+ the cone of positive semidefinite matrices in Md(C). Then the Chernoff bound ξ =
− lnmin0≤s≤1 tr
[
ρs1ρ
1−s
2
]
is upper bounded via
ξ ≤ hS+(ρ1, ρ2)
2
. (80)
Proof. In the limit of many copies, the exponential decay rate is independent of the (non-zero) prior probabilities
[ANSV08]; therefore, set π1 = π2 = 1/2. Then, Corollary 15 in the form of inequality (64) and the additivity
guaranteed by Corollary 2 give, for any n ∈ N,
Perr(n) =
1
2
(
1− 1
2
||ρ⊗n1 − ρ⊗n2 ||1
)
≥ 1
2
(
1− tanh hS+(ρ
⊗n
1 , ρ
⊗n
2 )
4
)
=
1
2
(
1− tanh nhS+(ρ1, ρ2)
4
)
=
e−nh/2
1 + e−nh/2
,
where we abbreviated h := hS+(ρ1, ρ2). Finally,
ξ ≡ − lim
n→∞
1
n
lnPerr(n) ≤ lim
n→∞
[
− 1
n
ln e−nh/2 +
1
n
ln
(
1 + e−nh/2
)]
=
h
2
.
Remark. We conjecture even the following strengthening of Propositions 18 and 20:√
1−
(
min
0≤s≤1
tr
[
ρs1ρ
1−s
2
])2 ≤ tanh hS+(ρ1, ρ2)
4
.
VII. OPERATIONAL INTERPRETATION
Birkhoff’s theorem (Theorem 4) implies that the distance of two quantum states w.r.t. Hilbert’s projective metric
in the positive semidefinite cone S+ does not increase upon the application of a quantum channel. This property
is shared by many distance measures, e.g. the ones based on the trace-norm, the relative entropy, the fidelity and
the χ2-divergence [TKR+10]. In the following we show that for Hilbert’s metric, however, a converse of this
theorem can be stated: in essence, contractivity w.r.t. Hilbert’s projective metric decides whether or not there exists
a probabilistic quantum operation that maps a given pair of input states to a given pair of (potential) output states.
Note, that Hilbert’s metric can here decide even about the existence of a completely positive map [NC00], whereas
most other results in the context of Hilbert’s metric are oblivious to whether maps are completely positive or merely
positive (i.e. cone-preserving). Conditions for the existence of completely positive maps in a different but related
setting were considered previously in [AU80, CJW04, LP10].
Consider two pairs of density matrices ρ1, ρ2 ∈ Md(C) and ρ′1, ρ′2 ∈ Md′(C). Then the existence of a positive
linear map T that acts as T (ρi) = piρ′i for some pi > 0 implies some simple compatibility relations for the
corresponding supports: loosely speaking, whenever there is an inclusion of the input supports, then the same
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inclusion has to hold for the supports of the outputs. More specifically, if such a T exists then the following
implications hold:
supp[ρ1] ⊆ supp[ρ2] ⇒ supp[ρ′1] ⊆ supp[ρ′2] ,
and supp[ρ1] ⊇ supp[ρ2] ⇒ supp[ρ′1] ⊇ supp[ρ′2] .
(81)
If the supports of both pairs are compatible in the above sense, we can formulate the following equivalence:
Theorem 21 (Converse of Birkhoff’s theorem) Let ρ1, ρ2 ∈ Md(C) and ρ′1, ρ′2 ∈ Md′(C) be two pairs of
density matrices which satisfy the compatibility relations in Eq. (81). Then, there exists a completely positive
linear map T :Md(C)→Md′(C) that acts as T (ρi) = piρ′i for some pi > 0, if and only if
hS+(ρ1, ρ2) ≥ hS+(ρ′1, ρ′2) . (82)
Proof. The ‘only if’ part is a consequence of Birkhoff’s theorem (Theorem 4), but follows also from more elemen-
tary arguments: as T is positive, expression (6) gives sup(ρ1/ρ2) ≥ sup(T (ρ1)/T (ρ2)) = (p1/p2) sup(ρ′1/ρ′2)
and similarly for the indices 1↔ 2 interchanged, so that (82) follows. For the ‘if’ part let us first consider the case
where supp[ρ1] ⊆ supp[ρ2]. The subsequent constructive proof closely follows reference [KP82].
Let M := sup(ρ1/ρ2), m := inf(ρ1/ρ2), and M ′,m′ be defined analogously for ρ′1, ρ′2. We assume that ρ1
and ρ2 are linearly independent (i.e. M > m) since the statement becomes trivial otherwise. The inclusions of the
supports imply that M,M ′ < ∞, and Eq. (82) can be written as M/m ≥ M ′/m′. Thus, due to the projective
nature of h, we can rescale one of the outputs, say ρ′1, with a strictly positive factor such that
M ′ ≤M and m′ ≥ m .
ρ′1 may now have trace different from 1, but normalization can be accounted for by adjusting p1 at the end. Define
u := Mρ2 − ρ1, v := ρ1 − mρ2, and a linear map T ′ on the span of ρ1 and ρ2 by T ′(ρi) := ρ′i. Then
T ′(u), T ′(v), u and v are all positive semidefinite by construction. Moreover, u and v have non-trivial kernels that
cannot be contained in the kernel of ρ2 since otherwise M and m would not be extremal (i.e. would be in conflict
with M = inf{λ|λρ2 ≥ ρ1} or m = sup{λ|ρ1 ≥ λρ2}). In other words, there are vectors ψ, φ ∈ Cd such that
v|ψ〉 = u|φ〉 = 0 but v|φ〉, u|ψ〉 6= 0. Using those, we can define a linear map onMd(C) as
T (ρ) :=
〈ψ|ρ|ψ〉
〈ψ|u|ψ〉T
′(u) +
〈φ|ρ|φ〉
〈φ|v|φ〉T
′(v) .
The properties mentioned above make this map well-defined and completely positive [NC00]. Moreover, T coin-
cides with T ′ on u and v and by linearity therefore also on ρ1 and ρ2.
Clearly, the same argument applies to the case supp[ρ2] ⊆ supp[ρ1] by interchanging indices 1 ↔ 2. What
remains is thus the case in which there is no inclusion in either direction for the supports of the inputs, so that
Eq. (82) reads ∞ ≥ hS+(ρ′1, ρ′2), which is always true. And indeed, we can in this case always construct a map
with the requested properties since there are vectors ψ, φ ∈ Cd such that ρ1|ψ〉 = ρ2|φ〉 = 0 but ρ1|φ〉, ρ2|ψ〉 6= 0.
This suggests
T (ρ) := 〈φ|ρ|φ〉ρ′1 + 〈ψ|ρ|ψ〉ρ′2 .
To conclude this discussion, we give an operational interpretation of this result. As in the theorem above,
assume that for a given finite set of pairs of density matrices {(ρi, ρ′i)} there exists a completely positive linear
map T : Md(C) → Md′(C) such that T (ρi) = piρ′i for some pi > 0. Then we can construct a new linear map
T˜ : Md(C) → Md′(C) ⊗M2(C) which is completely positive and trace-preserving and such that (i) it maps
ρi 7→ ρ′i conditioned on outcome ‘1’ on the ancillary two-level system, and (ii) for any of the inputs ρi the outcome
‘1’ is obtained with non-zero probability. More explicitly, this is obtained by
T˜ (ρ) := cT (ρ)⊗ |1〉〈1|+BρB† ⊗ |0〉〈0| ,
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where c := ||T ∗(1)||−1∞ and B :=
√
1− cT ∗(1). Conversely, if a completely positive linear map T˜ satisfying (i)
and (ii) exists for a given set {(ρi, ρ′i)}, then one can get a suitable map T by T (ρ) := 〈1|T˜ (ρ)|1〉.
In other words, Theorem 21 shows that Hilbert’s projective metric provides a necessary and sufficient condition
for the existence of a probabilistic quantum operation that maps ρi 7→ ρ′i upon success. Note that the criterion (82)
can be decided efficiently, for instance by Proposition 1, as can the necessary condition (81).
VIII. CONCLUSION
We have introduced Hilbert’s projective metric into quantum information theory, where different convex sets
and cones appear (such as the cones of positive semidefinite or of separable matrices), and where corresponding
cone-preserving maps are ubiquitous (e.g. completely positive maps or LOCC operations). Hilbert’s projective
metric, which is defined on any convex cone, is thus a natural tool to use in this context. We have found connec-
tions and applications to entanglement measures, via base norms and negativities, and to measures for statistical
distinguishability of quantum states.
In particular, the projective diameter of a quantum channel yields contraction bounds for distinguishability
measures and for entanglement measures under application of the channel. Such non-trivial contraction coefficients
are hard to obtain by other means. For instance, whereas the second-largest eigenvalue of a channel determines its
asymptotic contraction rates, the same is not true for its finite-time contraction behavior (albeit frequently assumed
so). The projective diameter, however, yields valid contraction ratios even for the initial time.
These contraction results may sometimes be tools of more theoretical than practical interest, e.g. by being a
guarantee for strict exponential contractivity. This is because, on the one hand, Hilbert’s projective metric hC(a, b)
is efficiently computable given an efficient description of C by using Eq. (6). On the other hand, however, the defi-
nition of the projective diameter ∆(T ) does not directly entail convex optimization: even though the maximization
in Eq. (11) can be taken over the compact convex set B × B (with any base B of C), the function hC is not jointly
concave, as is intuitively apparent since hC(a, b) grows when a, b approach the boundary of C (see also Fig. 2a).
In Appendices A and B we have seen examples where ∆(T ) was exactly computable and other examples where
this seemed not easy. Nevertheless, even non-trivial upper bounds on ∆(T ) yield non-trivial contraction ratios and
ensure immediate exponential convergence.
Besides these contractivity results, Hilbert’s projective metric w.r.t. the positive semidefinite cone decides the
possibility of extending a completely positive map, thereby yielding an operational interpretation.
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APPENDIX A: Hilbert’s projective metric for qubits
In this appendix we will, as an example, look at Hilbert’s projective metric on the space associated with a two-
level quantum system (qubit) and analyze how the projective diameter of qubit channels changes when choosing
different cones (cf. discussion below Proposition 12). But before considering more general cones in the space V
of Hermitian 2 × 2-matrices, we will specially examine Hilbert’s metric associated with the positive semidefinite
cone S+ ⊂ V . The partial order induced by S+ is exactly the partial time-ordering of events x = (x0, x1, x2, x3)
in 4-dimensional Minkowski spacetime, which can be identified with V via x 7→ ∑µ xµσµ where σ0 and σi are
the identity and Pauli matrices; Hilbert’s projective metric has been considered in this situation before [Lim07].
Furthermore, equipping a base of S+ (such as the set B+ of density matrices on a qubit) with Hilbert’s projective
metric gives the Beltrami-Klein model of projective geometry, in which the metric is usually written in terms of a
cross-ratio of points, see Fig. 2a.
27
Recall that in the Bloch sphere picture [NC00] each qubit state ρ ∈ B+ corresponds via ρ = (1+ ~r · ~σ) /2 to a
point ~r ∈ R3 in the unit sphere, |~r| ≤ 1; we will freely identify ρ with ~r and τ = (1+ ~t · ~σ) /2 with ~t, etc. Using
expressions (6), (7) and the fact that ρ ≤S+Mτ iff Mτ − ρ has non-negative determinant and trace, one obtains
explicitly (cf. also [Lim07]):
hS+(ρ, τ) = ln
1− ~r · ~t+
√
(1− ~r · ~t)2 − (1− ~r2)(1 − ~t2)
1− ~r · ~t−
√
(1− ~r · ~t)2 − (1− ~r2)(1 − ~t2)
. (A1)
Fig. 2b illustrates that Hilbert’s distance between any point ρ and its (Euclidean orthogonal) projection τ onto
any diameter D of the Bloch sphere equals the distance between any other point ρ′ on the ellipse E through ρ with
major axis D and its projection τ ′ onto D; this follows directly from (A1). In particular, for τ ′ = 1/2 one has
~t′ = 0 and hS+(ρ′,1/2) = ln(1+ |~r′|)/(1−|~r′|). This ellipse construction will be used below, as will the fact that
Hilbert’s projective metric is additive on lines, i.e. h(π, τ) = h(π, pπ + qτ) + h(pπ + qτ, τ) for p, q ≥ 0 [KP82].
Note that all figures here show a 2-dimensional cross-section through the Bloch sphere.
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FIG. 2: a) Hilbert’s projective metric between two points pi, ρ ∈ B+ of a base of S+ may be expressed as a logarithmic cross-
ratio of Euclidean distances: hS+(pi, ρ) = ln(||pi′ − ρ||1||ρ′ − pi||1/||pi′ − pi||1||ρ′ − ρ||1) [KP82]. b) For ρ = (x, y, 0),
ρ′ = (0, y/
√
1− x2, 0) and their projections τ = (x, 0, 0), τ ′ = (0, 0, 0) onto a diameter D of the Bloch sphere (here the
x-axis), one has hS+(ρ, τ ) = hS+(ρ′, τ ′). Similarly, hS+(pi, τ ) = hS+(pi′, τ ′), and the additivity of Hilbert’s projective metric
on lines yields hS+(ρ, pi) = hS+(ρ′, pi′) in the geometric situation here. Note that the Euclidean distance, i.e. the trace distance
[NC00], is in general not preserved: ||ρ′ − pi′||1 > ||ρ− pi||1 if ρ 6= pi and x 6= 0.
We will now consider positive linear and trace-preserving maps on qubits, using this geometric picture.
Such a map T acts on the Bloch sphere representation of ρ as T (~r) = Λ~r+~v with a matrix Λ ∈ R3×3 and ~v ∈ R3.
Since unitary transformations, corresponding to SO(3) rotations of the Bloch sphere, leave the qubit state space
B+ invariant, the image T (B+) of the Bloch sphere is an ellipsoid with semi-principal axes given by the singular
values of Λ, shifted away from the origin by ~v. Unital maps are exactly the ones with ~v = 0.
As the trace distance between qubit states coincides with their Euclidean distance in the Bloch sphere picture
[NC00], Proposition 12 immediately gives the trace-norm contraction coefficient η1(T ) := η♭B+(T ) = ||Λ||∞
(largest singular value of Λ). Recall from (11) that, similarly, the projective diameter ∆(T ) is defined as the largest
diameter of the image T (B+), measured via Hilbert’s projective metric hS+ . ∆(T ) is hard to express in terms
of Λ and ~v, but Corollary 9 proves tanh[∆(T )/4] to be an upper bound on the trace-norm contraction coefficient
η1(T ) = ||Λ||∞, and for maps on qubits we can actually characterize the cases of equality:
Proposition 22 (Trace-norm contraction vs. projective diameter for qubits) For a linear map T : B+ → B+
on qubits, the inequality η1(T ) ≤ tanh[∆(T )/4] holds with equality if and only if T is unital or constant (i.e. map-
ping B+ onto one point).
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Proof. If T is unital, the image T (B+) is an ellipsoid centered about the origin. In this symmetric situation, the
largest Hilbert distance between any two points of this ellipsoid is the distance hS+(ρ, π) between the two extremal
points ρ and π of its major axis; this follows easily from the cross-ratio definition of Hilbert’s projective metric
(Fig. 2a), as this pair of points maximizes their Euclidean distance ||ρ − π||1 while at the same time minimizing
the Euclidean distances ||ρ− ρ′||1 and ||π − π′||1 to the boundary. Thus,
∆(T ) = hS+(ρ, π) = hS+(ρ,1/2) + hS+(1/2, π) = 2 ln
1 + ||Λ||∞
1− ||Λ||∞ ,
and a little algebra yields tanh[∆(T )/4] = ||Λ||∞ = η1(T ). If T is constant, then η1(T ) = ∆(T ) = 0, so equality
holds as well.
Conversely, if T is neither unital nor constant, denote by π and ρ the extremal points of the major axis of
T (B+). Then find a diameter D of the Bloch sphere that yields the construction from Fig. 2b, i.e. choose D such
that π and ρ have the same Euclidean orthogonal projection onto D. It is easy to see (e.g. by the cross-ratio)
that centering π′ and ρ′ along their connecting line about the origin does not increase their Hilbert distance; i.e.,
denoting π = (x, y′, 0) in addition to the caption of Fig. 2b and defining π′′, ρ′′ := (0,±(y′ − y)/2√1− x2, 0),
one has hS+(ρ′′, π′′) ≤ hS+(ρ′, π′) = hS+(ρ, π). Thus,
tanh
hS+(π, ρ)
4
≥ tanh hS+(π
′′, ρ′′)
4
=
|y′ − y|
2
√
1− x2 =
||π − ρ||1
2
√
1− x2 ≥
||π − ρ||1
2
.
As T is not unital, at least one of the two transformations (π, ρ) → (π′, ρ′)→ (π′′, ρ′′) was not the identity, such
that at least one of the two inequalities in the above chain is strict. This, together with ∆(T ) ≥ hS+(π, ρ) (by
Definition 3) and η1(T ) = ||π − ρ||1/2 (by Proposition 12), yields tanh[∆(T )/4] > η1(T ).
Some more general cones can be conveniently parametrized in the Bloch representation: For a non-negative
function f(rˆ) on unit vectors |rˆ| = 1 in R3, the set
Bf :=
{
ρ = (1+ ~r · ~σ)/2 ∣∣ |~r| ≤ f(rˆ)} (A2)
of normalized Hermitian matrices forms the base of a convex cone Cf if Bf is itself convex. f ≡ 1 gives the
set of density matrices B+ and the positive semidefinite cone S+, whereas f ≡ c ∈ (0,∞) yields the cone Cf≡c
of all Hermitian 2 × 2-matrices whose ratio of eigenvalues lies in a certain range. The defining equation (8) or,
equivalently, the cross-ratio (Fig. 2a) allow for explicit computation of the Hilbert distance from the origin:
hCf (ρ,1/2) = ln
1 + |~r|/f(−rˆ)
1− |~r|/f(rˆ) . (A3)
We can now analyze how the projective diameter of a map T changes when changing the cone (cf. discus-
sion below Proposition 12). Of course, in order for the projective diameter to be well-defined, T has to preserve
the cone in question. By looking at examples in which the cone S+ is being restricted to subcones, we find cases
(a) where the diameter stays the same, (b) where it increases, and (c) where it decreases; see Fig. 3.
(a) For any unital channel T , the projective diameter does not change when restricting S+ to a subcone Cf with
f ≡ c ∈ (0, 1), i.e. when shrinking the cone spherically symmetrically. The ellipsoid T (Bf) is scaled down
by a factor c compared to T (B+), but, as (A3) already indicates, Hilbert distances depend only on ratios of
Euclidean distances, so that ∆S+(T ) = ∆Cf≡c(T ).
(b) Consider the channel T with Λ = 13/3 and ~v = (1/3, 0, 0), see Fig. 3b. Restricting to the same subcone Cf≡c
as in (a), T is cone-preserving iff c ≥ 1/2. Clearly, the projective diameter ∆S+(T ) with respect to the cone
S+ is finite as T (B+) stays away from the boundary of B+, whereas ∆Cf≡1/2(T ) =∞ as T (Bf≡1/2) touches
the boundary of Bf≡1/2.
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(c) The unital channel T here rotates the Bloch sphere and shrinks it anisotropically: Λ1,2 = 1, Λ2,1 = Λ3,3 =
1/2, and Λi,j = 0 otherwise. Clearly, ∆S+(T ) = ∞ as T (B+) touches the boundary of B+. But if one takes
the restricted cone C to be generated by an ellipsoidal base B ⊂ B+with major axis identical to the major axis
of T (B+) and with the other two principal axes slightly shortened, then T (B) stays away from the boundary
of B, so that ∆C(T ) <∞.
These examples show that the projective diameter is not monotonic under the restriction to subcones. Of course,
more generally, the cones C in the domain and C′ in the codomain do not have to coincide and can be varied
independently. Then, monotonicity under the restriction of either C or C′ holds as noted below Proposition 12.
a) b) y
x
c)y y
x x
FIG. 3: The solid lines indicate the Bloch sphere B+ and its images T (B+), whereas the dashed lines show the restricted cones
and their images under T . (a,b) Spherically symmetric restriction of the Bloch sphere, (a) with a unital map, and (b) with a
non-unital map. (c) Restriction of the Bloch sphere to an ellipsoid, with a unital channel that rotates and deforms the Bloch
sphere.
APPENDIX B: Projective diameter of depolarizing channels
Here, we compute the projective diameter for a well-known family of quantum channels, thereby also illustrat-
ing the contraction bounds from Section IV. We will first concentrate on quantities associated with the positive
semidefinite cone S+, and later comment on a bipartite scenario and the cone SPPT of PPT matrices.
A general depolarizing quantum channel on a d-dimensional system can be written as
T (ρ) = pρ+ (1− p)tr [ρ]σ , (B1)
with a density matrix σ (‘fixed point’) and a probability parameter p ∈ [0, 1]. The trace-norm contraction coef-
ficient of T , or any other norm contraction coefficient obtained by using the same norm in both the domain and
codomain of T , is given by η♭(T ) = p, as ||T (ρ1)− T (ρ2)|| = p||ρ1 − ρ2|| for all ρ1, ρ2. Note that this contrac-
tion coefficient is independent of the fixed point σ. However, as we will see now, σ does influence the projective
diameter ∆(T ), from which upper bounds on the trace-norm contraction coefficient can be obtained.
To compute the projective diameter ∆(T ) of T w.r.t. the positive semidefinite cone S+, denote the eigenvalues
of σ by λ1 ≤ λ2 ≤ . . . ≤ λd with corresponding eigenvectors ψ1, . . . , ψd (henceforth, assume d ≥ 2). One can
see that
Mij := sup (T (ψi)/T (ψj)) = 1 +
p
(1− p)λi for i 6= j ,
as Mij is the smallest number such that MijT (ψj) − T (ψi) = (Mij − 1)(1 − p)σ +Mijpψj − pψi is positive
semidefinite, see Eq. (6). Maximizing only over the eigenstates of σ, one thus obtains the lower bound
∆(T ) ≥ hS+ (T (ψ1), T (ψ2)) = ln
[(
1 +
p
(1− p)λ1
)(
1 +
p
(1− p)λ2
)]
. (B2)
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On the other hand sup(T (ρ1)/T (ρ2)) ≤M12 for any density matrices ρ1, ρ2, since
M12T (ρ2)− T (ρ1) = p (σ/λ1 − ρ1) + pM12ρ2 ≥ p (1− ρ1) ≥ 0 ,
so that, from the defining equations (8) and (11),
∆(T ) ≤ lnM122 = ln
(
1 +
p
(1− p)λ1
)2
. (B3)
From these expressions it is clear that the projective diameter ∆(T ) depends not solely on the depolarizing
parameter p, but also on the spectrum of the fixed point σ. The lower and upper bounds (B2) and (B3) coincide if
the lowest eigenvalue of σ is degenerate, for instance in the case of depolarization towards the completely mixed
state σ = 1/d. In any case, the upper bound on the trace-norm contraction coefficient η1(T ) := η♭(T ) obtained
from Corollary 9 and (B3) is
η1(T ) ≤ tanh ∆(T )
4
≤ 1
1 + 2λ1(1 − p)/p .
This is stronger than the trivial upper bound η1(T ) ≤ 1, but weaker than the true value η1(T ) = p.
If the state space is bipartite, one can consider depolarization towards a separable quantum state σ (or towards
any PPT state σ). This depolarizing map preserves then also the cone SPPT of PPT matrices. Since the positive
semidefinite cone is related via partial transposition to SPPT = (S+)T1 , it follows easily from the definition of the
projective diameter, that the diameter w.r.t. SPPT of the depolarizing channel Tp,σ from Eq. (B1) is equal to the
diameter w.r.t. S+ of the channel Tp,σT1 that effects depolarization towards the partially transposed state σT1 :
∆SPPT(Tp,σ) = ∆S+(Tp,σT1 ) . (B4)
As an example, the Werner state σq := qσ+ + (1 − q)σ− on a d × d-dimensional system (for notation, see the
example below Corollary 15) is separable (and PPT) iff 1/2 ≤ q ≤ 1, and its partial transpose is
σq
T1 = 1
(
q
d(d + 1)
+
1− q
d(d− 1)
)
+Ω
(
q
d+ 1
− 1− q
d− 1
)
with the maximally entangled state Ω :=
∑
i,j |ii〉〈jj|/d = FT1/d. Assume d ≥ 3 such that the lowest eigenvalue
λ1 = min{2q/d(d + 1), 2(1 − q)/d(d − 1)} of σq is always degenerate and the diameter ∆S+(Tp,σq ) is given
by the r.h.s. of (B3). Now, for q ≥ (d + 1)/2d the lowest eigenvalue λ′1 of σqT1 is degenerate as well and given
by the first parentheses in the previous equation; thus, ∆SPPT(Tp,σq ) can be computed via (B4) and (B3), and
one finds for q > (d + 1)/2d that, because of λ1 < λ′1, the diameter of Tp,σq is larger w.r.t. the cone S+ than
w.r.t. the cone SPPT. For q ∈ [1/2, (d+ 1)/2d) the lowest two eigenvalues λ′1, λ′2 of σqT1 are not degenerate; but
the explicit lower bound (B2) on ∆S+(Tp,σqT1 ) = ∆SPPT(Tp,σq ) is already sufficient to show that the ordering of
both diameters is reversed for this range of q.
In conclusion, ∆S+(Tp,σq ) < ∆SPPT(Tp,σq ) for q ∈ [1/2, (d + 1)/2d), and ∆S+(Tp,σq ) > ∆SPPT(Tp,σq ) for
q ∈ ((d+ 1)/2d, 1], and equality holds for q = (d+ 1)/2d, i.e. when T is unital (σq = σqT1 = 1/d2).
APPENDIX C: Optimality of bounds and contraction coefficients
Here we show that the upper bounds given in Propositions 8 and 10 and in Corollary 9 are best possible in a
specific sense. This also explains the appearance of the hyperbolic tangent in these statements when they are to be
tight. As a consequence, Propositions 13 and 16 are optimal in the same sense. And a similar argument holds for
the upper bounds in Proposition 7 and Corollary 15 (but cf. the remark resp. the example below each of the latter
two statements).
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First note that the Birkhoff-Hopf theorem (Theorem 4) guarantees that for any positive linear map T the con-
traction ratio tanh[∆(T )/4] is optimal when measuring distances by either Hilbert’s projective metric or by the
oscillation. As the qubit example in Appendix A (Proposition 22) already shows, this optimality for any map T
does not hold for the negativity nor for the base norm contraction of Propositions 8 and 10. We can, however,
demonstrate something weaker, namely that for given proper cones C, C′ with bases B,B′ and for given diameter
∆ ∈ (0,∞) one can always find a base-preserving linear map T : C → C′ with ∆(T ) = ∆ and an element v ∈ V
such that the contraction bounds in Propositions 8 and 10 are non-trivial and tightest possible, provided that the
contraction factors are to depend on ∆(T ) solely.
Before constructing such a map, we point out that in the proofs of both Propositions 8 and 10 the subtraction F
is taken to be a linear combination of T (b1) and T (b2), while enforcing both terms in the representation T (v) =
(λ1T (b1)−F )− (λ2T (b2)−F ) to be elements of the cone C′. In the notation of the proofs, this allows an optimal
Fopt which satisfies, as one can calculate,
〈e′, F 〉 ≤ 〈e′, Fopt〉 = Mmλ1 + λ2 −mλ1 −mλ2
M −m . (C1)
Further maximization over an allowed range for m and M motivates their choice in the following construction.
To construct the desired map T , choose elements b1, b2 ∈ B, b′1, b′2 ∈ B′ of the bases with ||b1 − b2||B =
||b′1 − b′2||B′ = 2 (see, e.g., beginning of the proof of Proposition 12), and for 0 ≤ µ1 ≤ µ2 ≤ 1 define c′i :=
(1 − µi)b′1 + µib′2 ∈ B′ for i = 1, 2. Then there exists a linear and base-preserving map T with T (bi) = c′i
such that the image T (B) is the line segment between c′1 and c′2. One can easily see that M := sup(c′1/c′2) =
(1 − µ1)/(1 − µ2), m := inf(c′1/c′2) = µ1/µ2 and ∆(T ) = hC′(c′1, c′2) = ln(M/m). One can now choose any
λi with λ1 ≥ λ2 > e−∆λ1 > 0, then set v := λ1b1 − λ2b2, and finally fix µi such that m = e−∆/2
√
λ2/λ1
and M = e∆/2
√
λ2/λ1, which in particular yields ∆(T ) = ∆ and allows one to compute NB(v) = λ2 > 0
and NB′(T (v)) = λ2µ2 − λ1µ1 > 0, ensuring T (v) /∈ C′. The negativity contraction ratio is then, after some
simplification,
NB′(T (v))
NB(v) =
1
e∆ − 1
(
e∆/2 −
√
λ1
λ2
)2
.
This indeed equals tanh[∆/4] for the choice λ1 = λ2 and so incidentally shows that, besides Proposition 8, also
the bound in Corollary 9 is tightest possible. Similarly,
||T (v)||B′
||v||B = tanh[∆/2] −
2
cosh[∆]
√
λ1λ2
λ1 + λ2

(e∆/4 − e−∆/4)2 −
((
λ1
λ2
)1/4
−
(
λ1
λ2
)−1/4)2 ,
showing that (39) is indeed optimal, as for a sequence of choices with λ1/λ2 ր e∆ this approaches tanh[∆/2].
By a very similar construction one can see that also the upper bounds in Proposition 7 are tightest possible, if
they are to depend solely on Hilbert’s projective metric. More indirectly, this optimality can also be seen from the
derivation (43), since a tighter upper bound in (21) would lead to a tighter upper bound in (43) and contradict the
optimality of Corollary 9 established above.
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