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We study theoretically the influence of the temperature and disorder on the spin-wave spectrum
of the magnonic crystal FexCo1–x. Our formalism is based on the analysis of Heisenberg Hamiltonian
with the exchange integrals obtained from the ab initio magnetic force theorem by means of vector
and frequency dependent transverse magnetic susceptibility. The coherent potential approximation
is employed to treat the disorder, and random phase approximation in order to account for the
softening of the magnon spectrum at finite temperatures. The alloy turns out to exhibit many ad-
vantageous properties for spintronic applications. Apart from high Curie temperature, its magnonic
bandgap remains stable at elevated temperatures and is largely unaffected by the disorder. We pay
particular attention to the attenuation of magnons introduced by the alloying. The damping turns
out to be a non-monotonic function of the impurity concentration due to the non-trivial evolution
of exchange integrals with the Co concentration. The disorder induced damping of magnons is
estimated to be much smaller than their Landau damping.
I. INTRODUCTION
Magnon spintronics, or magnonics, is a novel promising
strategy in the engineering of data processors1. It takes
advantage of spin-waves (also called magnons) in order to
perform logical computations2,3. Magnons emerge as col-
lective excitations of magnetically ordered solids and can
be pictured as wave-like coherent precession of atomic
moments4. In periodic structures, including atomic lat-
tices, these quasiparticles are Bloch waves, carrying en-
ergy and crystal momentum. Magnonic computers avoid
numerous drawbacks of classical semiconductor based
computers, but they rely heavily on suitably designed
magnon propagation media. Their particularly relevant
class are magnonic crystals5,6 featuring spin-wave prop-
agation properties not typically found in common mag-
netic solids like elemental ferro- and antiferromagnets, es-
pecially the emergence of magnonic gap, i.e. frequencies
at which magnon states cannot propagate in the solid7,8.
This feature, combined with the unique spin-wave dis-
persion close to the band edges, yields a broad spectrum
of tools for magnon mode engineering, including the pos-
sibility of selective spin-wave excitations and propaga-
tion, magnon mode confinement and deceleration, and
bandgap soliton generation.
The bulk of the current research in this domain
revolves around the utilization of long wave-length
magnons with energies in the gigahertz band. Never-
theless, in order to definitely push the size and speed
limits of modern semiconductor computers, one must re-
sort to the spin-waves in the terahertz regime. While
the foundations for the magnonic information process-
ing in the terahertz regime are laid, the potential of the
terahertz magnonics remains vastly unexplored9. At the
same time, one expects well defined spin-waves in this
energy range10 and in the systems with many different
atoms in the primitive cell, the modes may well arrange
in bands separated by the magnonic gap11, yielding nat-
ural magnonic crystals.
Here, we concentrate on the ferromagnetic FexCo1–x
alloy. With typical magnon energies well within the ter-
ahertz range, a high Curie temperature12,13, and the
bandgap in the spectrum, which opens due to the the
large difference in the interaction strengths of the con-
stituents and remains stable at elevated temperatures,
the alloy family shows all the necessary properties for
a terahertz magnonic crystals. It is interesting to note,
that the magnonic crystals used in the terahertz applica-
tions are typically artificial heterostructures obtained in
elaborate fabrication processes. On the contrary, in the
terahertz range, the natural periodicity of atoms in al-
loys like alloys like FexCo1–x would suffice to create cheap
magnonic crystals.
In metals, the life-time of the modes can be severely
limited by the interaction of these collective modes
with the single particle continuum, called Landau
damping14–16, but means of viable engineering of long-
living magnons have been proposed, such as reducing
the system’s dimensionality and alloying17. The latter
method leads to a further momentum dissipation mech-
anism, in which the Bloch waves cease to be the eigen-
states of the magnetic Heisenberg-like Hamiltonian and
acquire a finite lifetime arising from the scattering on
the crystal imperfections18,19. This picture of the weak
attenuation might break down if the magnon spectra be-
come dominated by strongly spatially localized modes.
Further mechanism limiting the life-time of the magnon
modes, and thus their potential to propagate dissipation-
lessly though the medium, is the interaction of the modes
with a thermal bath.
Solids, and in particular nanostructures, feature often
structural imperfections. Furthermore, in order to be
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2useful, the magnonic computers must be able to operate
at and typically well above the room temperature. Thus,
it is prudent to delve into the central question of this
paper, namely of how the magnonic properties evolve in
real, imperfect or alloyed solids at non-zero temperatures.
We show that the increase of the disorder in FexCo1–x al-
loy not only preserves the magnonic gap but can even be
used to precisely engineer its value and further proper-
ties.
Among others, we address the influence of the temper-
ature and disorder on the magnonic band gap as well
as on the dispersion and life-times of the spin-waves.
Our formalism is based on the coherent potential ap-
proximation (CPA) applied to the disordered Heisenberg
ferromagnet18. The superiority of our method compared
to other treatments of the same problem is reasoned in
that we are able to account for complex crystal struc-
tures. To incorporate the finite temperature regime, we
implemented an adjusted version of the random phase
approximation (RPA) discussed in reference20. Our for-
malism does not include the Landau damping of the
spin-waves. This attenuation mechanism can be pro-
nounced in metallic magnonic crystals and can be de-
scribed within the framework of many-body perturbation
theory21 or time-dependent density functional theory15.
Unfortunately, at the moment, there is no feasible formal
and computational methodology allowing to incorporate
the effects of disorder or temperature into these two ap-
proaches.
The paper is organized as follows: In chapter II, the
theoretical background of the RPA-CPA theory for the
disordered Heisenberg ferromagnet is discussed. Some
numerical details are shown in section III. The obtained
results are presented in chapter IV.
II. THEORY
The Heisenberg ferromagnet is characterized by the
Hamiltonian
H = −1
2
∑
i,j
Jij ei · ej (1)
where Jij are the exchange parameters which were ob-
tained from the magnetic force theorem22 and ei is a unit
vector in the direction of the magnetization. To calculate
magnon-properties, the transverse susceptibility23
χij(t, t
′) = −i Θ(t− t′) [µ+i (t), µ−j (t′)] (2)
with µ±i = µ
x
i ± iµyi , µαi being the α-component of the
magnetic moment µi on the lattice site i and the overline
represents a thermal average. The corresponding equa-
tion of motion reads
zχij(z) = 2gδij µi − g
∑
`
µi
µiµ`
Ji` χ`j(z)
+ g
∑
`
µ`
µiµ`
Ji` χij(z). (3)
with the electron Lande factor g and the energy z =
E+iε. The third term on the right hand side is called the
environmental disorder term and is present in all systems
with spontaneous symmetry breaking. It needs to be
treated carefully as it restores the Goldstone mode. The
disorder is modeled by defining occupation variables
piα(R) =
{
1 species α on basis site i in unit cell R
0 else
(4)
and a species resolved Fourier transformation
χαβij (k,k
′) :=
∑
R,R′
piα(R) e−ik ·R χij(R,R′) pjβ(R′) eik
′ ·R′ .
(5)
For the following it is useful to introduce a combined site
and species index denoted by (i) = iα, (j) = jβ, etc..
Writing the susceptibility given in formula (3) as a series
and performing the Fourier transformation of equation
(5) leads to expressions with products of Fourier trans-
formed occupation variables
%(i)(k) =
∑
R
p(i)(R) e−ik ·R. (6)
The averaging process needs to be done very carefully
as described in24 and18 and leads to the appearance of
cumulants of order n given by
Cn(`1)(`2)...(`n)(k1,k2 . . .kn) = Pn(`1)(`2)...(`n)(c)
·ΩBZ δ(k1 + k2 + . . .+ kn) (7)
where c is a matrix with the concentrations of each
species on the sublattices and the weight functions
Pn(`1)(`2)...(`n)(c). Until now there is no analytic repre-
sentation of the latter known but the first two are given
by
P1(i) = c(i)
P2(i)(j) = δij(δαβ c(i) − c(i) c(j)). (8)
A summary of the resulting formulae after the Fourier
transformation and the averaging can be found in figure 1
in diagrammatic form where the following symbols have
been used:
• The τ -matrix
τ
(`)
(i)(j)(k,k
′) = gµ−1(j)
(
J(j)(`)(k − k′)
µ(`)
µ(`)
δ(i)(j)
−J(`)(j)(k′)
µ(i)
µ(i)
δ(i)(`)
)
(9)
3Figure 1. Diagrammatic representation of the main results
of the CPA-theory. a) Fourier transformation of series (3), b)
average of the second term in a), c) the averaged susceptibility
X written as a product of the effective medium propagator Ξ
(thick line) and the spin weightW , d) Dyson equation for the
effective medium propagator, e) definition of the self-energy
Σ and f) definition of the spin weight W
where
J(i)(j)(k) =
∑
R
J(i)(j)(R) e−ik ·R (10)
is represented by a filled square.
• The filled circle represents a T - matrix
T(i)(j)(k,k
′) =
∑
(`)
%(`)(k − k′) τ (`)(i)(j)(k,k′). (11)
• An empty square stands for a σ-matrix:
σ
(`)
(i)(j) = 2gδ(i)(j)δ(i)(`)µ(`) (12)
• The S-matrix is depicted as an empty circle and is
given by
S(i)(j)(k,k
′) =
∑
(`)
%(`)(k − k′) σ(`)(i)(j). (13)
• The prpoagator of uncoupled magnetic moments,
represented by a solid line is given as
Γ(i)(j)(z) = z
−1δ(i)(j). (14)
• A cumulant of order n is represented by a crossed
circle, where the order is given by the number of
dashed lines ending at it.
Furthermore, two rules for the interpretation of the dia-
grams need to be followed:
1. The elements brought together in a diagram un-
dergo a matrix multiplication in the (i)(j)-space.
The corresponding matrix indices are written as
subscripts in the definitions above.
2. Every internal free propagator is assigned a mo-
mentum which is integrated over:
1
ΩBZ
∫
ΩBZ
d3k1 (15)
Every term of the series for the susceptibility in figure 1
a) is averaged independently. The result for the second
term is shown in figure 1 b). As usual in the CPA, crossed
terms, which appear in the fourth and higher order terms
are neglected. This model represents a single-site approx-
imation and neglects all correlations between two or more
sites. As these averaged diagrams consist of two differ-
ent vertices (filled and empty squares), the averaged sus-
ceptibility can be written as a product of two different
contributions which we call the effective medium propa-
gator Ξ and the spin weight W as is shown in figure 1
c). The effective medium propagator is given in terms of
a Dyson-equation shown in figure 1 d) with a self-energy
defined in figure 1 e). Together with the definition of the
spin-weight in figure 1 f), all non-crossed diagrams of the
averaged susceptibility can be constructed.
The calculation of the self-energy is done through the
partial self-energies defined by
ciαΣˆ
iα
= P1iα1+ P2iβ,iαM iβ + P3iγ,iβ,iαM iγM iβ + . . .
(16)
where the M -matrix is given by
M (i)(z,k,k′) = τ (i)(k,k′) Ξ(z,k′). (17)
With that the self-energy is given by
Σ(z,R,R′) =
∑
(i)
c(i)
∑
R1
Σˆ
(i)
(z,R,R1) τ
(i)(R1,R
′)
(18)
which can also be seen through the diagrammatic defi-
nition of the self-energy. The self-consistency equation
inspired by the works of24 and25 is given by
Σˆ
(i)
=
[
1−
(
M (i) − Σ¯i
)]−1
(19)
where the helping quantity
Σ¯
i
(R,R′) =
∑
α∈Ii
∑
R1
ciαΣˆ
iα
(R,R1)M
iα(R1,R
′).
(20)
is used. Equation (19) is used to calculate a new self-
energy from the effective medium propagator with which
4through figure 1 c) a new effective medium propagator
can be calculated. The temperature dependence is cal-
culated through the average magnon number
Φ(i) = Im

∞∫
−∞
dz
D(i)(z)
e
z
kBT − 1
 (21)
where
D(i)(z) = − 1
pi
∫
ΩBZ
d3k
X(i)(i)(z,k)
2gc(i)µ(i)
. (22)
Note that the imaginary part of this quantity D(i)(z) is
the magnonic density of states. Motivated by the theory
of Callen20 and its the implementations in simple disor-
dered and complex ordered systems26–28, the thermally
averaged magnetic moment is assumed to be
µ(i)=g
(µ(i)
g
−Φ(i)
)
(1+Φ(i))
µ(i)+1+
(µ(i)
g
+1+Φ(i)
)
Φ
µ(i)+1
(i)
(1+Φ(i))
µ(i)+1−(Φ(i))
µ(i)+1
. (23)
III. IMPLEMENTATION
The integrals in k-space (see equation (22)) were com-
puted using the tetrahedron method29. However, the en-
ergy integral is problematic as D(i)(z) is a rapidly chang-
ing function along the real axis and in addition to that
the Bose-factor 1
e
z
kBT −1
has a pole at z = 0. Therefore,
the energy-integral was implemented using complex con-
tour integration. The problem was tackled by calculating
two complex integrals, which are shown in figure 2. C is
a semi-circle with radius zMAX and C ′ is a closed con-
tour consisting of the same arc as C but in the opposite
direction and a straight line infinitesimally close to the
real axis. The closed contour C ′ was evaluated using the
Residue-theorem as the Bose-factor has Poles along the
imaginary axis at zn = 2npiikBT with n ∈ Z. The values
of the residues are given by
R(zn) = kBTD(i)(zn) . (24)
The sum of both contours C and C ′ gives the integral
parallel and infinitesimally close along the real axis.
This method is based on the fact that the integrand
in equation (21) is analytic almost everywhere on the
complex upper half plane and on the fact that it vanishes
for very large positive and negative energies. The radius
of the integration contour zMAX was estimated using the
Gersgorin disc theorem30.
Another complication arises from the fact that the
Bose-factor has a singularity at z = 0. As mentioned
above, the method used here gives the integral parallel
to the real axis at an infinitesimal distance ∆. There-
fore the integral calculated through the complex contour
Figure 2. Integration contour used to calculate Φ(i). The
crosses on the imaginary axis mark the poles of 1eβz−1 .
integral described above is
Φ(i) = Im

∞∫
−∞
D(i)(z + i∆)
eβz − 1 + i∆eβω dz
 (25)
where e∆x ≈ 1 + ∆x was used. This can be rewritten
using the Shokotski-Plemelj Theorem
lim
→0
1
x+ i
=
P
x
− ipiδ(x) (26)
where P is the Cauchy principal value. Now, Φ(i) is given
by the principal value integral but because of the exten-
sion of the integration contour, an additional contribu-
tion
ipikBTD(i)(0) (27)
is picked up. This contribution is spurious and needs to
be subtracted from the result of the integral.
In the limit T → TC, the average magnon number
Φ(i) goes to infinity, which allows a series expansion of
equation (23) in Φ−1(i) :
µ(i) =
µ(i)(µ(i) + g)
3gΦ(i)
+O
(
Φ−2(i)
)
(28)
Expanding the exponential in formula (21) and inserting
it in the series expansion above leads to
µ(i) = −pi
µ(i)(µ(i) + g)
3gkBTC
[∫
dz
∫
d3k
X(i)(i)(z,k)
2gc(i)µ(i)z
]−1
.
(29)
An important detail to notice at this point is that the
latter equation does still hold if all the averaged mag-
netic moments are scaled by an arbitrary constant fac-
tor. This fact is obvious in ordered systems as is shown in
reference28 and also holds in substitutionally disordered
5systems. Using this property, the calculation of the Curie
temperature can be done by treating the averaged mo-
ments as vector and solving the equation
µ(i) = −pi
µ(i)(µ(i) + g)
3gkB
[∫
dz
∫
d3k
X(i)(i)(z,k)
2gc(i)µ(i)z
]−1
.
(30)
iteratively while also normalizing this vector to an arbi-
trary length in each step. Note that in equation (30) the
factor TC is omitted. After convergence is reached, the
magnetic moments can be calculated once more without
the normalization and consequently divided by the com-
ponents of the normalized magnetic moment vector to
get the Curie temperature.
One of main advantages of the presented formalism
is that two main parameters entering the model, mag-
netic moments µαi and exchange constants Jij , can be
calculated from first-principles. Thus, our approach in
a combination with a density functional theory method
provides a parameter free description of spin waves in
substitutional magnetic alloys and ordered materials.
IV. RESULTS
Magnetic moments µαi and exchange parameters Jij of
iron-cobalt alloys at various concentrations were evalu-
ated using a first-principles green-function method within
a generalized gradient approximation of the density func-
tional theory31. The method is designed for bulk materi-
als, surfaces, interfaces and real space clusters32–34. Dis-
order effects were taken into account within a coherent-
potential approximation35 as it is implemented within a
multiple scattering theory36. Exchange interaction was
estimated using the magnetic force theorem22 formulated
for substitutional alloys within the CPA approach37.
Although both iron and cobalt are known for long
ranged interaction between the magnetic moments, the
results presented in this section use only 12 shells of
neighbors because of computational limits. To ensure the
convergence of spin waves with the number of neighbor
shell, several calculations were performed for 30 neigh-
bor shells showing practically the same results as with
12 shells.
For better comparability, all the results were calculated
using a bcc-structure. Furthremore, the interaction pa-
rameters Jij are held constant (at their value at T =0K)
through increasing the temperature.
A. Random disorder
1. Curie temperatures
As cobalt has naturally a higher Curie temperature as
iron, one would expect a rise of the Curie temperature
as the concentration of cobalt c is increased. Our results,
shown in figure 3, display this behavior. The points in
this figure are the numerical results which were calculated
using the methods described in the last section. Near the
magnetic phase transition the characteristic behavior of
the averaged magnetic moments is given by
µ =∝
(
1− T
TC
)β
. (31)
The critical exponent β has the numeric value of 1/2 in
the case of the Heisenberg model in the RPA38, which
is well known to differ from the experimental value of
β ≈ 1/323. For the system with c = 0.2, we used the
latter equation as a fitting function with β = 1/2 for our
results close to TC. It fits very well with our data cf.
figure 4.
Apart from the RPA, we estimated the Curie temper-
ature using the mean-field approximation (MFA). The
MFA is a purely classical model in which the thermally
averaged magnetic moments are given by23
µ(i) = µ ·Bµ(i)
(
gµBB
m
(i)µ(i)
kBT
)
(32)
with the Bohr magneton µB, the Brillouin function Bµ(x)
and the mean field
Bm(i) =
1
µBµ(i)
∑
R(j)
J(i)(j)(R)c(j)
µ(j)
µ(j)
. (33)
While the RPA is known to underestimate the Curie
temperature28, the mean field approximation (MFA)
overestimates it. This is caused by the fact that the MFA
neglects the influence of magnons and therefore only al-
lows spin flips as elementary excitation, which naturally
arises at higher energies than magnons23. Thus, the com-
bination of these two methods may be used to provide
bounds for the approximate theoretical predictions. The
MFA equations can be solved iteratively and yield the
results shown in figure 4 for Fe0.8Co0.2. They are almost
twice as large as their RPA counterparts, thus providing
rather poor account of the high temperature behavior of
the alloy considered.
The results are summarized in table I together with
experimental results from references12,13. While RPA
performs fairly well, a clear trend to overestimating the
Curie temperature can be seen. Partially, the behavior
can be attributed to the fact that in our calculations we
restrict the system to the Fe bcc-lattice, while the real
iron cobalt system will undergo a structural phase tran-
sition at elevated temperatures13 which can influence the
Curie temperature.
2. Magnonic spectrum and eigenmodes
We extract the magnonic spectrum from the imaginary
part of the retarded averaged susceptibility χ(q, ω). The
6c TRPAC [K ] T
MFA
C [K ] TC [K ] in13 TC [K ] in12
0.1 1069 2199 1164 1144
0.2 1369 2684 1225 1211
0.3 1510 2844 1260 1243
0.4 1547 2837 1268 1250
0.5 1568 2803 1265 1243
Table I. Comparison of the Curie temperatures calculated in
this work with experimental results in12,13
Figure 3. Magnetic moments of iron in Fe1–cCoc for different
temperatures and cobalt concentrations.
most prominent feature is its bandgap appearing due to
strongly different interaction strengths and magnetic mo-
ments between different constituents. Our results suggest
that this bandgap is stable up to high temperatures as
can be seen in the result for Fe0.8Co0.2 presented in figure
5. In the upper/lower plot the spectrum for the case of
T =0 K/T ≈ 0.9 TC is shown. Interestingly, the main fea-
tures of the band structure are preserved as the temper-
ature increases. The scaling (softening) of the magnonic
spectrum propositional to the thermally averaged mag-
netic moment is a feature of the RPA. In this approxima-
tion, the magnon energies vanish above the Curie temper-
ature. In a more sophisticated treatment, the spectrum
above the critical temperature should feature paramag-
netic like excitations emerging as a manifestation of the
short-range magnetic order39. Their description for dis-
ordered system is an ongoing effort.
Let us note that the peaks feature finite width appear-
ing due to the presence of disorder in the system. The
damping is relatively small and increases somehwat only
at elevated energies, in particular close to the edges of
the bandgap.
It is interesting to analyze the form of magnetic modes
in the spectrum. They can be found as the eigenvectors
of the anti-hermitian part of the susceptibility or loss
Figure 4. Magnetic moments in Fe0.8Co0.2 for different tem-
peratures within the RPA (crosses) and the MFA (lines).
The blue line represents iron while the red line represents
cobalt. The dashed line represents the expected behavior of
the Heisenberg model near the Curie temperature.
Figure 5. Magnonic spectrum of Fe0.8Co0.2 at T =0 K (top)
and T ≈ 0.9 TC (bottom).
matrix:
L(z,k) = 1
2i
(
X (z,k)−X †(z,k)
)
(34)
Its eigenvalues Lλ(z,k) have peaks at the energies and
wavevectors at which elementary excitations are possible
i.e. a magnon can be excited. In figure 6, the maximal
eigenvalue of the Loss matrix is at the Γ point is shown.
It exhibits a peak at zero energy which corresponds to the
Goldstone mode and a smaller peak just under 600 meV
which represents the optical band in figure 5. As we are
dealing with the transverse susceptibility (see equation
(2)), the eigenvectors correspond to the projection of the
magnetic moments on the xy plane or, equivalently, the
relative orientation of the magnetic moments. The eigen-
modes corresponding to both peaks are presented below
the figure 6. From the xy-plane projection we extract the
7Figure 6. Maximal eigenvalue of the Loss matrix at Γ for
different energies and T =0 K. The smaller of the two peaks
is magnified in the subplot. Additionally, the eigenmodes for
each of the two peaks are shown under the diagram. The
blue/orange arrow corresponds to the projection of the unit
magnetic moment vector of iron/cobalt on the xy plane.
tilt angle θ of the precession by normalizing the vectors
with the ground state values of the moments µ¯i and con-
centration ci, as outlined in appendix A. As expected,
for the Goldstone mode both iron and cobalt rotate in
phase and feature identical angles of precession θ. In the
high energy eigenmode the moments of cobalt and iron
precess with a phase-shift of pi, a characteristic of optical
mode, and feature different angles of precession.
Similar analysis is shown for other points in the Bril-
louin zone in figures 7 and 8. We note that varying the
wave-vector of the excitations allows us to selectively ex-
cite the precession of particular constituents and sub-
lattices.
3. Width of the bandgap, spin stiffness and lifetimes
We investigate the spin-wave stiffness constant C de-
scribing the quadratic magnon dispersion of the acoustic
mode in the long wave-length limit
E = Ck2 (35)
as well as the value of the bandgap. Both decrease
roughly proportionally to the average magnetization (see
figure 9) as the temperature is increased. The reference
values
C0 ≈ 477meVÅ2 E0G = 115meV (36)
are in reasonable agreement with values of other studies
of iron and cobalt14,40.
Furthermore, we determine the full width at half max-
imum (FWHM) of the magnon peaks for several wave-
vectors. The FWHM is computed using a Lorentzian fit
Figure 7. Maximal eigenvalue of the Loss matrix midway be-
tween Γ and H for different energies and T =0 K. Additionally,
the eigenmodes for each of the two peaks are shown under the
diagram. The blue/orange arrow corresponds to the projec-
tion of the unit magnetic moment vector of iron/cobalt on the
xy plane.
Figure 8. Maximal eigenvalue of the Loss matrix at H for
different energies and T =0 K. Additionally, the eigenmodes
for each of the two peaks are shown under the diagram. The
blue/orange arrow corresponds to the projection of the unit
magnetic moment vector of iron/cobalt on the xy plane.
function for the imaginary part of the susceptibility as
function of the energy:
Im{χ}(E) ≈ h
1
2FWHM
(E − E0)2 +
(
1
2FWHM
)2 (37)
with the location of the maximum E0 of the peak with
height h. The FWHM is interpreted as being propor-
tional to the inverse of magnon lifetime. In order to
facilitate an quantitative comparison, we normalize the
width to the energy of the magnon for a particular wave-
vector. The figure can be interpreted as the inverse of
the quality factor, giving the amount of energy leaking
from the mode per cycle of the precession.
8We recall that in our formalism the finite widths of the
magnon resonances arise only due to the action of the dis-
order. Nevertheless, at constant Co concentration c, the
FWHM varies with the temperature as well. In a sim-
ple picture, this somewhat unexpected observation can
be interpreted as follows. The rate of the scattering of
magnons of particular energy on the crystal imperfections
(or alternatively the FWHM for weak coupling) is pro-
portional to the concentration of dopants and the density
of final magnon states with this energy, as the scatter-
ing potential is static. Even though the density of states
decreases its with with the temperature, it does not nec-
essarily retains its shape. Thus, for different modes with
different wave-vectors the density of available finite states
will vary as the temperature is risen. As evident from
the figure 10, this effect depends on the magnon state.
With the rising temperature, the normalized widths in-
crease for low energy acoustic magnons, but decrease for
magnons at the top of the acoustic branch and in the
optical branch.
However, we note again, that our prediction concern-
ing the evolution of the width with the temperature, due
to the use of the RPA, does not include the main mech-
anism, i.e. the coupling of the magnons to the thermal
bath. In the RPA, without the disorder, the magnons
would feature an infinite life-time. In general, it is ex-
pected, that the thermally induced width should increase
with the temperature41.
The evolution of the magnonic spectrum with the dis-
order shows several interesting features. For small Co
concentrations, the bandgap increases slightly and above
c ≈ 0.1 starts to decrease wit c, cf. figure 9. As men-
tioned before, in simple terms, the gap arises because
of the large difference in the exchange integrals (mag-
netic interactions) and magnetic moments between dif-
ferent constituents. Figure 12 shows, that this difference
is pronounced most strongly for low concentrations. The
strong increase of the nearest neighbor Fe-Fe interaction
as the Co concentration increases causes the bandgap to
get narrower, as this exchange integral becomes similar
in magnitude to the Co-Co interaction. The enhance-
ment of Fe-Fe exchange interaction with increase of Co
concentration can be explained by a strong hybridiza-
tion between 3d states of Fe and Co atoms. In addition,
the presence of Co leads to enhancement of the density
of states at the Fermi level, increasing the Stoner factor
and the exchange interaction. For high cobalt concentra-
tions, it is mainly the difference of the magnetic moments,
which prevents the closing of the bandgap. To verify this
statement we show the spectrum of Fe0.5Co0.5 with equal
magnetic moments for both constituents µFe = µCo. As
can be seen in figure 11, the bandgap closes in this case.
Finally, we note that the FWHM shows maxima at
certain concentrations, which are caused by the change
of the exchange parameters. In figure 13, we show the
FWHM of at k1 = (0.1, 0, 0) 1aB and T =0 K for different
concentrations compared to the FWHM for the case of
Figure 9. Relative width of the bandgap EG
E0
G
and relative
spin stiffness C
C0
for different Cobalt-concentrations at T =0
K (top) and for different temperatures at c = 20% (bottom).
All quantities are normalized to their values at at c = 20%
and T =0 K (C0 ≈ 477meVÅ2, E0G = 115meV).
fixed interactions.
B. Short range order
Our theory is formulated through the framework of the
single-site CPA, which by definition is not able to account
for the appearance of short range order or any other cor-
relations between the occupation of different sites. How-
ever, through our generalization of the theory to lattices
with multiple atoms per unit cell, we are able to include
short range order through different occupation probabil-
ities within the unit cell. In this section we discuss the
influence of short range order using a very simple model.
Instead of performing the calculations on the primitive
unit cell we choose for the case of an alloy exhibiting
short range order the usage of the cubic unit cell with 2
atoms and the occupation probabilities listed in table II.
This configuration corresponds to an alloy in which two
cobalt atoms never sit next to each other. The results
9Figure 10. FWHM at k1 = (0.1, 0, 0) 1aB , k2 = (0.57, 0, 0)
1
aB
(midway between Γ and H), k2 = H and the optical mode at
k2 = Γ for different Cobalt-concentrations at T =0 K (top)
and for different temperatures at c = 20% (bottom). All
quantities are normalized to their values at at c = 20% and
T =0 K.
Figure 11. Magnonic spectrum of Fe0.5Co0.5 at T =0 K and
µFe = µCo.
Figure 12. Nearest neighbor interaction in iron-cobalt alloys.
Figure 13. FWHM/E0 for different concentrations if the in-
teraction parameters are held constant (blue circles) and if
they change with the cobalt concentration (orange crosses).
for the case of random disorder and short range order
are compared in figure 14. As there are now two ba-
sis sites occupied with two elements according to table
II, the spectrum now consists of three bands. The main
result of this test is the verification that the bandgap
is again present in the case of an alloy exhibiting short
range order.
The magnonic properties discussed above are in the
element site 1 site 2
Fe 1 0.6
Co 0 0.4
Table II. Occupation probabilities for the case of short range
order.
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Figure 14. Magnonic spectrum of Fe0.8Co0.2 with random dis-
order (top), and in a configuration in which all cobalt atoms
are isolated from each other according to the occupation prob-
abilities given in table II at T =0 K (bottom).
alloy with SRO compute to
EG ≈ 115meV
C
C0
= 1.03 (38)
FWHM
FWHM0
= 1.92.
It can be seen that the width of the bandgap and the
spin stiffness hardly change at all, but the FWHM nearly
doubles its value. Obviously, this is far from a complete
study of the influence of SRO, but it suggests that the
inclusion of SRO will only have a minor impact on the
magnonic properties of the material.
V. SUMMARY
Disordered iron cobalt alloys exhibit many of the prop-
erties demanded from magnonic crystals: They exhibit a
bandgap whose width shows an interesting behavior in
the concentration range studied in this work. The influ-
ence of short range order to the bandgap turns out to
be of minor importance in our calculations. However,
the latter result should only be seen as an intermediate
result obtained for one specific type of SRO, and needs
further investigation.
The temperature dependence of the bandwidth and the
spin stiffness is reminiscent of the decreasing magnetiza-
tion as the temperature is increased. This appears to be
a feature of the RPA when the interaction parameters are
temperature independent. We plan to study the temper-
ature dependence of the interaction parameters as soon
as a reliable theory for the electron magnon scattering is
available. The incorporation of the Landau damping is a
further improvement of the theory, which is unavailable
at the moment, but might have a big impact on the re-
sults as the magnon energies in the iron cobalt system
are comparably close to their Stoner excitations15.
In spite of those shortcomings, the method presented
in this work is at the time of writing the most general
CPA based method available.
APPENDIX
A. Analysis of the eigenmodes
The information on elementary excitations of the sys-
tem are stored in the Loss matrix
L(z,k) = 1
2i
(
X (z,k)−X †(z,k)
)
. (39)
Its eigenvalues have peaks at the energies and wavevec-
tors at which elementary excitations, i.e. magnons if the
transverse susceptibility is considered, occur. The eigen-
values at these peaks give raise to the shape of the exci-
tation in question. In our formalism, the transverse sus-
ceptibility is a matrix in the combined basis site and con-
stituent space. Therefore, the components of the eigen-
vectors are to be interpreted as µx(i)±µy(i). As eigenvectors
have no defined length (multiplying an eigenvector with a
constant will give another eigenvector), only the relative
orientation of the projection of the magnetic moments
onto the xy plane is to be interpreted. Furthermore,
as we are dealing with an alloy the components of the
eigenvectors need to be normalized by the correspond-
ing concentration c(i).The relative azimutal angle (in the
xy plane) is given as the difference of the phase of the
components of the eigenvector.
The angle θ between the magnetic moments and the
z axis depends on the strength of the external perturba-
tion to the systems. Therefore, again only a condition
for the relative orientation can be stated. Let a ferro-
magnetic system be perturbed by an small external field.
Then the magnetic moments will be tilted from the z
axis. The bigger the external field, the bigger the angle
θ between the z axis and the moments. Let the projec-
tion of these tilted moments to the xy axis be µxy(i) with
11
Figure 15. Angles in the case of the iron cobalt alloy.
a small parameter  dependent on the strength of the
external field. Then
θ(i) ≈ sin
(
θ(i)
)
=
µxy(i)
µ(i)
(40)
Now, the difference of between the θ(i) will be dependent
on , and therefore on the strength of the perturbation.
However, the quotient between the angles will be inde-
pendent of the external field strength:
θ(i)
θ(j)
=
µxy(i)µ(j)
µxy(j)µ(i)
(41)
In our analysis we normalized the eigenvectors to be o
length 1 and calculated the absolute of every component.
The resulting values correspond to the µxy(i) and therefore,
the ratios of the angles θ(i) can be calculated using equa-
tion (41).
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