appropriateness of the text mining method that they applied. In the case of applications of SVM, none of the studies report the number of support vectors that they found to indicate the complexity of the prediction engine that they use, making it impossible to judge the extent to which over-fitting might account for the good performance results.
INTRODUCTION
In recent years, there has been a marked increase in the use of Systematic Reviews (SRs) in software engineering (SE). Whilst this has generated feedback identifying possible implementation problems and proposed solutions, it has also aided the review of the initial guidelines proposed by Kitchenham [8, 19, 37, 44, 45] . One of the major problems faced by SR users is the amount of time and effort required to conduct a thorough SR [36, 42] .
Therefore, there are ongoing efforts to automate part, or all of the stages of the SR process. One such approach is the application of Machine Learning (ML) techniques using text mining (TM) to automate the citation screening (CS) stage (also called study selection). However, there are currently no studies that focus on analysing the methods being used and the reproducibility of the reported results. The underlying question is how appropriate and transparent is the application of the ML techniques being used? This covers finding out if the parameters for the techniques are set in an informed way, are the methods applied in a statistically valid way -considering data size and method complexity and are the methods applied in a transparent way to enable independent verification? This paper takes the form of a critical analysis of studies previously included in a SR of TM techniques for automatic citation screening [62] . The previous review focused only on nontechnical aspects of the TM techniques used.
Here we look at the availability of information about the TM methods being used, including the description and explanation of the methods, parameter settings, assessment of the appropriateness of their application given the size and dimensionality of the data used, performance on training, testing and validation data sets, and further information that may aid the reproducibility of the included studies.
In the rest of the paper, section 2 discusses a range of methods proposed for automation of different Phases/stages of SR. The process of the study is presented in section 3, the results of the process in section 4, while section 5 focused on assessing the difficulty or otherwise of reproducing the studies. The paper is closed by a discussion and conclusions section.
BACKGROUND
There have been several attempts at reducing the amount of human time and effort required for SRs. While some attempts are being made at automating the entire process, others are focused on specific stages such as citation screening, or data extraction. The following sections discuss attempts at automation of SR process and some specific stages of the process.
Entire Process Automation
SLuRp, is a web based tool designed for the management of all types of data involved in the SR process [7] . It was developed to 'semi-automatically' search and retrieve studies from limited databases, capture data relating to the review being carried out, inclusion/exclusion criteria, reasons for acceptance/rejection, disagreement reconciliation and storage of full copies of included papers. Another tool with similar functionality is SLR-Tool [26] . The tool uses TM techniques to enhance decision making. SLRTool can store papers in pdf, communicate with bibliography management software and can also collect and import data to Excel among other functions [26] . StArt, is a tool reported in the literature for managing all phases of the SR except literature search however, it can read citations in BibTex format. It can rank papers and record information and decisions regarding each paper at different phases of the review process [38] . A recent addition to these tools is SESRA, a web based SR management tool [61] .
Based on information provided in the papers, the major tasks of the SR supported -limited or fully -by each of the tools are presented in Table 1 . The '√' sign indicates supported feature while '-', indicates otherwise. A more detailed comparative analysis of the features offered by these tools can be found in [53] .
Automation of Specific Stages
A number of studies in recent reviews on methods for SR automation have indicated that there are more studies published on the automation of specific stages of the SR, most especially, citation screening and data extraction, than on the entire process [42, 62] . Work in this area is now focused beyond basicsoftware support development -of the SR processes and instead aims to create intelligent system (using Artificial Intelligent methods) that can make independent decisions and therefore reduce the human effort required in SR [42, 62] .
Study identification, citation screening and data extraction are the three stages that are currently being focused upon based on available publications. These three are discussed below: 
Study identification: A federated search tool has been developed to automate searching and retrieval of literature across multiple databases [33] . Tool developers reported promising result from its use across more than 10 databases. However, this tool is not publicly available nor has it been independently evaluated.
Citation screening: This stage has attracted the most attention in terms of an individual SR stage automation [52] . The majority of the efforts to automate the citation screening stage are centered on text mining techniques; these are explored in the context of easing the task of selecting the relevant studies from the results of the study search. Forty-four of these studies were reviewed and reported in [62] . The studies focused on a range of interests, from reducing screening workload to prioritisation of documents for screening. There is no overarching or widely accepted tool/method yet, but results are promising.
Data extraction: A recent review by Jonnalagadda et al. identified 26 studies focused on automation of the data extraction stage in SR [42] . The majority of the studies reviewed also used ML techniques for automation.
General Purpose Tools
There are also other software applications that support the SR even though they might not have been specifically developed for SR; mostly in this category are reference management applications such as -EndNote, Mendely, Refworks, Zotero, Excel etc. [38] .
METHOD
This section presents the details of the process followed to conduct this study. We conducted a mapping study based on the articles reviewed in another SR publication that was the most recent on the subject when this study was conducted. We followed the SR guidelines in [45] for our study.
Research Questions
The research questions for this study focus on information regarding the techniques and how they were used. They were defined as follows: 
Search Strategy
We only retrieved and worked with the papers O'Mara-Eves et al. included in [62] . The O'Mara-Eves et al.'s study [62] , selected papers on TM methods or metrics that were applied to the screening stage of a SR (or similar evidence review), however, the study did not look at the methods in any depth since their intended audience were users of the technologies rather than computer scientists. We chose O'Mara-Eves et al.'s article because it is a recent review on the subject and the most widespread we are aware of.
Selection Criteria
The initial inclusion criteria for this study is that the paper be one of the 44 papers reported in [62] ; in addition to their criteria a set of secondary criteria particular to this study were also defined. They are:
 The publication must be reporting the outcome of a research exercise/experiment/case study/development.  The topic of discussion or field of application must relate to ML-based TM classification model.

The context of use must be citation screening in SR To avoid duplication, studies reported across multiple publications are considered together and where papers report multiple studies, the studies are considered separately.
Data Extraction
The review team consists of four reviewers -the authors. The first author, the lead reviewer, reviewed all the papers. The papers were randomly divided amongst the other three reviewers. The data extraction form was designed using Excel. A pilot study was initially conducted to assess the form and reviewers' understanding of its fields. The extraction form was modified after the exercise to correct the inconsistencies identified. After the full data extraction, differences in the extracted data were resolved through two meetings involving all the reviewers; any outstanding differences were resolved through meetings between the lead reviewer and the other review team member concerned. No situation warranted inviting a third reviewer to mediate in any of the latter resolution meetings.
RESULTS
In this section, the research questions are answered based on the studies reviewed.
Eight of the 44 papers were excluded from this review because they did not fully meet one or more of the inclusion criteria for this study. Three were excluded because they are communication between different research teams as a follow up discussion on their previous studies' results [13, 57, 58] ; there was no text mining experiment conducted in [73] , though, systematic review was discussed in [72] , the technique used is not ML-based. Two of the studies were excluded because the techniques used were neither ML-based nor applied within the SR context [27, 28] . The last paper was excluded because the focus of the study was on the performance of different feature selection techniques and not the classification model [67] . Additionally, we were unable to retrieve an unpublished article they included. The total number of papers included was 35. The number of studies reviewed in these 35 papers was 45.
Research Question 1

RQ1: What information is available on the use and distribution of specific TM algorithm being proposed to automate citation screening in SR -How well are the algorithms used described and/or justified in the context of use, what information is provided about the data size and to what extent is the effect of data size on the TM algorithm used taken into account?
Support Vector Machine (SVM) was the most used algorithm. It was used in 31% of the studies, excluding its usage in Ensemble of classifiers, and has been used in at least one experiment annually since 2006 (see Table 3 ). Ensemble of classifiers was used in 22% (see Table 3 and Figure 1 ) while Naïve Bayes (NB) was used in 14% of the studies. About 50% of the studies tried and reported more than one classifier. Their usage in the papers reviewed including other algorithms used is presented in Table 2 . [40] Apart from the individual techniques, different variant options have been tried as shown in Table 4 .
Less than 20% of the studies explained the algorithms they used in the context of their studies and provide some justification as to why the particular algorithm was chosen over other classification algorithms. None of the studies that used variants of an SVM classification algorithm or optimisation settings, e.g., kernels, C or gamma values justified or provided insights into why they chose one option over others.
In 70% of the cases, the studies reported using open access ML implementation frameworks like WEKA [35] with different settings mostly the default without discussing why they are suitable within the context of their own experiment(s).
The summary of the corpus sizes used in the studies is presented in Figure 2 . None of the papers considered the impact of the corpus size on the statistical appropriateness of the application of the ML methods that they used.
In particular, the papers describing the application of SVM did not report the number of support vectors in the final classifier, which is critical information to confirm that overfitting by the classifier was avoided. Except where explicit information was not provided, all the studies used the vector space model -'Bag of Words' -for feature representation [46, 50] .
Figure 1. Number of classifiers used in the studies
Frequency based representation is the most used while a few have used binary feature representation (see Table 5 ).
Figure 2. Corpus size range used across all studies
Some studies also experimented with multiple n-grams [4, 6, 12, 14, 16] . Figure 3 shows the techniques and the number of times each was used across all the studies. There are situations where studies did not provide information concerning how FS was handled, 'INP' is used to signify such in Figure 3 , whilst 'NA' means 'Not Applicable', for situations with no information. About 50% of the studies used multiple techniques to compare performance. Feature extraction approach was rarely used, LDA was used in [60] and topic modelling in [6] .
Some of the studies have proposed novel tools, approaches or algorithms. An SVM based tool called GAPScreener was proposed in [82] , ABSTACKR, an Active Learning based system was proposed in [78, 79] . A ranking algorithm was proposed in [48, 49] , while a 'ranked-retrieval-re-rank' approach was proposed in [54] ; a factorized form to cNB was proposed in [56] . Tomasseti proposed an enriched approach for feature selection based on linked data [74] . In [76] , Wallace et al proposed a 'metacognitive Multiple Experts Active Learning (MEAL)' algorithm. 
Research Question 2
RQ2: What is the proportion of the included (positive example)/excluded (negative example) documents and how did the classifiers perform during training, validation and testing given the metrics used?
The average percentage ratio of the positive to negative examples in the corpus used for 90% or more of the studies is 10%:90%. The studies tried to maintain this ratio in the training and test data. This issue of class imbalance was handled in different ways across the studies, see [62] for a summary of the different approaches used.
The majority of the studies used cross validation (CV) -5x2 cross validation was used in [6, 10, 12 [18] ; [48, 49] used both 5x2 and 10-fold CV with stratified random sampling, multiple n-way cross validation with n ranging between 2 to 256 increasing by power of 2 was used in [15] while cost rejection sampling was used in [11] .
In terms of performance metrics, (mean) recall, (mean) precision, (mean) F and the area under the receiver operating characteristics curve (AUC) were mostly used. High recall implies few false negatives in the result while high precision implies few false positives. The F-measure is a weighted harmonic mean assessing the precision-recall trade-off and AUC is the probability that a model will rank a randomly chosen positive sample higher than a randomly chosen negative sample.
Mean recall was 95% and above in [4, 5, 17, 30, 48, 56, 74, 77, 82] while it was below 95% in [9, 49] . Precision on the other hand was over 10% in [4, 5, 17, 30, 48, 49, 82] . AUC was used in [12, 18, 48, 55, 60, 82] and the result was over 0.5 in all the studies. Cohen et al proposed a metric based on the amount of manual work saved -Work Saved over Sampling (WSS) which they defined in [17] . This measure was also used in [29, 41, 54, 56 ] to determine how much manual screening effort was saved given the classification result. Training performance was mostly sustained during testing or cross validation.
Research Question 3
RQ3: How comparable are the results of the different studies reviewed?
Comparing the performance of classifiers from different experimental settings is not trivial in ML. The performance of classifiers is usually specific to the context of use, thus, it is not easy to compare classifiers trained and used on different datasets [68] or from different experiments [2, 47] . It may be possible to compare, when the same dataset is used for different classifiers in different experiments, but if, for example, the dataset was not split in exactly the same way the comparison is still questionable. This is the case with most of the studies reviewed above, though, two of them used the same data set in their experiments ( Table 6) , and there was no record of whether a replica of the training set and test set in an experiment was repeated in another. Some of the researchers have attempted to establish some comparison between 3 http://infoserver.lcad.icmc.usp.br/infovis2/PEx 4 https://rapidminer.com/ 5 https://www.csie.ntu.edu.tw/~cjlin/libsvm/ the techniques based on same dataset used [13, 17, 40, 58] . None of the studies explicitly explained which portion of their dataset was used as training and test portions.
The datasets used in more than one paper are presented in Table 6 along with the classifiers and metrics used. Where classifiers are compared in a study '>' is used to denote 'better than' in respect of reported performance, otherwise, the classifier used is just listed under comment. The table is not presented for the purposes Table 6 that datasets are being reused without any actual relation to the results (and/or process) of previous experiments that had used the same data.
STUDY REPLICATION
Replication of experiments is an established practice in science and engineering to underpin theories and techniques, especially in a growing field [3, 63, 64] . This principle has also been recognized and encouraged in software engineering demonstrated by the existence of research groups with 'empirical' or 'evidence based' attached to their names [34] . Study reproductions with the same, similar or different dataset are useful to verify, extend or complement existing results [34, 71, 75] .
Although, study replication was not part of our research questions, it's relevance manifested during the study and we felt strongly to report our experience briefly because of its importance; it can aid the building of a sustainable knowledge to advance any discipline [71, 75] . We will prepare a separate publication to fully address it within this context.
Considering the nascent stage of systematic review in software engineering and the application of text mining to the automation of some of its stages, it is thus important for independent research teams to reproduce published studies in whole or part [71] as a means to establish efficiency, maturity and applicability of proposed methods and techniques [59] .
Adapting the guidelines suggested in [34] , essential artefacts that can influence reproduction in the context of using text mining to automate the citation screening phase of systematic review as we identify are: data source, dataset, pre-processing, dimensionality reduction technique, classification method, model assessment approach, machine learning (third party) implementation tool used and any other local software built by the researchers used.
Based on this, we evaluate how difficult or easy it will be to replicate the studies reviewed. The individual results are not reported since the focus of this paper is not about issues regarding reproducible research. Extensive details will be addressed in a separate publication. Our perspective is to reflect on broader view of consciousness or otherwise of reproducibility and replication during studies and not target any particular paper.
González-Barahona and Robles proposed assessment of reproducibility/replication under five criteria [34] :
i.
Identification (ID) -source of the (original) data ii.
Description (Desc.) -assessment of details of published description (internal organization and structure) of the dataset iii.
Availability (Av.) -Accessibility to the dataset by other researcher iv.
Persistence (Per.) -Chances of being available at source for a long period v.
Flexibility (Flex.) -Adaptability of the data to new environments These criteria are judged as: N -not usable for reproduction, Dusable for reproduction with some difficulty, U -usable for reproduction, '-' -irrelevant or non-existent, '+' -availability foreseeable in future and '*' -flexibility.
Guided by these options and using the information provided in the studies we constructed a simplified chart of possible TM experiment activities (MS) in Table 7 and explain below:
i. Data source (DS): Out of the 35 papers reviewed, only [21] [22] [23] [24] [25] did not mention the source of their raw data but they all provided information on the structure (usually title, abstract and optional keywords or metadata) of their data; none of them provided the link to the data except [5, 11, 30, 48] . The datasets are no more available at the links provided in [30, 48] . In addition, the link provided for the DERP datasets in [5] is broken. All of the datasets are for private use where membership of a certain professional group may be required to access them except the 'TREC' dataset. The data source can always be accessed for the same dataset but may be with difficulty in some situations like the need to contact previous researchers for link update or seek approval from the custodians before use.
ii.
Dataset (DT): Dataset in this context refers to the set specifically used in different studies. The majority of the datasets are reusable and have actually been used in several studies. The datasets have the potential of being available in the future for use and may be adaptable to different formats. Some studies used smaller private datasets that cannot be accessed independently and no description was provided.
There are cases where the whole dataset from a source was not completely utilized. Access to this set is not offered in any of the studies. None of the studies gave details about data partitioning -training and test set. It is unclear which part of the dataset was used as the training set and which part as the test set. This information may be essential for partial reproduction using the same dataset but different classifier for example. Even if data was split randomly information about any seed value applied may help in obtaining a similar split in future.
Overall the datasets can be reused in reproduction with some difficulty. iii.
Dimensionality reduction (DR): The pre-processing and other dimensionality reduction techniques used are the general ones available in regular Machine Learning literatures. However, less than 30% of the studies provided information about their final feature set -size or access to the set. The pre-processing (PP) and feature extraction activities are fully accessible and re-usable but the feature set are not reusable except where they have been stored, in which case there is a chance that they can be made available. 
VALIDITY THREAT
The articles used in this study are limited to those previously included in an existing SR. our results therefore, are affected by the completeness of the published SR. Furthermore, we have not extended the search to include relevant studies published since February 2014. It is likely, however, that the studies we included are representative of the field. The results about dataset accessibility are based strictly on the information provided in the reviewed papers.
DISCUSSION AND CONCLUSIONS
This section presents a general discussion on the results presented in section 4 and section 0.
The SVM has the advantage of coping with high dimensional data without significant impact from class imbalance. It is less affected by the size of its input and requires moderate samples for training [2, 47, 68] . It is also suited to high feature to low training instance situation [39] . These facts might have accounted for the performance recorded and substantial use of SVM in the studies. Attempts to ensure more reliable classification performance results might have accounted for the high use of ensemble methods as well. NB on the other hand did not perform well. Replicated studies by independent research teams are required to verify and extend existing results. Replications in the studies reviewed were often conducted by the same research groups. One such in-team replication led to the creation of ABSTACKR [78, 79] , a tool developed by Wallace et al., that has been evaluated by another group in [66] .
The corpus sizes used across the studies as shown in Figure 2 suggest that the majority of the experiments used corpus sizes that calls into question the statistical reliability of the classification model built through such corpus. There was rarely any justification across all the studies for the different decisions about the choice of a certain technique or approach within the context of use.
Insufficient information makes it hard to assess the process and statistical validity of the majority of the studies, for example, none of the studies that used SVM reported the number of support vectors they found. Similarly, in the case of the application of neural networks, there was no information on the number of neurons or hidden layers used. Thus, it is hard to judge how overfitting was controlled and to what extent the complexity of the classifier was considered. There was no mention of the bias/variance trade-off characteristics of the classification algorithms and the impact of the data size in this context. The role data size plays in learning, generalisation ability and classification performance of a model was not emphasized in any of the studies. Notably, the positive to negative example ratio with the number of effective parameters (complexity) is quite important to determine the size of data necessary for the statistical validity of a model; the higher the complexity and the lower the positive to negative ratio, the more data is required to train an appropriate model.
Replication by independent research teams is possible but with different levels of difficulty specific to each study. Studies in this field need to be reported with more information than is currently the practice to aid independent reproduction of the studies. One suggestion would be to create a common repository where research results can be stored along with associated datasets, partition information and process details [32] . This ensures persistence and availability of datasets, as well as information not included in publications. Also, communication may improve between researchers due to the need for further explanation or elicitation of undocumented tacit knowledge or ideas used in the original experiment. This type of communication has been established to help better replication [70, 75] .
We note that some of the studies have been replicated; in fact six datasets were found to be used by more than one study (see Table  6 ). [23, 25] . However, more work needs to be done given the fact that SR is now cutting across disciplines from medicine to social science, software engineering and computer science. In order to build useful tools, research teams may require access to data used in studies from other disciplines which may not be as readily available compared to data from within the discipline.
Although, a lot of studies are already published in this area, there is yet to be any concrete headway commensurate with the amount of research effort so far. Obviously, there is a need for more collaborative effort among research teams. Public availability of data and process description need to be considered for convenient study reproduction. More efforts need to be channelled into tools packaged for cross-domain use.
