I. INTRODUCTION
Atomic spectroscopy data are, from an historical point of view, one of the most important experimental inputs that triggered the development of quantum mechanics (e.g.Ängström measurements of Balmer series of the hydrogen atom). Later on, precision measurements of the characteristic features of atomic transitions (i.e. transition frequencies, levels lifetimes and branching fractions) allowed for the development of theoretical methods that now aim to a complete understanding of atomic level structures, at least in the simpler cases [1] . The comparison between theory and experiments is then necessary to test these models that are essential for addressing some fundamental questions like parity non conservation or search for electron electric dipole moment [2] . Precise knowledge of atomic properties is also very important for astronomical and cosmological studies [3] in which easily identified atomic lines give precious information about celestial objects. Finally, the advent of optical clocks (that display improved performances with respect to atomic microwave clocks that define the time unit) [4] needs precise models in order to obtain reliable evaluations of systematic frequency shifts that affect accuracy (e.g. blackbody radiation shift [5] ). In the case of alkali-earth elements, the singly-ionized state is particularly interesting because theoretical calculations only deal with a single valence electron. Singly ionized alkali-earth elements are also a system of choice for trapped ion based quantum information experiments [6] and are among the species used for precision clocks [4] . Therefore, several experimental techniques have been developed that allow for internal and motional quantum state control [6] [7] [8] . By restricting ourselves to the case of heavier alkali-earth (i.e. species with D metastable states), these techniques have been recently applied to obtain precision measurements of spectroscopical quantities on laser-cooled 40 Ca + ions [9] [10] [11] [12] , 138 Ba + ions [13] [14] [15] , and 88 Sr + ions [16] [17] [18] [19] . In this paper we present the precision measurement of the branching fractions for the decay of the 5p 2 P 1/2 state of 88 Sr + . In particular, we measured the probability p and 1 − p for the decay of the 5p 2 P 1/2 to the 5s 2 S 1/2 and 4d 2 D 3/2 states to be, respectively, Experimental spectroscopy concerning Sr ions has been addressed in several papers, the results of which are compiled in the reference 20. The experimental transition probabilities [22] . The lifetime of the 5p 2 P 1/2 level has been later measured with increased precision with the fast ion beam technique [23, 24] . The NIST database is then based on the two measurements: BR = 13.4(2.0) [22] and τ P 1/2 = 7.39(7) ns [24] . A more recent, albeit quite indirect, experimental measurement of A SP is also given in reference 25.
Theoretical works on 88 Sr + are largely motivated by the use the dipole-forbidden "clock" The paper is organized as follows. In section II we present the experimental setup and
give some details concerning the surface trap and the implementation of the sequential method. We present the results in section III, we discuss the systematic errors and describe the techniques used to determine their contributions to the final result. Finally, in section IV we compare the result to the literature and briefly discuss possible improvements.
II. EXPERIMENTAL METHODS
A. Trapping, cooling, and laser-locking
The experiments are based on a symmetric five-wires surface trap [34] of the electrostatic potential generated by each electrode [36] . The stray electric-fields are compensated for using a rf correlation technique [37] adapted to surface traps [35] .
Sr + ions are loaded from an oven containing a strontium dendrite (Aldrich, 99.9% pure).
Neutral atoms are ionized by driving a two-photon transition towards a self-ionizing level [38] . The photo-ionizing laser pulses are issued from a frequency doubled Ti:Sa oscillator (Tsunami, Spectra-Physics) with a central frequency of 695 THz (λ = 431 nm) and a pulse duration of ≃ 100 fs.
Single trapped 88 Sr + ions are Doppler cooled using the 711 THz 5s 2 S 1/2 → 5p 2 P 1/2 optical transition (see Fig. 1 ). This transition is driven using laser light generated by a commercial extended-cavity GaN laser diode (Toptica DL100 
transitions [39] . The 710 962 401 328(40) kHz absolute frequency of this 85 Rb transition has been recently measured by the frequency-comb technique [40] . The electronic signal for laserlocking is obtained using a saturated-absorption setup, based on a rubidium cell heated to 100
• C. The detuning of the cooling beam with respect to the 5s 2 S 1/2 → 5p 2 P 1/2 transition is controlled using an acousto-optic modulator (AOM) in a double-pass geometry driven at a frequency around 220 MHz. Disregarding the power used for frequency and intensity stabilisation, up to 500 µW are available at the output of a single-mode polarization-maintaining optical fibre.
A commercial fiber-laser (Koheras Adjustik Y10) drives the 4d 2 D 3/2 → 5p 2 P 1/2 275 THz "repumping" transition (see figure 1) to avoid the accumulation of the ions into the [41, 42] . The feedback loop of the lock is, in our case, relatively slow (bandwidth ≃ 3 Hz) [43] .
A magnetic field of B the order of 1 × 10 −4 T defines a quantization-axis parallel to the substrate making an angle of 45
• with the trap axis, orthogonal with respect to the linear polarization of the repumping and cooling laser beams that also propagate along this axis.
This configuration prevents the ions from being optically-pumped into a metastable dark state by the repumping laser alone [44] . Laser beams impinging on the ion are switched-on and -off using AOMs in a double-pass geometry driven through RF switches (Mini-Circuits ZYSWA-2-50DR) and then injected in single mode polarization maintaining optical fibers. The measured characteristic switching times are in the hundredths of nanoseconds range. A better than -77 dB extinction ratio has been measured on the repumping beam using a lock-in amplifier: as discussed below such a figure is of importance for the estimate of systematic errors. The intensity of the two laser beams impinging on the ion are actively stabilized using the same "noise eater" scheme.
At the output of each fiber the beam passes through a polariser and is then sampled by a beam-splitter and measured by a photodetector. A gateable analogue PID loop with 10 kHz bandwidth acts on the RF amplitude that drives the AOM in order to keep the measured intensity constant (residual fluctuation smaller than 5 %). Active intensity stabilization allows us to improve the control on resonant Rabi frequencies Ω 1 and Ω 2 associated to cooling and repumping beams respectively. As explained below, resonant Rabi frequencies, together with respective detunings δ 1 and δ 2 , determine the time evolution of the density matrix describing the ion. In particular, the knowledge of these experimental parameters are needed in order to evaluate systematic errors. We evaluate the resonant Rabi frequencies of cooling and repumping beams by analyzing a fluorescence spectrum obtained scanning a probe beam at 711 THz in a sequential way similar to that described in reference 45. For this analysis, the measurement of the collection efficiency ǫ helps to reduce uncertainties on the determinations of Rabi frequencies. The details of this technique, beyond the scope of this paper, will be given elsewhere.
A fully automated procedure is able to detect an ion loss during the data acquisition:
in this case the trap is emptied and a new ion is automatically re-loaded. This procedure allowed us to compress the effective time needed in order to achieve a low statistical uncertainty.
B. Sequential acquisition
We use a sequential technique largely inspired by the one applied for the first time by
Ramm and co-workers in order to measure the branching fractions of the 4s during which the cooling beam drives the 5s should scatter a single N r = 1 blue photon ending up in the ground state, closing in this way a detection loop. In the absence of photon losses (i.e. for a perfect detection efficiency ǫ = 1) the probability p (resp. 1 − p) for the decay of the 5p 2 P 1/2 to the 5s
state is obtained by measuring
). This relationship still holds in case of imperfect collection efficiency (ǫ < 1) because the correction is a common-mode factor for both measurements (e.g.
). The method is based on the assumption that this behavior is quite robust against variations of experimental conditions (e.g. Rabi frequencies drifts) [11] . Repeated counts of the number of scattered photons during the counting windows and an independent measurement of the background counts N Collisions and off-resonant excitations of the 4d 2 D 5/2 long-lived metastable state can also be a source of systematic shifts. In order to evaluate these effects we performed a detailed study of collisions in our experimental setup, following a method similar to that exposed in reference 9. In particular we recorded the fluorescence of a single ion during a total time of 43 hours with time bins of 5 ms. A first result of this study is a measurement of the lifetime of the cooled ion in the trap. Without taking into account extrinsic events (e.g.
de-locking of a laser frequency or accidental switching-off), we had to reload a total number of 99 ions, which gives an average lifetime of 1560 s. The distribution of observed lifetimes is compatible with an exponential distribution. However, the finite lifetime of the ion in the trap does not affect directly the measurements because we filter out the acquisitions in which the ion is not present. During the total acquisition time we also observed events displaying an abrupt disappearance of the fluorescence that is later recovered also abruptly. Following reference 9 it is possible to attribute these events to two kinds of phenomena depending on their duration. In a first case, non-resonant optical pumping and/or fine-structure-changing collisions can bring the ion in the 4d 2 D 5/2 state. These events should display a duration The upper limits of the systematic shift induced by these two classes of collisions can be estimated by considering the worst case in which each collision produces a total unbalance in two elementary acquisition cycles (when the ion first "disappears" and then when it "reappears"). Because these collision events statistically affect very few acquisition cycles, their role is however marginal: in terms of p the shift is bounded by 2 × 10 −7 (see table I ).
Other systematic effects arise from the dead time of the photomultiplier, the finite lifetime of the 4d 2 D 3/2 state, the finiteness of the durations of acquisition windows, the finiteness of the extinction ratio of AOM switching. All these effects can be evaluated by solving the OBE that describe the time evolution of the atomic density matrix during an acquisition sequence as a function of driving lasers parameters (i.e. Ω 1 , Ω 2 , δ 1 , δ 2 ). We numerically solve the OBE including all the Zeeman sub-levels involved in the experiment (i.e. 8 sub-levels) and taking into account the effect of magnetic field B and laser polarizations. This multilevel approach allows us to better estimate the characteristic times associated to optical pumping in the experimental conditions. We feed the OBE with the raw branching fraction p = 0.9453 from our experiments as a best first order approximation to calculate systematic shifts To estimate the systematic shift associated with the dead-time τ P M = 70 ns of our photomultiplier, we use the time-dependent solution of the OBE to calculate the conditional probability q that, following a first detection event, another photoelectron is emitted within a 70 ns time window. Since we know that after the emission of a photon, the ion is in the ground-state, the probability q is given by the following expression:
where A SP is the transition probability for the 5s 2 S 1/2 → 5p 2 P 1/2 transition and σ P P (t)
is the level 5p 2 P 1/2 population at time t. By neglecting losses of more than one photon on p (see table I ). The uncertainty is evaluated by assuming a (very conservative) relative uncertainty of 20% on τ P M and Ω 1 , the two parameters that mostly affects this systematic shift.
The finite lifetime of the 4d 2 D 3/2 state and the finite duration of the sequence timewindows modify the average number of photons detected in each measurement phase with respect to the ideal case (infinite lifetime, infinite detection an preparation windows). We can identify two main physical mechanisms responsible for this shift: the state preparation errors and the imperfect shelving in the metastable state that ends up with the ion in the fluorescence cycle during a measurement window. By comparing the average photon numbers obtained by solving the OBE (that take into account the experimental window durations and the lifetime τ D = 435 ms) with the ideal case we obtain an estimate of the systematic shift associated to these effects in our experimental conditions. The estimated contribution to the systematic shift that affects p is (1 +20 −2 ) × 10 −5 (see table I ). As in the case of the effect of τ P M , the uncertainty that affects this shift is evaluated by assuming a relative uncertainty of 20% on Ω 1 which is the parameter that mainly affects the shift. The analysis of the solutions of the OBE allowed us to find that the relatively large value of this uncertainty is due to the short duration of the pumping phase (f) preceding the measurement phase of N B b (g) (see Fig. 2 ). Calculations also show that an increase of the duration of the window (f) up to 160 µs gives a systematic shift affecting p of (−2
The last class of systematic shifts that we estimate are those induced by the imperfect extinctions of the two lasers. This shift is obtained by comparing the results of the OBE that describe the experiments with perfect extinction to the case in which the extinction ratio is fixed to -77 dB as measured in the experiment. The estimated contribution of the imperfect extinction to the systematic shift that affects p is (1 ± 1) × 10 − 8 (see table I ), dominated by the repumping beam leaks.
It is interesting to note that some effects partially cancel because they affect in a similar 
IV. DISCUSSION
In this section we discuss how our experimental determination of BR compares to other experimental results and theoretical calculations present in the literature. First, we compare in Fig. 4 the experimental determination of BR obtained by Gallagher [22] with our result.
As in the case of Ca + studied in reference 10, there is no agreement between our data and Gallagher's experiments (performed in an Argon discharge). By using the lifetime τ P = 7.39(7) ns measured by Pinnington and co-workers [24] , the determinations of p can be also recast in terms of transition probabilities A SP = p/τ P and that takes advantage of the relatively small uncertainty on τ P . In such a way it is possible to directly test the experimental determinations against the original quantities calculated in theoretical papers. In Figure 5 we plot a compilation of the experimental determinations of A SP and the theoretical calculations of the same quantity. All the determinations are compatible within the uncertainties attributed to measurements or calculations; let us note that the error bar associated to the present work is dominated by the uncertainty that affects τ P . We included in this compilation the results of reference 25, even though the method for the determination of A SP was in this case quite indirect and the exact value of A SP not crucial for their study.
In Figure 6 we present the compilation concerning the transition probabilities A P D . The error bar associated to the present work is in this case dominated by the uncertainty that It is interesting to analyse the limitations of this method and the possible improvements that could reduce the uncertainty of the present result. Photon counting statistical uncertainty (dominated by the relatively low total number of photons detected during the N r measurement phase) gives the largest contribution to our error bar. Therefore a longer acquisition time will improve the precision of this measurement. Systematic shift uncertainty could eventually limit this precision. The design of an optimised time sequence can reduce the uncertainty that has its origin in the finite lifetime of the 4d 2 D 3/2 state and window finiteness down to the level of ≃ 1 × 10 −6 in terms of fractional uncertainty on p. In this case the main contribution is given by the dead time of the detector. An improved photon counter (dead time down to ≃ 20 ns) and a careful characterization of its dead time could allow for a precision improvement within a factor of ten maintaining realistic acquisition times. Such a gain, possibly associated with an improved determination of the 5p 2 P 1/2 lifetime, would be interesting in order to put more stringent constraints on theoretical calculations.
In conclusion we measured the branching fractions for the decay of the 5p 2 P 1/2 state of 88 Sr + : the probability p and 1 − p for the decay of the 5p 2 P 1/2 to the 5s 2 S 1/2 and 4d 2 D 
