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ABSTRACT
Herman, Troy Thomas. M.S.E.E., Purdue University, May 1991.
Computer Simulation and Device Physics of SiGe Heterojunction Bipolar 
Transistors. Major Professor: Dr. Mark S. Lundstrom.
Recent advances in semiconductor growth technology have enabled 
the growth of SiGe strained layers on silicon substrates. Si/SiGe technology 
has a promising future, especially in microwave HBT applications. This work 
describes the development of an existing two-dimensional drift-diffusion 
device simulation program for accurate modelling of SiGe heterojunction 
bipolar transistors (HBT's). PUPHS2D (Purdue University Program for 
Heterostructure Simulation in Two Dimensions) was formulated by Paul 
Dodd [Dod89] as an AlGaAs/GaAs HBT simulation tool. This work describes 
the extension of this program to the silicon and Si|_xGex material systems. 
The computer model allows the user to explore internal device physics as 
well as terminal characteristics of a device. Field-dependent mobility has 
been added to the program in order to more accurately compute high-field 
transport phenomena. The simulation tool is used to study the performance 
of silicon bipolar transistors and Si/SiGe HBT's, and these results are 
presented in chapter 4.
I
CHAPTER I: INTRODUCTION
1.1. Fundamentals of H8T Operation
The idea of a bipolar transistor with a wide-gap emitter is almost as old 
as the bipolar junction transistor (BJT). In fact, Schockley described the idea in 
his application for a patent on the junction bipolar transistor [Sho48]. The 
performance advantages of this type of device, commonly known as the 
heterojunction bipolar transistor (HBT), have been known for many years. 
Kroemer first explained the underlying central principle of the HBT as "the 
use of energy gap variations beside electric fields to control the forces acting 
on electrons and holes, separately and independently of each other" [Kro57].
Although the performance advantages of HBT's over BJTxS were well 
understood, no fabrication technologies were available to produce high 
quality heterojunctions Until the 1970's. The emergence of two new growth 
techniques, molecular beam epitaxy (MBE) [Cho75] and metal organic 
chemical vapor deposition (MOCVD) [Dup79], sparked a thrust in the research 
of high speed HBT's. Most research has been on the AlGaAs/GaAs system, 
bu t many other compound sem iconductor heterojunctions have been 
explored as well.
Despite recent advances in HBT fabrication techniques, silicon devices 
continue to dominate in today's high-technology fabrication facilities. This is 
mainly due to the low cost and ease of manufacturability of silicon. Silicon 
readily forms a high quality oxide which can be used to mask implants, 
diffusion, and metallization. GaAs and the other III-V semiconductors lack 
this im portant property. However, silicon BJT's are reaching their 
fundam ental lim its on speed because of physical properties of the 
semiconductor. High-speed devices will require HBT technology. The 
highest f f  on record for a silicon BJT is 44 GHz [Sug89]. In comparison, 
AlGaAs/GaAs HBT's have achieved f j 's  of over 170 GHz [Ish90] and have 
cracked the 200 GHz barrier for maximum frequency of oscillation [Mor90]. A
i  AEc = 0.03eV










Figure 1.1 np Si/Sio.ssGeo.is heterojunction band diagram, (a) mobile 
charge has been fixed, (b) carriers are free to cross the junction.
3
fundamental question arises: Can the performance advantages of an HBT be 
realised in a cost effective process technology which will enable them to be 
mass produced? The answer to this question is probably yes, although it may 
take several years to develop. SiGe H BTs have many of the processing 
advantages of silicon BJTs,. yet they have considerably better high frequency 
characteristics. A 75 GHz SiGe HBT has already been reported in this 
relatively new technology [Pat90].
The fundamental design feature of an HBT is the use of a wide bandgap 
semiconductor in the emitter compared to that of the base. Figure 1.1a shows 
an idealized Si/Sio.ssGeo.is np heterojunction in which the mobile carriers 
have beep fixed. This heterojunction is representative of the emitter-base 
junction in a SiGe HBT. Minority carrier electrons are readily injected into 
the base, However, hole back-injection into the collector is suppressed by the 
valence band discontinuity since it is on the order of several kT. When the 
mobile carriers are free to cross the junction, no appreciable conduction band 
discontinuity  or conduction band spiking is observed (figure 1.1b). 
Conduction band spikes act as a barrier to electron injection into the base, but 
the discontinuity can be significantly reduced by grading the emitter-base 
junction.
Some of the advantages of the HBT can be illustrated by analyzing the 
current components in an npn HBT. Figure 1.2 shows an energy band 
diagram  of an npn HBT in the forward active mode of operation. The 
following are the major dc current components flowing in the transistor 
[Kro82]: In is the electron current injected from the emitter into the base; a 
hole current, Ip, is injected from the base back into the emitter; electron-hole 
recombination in the forward biased emitter-base space charge layer produces 
a current I8; and Ir is the current due to injected electrons recombining with 
holes in the quasi-neutral base. Current components Ip, Ir, and I8 should be 
minimized in order to maximize device performance. The terminal currents 
can be expressed in terms of these 4 components:
Ie = In+ Ip+ Is , (1 1 )
Ib = Ip + Ir + Is > (1.2)
Ic -  In- Ir* (1.3)
n
V
Figure 1.2 Current components in a Si/Sip gGeo.2 HBT in forward active 
mode of operation. The relative conduction and valence band 
energies were calculated by PUPHS2D.
An important figure of merit for bipolar transistors is the dc current gain:
: Ie  ̂ .........
H fe Ip + Ir +is Ip
max*
(1.4)
By definition, Pmax is the value of current gain for which the recombination 
currents Ir and Is are negligible. This is guaranteed to be the highest possible 
current gain since the recombination currents are positive by convention. 
The electron and hole injection currents in a forward biased pn junction can 
be expressed as [Neu83j:
In = J„A = ^ U"B - 1)
LnB KT (1,5)
I,, = JpA = S A P pL  Pn„ fe x p ( \vf  I - 1».
LpE Kl (1.6)
where Vee is the applied bias, A is the area of the junction, Dn6 and DpE are 
the minority carrier diffusion constants, LnE and LpE are minority carrier 
diffusion lengths, and npo and pn0 are the equilibrium minority carrier 
Concentrations in the neutral base and emitter. The following substitutions 




nrB = njfe expl^p}.
(1.9)
A bandgap harrowing formulation has been used to relate the intrinsic carrier 
concentrations in the base and emitter [LunSl]. The current gain expression 
becomes:
B = P pL 1TEg-PpL ^ ( ^ G  }






the current gain simplifies to
p .  %  RxpI^ , .
(1.12)
In homdjunction transistors, the current gain reduces to the ratio of emitter 
to base doping. For a typical gain of 100, the emitter must be doped 100 times 
as heavily as the base. In HBT's the exponential term in equation 1.12 
contributes significantly to the current gain if the bandgap difference is more 
than a few kT. A consequence is the base in an HBT can be more heavily
f§,
doped than in a BJT, and the HBT can achieve a higher current gain than a 
BfT with a lighter base doping. Better high frequency performance of HBT's 
over BJT's is a result of heavier base doping since the base resistance and 
parasitic junction capacitances are reduced. As device dimensions continue 
to shrink in an effort to increase f j ,  heavier base dopings are required to 
reduce the base width and base resistance. Base resistance is an important 
parameter in determining fmax, the maximum frequency of oscillation.
1.2. Overview of SiGe Technology
Thn study of SiGe structures began shortly after the initial 
development of the bipolar transistor. Motiyatidh for development of SiGe 
devices was the potential to improve device performance by utilizing 
heterdsfructures. Sii_xGex alloys have smaller bandgaps than silicon which 
makes them suitable for the base material in Si/SiGe HBT's. Silicon and 
germanium are completely miscible over the entire compositional range and 
give rise to alloys with a diamond crystal structure. However, silicon and 
germanium have different lattice constants. At room temperature, the lattice 
constants fdr silicon and germanium are 5.43A. and 5.65X respectively (see 
figure 1.3), a 4.17 percent mismatch [Man82], The lattice constant of Sij.xGex 
alldys varies linearly, obeying Vegard's rule
a(Sii-xGex) = aa + x(ace - asi), (1.13)
for low fractions of germanium concentration. Due to the relatively large 
lattice mismatch between SiGe and silicon, commensurate (defect free) SiGe 
alloy films cannot be grown on silicon substrates without introducing large 
amounts of strain. Methods were not available to grow high quality strained 
layers until the early 1980's, and consequently bulk crystal growth was the 
method of choice in the first studies of SiGe alloys. Band structure data was 
obtained by cyclotron resonance [Dre55,Fin76]. Compositional dependence of 
the bandgap of bulk Si}_xGex alloys was investigated by Braunstein [Bra58]. 
Transport properties of SiGe films were reported as well [Hel76,Med76]. Stress 
was applied to these samples externally in an effort to study the effects of 
strain. These studies were instrum ental in determ ining the nature of 
electronic bandsfructures in SiGe alloys. The first SiGe devices to be
O = H-CZL
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Figure 1.3 Energy bandgap and lattice constant of various semiconductor 
systems. Figure reprinted from [Pea89].
investigated were amorphous structures in which the presence of misfit 
dislocations was not important. Until the 1980's, most of the literature on 
SiGe alloys concentrated on the characterization and development of these 
materials as amorphous semiconductors.
New growth techniques such as MBE emerged in the early 1980's which 
enabled the growth of strained SiGe thin films on silicon and germanium 
substrates. Lattice matched heterostructures can be grown without misfit 
dislocation defects if the strained layers are grown sufficiently thin. Mismatch 
is accommodated by uniform lattice strain. Lattice constants of the strained 
layer parallel to the interface adjust such that the two materials have perfectly 
matching lattice constants. Strain is compensated by a change in lattice 
constant perpendicular to the interface which minimizes the elastic energy. 
Figure 1.4 is a two-dimensional representation of growth of a SiGe film on a 
Si (100) substrate. Either of two cases may arise: (b) the growth is
pseudomorphic with biaxial in-plane compression of the SiGe and extension
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Figure I.% Two-dimensional representation of SiGe growth on a Si (100) 
substrate, (a) unstrained SiGe is grown on a Si substrate, 
(b) growth is pseudomorphic. (c) growth is non-pseudomorphic.
normal to the interface, or (c) misfit dislocations form at the interface.: Misfit 
dislocations are undesirable as they form efficient recombination-generation 
centers which degrade device performance and introduce noise. Misfit 
dislocation generation can be caused by improper growth conditions or 
strained layer thickness exceeding the critical thickness. For a given Ge mole 
fraction, there is a critical thickness of the SiGe layer above which dislocations 
form at the interface. Misfit is accommodated by elastic strain when the film 
thickness is less than the critical thickness^ Misfit is accommodated by both 
elastic strain and dislocations if the film exceeds the critical thickness. Figure 
1.5 shows experimental and theoretical critical thickness data for Sii_xGex
alloys grown on Si (100) substrates [Peo86]. Larger germanium mole fractions 
create more lattice mismatch and hence more strain. Experimental values are 
from Bean [Peo85] which agree with People's results obtained using energy 
balance and the self-energy concept for an isolated dislocation [Peo86]. The 
findings of People and Bean show critical thickness is underestimated using 
mechanical equilibrium theory [Mat74].
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Figure 1.5 Critical thickness of Si^xGex alloys grown on Si (100) substrates. 
Figure reprinted from [Peo86].
The electronic properties of SiGe materials depend on the substrate 
material on which they are grown, the germanium mole fraction in the film, 
and the quality of the film and interface. PUPHS2D, the computer model on 
which this thesis is based, assumes devices are of very good quality (negligible 
number of misfit dislocations and SiGe film thickness does not exceed the 
critical thickness). The user must beware! Although SiGe can be grown on 
silicon, germanium or even SiGe substrates, the fabrication of Si/SiGe HBT's 
requires SiGe growth on silicon substrates. Therefore, the SiGe material 
models in PUPHS2D assume coherently strained SiGe films are grown on Si 
(100) substrates.
1.3. History of SiGe HBT's
First generation S i/S ij.xGex heterojunction bipolar transistors were 
fabricated during 1987-1988 using molecular beam epitaxy by IBM, AT&T and 
NEC [Pat88,Tem88,Tat88]. These transistors were grown on Si (100) substrates 
with a constant germanium mole fraction in the base. Processing involved 
low temperature growth conditions in all of these devices. Low temperature 
growth of the SiGe base is necessary to deter non-pseudomorphic growth and 
islanding (three dimensional growth) [Iye89]. The transistor from AT&T 
utilized a SiQ sGeo 5/Si superlattice in the base to make it thicker than a pure 
Sio.5GeQ.5 base. This device is an efficient phototransistor. The IBM group 
fabricated a mesa-etched SiGe base HBT in a process which never exceeds 550° 
C. The NEC group produced some interesting results. The MBE growth 
temperature was higher than the other groups (700°C), and the base thickness 
was 3000A. The germanium concentration (x) in the base of these samples 
was constant, and samples were made with x ranging from 10-40%. Their 
growth tem perature is higher than the optim um  growth tem perature of 
alloys with more than 10% Ge as shown by Bean e t  al .  [Bea84] In addition, 
3000A is the approximate critical thickness of SiQgGeo.2 grown on Si (100). 
Misfit dislocations were reported for samples in which x>0.10, and the defect 
density increased with increasing x. Each of these three groups reported 
Current gains on the order of 10.
Second generation Si /SiGe HBT's were fabricated by chemical vapor 
deposition (CVD) techniques. CVD has several advantages over MBE. Low
defect density, high purity, flexibility of doping, and throughput capabilities of 
CVD make these techniques attractive for HBT fabrication. The first reported 
CVD SiGe HBT's were fabricated using a rapid thermal CVD technique called 
limited reaction processing (LRP) to grow each layer [Kin89]. LRP relies on 
rapid  changes in substrate tem perature to achieve abrupt doping and 
compositional profiles. High current gains were observed (* 400) in 
Sio.69Ge9.31 transistors with 20nm bases and inverted doping profiles (base 
doping higher than emitter doping).
A lo w -tem p era tu re  ep itax ia l techn ique  called  u ltra -h ig h - 
vacuum / chemical vapor deposition (UHV/CVD) has been used to grow 
graded-base Sii_xGex HBT's [Pat89]. The 75nm SiGe base was graded from 0 to 
14% Ge, introducing a built-in drift field of 15kV/cm which reduces the base 
transit time for electrons. Excellent electrical characteristics were reported for 
both silicon and SiGe HBT's fabricated using this technique. Current gains as 
high as 1600 were reported for SiGe HBT's at liquid nitrogen temperature.
Vertical dimensions of SiGe HBT's will continue to shrink in the 
future. Processing technologies for these devices will utilize many of the 
same steps as silicon devices, making them more attractive in microwave 
applications. Low temperature operation of SiGe HBT's is believed to be 
excellent, as shown by theoretical studies of fp and fmax [Kar90].
1.4. Research Objectives and Thesis Overview
The main objective of this work is to extend the AlGaAs/GaAs HBT 
simulation program PUPHS2D into an accurate tool for simulation of Si/SiGe 
HBT's. In addition to SiGe HBT's, the program can simulate silicon BJT's. 
Chapter 2 discusses the silicon and SiGe material parameters used in the 
program. Computer model development and field-dependent mobility are 
discussed in chapter 3. Other research objectives are to assess the computer 
model accuracy (chapter 3); to assess Si/SiGe HBT performance for microwave 
applications and compare this to scaled silicon bipolar technology (chapter 4); 
and finally to examine various HBT design options such as compositionally 
graded bases (also chapter 4). Chapter 5 presents concluding comments and 
suggestions for model improvements.
12
CHAPTER 2: MATERIAL PARAMETERS
2.1. Introduction
PUPHS2D material parameters for both silicon and coherently strained 
S i^xGex alloys on Si (100) substrates are presented in this chapter. While 
silicon has been well-characterized over the past 40 years, not nearly as much 
is known about strained SiGe. Many simplifying assumptions are made in 
the SiGe material parameters. Silicon models will simply be presented and 
referenced. SiGe material parameters will be explained in detail, and the last 
section in this chapter includes an approach for modelling complex strain- 
induced effects.
2.2. Bandgap and Bandgap Narrowing
Polynomial fits by Bludau [Blu74] describe the temperature dependence 
of energy bandgap of pure silicon at or below room temperature (2.1 and 2.2). 
The high-temperature model is from Sze [Sze81] and is slightly modified to 
match the room temperature value given by (2.2).
Eg(T) = 1.170 + 1.059x10'^ - 6.05xl0'7T2 0£T<170°K
Eg(T) = 1.1785 - 9.025x10'5T - 3.05xl0'7T2 170<T<300°K






The bandgap of strained Si^xGex alloys on Si (100) substrates is given by:
Eg(x) = 1.124 - 1.22x + 0.88x2 x<0.6
Eg(x) = [1.5 - 2.5Eg(0.6)]x + 2.5Eg(0.6) - 0.9 x>0.6
(2.4)
(2.5)
These equations represent a fit to the data by People [Peo86] which is shown in 
figure 2.1. A linear fit is used for 0.6<x<1.0 which assumes the bandgap of
13-
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Figure 2.1 Electronic bandgap of strained and unstrained Si^xGex alloys. 
Figure reprinted from [Peo86].
strained pure Ge on Si (100) is 0.6 eV. Also shown in figure 2.1 is the bandgap 
of unstrained S ij.xG ex calculated by Braunstein et al. [Bra58]. In the 
unstrained case, the compositional dependence is weak for x<0.85 where the 
[100] minima determine the band edge. For x>0.85 the [111] minima are lower 
in energy and the dependence of bandgap on composition is strong. Note the 
bandgap of strained SiGe is considerably smaller than that of bulk SiGe. 
Temperature dependence of bandgap for strained SiGe is assumed to be the 
same as silicon:
c 6 )
The effects of heavy doping in both n and p-type silicon can be 
modelled as an effective shrinkage of the bandgap [Slo76]:
Vi ln^  V (ln<No,)2 + C (2.7)
where C=OS, V |=9meV, N q= I O 17 cm*3 for p-type silicon [Slo76] and 
N q=I.5x1017 cm*3 for n-type silicon [Wie80]. No temperature dependence of
bandgap narrowing is assumed since it is believed to be relatively insensitive 
to temperature [Neu89]. First order effects of heavy doping on the bandgap in 
strained SiGe have been calculated by Poortmans [Poo89] and Jain [Jai89], 
however in PUPHS2D bandgap narrowing is assumed to be the same in 
strained SiGe as in silicon.
2.3. Density of States
The effective conduction and valence band density of states in silicon 
are given by the well known expressions:
where h is Plank's constant, mn* and mp* are the electron and hole density of 
states effective masses and Mc=S, the number of equivalent minima in the 
conduction band. In the conduction band of strained Si1̂ G ex, the bands are 
"silicon like". The degeneracy of the conduction band is split, and four 
ellipsoids are shifted down in energy while two are shifted up in energy (see 
figure 2.2). The effective density of states in the conduction band of strained 
SiGe can be modelled using an expression equivalent to that of a two-valley 
system [Sut77]:
Nc = 2 f2nm nkT|3/2[Mci+ Mc2e(Ecl-E<2)/kT]/
\ h2 I  (2.10)
where Mci and MC2 are the number of valleys shifted down and up in energy. 
In the case of strained SiGe, Mcl =4 and Mc2=2. The energy difference between 
the two sets of valleys is given by Ecl-Ec2 = -0.6x eV [Pej89]. Strain effects are 
much more complicated in the valence band. The heavy and light hole bands 
are split, and the nearly spherical constant energy surfaces are distorted into 
ellipsoids resulting in a highly anisotropic effective mass tensor [Has63]. 
Assumihg light holes do not contribute significantly more to the total 
number of holes compared to the unstrained case, the silicon valence band 
density qf states can be used for SiGe, independent of strain.
Figure 2.2 Conduction band minima constant energy surfaces for (a) Si, 
and (b) strained SiGe-
The temperature-dependent effective masses for holes and electrons in 
lightly doped silicon are given by [Jae80]:
m„ = 1.045 + 4.5x10'4T (2.11)
nip = 0.523 + 1.40x10 3T - I^ x lO -6T2 (212)
These are polynomial fits to the data by Barber [Bar67]. Equation 2.11 takes 
into account all six equivalent ellipsoids in silicon and must be modified for 
USe in expiations 2.8 and 2.10 by dividing by 62/ 3:
m *= 0.3165+ !.SSxlO-4T. (2.13)
Equation 2.12 is valid for both silicon and strained SiGe according to the 
assumptions made earlier.
The intrinsic carrier concentration in an arbitrary semiconductor is
n, = V N ^ e * p ( i )  (2.14)
Figvne 2.3 is a graph of nj versus 1000/T for silicon and three strained Si^xGex 
alloys. The value of nj at 300K predicted by the model is 8.7x109, which agrees 
fairly well with the experimental value, n* is much larger in SiGe than in 
silicon since the bandgap of SiGe is several kT smaller. A result is better 
injection properties of the emitter-base junction for Si/SiGe HBT's compared 
to silicon homojunctions which was shown in chapter I.
2.4. Dielectric Constant and Electron A ffinity
2.4.1. Dielectric Constant
The static dielectric constants of silicon and germanium are 11.8 and 
16.0 respectively [Sze81]. Composition-dependent static dielectric constant of 
SiGe alloys is given by the expression [Sut77]:
I +2[xfGe+(l-x)fsi]
e = -------*----- ----------- -  .
I - X-fce - (l-x) fSi (2.15)
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Figure 2.3 InMnsic eoneentration vs. 1000/T for Si and three SiGe alloys.
where
fe = 8* - 1  ■
, £Si+2 .. (2.16)
.fde‘ = £Ge ■and  e<3e+2. f  (2.17)
No strain dependence is assumed for the dielectric constant. ■ ft'
2.4.2. Electron Affinity
The electron affinity of silicon is 4.05 [Sze81]. The electron affinity of 
S i|.xGex alloys satisfies the Dingle Rule [Din74]:
ZsiGe %Si * DECFRC*(EgX “ EgSi) + (Egx - EgSiGe)̂ (2.18)
where Egx is the X valley bandgap of SiGe and DECFRC is defined in (2.19).
AEc = DECFRCjfAEg £.19)
In equation 2.19, AEg is the bandgap difference between silicon and SiGe. 
DECFRC is a very important PUPHS2D user-specified variable. DECFRC is on 
the order of 0.1-0.2 for SiGe alloys (default is 0.15), depending on the 
germanium mole fraction. The Dingle Rule applies to the X valley, and this 
value of X  is valid for Ge mole fractions less than 0 85.
2.5. Bulk Recombination and Carrier Lifetimes
The dominant recombination processes in bulk silicon are Shockley- 
Read-Hall (R-G center) and Auger recombination. Radiative recombination 
is negligible since silicon is an indirect bandgap semiconductor, and 
recombination involving excitons and shallow-level traps is only important 
at low temperatures. The total recombination rate due to radiative, Auger, 
and Shockley-Read-Hall (SRH) recombination can be written as:
Br + Ann + ApP +
'Entp+Pi) + xp(n+ni) (2.20)
In (2.20), Br is the radiative recombination coefficient, An and Ap are the 
electron and hole Auger recombination coefficients and nje is the effective 
intrinsic carrier concentration including bandgap narrowing effects. Tn and Tp 
are the minority carrier SRH lifetimes and n j and p i are constants which 
depend on the energy of the deep-level traps. Default values for the radiative 
and Auger recombination coefficients are Br=O, An=5.0xlO"32 and Ap=9.9xl0'32 
for silicon [Dzi77], The default trap energy level is the intrinsic level, Ei. 
Since strained SiGe is similar to silicon in bandstructure, exactly the same 
recombination model is assumed for SiGe.
The minority carrier lifetimes in silicon are doping dependent. For 
doping concentrations up to IO19 cm'3 an empirical fit to experimental data 
gives
m
i N )  = ^ ~
l + M .
N0 (2,21)
for both electrons end holes. x(0) is the minority carrier lifetime in lightly 
doped silicon and N q is the reference doping. A good fit to experimental data 
is achieved by setting N0 = Z.lxlQ17 cm-3 for both n and p-type silicon, 
x(0)=3.95xl0~4 seconds for holes and x(0)=1.70xl0'5 seconds for electrons 
[Fos76]. However, x(0) is very process-dependent, and x(0) values given by 
Foster may not be accurate in all cases. Default values for the SRH lifetimes 
are lpsec for both electrons and  holes. 1Fhc default-reference doping is 5xl050 
cm-3 which effectively removes the doping dependence.
Studies on the determination of minority carrier lifetimes in SiGe 
have been reported [Joh89], however the SiGe samples contained misfit 
dislocations. The measured SiGe lifetimes in this study were in the sub- 
nanosecond range which is extremely small: and is due to the large number of 
misfit dislocations. Minority carrier lifetimes in SiGe are. believed to be 
somewhat shorter than silicon minority carrier lifetimes. Until more studies 
are done on this subject, 0. Ipsec lifetimes will be assumed in n and p-type 
SiGe, independent of doping.
2.6 s Garrier-Mobilities;
Carrier mobilities in semiconductors are determined by a variety of 
physical mechanisms. Electrons and holes are scattered by thermal lattice 
vibrations, ionized impurities, neutral impurities, dislocations, and electrons 
and: holes themselves^ A. further reduction in mobility is due to saturation of 
the drift velocity of warm and hpt, carriers. This subject is, treated in chapter 3/ 
and the mobility models presented in this section are assumed to be valid for 
low electric fields. Ionized impurity scattering and phonon scattering are the 
two dominant mechanisms in silicon devices- Neutral impurity scattering 
becomes important for temperatures less than about 77 K, since, nearly all the 
impurities are ionized above this temperature. Scattering by dislocations and 
carrier-carrier scattering are assum ed to be negligible in the ensuing 
discussion. Many models for silicon carrier mobilities have been proposed 
over the past 25 years. There are two low-field silicon mobility models
available in PUPHS2D from which the user can choose. Mobilities for SiGe 
are complicated by alloy scattering and anisotropy.
2.6.1. Silicon M obility
One of the most widely used doping dependent mobility models was 
developed by Caughy and Thomas [Cau67] and is valid for both electrons and 
holes. PUPHS2D uses this expression in one of the two total mobility models 
for silicon. However, for electrons, the constants are taken from [Bac75], and 
for holes the constants of Plunkett and Stone [Plu77] are used. Temperature 
dependence of the lattice component is from [Jac77] and tem perature 
dependence for the impurity scattering component is from Sze [Sze81]. Lattice 
and impurity scattering limited mobilities are combined using Matthiessen's 
rule. The equations below are valid for holes and electrons.
M-I -  Mma:4
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N is the doping density, and other constants are given in table 2.1. Both 
majority and minority mobility are given by (2.24).
The other PUPHS2D model (see Arora [Aro82]) is a modified form of 
the Caughy-Thomas expression and includes both concentration and 








where Tn=T/300 is the normalized temperature, N is the total impurity 
concentration and the constants for holes and electrons are given in table 2.2.
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Majority and minority carrier mobilities are given by (2.25). Majority carrier
mobility values are within -13% of the reported experimental values for 
impurity concentrations up to about IO20 cm-3 and over a temperature range 
of 250-500K.
Table 2.2 Arora silicon mobility constants.
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L a I . .88 . .88









i . , -.146 -.146
In (2.24) and (2.25) the majority and minority carrier mobilities are 
assumed to be equal. These mobilities are also functions of total impurity 
concentration. Recent works have investigated the physics of heavily doped 
silicon. Swirhun reported minority carrier mobilities in silicon are about 
twice as large as majority carrier mobilities [Swi86a,Swi86b]. Scattering by 
donors is different from that by acceptors because repulsive potentials scatter 
less than attractive potentials of the same strength. The following model by 
Shigyo et al. [Shi90] presents carrier mobility as a function of minority and 
majority concentrations, not total concentration. The model is not available
in PUPHS2D but could be easily added (see chapter 3). Majority mobilities are 
from Masetti [Mas83] and minority mobilities are from Swirhun for holes and
electrons, Matthiessen’s fule joins P1̂ ority and ^majority/ considering Pphonon 
is incorporated into both Pndnority and pmajority.




Pp,phonon -4- AA QovnJ[ 9.23x1016 29
’ NA
_' T rri.7t:AU0.719 tJL n a  .; I + 6.1x1020
.2.23X1017. NA J (2.27)
and
Pp,phonon — 470.5 Ctn^/V-S^ (2.28)
Pp (Nfe/NA) — P*1p,minority(Nb) + p ^,Hiajority(NA)" P *p,phonon (2.29)
SiM ilArlyforelectronmobility:
Pn,Hiinority(NA) = 232 +
I +
18X101 (2.30)






Hn,phonon = 1417 Cm^/V-S^ (2.32)
and
Hn (N fe,N A ) = H *n,minority(NA) + fj. ^n,majority(Nfe) " P- ^n,phonon (2.33)
Note pn reduces to Hn,minority for Na »  Nfe, Mid Hn,majority fdr n A «  N d 
(and similarly for holes). This model gives good results for heavily doped 
silicon. Bandgap narrow ing in heavily doped silicon is smaller than 
predicted by Slotboom and Degraaff [Slo76] due to the larger minority carrier 
mobility. For more details the reader is referred to [Shi90] and [Ala87].
Figures 2.4 and 2.5 are graphs of silicon electron and hole mobility 
versus impurity concentration. Minority carrier mobility is about twice as 
large as majority carrier mobility in heavily doped material. Majority carrier 
mobility is very low in heavily doped material, but it is dependent on the 
dopant species.
2.6.2. Sii.xGex Mobility
There have been few reports on the measurements of mobility in 
strained Sij_xGex alloys. However, enhanced low-temperature mobilities 
have been observed for both holes and electrons [Jor85]. Manasevit et Al. 
[Mae82] reported enhanced electron mobilities At room temperature, but the 
Ge mole fraction of the samples was not accurately known. Monte Carlo 
simulations of electron mobility in heavily doped SiGe at room temperature 
indicate Hri will be almost 50% higher than for silicon due to the smaller 
effective mass in SiGe [Smi87]. In addition to phonon, impurity, and alloy 
scattering mechanisms, strain is expected to play a major role in determining 
carrier mobility. Due to strain effects, mobilities in SiGe are different for 
carriers travelling parallel and perpendicular to the direction of growth.
A logical approach to modelling mobility in strained SiGe was 
proposed by Racanelli [Rac89]. Expressions for phonon and im purity 
scattering, limited mobility as functions of conductivity and density of states 
effective masses are formulated And fitted to measured silicon mobility. 
Corrections to these mobilities are made by replacing the silicon effective
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masses with SiGe effective masses. Alloy scattering mobility is combined 
with phonon and impurity scattering mobility using Matthiessen's rule to 
give the total SiGe mobility. This model takes into account the different 
mobilities parallel and perpendicular to the direction of growth. Very large 
hole mobilities are predicted by the model, on the order of several thousand 
cm2/V-s in lightly doped SiGe. Electron mobilities are slightly higher than in
silicon. While this model addresses many of the strain effects on mobility, 
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Figure 2.4 Silicon electron mobility versus impurity concentration.
A conservative approach has been taken in the S ij.xG ex mobility 
m odel used in PUPHS2D. This model will suffice until accurate 
measurements of carrier mobilities in strained SiGe are published. Impurity 
and phonon scattering mobilities are assumed to be the same as in silicon. 
Alloy scattering mobility is combined with impurity and phonon scattering 
mobilities using Matthiessen's rule as shown in (2.34).
PsiGe = It̂ - + ——
\PSi Malloy/
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fig u re  2,5 Silicon hole mobility versus impurity concentration.
M-alloy :
S q h 4N
48jc4 x(1-x) m % m *d f /2[ A E f f k T (2.35)
In (2.35), N is the number of atoms per cm3 in the alloy, x is the Ge mole 
fraction, mc* and m^* are the conductivity and density of states effective 
masses, and AE is a material-dependent scattering parameter. In coherently 
strained Sij.xGex alloys, N can be expressed as:
(aSi)2 aSiGc ' (2.36)
where >si and  asiGe are lattice constants and agiCe is defined in  (1.13). m d * 
was defined for electrons and holes in (2.11) and (2.12) respectively. (2.11) 
must be redefined for SiGe because there are only four degenerate ellipsoids 
in the conduction band:
m ‘ = 0.7978 + S^xlO -4T. (2.37)
The conductivity effective masses depend on the direction of travel of the 
carriers. For electrons,
m ce = mt
m ce:
(parallel to growth) (2.38)
(perpendicular to growth). (2.39)
where mt* and mi* are the transverse and longitudinal effective masses of 
silicon (.19O5m0 and .9163mo respectively). Strain effects in the valence band 
are more complicated. Hole mobility in strained SiGe is believed to be greater 
than in silicon, and hole mobility is highest for transport perpendicular to the 
direction of growth. However, in this conservative approach, hole mobilities 
are sm aller than in silicon, and hole mobilities are assum ed to be 
independent of transport direction.
m ch = mhh (parallel and perpendicular) (2.40)
where m^h* is the silicon heavy hole effective mass. Recall only parallel 
mobilities are used in PUPHS2D at this time. Section 2.7 outlines an
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approach for modelling both parallel and perpendicular mobilities. AE in 
(2.35) is approximately 0.35 eV for electrons and 0.2 eV for holes [Rac89].
Figures 2.6 and 2.7 show the predicted electron and hole mobilities of 
four different SiGe alloys from (2.34). Note, these mobilities are less than the 
corresponding silicon mobilities. The silicon mobility by Arora was used in 
(2.34) for these calculations;
2.7. A pproachforM odelingStrainE ffects
•S .’‘S'•••%?;• *■; ♦***..«/. 1 ' ' : •
Some of the effects of strain on bandgap, density of states, effective 
masses, and carrier mobilities have already been investigated. There are 
additional strain effects on the electron and hole mobilities which must be 
addressed. Issues discussed'in this section have not been implemented into 
FUPHS2D at this time, but they can be important in certain device structures.iU ;(:
Due to the splitting o f the degeneracy in the valence and conduction 
bands, carrier mobilities are different depending on . whether transport is 
parallel or perpendicular to the growth direction,. This is an important effectI
in the calculation of parameters such as fmax, which both lateral and
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Figure 2.7 PUPHS2D Sij.xGex hole mobilities.
m obilities parallel to the direction of grow th, and this is a good 
approximation for most HBT geometries. Mobilities are defined between 
adjacent nodes, not at the node itself. PUPHS2D defines mobilities at each 
node and computes the average mobility between neighboring nodes when 
mobilities are needed in the discretised equations. The task of converting the 
code to enable the definition of both a parallel and perpendicular mobility is 
nontrivial, especially if field-dependent mobilities are used. Different 
mobility models m ust be used in the strained alloy for mobility vertically 
between nodes and mobility horizontally between nodes (see figure 2.8). The 
mobilities show up in the normalized Scharfetter-Gummel gufrent equations 
[SchSl]. Hole current densities given by arrows in figure 2.8 are:
where' AVl = Vi -Vl 





Electrostatic potential and carrier concentrations are evaluated at the nodes 
while mobilities and current densities are evaluated midway between nodes.
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Figure 2.8 Node spacing and evaluation points within a strained alloy for a 
two-dimensional finite center difference mesh. Mobilities and 
current densities are evaluated midway between nodes.
2.8. Sum inary
The PUPHS2D material parameters reflect well established silicon 
models but rather crude SiGe models in some instances. As more findings 
are published on transport properties of strained SiGe, materials parameters 
can be updated in the code. Procedures for updating material parameters is 
presented in chapter 3. A very conservative approach has been taken in 
characterizing SiGe strained layers, especially in the carrier mobility models. 
A lthough this conservative approach underestim ates SiGe mobility, the 
enhanced injection properties of the Si/SiGe heterojunction over a 
conventional homojunction are clearly illustrated in the perform ance 
advantages of the SiGe HBT versus the silicon BJT. Chapter 4 will address 
this issue in detail.
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CHAPTER 3: MODEL DEVELOPMENT
3.1. Introduction
PDPHS2D is an accurate drift-diffusion model for two-dimensional 
simulation of compositionally nonuniform structures. The program  has 
evolved over the past 10 years from a solar cell analysis program into an HBT 
design and analysis tool. A two-dimensional silicon solar cell program called 
SCAP2D was developed at Purdue in the early 1980's [Lun80,Gra82]. 
PUPHSl D, a pne-dimensional drift-diffusion program for the evaluation of 
heterostructures, was completed by Schuelke in 1984 [Sch84J. Paul DeMoulin 
combined the solution techniques of the two-dimensional code with the 
heterostructure form ulation into a program  called PUPHS2D [DeM88], 
originally developed for the analysis of GaAs solar cells. Heterojunction 
bipolar transistor capability and transient analysis were added by Paul Dodd 
[Dod89]. Most recently, the Si/Sii_xGex material system and field-dependent 
mobility have been added, and these additions are the subject of this chapter.
This chapter discusses the present structure of the code and two recent 
changes to PUPHS2D. First, the Sii_xGex material system has been added. 
Procedures for changing existing material param eters and adding new 
material systems are discussed. Second, the addition of field-dependent 
mobility to the code is examined in detail.
3.2. PUPHS2D Code Structure
3.2.1. General Structure
PUPHS2D consists of seven files plus a library of files containing the 
m aterial-dependent subroutines. Two additional files comprise the data 
retrieval program. There are only two material systems in the library at the 
present time, Si/Sii_xGex and A l^xGaxAsZGaAs. Other materials can be easily
added to the library (see section 3.2.3). PUPHS2D is written in FORTRAN 77. 
A brief description of each of the files in PUPHS2D is given below.
puphs2d,f:
input.f:
This file is the main program.
This file contains subroutines which read in and check 
each card of the input deck.
\ basis.f: ' basis.f contains the main routines which are called during 
during each execution of PUPHS2D, regardless of the 
type of analysis. These routines include the doping 
definition, mesh setup, nonuniform material parameter 
definitions^, equilibrium  solver, data table prin ting 
routines, data dump routines, and many others.
options.f: Control code for each specific analysis type in in options.f. 
The type of analysis is specified on the compute card of the 
input deck.
solver.f: The nonequilibrium solution routines are in this file.
linpack.f: This file contains the banded m atrix factoring and 
solution routines.
vector.f: vector.f contains vectorized versions of IMSL routines 
called in the linpack solver. If vector processing is not 
available, do not compile vector.f since these routines will 
be picked up by inclusion of the IMSL library. PUPHS2D 
uses the IMSL math library, version 10.0 or newer.
The material library consists of two files:
sigefib.f: M aterial-dependent subroutines for the S i/S ii,xG ex 
system are in this file. These routines include control 
code for field-dependent mobility, material parameters, a 
block of all default values anci variable initializations, and 
a subroutine to check that the appropriate material system 
file has been compiled.
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gaaslib.f: gaaslib.f is similar to sigelib.f. It contains material-
dependent subroutines for Al^.xGaxAs/GaAs.
T hedata retrievalprogram  consists of two files:
retrieve.!: This is the data retrieval main program.
massage.f: Routines used by the main program to massage the data
into a useful format are stored in this file.
Figure 3.1 summarizes the PUPHS2D code structure. When compiling 
PUPHS2D, one and only one of the material files m ust be compiled with the 
seven segments of PUPHS2D. A new character variable called SEMI has been 
defined on the MATTER card to ensure the proper material system file has 
been compiled. A disadvantage of this structure is a new material file must 
be created for devices comprised in a complex semiconductor system. For 
example, a new material file must be created to simulate an HBT which 
contains both silicon and GaAs layers.
PUPHS2 D







Figure 3.1 PUPHS2D code structure.
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3.2.2. Material Dependent Subroutines
The subroutines which comprise the material library files will be 
discussed in this section. As mentioned previously, there are only two 
material files in the library at this time, defining the Si/SiGe and the 
AlGaAs/GaAs systents. A lthough both files contain the same basic 
subroutines, emphasis will be on the Si/SiGe system.
M aterial-dependent subroutines serve m any different purposes. 
Aihorig these are the definition of material parameters, setting low-field 
carrier mobilities, and providing control code for field-dependent mobility. A 
subroutine called CHSEMI checks the string in the variable SEMI in the input 
deck against that set in CHSEMI to ensure the user has compiled the correct 
material file. SEMI is set to GESI for silicon and Si/SiGe structures and 
ALGAAS for AlGaAs/GaAs devices. The subroutine BANDX defines most of 
the semiconductor material parameters as a function of mole fraction. These 
parameters are bandgap, electron affinity, density of states, bandgap narrowing 
and dielectric constant. Changing models for material parameters is as easy as 
finding the subroutine BANDX. Low-field carrier mobilities are set in 
SETMOB. Two silicon mobility models are available (see section 2.6.1). The 
character variable MOBSI on the ENERGY card determines which model is 
used. Subroutines defining the Caughy-Thomas and Arora models are called 
in SETMOB. These subroutines are MOBCT and MOBAR respectively, and 
the variable MOBSI should be set to CT for the Caughy-Thomas model or AR 
for the model by Arora. Additional mobility models can be used by writing a 
new subroutine to define the mobility, altering SETMOB to accommodate the 
new model, and adding a new definition for the character variable MOBSI in 
the subroutine RENRGY (located in input.f). Control code for field- 
dependent mobility is in LOCALE. Expressions for electron and hole mobility 
as a function of effective electric field are defined. A subroutine for damping 
the changes in mobility between iterations is included as well. Finally, a block 
Of all PUPHS2D global variables is in each material file. Defaults for the 
appropriate material system are set, and each global variable in PUPHS2D is 
initialized. Defaults can be changed as deemed necessary.
3.2.3. A ddition of Material System s
New material systems can be added to the material library. The easiest 
way to add a new material system is to copy one of the existing material files 
and change the material parameters, field-dependent mobility expressions, 
variable defaults, and semiconductor check subroutine. A new option must 
be added to the variable SEMI in the subroutine RDEVICE (in input.f) for 
checking that the proper material system file has been compiled. Accuracy of 
the new material parameters must be assessed. Some experimentation will be 
required on field-dependent mobility to achieve convergence in as few 
iterations as possible. The remainder of this chapter discusses issues related 
to field-dependent mobility.
3.3. Field-D epehdentM obility
3.3.1. Introduction
The carrier mobilities presented in chapter 2 displayed dependence on 
doping and m aterial composition. These low-field m odels m ust be 
considered incomplete since they do not model a very important effect. High 
electric fields present in the base-collector junction region of a bipolar 
transistor are likely to saturate the carrier drift velocity. Velocity saturation is 
an im portant effect since carrier transit time across the base-collector space 
charge region and through the collector influences the high frequency 
perform ance characteristics of heterojunction bipolar transistors. The 
magnitude of drift velocity is the product of mobility and the force which 
drives the carriers, and so saturation of drift velocity can be accounted for by a 
reduction of the effective carrier mobility.
As device dim ensions continue to shrink, the drift-diffusion 
approximation becomes less valid and hot carrier effects more important. 
A lthough the use of a field-dependent mobility model allows velocity 
saturation to be modeled, other hot electron effects such as velocity overshoot 
and ballistic transport are not predicted. Monte Carlo techniques and 
hydrodynamic models have become very popular for the simulation of hot 
carrier effects. An alternative method for modeling velocity overshoot has 
been incorporated in a drift-diffusion model. In augmented drift-diffusion
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[Tho82], an additional term in the current density equations is used to model 
the effects of spatially varying electric fields. This formulation is not ready for 
use, however, because accurate evaluation of coefficients in the model has 
not been completed.
A full energy and momentum balance equation solution is necessary to 
provide the best mobility model. The consequence for solving the energy and 
m om entum  balance equation in addition to the basic sem iconductor 
equations is additional computing time. Simple field-dependent mobility 
expressions are used in PUPHS2D to model hot carrier effects. The 
form ulation of this m odel, its im plem entation into PUPHS2D and 
convergence of solutions will be discussed in the following sections. 
Simulation results are presented at the end of the chapter. SiGe field- 
dependent mobility is assumed to be the same ^s in silicon.
3.3.2. M odelFqrm ulatipn
Caughy and Thomas [Cau67] developed one of the first field-dependent 
mobility models for silicon. This model includes an expression to fit 
measured data of carrier drift velocity dependence on electric field strength 
[Nor67]. The following expression fits these results well:
(3.1)
In (3.1), En and Ep are the effective electric fields acting on electrons and holes 
respectively and vm, 0, and EcrJt are constants. Table 3.1 gives values of these 
constants fpr both holes and electrons. Field-dependent mobility is the ratio 
of velocity to electric field strength
Vn,p ~  Ym ‘
Ecrit
MO









and is consistent with measured values. (3.2) is a widely used expression for 
field-dependent mobility, and many different numerical values for Ecrit and P 
have been published. Table 3.2 summarizes these findings.
Table 3.1 Caughy-Thomas velocity-field constants.
parameter electrons holes
Vm (cm/sec) Ilx lO 7 9.5x106
Ecrit (V/cm) 1.95x104 8.0x103
.Vt ; ■ > / ■ 2
: I  '■
Table 3.2 Field-dependent mobility constants used in (3.3).
E^rit (V/cm) Eprit (V/cm) Pn Pp reference
8.57xl03 LSxlO4 1.11 1.21 Can75
8.7X103 1.2xl04 2.9 2.6 Coe80
7.396xl03
4
2x10 I ■ I DAv79
PxlO3 1.95xl04 2 I Hei73,Man75
Temperature dependence of these constants has been investigated as well. 
Equation (3.3) can be rewritten to express mobility as a function of saturation 
velocity by making use of the relation
Vgat = it Ecrit. (3.4)
This is not a physical relation since saturation velocity is not a function of 
impurity or phonon scattering. The new expression is:
Hn,p:
14M V p i
V„.pS (3.5)
Note E in (3.3) has been replaced by F, which is defined as the driving force of 
the carriers in (3.5). This will be elaborated on later. Numerical values for 
vsat and (3 are summarized in table 3.3.
Table 3.3 Field-dependent mobility constants used in (3.5).
v ®at (em/sec) v*at (cm/sec) reference
I .IxlO7 
l.OxlO7
9.5x10 6 2 '
: . i
: ' I Eng81
Dari80,Kot79
PUPHS2D uses (3.5) to model Velocity saturation of holes with p=l. A slightly 
different expression for field dependence of electron mobility is implemented 
in PUPHS2D [Jag69].
2 PnO
l M  I 4 /2 PnO FnI2
I  * F  I
with temperature dependent saturation velocities given by:
Vnat = 1.45xl07^/ t a n l cm /s
and




The V^ell known device simulator MINIMOS uses (3.5-3 8) with energy 
balance to model hot carrier effects. Temperature dependent saturation 
veldcities are from [Ahm86] and represent fits to experim ental data 
[Can75,^Lhm86]. Carrier mobility and carrier velocity versus driving force are 
plotted iii figures 3.2 and 3.3. Field dependence of electron mobility is given 
by (3.6), and hole field-dependent mobility is given by (3.5). vnsat and Vpsat 
are given in (3.7) and (3.8) respectively. Silicon low-field mobility is 
approximately 1340 cm2/V-s for electrons and 460 cm2/V-s for holes. Carrier 
velocity is simply the product of mobility and driving force:
IvrJ =  -  P n-F n  (3 .9 )
MJ — IxP f P . (3.10)
Mobility versus driving force curves given by (3.3), (3.5) and (3.6) are very 
similar in  shape. The crucial parameter in these expressions is F.
Nothing has been said about the driving force of carriers, but this is an 
extremely im portant parameter. The simplest interpretation is that the 
driving force is the component of electric field in the direction of current 
flow:
P  _  E n,p-Jn>p
W  0 ,1 ,
If (3.11) defines the driving force, carrier velocities given by (3.9) and (3.10) 
may be inaccurate. (3.9) and (3.10) hold true only if the diffusion current 
component is negligibly small. This assumption is violated in the base and 
base-emitter space charge regions of a bipolar transistor where diffusion of 
carriers dominates over drift. Also, a non-trivial problem arises when the dot
40




Figure 3.2 Mobility versus driving force.
Carrier velocity versus Driving Force
driving force V/cm
Figure 3.3 Carrier velocity versus driving force.
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product of current density and electric field is positive in (3.9) or negative in 
(3.10). Such a situation can arise locally when the diffusion current 
component dominates the drift component. Device simulators have avoided 
the latter problem by defining the driving force as:
(3.12)
but this interpretation may give inaccurate field-dependent mobilities in 
aLreas of the device where diffusion dominates. The gradient of the quasi- 
Fermi potential is more appropriate to use as the driving force. This idea was 
firstproposed by Gokhale. [Gok70];
%  =  -V < |> n ,p  . (3.13)
A simple derivation of (3.13) is in order. The derivation is presented for 
electrons, and a similar process can be repeated for holes. Assumptions are 
the lattice temperature, T, is constant and the Einstein relationship holds. 
Electron current density can be expressed as:
J n  =  q P n n E n  +  q D n V n . ( 3 . 14)
where (3.15)
Electron concentration in terms of the quasi-Fermi potential is:
» = m CxlI ql I ? " 1] • (3.16)
V Vn = n « p [ ( VV ‘ V*»)- (347)
but E = -VV (3.18)
apd (346) can be rewritten making use of both (3.16) and (3.18):
V n  =  K T n  ( ^  +
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Substitution of (3.19) back into (3.14) gives:
J n  =  -  q̂ nnV<j>n . (3.20)
For holes, Jp = - qM-pP V(J)p . (3.21)
The gradient of the quasi-Fermi potential always points in  the direction of 
current flow. Clearly, this is the appropriate driving force since both drift and 
diffusion are accounted for.
A full energy and momentum balance equation solution is necessary to 
provide the best possible mobility model. MINIMOS 4 uses an energy balance 
w ith field-dependent mobility to model hot carrier effects. Hansch and 
Miura-Mattausch [Han86a] developed an approximate solution, of the energy 
and mobility equations which Was feasible to use in conventional code. Their 
rationale was based on the observation that the classical current equation is 
rigorously valid in the limit of low fields. High-field effects enter through the 
saturation of drift velocity. The model uses a local field-dependent mobility 
and thermal voltage Ux in the modified current relationship:
J n  =  Q M n n E n  +  q F n V ( n U T ) . ( 3  2 2 )
(3.5) and (3.6) are used to model hole and electron mobility, and the thermal 
voltage is given by:
Ut = Uto + J t e V̂ at 1 1
,M-LIF M-LI/ (3.23)
w here Uto- 3K T/2, Te is the energy relaxation time, P u  is the low-field 
m obility, and P lif  is the field-dependent mobility. T is not the lattice 
tem perature but the effective carrier temperature. (3.23) is valid for both 
electrons and holes. The driving forces for electrons and holes are:
Fn = f£i-jLV(nUTj (324)
and F P = I g P + p % U T | (3.25)
which reduce to the gradient of the quasi-Fermi potentials in the limit Te=0. 
H ot electron effects m odify conventional carrier transport in submicron
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devices. This is clearly evident in the MINIMOS sim ulation results of a 
short-channel MOSFET by Hansch and Selberherr [Han86b].
To sum m arize, equations (3.26) and (3.27) give the PUPHS2D field- 
dependent mobility expressions for electrons and holes respectively.
2 IXn0




V sat V p (3.27)
Saturation velocities are given in (3.7) and (3.8). Users have two options for 
the carrier driving force; the magnitude of electric field, I En ^ I, or the gradient 
of the quasi-Fermi potential in the direction of current flow (3.28). The 
form er is invoked by setting the variable FORCE in the ENERGY card to 
EFIELD and the latter by setting FORCE to GRDQFL. (3.28) is used instead of
(3.13) since the direction of the gradient of the quasi-Fermi potential may be 
slightly altered in the discretisation. The default of FORCE is the gradient of 




In areas of the device where current density is very small, (3.28) is replaced by
(3.13). The Einstein relationships have been assum ed to hold true thus far 
(3.29 and 3.30), with T defined as the lattice temperature.
Du
(3.29)
Ti — k T ..^p--q-H p (3.30)
Since the lattice tem perature is fixed, the carrier diffusion coefficients given 
by the Einstein relations show a very strong dependence on electric field. In 
actuality, the diffusion coefficients show a dependence on electric field but not
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nearly as strong as the Einstien relations predict. Figure 3.4 shows m easured 
results and Monte Carlo predictions of the electron diffusivity in silicon as a 
function of electric field. H ow ever, the Einstieii relations are valid  
everywhere in the device if T is interpreted as the carrier tem perature due to 
high fields. Energy balance approaches use this definition of T in the Einstien 
relations to compute the carrier diffusion coefficients. An option is left to the 
user as to whether the carrier diffusivities are to be updated using (3.29) and 
(3.30). The logical variable UPDIFF on the ENERGY card should be set to 
TRUE to update the diffusion coefficients. UPDIFF defaults to TRUE.
3.3.3. Solution of the Semiconductor Equations
Before jum ping into the details of im plem enting fi§ld-dependent 
mobility in PUPHS2D, a brief review of the semiconductor equations and 
m ethod of solution is presented. For more details, see [Dod89]. Poisson's 
equation and the current continuity equations describe the behavior of
• • • M
T » 300 K S i - electrons 2
=__  j> < 111 >
P J L  }> <ioo>a  10
Figure 3.4 Electron diffusivity in lightly doped silicon as a function of field 
at 300K. Figure reprinted from [Jac89].
carriers in a device, 
conditions are:
The basic semiconductor equations under steady-state
V2V = (Nal - Md + n - p) (3.31)
V 'Jn -  q(R -G) (3.32)
V Jn = q(R -G) (3.33)
In (3.31-3.33), Jh and Jp are the electron and hole current densities and R and 
G are the recombination and generation rates per unit volume, The current 
densities in compositionally non-uniform devices are given by:
Jn = -qn|inV(V + Vn) + qDnVn
Jp = -qPMpV(V - Vp)- qDpVp ^
Vn and Vp are the band parameters defined by:
qVn = X-X^f + kT I i l - ^  
LNcrefJ






where % is the electron affinity, Mc and Ny are the conduction and valence 
band density of states, Eg is the energy bandgap of the semiconductor, and the 
subscript "ref" indicates that param eter is evaluated in some reference 
material. PUPHS2D assumes Boltzmann statistics, and the Einstein relations 
are assumed to hold true.
The semiconductor equations are discretised and written in terms of 
the current densities, electrostatic potential, carrier concentrations, and 
generation and recombination rates.
fv ^  f(V,n,p) = 0




fp — f(Jp,R,G) -  O (3.40)
Current densities are discretised using the well-known Scharfetter-Gummel 
discretisation, bu t the Einstein relation is rem oved from the current 
equations since it is not valid in regions of high electric field [Bea88]. The 
appropriate boundary conditions are applied at the contacts.
This set of nonlinear equations m ust be solved analytically. The 
Newton iterative technique linearizes the problem. In matrix form, the 
Newton technique is expressed as:
J (uk)Auk+1 - -F fa fc) ■ ■ (3.41)
where F is the vector of equations (3.38)-(3.40) and Uk is the vector of the 
unknowns at each node after the kth Newton iteration.
fv 1,1 ‘v i,r
fn 1,1 n 1,1
fP I-1 P 1,1
>• ■ H
ft;. • :
fv m,n v  m,n
fn m,n n m,n
_fp in,n_ • ; „P m,n_ (3.42)
I  is the Jacobi matrix which contains derivatives of of each of the nodal 
equations with respect to the nodal variables. For improved convergence, the 
matrix equation is formulated in terms of the electron and hole quasi-Fermi 
potentials, <|>n and <}>p. The correction vector Auk+1 consists of corrections to the 
variables v,<t>n and <j>p. Carrier concentrations are computed from:
n = nj ref exp q ( v  +  V n - <l>n)
kT
P = nirefexp




The problem is a linear system of equations of the form Ax = b at each 
Newton iteration, where A is the Jacobi matrix, x is the vector of corrections.
and b is the vector of equations to be solved evaluated at the last iteration. 
Each iteration solves the matrix equation for die correction vector Auk+1. uk is 
updated prior to the next iteration. After several iterations, hopefully Auk+1 
approaches the zero vector and the solution has converged. However, due to 
the highly nonlinear nature of the problem, the solution may diverge.
3.3.4. Model Iinplementation
Solution of the basic semiconductor equations simultaneously with the 
field-dependent mobility expressions (3.26 and 3.27) is sought. Users also 
have the option of not solving the field-dependent mobility equations. An 
iterative, uncoupled method of solution is employed. A separate subroutine 
controls the field-dependent mobility. The partial derivatives of the 
mobilities with respect to the unknowns, namely electrostatic potential and 
the quasi-Fermi potentials, are not included in the 'Jacobian. A simulation 
study in two dimensions [Fra83] has shOwh no Significant loss in the rate of 
convergence when the partial derivatives are left out of the Jacobian. There 
are advantages to solving the problem with an uncoupled technique. 
Computing the partial derivatives of mobility to use in the Jacobian is time 
consuming, and these m ust be evaluated separately for each different 
material system. The flowchart in figure 3.5 describes the field-dependent 
mobility solution algorithm.
The solution algorithm proceeds as follows. Unknowns V, <|>n and <j>p 
are solved for, and the effective carrier driving force in the direction of 
current flow is computed. PUPHS2D allows one to choose either the 
magnitude of the electric field or the gradient of the quasi-Fermi potential in 
the direction of current as the effective carrier driving force. Field-dependent 
mobilities are computed after each iteration. A check is performed to see if 
the electron mobility has converged to within a user-specified tolerance in 
percent. The default is 5 percent. Only the electron mobility is checked for 
convergence. If the electron mobility has not converged, the change in 
electron mobility is damped and both electron and hole mobility are updated. 
When the electron mobility converges, FINISH is set to TRUE and mobilities 
are no longer updated. The Idwer loop of the flowchart is effectively 
removed, and iteration proceeds until the solution has converged.
^  BEGIN J
Solve for V,<t>ff $
finish -  true ?
^  STOP j
Compute Eeff, pn(Eef̂  p^E ef̂
Damp Ap
U pdatepn Pp (DirD ^
finish = truechanging
Figure 3.5 Field-dependent mobility algorithm flowchart.
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Several options for damping the changes in mobility are available. 
Any combination of the options is allowed, and damping can be omitted by 
allowing the damping variables assume their default values. Mobility change 
is calculated by:
Ann = l w ^ l1dXlOlW
Mold (3.45)
The variable ALPHA damps the change in electron mobility by the power 
ALPHA:
A p n =(A )IirJf5t (o  < a <  l )  (3.46)
In (3.46), Apn is in percent. The default value fpf AfePHA is 1.0. GAMMA 
specifies the maximum allowable change in electron mobility (in percent) 
between iterations. The default value for GAMMA is 1000%. DAMPMU is a 
logical variable which, if true, computes the new electron mobility using 
(3.47):
Pn = Pn ( I iA p n) ;  (3.47)
Mobility change is added if pnew > p0i<j. The default value of DAMPMU is 
FALSE. ‘
Convergence of the solution depends on the device structure. 
Nonrectangular geometry devices (devices with insulator regions) tend to 
have problems with convergence when field-dependent mobility is activated 
and UPDIFF=FALSE. The solution converges if the diffusivities are updated 
w ith the m obilities, bu t these values of diffusivity are know n to 
underestimate the actual values in silicon. High frequency characteristics 
such as fx are more accurate when field-dependent mobility is activated. The 
solution for most devices converges quickly without damping the changes in 
mobility. The magnitude of electric field is an option for FORCE rather than 
the component of electric field in the direction of current flow since the latter 
has problems with convergence. Figure 3.6 shows how the residual norm 
decreases for both constant and field-dependent mobility in a non-planar




Figure 3.6 Convergence of solution for field-dependent mobility and 
constant mobility models.
bipolar transistor with MMXPCT=I (the maximum percent change in electron 
mobility allowed for self-consistency), UPDIFF=TRUE, and bias steps of 0.1 
volt. In general, field-dependent mobility requires 1-3 additional iterations 
per bias point which amounts to less than 20 percent more CPli time.
3.4. M odel Verification
3.4.1. Introduction
Two significant changes have been made to PUPHS2D; the addition of 
both field-dependent mobility and the Si/SiGe material system. In order to 
assess the accuracy of the numerical model, two test cases will be examined.
In each of the test cases, a device structure with variation in only one 
dimension is simulated in two dimensions due to the lack of simple analytic 
solutions for two-dimensional problems. Simulation results for a silicon 
NIN diode are presented, arid qualitative arguments are used to verify the 
accuracy of the field-dependent mobility models. Simulation results of a 
silicon homojunction diode and a Si/Sio.8Geo.2 heterojunction diode are 
compared with analytical solutions to verify the accuracy of the SiGe material 
parameters.
3.12. NIN diode
The silicon NIN diode in figure 3.7 is the structure for simulations in 
this section. The device is basically a ohe-dimensiohal structure, and 
simulation results are presented in one dimension since there is no variation 
in the other. This device was simulated with and without field-dependent 
mobility. Figures 3.8 through 3.11 are results for a simulation with field- 
dependent mobility. In this example, UPDIFF=TRUE (diffusion coefficients 
are updated using the Einstien relationship) and FORCE=GRDQFL (the 
driving force of the carriers is the gradient of the quasi-Fermi potential in the 
direction of current flow). Plots of electron concentration, electric field, 
electron mobility and electron velocity versus position are shown for several
0.1pm 0.4pm 0.1pm
Figure 3.7 NlN diode device structure.
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biases. Positive bias is applied to the right side of the device (x=0.6|om). As 
the bias increases, the electric field in the intrinsic region increases. Electron 
mobilities in the intrinsic region decrease with increasing bias and are well 
below their equilibrium values. In the n+ regions, the electron mobility is 
low due to heavy doping effects. Some nonphysical results are evident in the 
electron concentration and electron velocity plots. As the bias increases, a 
sharp valley in electron concentration forms near the boundary of the 
intrinsic and n+ regions (x=0.5|i.m). This leads to a spike in the electron 
velocity since velocity is proportional to electron current density divided by 
electron concentration (the spike disappears when the diffusion coefficients 
are not updated as illustrated in figure 3.13). Clearly these results are 
nonphysical. They are a consequence of updating the electron diffusion 
coefficient using the Einstien relation. The extremely low electron diffusivity 
prevents electrons in the n+ region from diffusing ihto the intrinsic region at 
x=0.5|xm. Current voltage characteristics for the NIN dibde are given in 
figure 3.12 for simulations with and without field-dependent mobility. 
Current is considerably lower with field-dependent mobility due to low 
electron mobility. Updating the diffusion coefficients has little effect on the 
IV characteristics. The electron velocity curves (v=l.5 volts) in figure 3.13 
demonstrate the most important effect of field-dependent mobility, velocity 
saturation. Electrons have excessive velocities if velocity saturation is not 
modelled. Electrons are faster in the N + regions for the case of no field- 
dependent mobility since the electron current density is higher. Since the 
electron diffusion coefficient is dependent on electric field (see figure 3.4), the 
actual electron velocity versus position curve w ou ld  resem ble the 
update=true curve in figure 3.13 without the spike.
3.4.3. SiG e Heterojunction D iode
The accuracy of the SiGe material parameters will be demonstrated by 
simulation of a one-dimensional heterojunction diode. Figure 3.14 shows 
the device structure. Sim ulation results for a hom ojunction and 
heterojunction diode are compared in order to show the superior injection 
properties of the heterojunction. The heterojunction diode consists of an N +
Electric field versus position




Figure 3.8 Electric field magnitude in an NEnT diode.
Electronmobility versus position
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Figure 3.9 Electron mobility in an NIN diode.
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Figure 3,10 Electron concentration in an NIN diode.
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Figure 3.15 IV characteristics of the silicon hom ojunction diode and 
Si/SFgGe^ heterojunction diode.
silicon region and a short-base Si gGe 2 P region. This junction is similar to 
the base-emitter junction of an HBT.
IV characteristics are illustrated in figure 3.15. Under moderate 
forward bias conditions the current in an N+P diode can be expressed as:
where A is the area of the junction, Dn is the minority carrier electron 
diffusion coefficient, W is the width of the quasi-neutral base (P region), is 
the acceptor concentration, n ^  is the intrinsic concentration in the p region, 
is the applied bias, and n is the ideality factor. Both diodes exhibit regions 
of ideal current, the linear portion of each curve for which n=l, in forward 
bias. The actual values of n from figure 3,15 are 1.04 for the silicon diode and 
1.05 for the Si/SiGe diode. As the junction is biased further, the ideality factor 
increases due to high level injection, and series resistance further increases n 
at even higher bias. The onset of high level injection occurs at a lower bias in 
the heterojunction diode which is expected since there is considerably more 
current flowing than in the homojunction diode. A quick examination of 
(3.48) shows the current is proportional to Uj2Dn in the P region. Hence the
ratio of current in the heterojunction diode to that in the homojunction 
diode at a given bias in the n=l region should be:
Ihetero _  (SiGe)Pn(SiGe)
Ihomo H^(SJ)Dr(S) (3 .4 9 )
where nj is evaluated in the P region. Using PUPHS2D calculations of 
intrinsic concentrations and diffusion coefficients, this ratio is about 1200, 
Data from figure 3.15 shows this ratio to be about 1000. The conduction band 
discontinuity was specified to be 15% by setting DECFRC=0.15 on the 
MATTER card in this simulation. However> the above analysis is valid only 
for AEc=O. Simulation shows the current ratio increases slightly when AEc=O.
The superior injection properties of the heterojunction are obvious 
from the electron concentration plot in figure 3.16. A forward bias of 0.7 volts
Electron concentration
position (microns)
Figure 3.16 Electron concentration in the silicon homojunction diode and 
Si/SiGe heterojunction diode for Va=0-7 volt.
is applied to the device which results in high-level injection since the 
electron concentration in the P region is much greater than the hole
concentration in the base. Far more electrons are injected into the P region if 
it is Sio.gGeo.2 rather than silicon. The valley in electron concentration near 
the heterojunction is due to the small conduction band discontinuity, about 
0.02eV, in a Si/Si gGe 2 heterojunction. Excess electron concentration in each 
diode is plotted in figures 3.17 and 3.18. Current in an N +P diode is 
proportional to the slope of the excess electron concentration in the P region 
(see [Neu83]), and from these figures, it is obvious that the gradient is much 










Figure 3.18 Excess electron concentration in the Si/SiGe diode for VA=0.7V
3.5. Sum m ary
PUPHS2D has undergone two major changes recently. The Si/SiGe 
material system has been added, and the code structure has been altered to 
easily accommodate additional material systems as well. The addition of 
field-dependent mobility allows accurate simulation of hot carrier effects. 
Two one-dimensional structures have been simulated to asses the accuracy of 
the field-dependent mobility model and the SiGe material parameters. The 
results indicate the models do indeed predict physical findings. Some 
interesting physical phenom ena have been investigated in these one­
dimensional examples. However, PUPHS2D is a two-dimensional device 
simulation tool. In chapter 4, results of two-dimensional simulation of BJT's 
and HBT's are presented and studied.
CHAPTER 4: A SIMULATION STUDY OF HIGH-SPEED BIPOLAR
TRANSISTORS
4.1. Introduction
High-speed bipolar transistors have important applications in digital 
circuits and as m icrowave devices. Sem iconductor m anufacturing 
technology has become very sophisticated in recent years to meet the demand 
for such high performance devices. With all of its processing advantages, 
silicon is by far the most cost-effective material in which devices can be 
fabricated. Bipolar transistors with room tem perature unity current-gain 
cutoff frequencies (fj) of nearly 50 GHz have been fabricated in silicon 
[Sug89,Cra90]. However, limitations imposed by breakdown voltage, base 
resistance, and punchthrough limit the applications of these devices. Silicon 
BJT's are reaching fundam ental limits imposed by the nature of the 
sem iconductor. Si/SiGe heterojunction bipolar transistors offer the 
im proved performance of heterojunction technology and many of the 
processing advantages of silicon.
The goal of this chapter is to give some insight into the future 
performance of high-speed bipolar transistors fabricated in silicon and SiGe 
technologies. Computer simulation of both silicon and Si/SiGe transistors 
will allow some predictions of the future of SiGe technology and its 
advantages over silicon. Field-dependent mobility is m odeled in the 
simulations in Order to more accurately model high field transport. The 
chapter begins with a simulation of a conventional NPN silicon bipolar 
transistor. This will give the reader confidence in PUPHS2D as an accurate 
two-dimensional transistor simulation tool. Shortcomings of the design will 
be discussed, and an improved design is presented along with simulation 
results. Next, advanced SiGe HBT's are studied beginning with a SiGe HBT 
with a constant SiGe mole fraction in the base. Various design options such 
as base grading and junction grading are investigated, and their effects on
IiSiiiii
performance are presented. Finally, a study on possible improvements to the 
advanced devices for higher f j 's  is presented. A brief summary of the results 
concludes this chapter.
4.2. Conventional Silicon Bipolar Transistors
Conventional silicon bipolar transistors typically have diffused or 
implanted regions in a lightly doped epitaxial layer. A heavily doped sub­
collector provides a good ohmic contact and a low resistance path for carriers 
as they are Collected. The transistor which is examined in this section is 
similar to the conventional 20 GHz homotransistor presented by  Ugajin 
[Uga89]. By making use of sym m etry/the device structure can be made very 
simple. Figure 4.1 gives the conventional BJT device structure used in the 
PUPHS2D simulations for this section. The emitter is 1000 A wide with a 
complementary error function doping profile. In order to model the effects of 
a polysilicon emitter, a hole recombination velocity of IO5 cm /sec is set at the 
n-type contacts. The base is 1000 A wide with a Gaussian doping profile and a 
peak doping of IOl8 cm-3. Thfe. collector doping is 5xl016 cml?, Prominent 
features of the design are the 1000 A base width, lightly doped collector, and 
relatively large surface features such as the two micron base contact. 
Simulations were performed with and without field-dependeht mobility for 
Vc e =I volt and Vbe biases ranging from 0 to 1.2 volts.
The aforem entioned design features are very im portant to the 
operation of the device. Three important issues in the design of bipolar 
transistors are base resistance, base-collector junction breakdown, and base 
punchthrough. Low base resistance is desired in most applications. 
H ow ever, b reakdow n and  base punch th ro u g h  are undesirab le . 
Purichthrough will not occur since this particular device has a relatively wide 
base and moderate base doping. The base and collector are not highly doped, 
and the collector-base reverse bias is small enough that the junction will not 
break down. As the base width is scaled down in transistors, these factors 
become increasingly more important. The relatively large feature sizes make 
for large parasitics, which in turn add to the electron transit time and decrease 
f j. The base transit time is the largest delay time in this device due to the 
large base width. Faster devices can be realized by considering these issues.
■ ■




Figure 4.1 Conventional silicon bipolar transistor device structure.
Figure 4.2 Electron concentration in the conventional silicon BJT at a bias 










Figure 4.4 Recombination rate at Vg£ = 0.9 volt, Vce = 1.0 volt.







Figure 4.6 Gonventional silicon bipolar transistor Gummel plot.
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Figure 4.7 Current gain of the conventional silicon bipolar transistor.
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Figufie 4.8 Unity gain cutoff frequency for the conventional transistor.
Figures 4.2 through 4.5 illustrate some of the internal device physics of 
the transistor. The bias of Vce=I-O Volt, Vbe=0.9 volt corresponds to the bias 
at maximum fp. A log plot of electron cohcentratioh (figure 4.2) shows lateral 
diffusion of electrons ih the quasi-neutral base and depleted collector. The 
transistor is operating at a high injection level at this base-emitter bias. The 
insulator region Ts very effective ih preventing carriers from crossing its 
boundaries. The electric field magnitude plot shows the electric field is strong 
in the base-collector depletion region. The collector-base depletion region in 
this device is over 2000 A wide. The plot of recombination rate in the device 
(figure 4.4) reveals recombination is dominant at the emitter contact where 
holes are recombining. This is due to the hole recombination velocity set at 
the n-type contacts. Each of the devices in this section are modeled with a 
polysilicon emitter contact. A plot of hole concentration (figure 4.5) shows 
considerable injection of holes into the emitter. This should not happen in
70
Terminal characteristics in the form of a Gummel plot, current gain 
versus collector current, and f j  versus collector current are shown in figures 
4.6 through 4.8 respectively; The Gummel plot shows both Ig and Ic have a 
region of ideal current, and, at high bias, the current decreases due to high 
level injection. In the low bias region, some recombination is occurring in
the base as evidenced by the small slope of the base current ciirye. Transistor 
current gain is behaves as it should. Current gain is relatively constant until 
high injection effects degrade the collector current and current gain. 
Simulations were run with and without field-dependent mobility. Field- 
dependent mobilities decrease both f j  and current gain. This is due to the 
smaller which results from velocity saturation effects. Figure 4.8 shows f j  
as a function of collector current, fx reaches a maximum of 26,6 GHz without
field-dependent mobility and 17.1 GHz with field-dependent mobility. This 
result is consistent with the internal physics since electrons traverse the 
collector-base space charge region, which is relatively wide, with lower 
velocities due to velocity saturation.
4.3. Advanced Silicon Bipolar Transistors
Sophisticated silicon bipolar transistors fabricated in modern research 
labs have very small base widths. The bipolar transistor in figure 4.9 [Sug90]
has a base w idth of only 450 A, less than half that of the conventional 
transistor. This has a sizable impact on fj- The base doping has to be 
increased in order to prevent punchthrough. But increasing the base doping 
will degrade current gain, so the emitter can be doped m ore heavily to offset 
this effect. The emitter junction is graded 32 nm with a complementary error 
function to reduce the junction capacitance. Again, the hole recombination 
velocity at the emitter contact is set to IO5 cm /sec in order to model a 
polysilicon contact. The collector of this device is also heavily doped to 
prevent the Kirk effect, but not so heavily doped that junction breakdown 
occurs for Vc e =T volt. This device was simulated with field-dependent 
mobility. Figures 4.10 through 4.12 characterize the performance of this 
device, f j  for this device is about 44 GHz, more than double that of the 
conventional transistor! This result is in good agreement with the perform-
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Figure 4.9 Advanced silicon bipolar transistor device structure.
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Figure 4.10 Unity gain cutoff frequency for the advanced bipolar transistor.
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Figure 4.12 Gummel plot for the advanced silicon bipolar transistor .
ance of similar devices presented in [Sug89,Cra90]. The large difference in 
is accountable in die smaller base width and heavier collector doping of the 
advanced silicon BJT. The current gain of this transistor falls off rapidly at 
high bias due to current crowding effects. Iinprovemehts are limited for 
silicon devices with f^'s approaching 50 GHz due to constraints imposed by 
base resistance, breakdown, and base punchthrough. Before proposing 
possible improvements to the device, analyses of the delay components in 
advanced bipolar tmhsistors must be studied (section 4.6>).
4.4. Conventional SiGe HBT's
The first modern Si/SiGe HBT's were fabricated about four years ago 
[Pat88,Tem88,Tat88]. Attempts to fabricate Si/SiGe HBT's prior to 1988 were
were not as successful because of the relatively immature strained layer HBT 
growth technology. However, the HBT's referenced above displayed 
advantages of the heterojunction such as higher collector currents than 
Silicon devices at the same bias. Current gains for these HBT's were on the 
Order of 10. The base of these early SiGe HBT's consisted df Sid# with a 
constant germanium mole fraction in the base, and base widths Were on the 
order of 800 A. In this section, the performance advantages of a SiGe HBT 
will be demonstrated. The transistor structure is given in figure 4.13, and the 
device is. similar to the advanced silicon BJT. The emitter doping is lower 
than that of the silicon BJT (I O20 cm-3 versus 3xl020 cm*3), and the base has a 
constant germanium mole fraction of 8%. Carrier lifetimes in the SiGe base 
are set to IO*7 seconds (silicon lifetimes are IO*6 seconds). Carrier lifetimes in 
SiGe are believed to be smaller than silicon carrier lifetimes. Although 
lifetimes are somewhat doping dependent, the values quoted above are used 
in all of the simulations in this chapter independent of doping. The reason 
for this is lack of a simple model for carrier lifetimes in heavily doped: ■ V  ̂ ' :'r .y, •'
material.
Again, the device was simulated with field-dependent Thobility. The 
fraction of bandgap difference in the conduction band (DECFRC) is specified to 
be 15%. Figures 4.14 through 4.17 summarize device performance. Looking
at the SiGe HBT Gummel plot, two important features stand out. First, there 
is substantial recombination in the base at low bias, and second, Ic is nearly 
two orders of magnitude higher than that of the advanced silicon BJT for the 
same VgE bias. Current gain is substantially enhanced since no holes are 
back-injected into the emitter. Figure 4.15 displays low  current gain for low 
bias due to the recombination in the base, and the Kirk effect lowers I^ and 
thus current gain at high biases. Maximum fj- is over 61 GHz for this device,
about 17 GHz higher than for the advanced silicon BJT. Figure 4.17 illustrates 
the reduction of hole injection into the emitter due to the heterojunction 
(compare to 4.5). Although VgE is different for these two hole concentration 
plots, Ip is about the same. Less hole back injection translates to more current 
gain for the same Ic- The superior injection properties of the heterojunction 
have been demonstrated one more time.
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Figure 4.13 Conventional SiGe HBT device structure.
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Figure 4.14 Conventional SiGe HBT Gummel plot.
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Figure 4.15 Current gain of the conventional SiGe HBT.
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Figure 4.16 Cutoff frequency of the conventional SiGe HBT.
4.5. Advanced SiGe HBTvS
Very high performance SiGe HBTs have been fabricated recently by a
group from IBM [Pat90]. f j 's  of 75 GHz were reported for these devices. The 
devices have a graded bandgap base formed by ultrahigh-vacuum/chemical 
vapor deposition (UHV/CVD) low-temperature epitaxy [Mey86], Bandgap 
grading in the base reduces the transit time of electrons across the neutral base 
because a built-in electric field accelerates the electrons. A device very similar 
to that presented in [Pat90] (figure 4.18) was simulated using PUPHS2D with 
field-dependent mobility. The 450A base has a uniform doping concentration 
of 2x1018 cm-3, and the germanium concentration in the base is linearly 
graded from 0 percent at the emitter-base junction to 8 percent at the collector- 









Figure 4.17 Hole Concentration in the conventional SiGe HBT at Vce=IV, 
VBE=0.8V.
collector so that electrons do not encounter a conduction band barrier. 
Grading the base creates a drift field of over 20kV/cm. The emitter has a 
complementary error function doping profile with a peak concentration of 
3xl020 cm*3. The collector is heavily doped at 6xl017 cm*3. The high collector 
doping suppresses the Kirk effect but reduces the base-collector breakdown 
voltage of the device (a BVceo °£ 2.0 V was reported by PattonhHole 
recombination velocity at the emitter contact is set to IO5 cm/second in order 
to model a polysilicon contact.
Figures 4.19 through 4.21 summarize the performance of the graded 
base SiGe HBT. Some recombination in the base at low bias, is evident: from 
the Gummel plot. The current gain is not as high as the SiGe HBT without 
the graded base. Two contributing factors to the lower current gain are the 
higher average bandgap in the graded1 base device, and holes do not encounter 
a large abrupt barrier in graded base structures, f j  for this device is over 80 
GHz. Patton reported a measured value of 75 GHz for a similar device [Pat90]. 
Lower base resistance can be traded for decreases in current gain and fp, 
depending on the application of the device. This device represents the fastest 
transistor to date fabricated in a SiGe process.
4.6. FutureM icrowaveBipolarTransistors
Design constraints imposed by punchthrough, base resistance, the Kirk 
effect, and junction breakdown limit the performance of bipolar transistors. 
The unity gain cutoff frequency and total emitter to collector carrier transit 
time (xEC) in a bipolar transistor are given by [Uga89]:
£L_ I
' 2jctec (4.1)
xig-XE + xeb + 11#+ t®e + xe (4.2)
where xE is the hole charge storage time in the emitter, xEg is the emitter-base 
junction capacitance charging, time, Xg is the neutral base transit time, xEc is 
the base-collector junction charging time, and Xq  is the collector delay time. 
Each of the five delay components in (4.2) can be calculated in order to 
determine the maximum delay component in a device using (4.3) - (4.7):
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Figure 4.18 Graded base SiGe HBT device structure.
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Figure 4.19 Gummel plot for the graded base SiGe HBT.
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Equations (4.4) - (4.7) are from [Sze81]. In (4.3) - (4.7), r is resistance (Q - cm), C 
is capacitance (F/cm), L is length (cm), rind v(x) is the electron velocity in the 
base; Subscripts e; c, arid p in (4.4) rdfer to the emitter, base, and additional 
parasitics; Wg and W c are the widths of the neutral base and the depleted 
collector, respectively. Values for v(x), C nr Cfi, Ig, arid Ic were calculated by 
PUPHS2D, arid the rest of the data cari be gathered from the device structures. 
The approximatiori of Xg iri (4.3) is only valid for uniformly doped emitters, 
however it will be used to give a rough estimate. i Q  was calculated using a 
method developed by Laux [Lau90]. Widths of the neutral base and depleted 
collector were estimated from the electric field profile in the device for a cross 
section through the center of the emitter. Integration of the electron velocity 
profile through this cross sectiori determines the carrier transit times. Xq  is 
the collector delay time which is actually Oiily a fraction of the collector transit 
time since ari image charge forms at the collector contact as the electron 
sweeps across the collector space-chafge region. The approximatiori given in 
(4.7) for Xe agrees fairly well with Lriux's method, however, his method 
should be more accurate.
Table 4.1 summarizes calculations for the delay components iri the 
advanced silicon BJT and graded base SiGe HBT. Recall the maximum cutoff 
frequency of the advanced silicon bipolar transistor transistor is 43.8 GHz, 
which translates to a total transit time of 3.64 ps. The total estimated x^c is 
3.23 ps, corresponding to an ff  of 49 GHz. This is in good agreement with the 
value calculated by PUPHS2D. The emitter-base junction charging time is the 
dominant source of delay iri this particular device, arid the intrinsic base and 
collector delays are also significant. For the graded base SiGe HBT, the emitter 
base junction charging time is also large compared to the other delay 
components. A lightly doped spacer cari be put in the emitter-base junction to 
reduce the junction capacitance as well as forward tunneling [Tan89]. The 
results of a simulation study by Ugajin [Uga89] show the maximum delay 
components are the base and collector transit delays. If this is the case, devices 
m ust be optim ized by either reducing the widths of these regions or 
increasing the carrier velocities iri them. Significant reduction of delays iri 
silicon devices is unlikely due to limitations imposed by base resistance arid 
punchthfough. In SiGe HBT's, the trarisit times may be reduced by
introducing larger built in fields in the base and optimizing the collector 
design.
Table 4.1 Delay components for advanced transistors.






t BC 0.05 0.05
T C 0.55 0.20
^EC
3.23 OO
49 GHz 86 GHz
4.7. Sum m ary
PUPHS2D was shown to be an accurate computer simulation program 
(with field-dependent mobility modeled) by comparison with the simulation 
results of Ugajiii [Uga89]. Simulation results for both silicon bipolar 
transistors and SiGe heterojunction bipolar transistors were presented in this 
chapter. Conventional and advanced devices were studied. Simulation 
results for both silicon and SiGe bipolar transistors are in good agreement
with measured results. Simulation of an advanced silicon bipolar transistor 
gives an f j  of about 44 GHz. SiGe HBTs with a constant germanium 
concentration in the base have very large current gains and higher f-p's than 
silicon devices. A graded base SiGe heterojunction bipolar transistor similar 
to that of Patton e t  a l. [Pat90] was simulated, and an fT of slightly over 80 GHz 
was predicted by PUPHS2D. The measured value of f j  for this device is 
reported to be 75 GHz. Delay components for silicon and SiGe transistors 
were analyzed in order to find limiting performance factors of the devices^ 
Design improvements were proposed based on these results. The future for 
SiGe HBTs in microwave applications is very promising. Design constraints 
such as base resistance limit the practical application of silicon devices. The 
base doping in a silicon BJT cannot be too high or current gain will be low. 
Many limitations of silicon devices can be overcome with a heterojunction 
transistor, including base resistance and current gain.
CHAPTER 5: SUMMARY AND RECOMMENDATIONS 
5.1. Sum m ary
The main objective of this research was to  develop an existing two- 
dimensional AlGaAs/GaAs HBT simulation tool into an accurate model for 
the simulation of Si/SiGe HBT's. Additional goals were to assess the model's 
accuracy by comparison with measured results; to assess the performance of 
SiGe HBT's in microwave, applications and compare to scaled silicon devices; 
and to explore various design options for SiGe HBT's. Accomplishing the 
primary goal required a thorough study of the material parameters for both 
silicon and strained Si|.xGex alloys. This study revealed silicon is a very well 
characterized material. However, the characterization of SiGe strained layers 
on Si(IOO) substrates is in its infancy in comparison. Relatively accurate 
material parameters for strained SiGe layers grown on Si(IOO) have been 
incorporated into PUPHS2D. The carrier mobility models in strained SiGe are 
very conservative. Mobility enhancements due to strain have not been 
modeled. As more studies are performed, on the electrical properties of SiGe 
strained layers, the program can be easily modified to include the latest 
findings. -
Field-dependent mobility has been added to the code in order to model 
the effects of velocity saturation in devices. An uncoupled technique was 
used to implement field-dependent mobility (terms were not added to the 
Jacobi matrix). The uncoupled technique converges quickly, and field- 
dependent mobility models, for new material systems are easy to include in 
PUPHS2D. The accuracy of the field-dependent m obility model was 
demonstrated in chapters 3 and 4. HBT's and diodes were tested using field- 
dependent mobility, and the results were consistent with internal device 
physics. A field-dependent mobility model was added for the AlGaAs/GaAs 
material system as well.
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The PUPHS2D code structure has been m odified in order to 
accommodate additional materials systems. A separate file was created in 
which all of the material dependent subroutines are stored. Such a file exists 
for each different material system. Only one of the material files must be 
compiled with PUPHS2D. Procedures for the addition of new material 
systems have been discussed, and adding a new material systeih is now quite 
easy. Several bugs have been removed from earlier versions of the program. 
One of these was a normalization error in the current calculation subroutine 
for bipolar transistors (TRCURR). PUPHS2D has been thoroughly tested and 
is an accurate tool for the simulation of HBT's.
The simulation results of chapter 4 are very encouraging for the future 
of SiGe HBT's. Unity gain cutoff frequency of over 80 GHz was demonstrated 
for a graded base SiGe HBT. This is consistent with Patton's results [Pat90] for 
a similar transistor. The fastest room temperature silicon transistors have 
dem onstrated fx's of about 50 GHz. PUPHS2D simulations predict fy's of 
nearly 45 GHz for silicon transistors. Improvements for silicon devices are 
lim ited by fundam ental properties of the sem iconductor such as base 
resistance. SiGe HBT's have a more promising future. SiGe HBT's enjoy 
many of the processing advantages of silicon devices, which makes them 
more attractive than III-V HBT's. Low temperature operation has not been 
investigated in this work due to the lack of accurate SiGe parameters at low 
temperatures. Enhanced mobilities have been reported in SiGe strained 
layers at low tem peratures, and transistor perform ance has shown 
improvement for low temperature operation [Cra90]. This subject may attract 
more attention in the future and could make a separate thesis itself.
5,2. Recommendations
PUPHS2D has been proven to be an accurate computer model for the 
simulation of heterojunction bipolar transistors, but there are several possible 
improvements which could be made to the program. A major improvement 
would be to replace the LINPACK solver with an iterative solver. LINPACK 
solves matrix equations by direct inversion of an extremely large matrix 
which requires an enormous amount of memory. This make? it impractical 
to run PUPHS2D on smaller computers which do riot have large memory
capacities.* Iterative techniques have been proven to reduce the amount of
Vj:-;. ;.v_ i.:. /̂-4 ... ' 'v  . ■ ' ■ V ; '" ' 7" 'C’ t r y ~ '-Z  A . v '
memory required to run  device sim ulation programs. Research of an 
iterative solver at Purdue has shown the memory can be reduced by a factor 
of ten for devices with a large number of nodes. Implementation of an 
iterative solver into PUPHS2D would make it practical to run on smaller 
computers, or, for large systems, many more nodes could be used for better 
resolution. . -
The formulation for modeling nonrectangular geometries can cause 
convergence problems* PUPHS2D could be rewritten such that arbitrary 
geometries are defined in the input deck. This would require a completely 
new node indexing scheme and would be a major change to the program^ 
Devices would have to. be thoroughly checked for boundaries due to the 
possible nonrectangular geometries involved.
The input deck in PUPHS2D cannot be considered "user-friendly". 
Many of the material param eters are hardware into the code. The program 
could be developed into a more user-friendly tool if many additional options 
were added to the input deck. For example, the program could read in user- 
defined material material parameters if appropriate changes were made.
Several improvements in the device .physics could be made in the 
transient analysis routines and .mobility models. Amitava Das has been 
workiiig on the development and optimization of the transient routines, and 
his work is nearly complete. Transient analysis will include resistors external 
to the device. This is how transient analyses are performed in laboratories. 
The majority and minority carrier mobilities are assumed to be the same, 
although they are believed to .be different (see section 2.6). Very conservative 
SiGe mobility models are used. The. most accurate strained layer mobility 
m odel m ust take into account the different m obilities parallel and 
perpendicular to the growth of the strained layer. One final possible 
improvem ent is the implem entation of a nonlocalized energy balance 
equation in order to more, accurately model high-field transport. Paul Dddd 
implemented a localized energy balance equation into PUPHS2D for GaAs 
[Dod89]. However, convergence was very slow, and he believed the problem 
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