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a b s t r a c t
We examine logarithmic connections with vanishing p-curvature on smooth curves by
studying their kernels, describing them in terms of formal local decomposition. With the
goal of providing tools towork explicitly with such connections, we apply our results in the
case of connections on bundles of rank 2 on the projective line, classifying such connections
in terms of rational functions on the projective line with prescribed ramification.
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1. Introduction
The general theories of p-curvature and connections with simple poles have been developed in various context by a
number of authors, including Katz [1], Ogus [2], Mochizuki [3], and Lorenzon [4]. The aim of the present paper is to provide
some basic tools for carrying out concrete computations involving such connections in the case of vanishing p-curvature.
Althoughwe begin by developing some basic structural results for arbitrary genus and rank, we ultimately focus on the case
of connections on vector bundles of rank 2 on the projective line, and we classify such connections completely in terms of
rational functions with prescribed ramification. Such connections are interesting in their own right, as demonstrated by a
still-unsolved question of Grothendieck asking if every logarithmic connection on P1 in characteristic 0, which has vanishing
p-curvature when reduced mod p for almost all primes p, necessarily has algebraic solutions; see [5] for a discussion of the
problem and solution for a particular class of connections obtained from geometry. However, we have obtained concrete
applications of our results to Frobenius actions on vector bundles on higher genus curves, and also to rational functions.
Connections of the type we study have various numerical invariants coming from the connection and the underlying
bundle.We state here a restricted form of ourmain theorem, where the invariants are chosen in such away that the number
of connection classes is finite, and we have a one-to-one correspondence with rational functions. Our most general result –
which removes nearly all numerical restrictions except on the rank of the vector bundle, and which is necessary for some
applications – is given in Theorem 6.7. Our terminology is explained below. We also mention that connections of the sort
we study are forced to have some singularities except in special cases (when p | d in the theorem statement), so it is natural
to treat the logarithmic case as the most basic case in which the connections in question can actually exist.
Theorem 1.1. Fix an integer n > 2, let δ = 0 or 1 according to the parity of n, d = n+δp2 − 1, and choose P1, . . . , Pn distinct
points on P1k , with k an algebraically closed field of characteristic p > 2. Also fix E to be the vector bundle O(δp− d)⊕ O(d).
Given a pair of the form (f , {αi}i), where the αi are integers between 1 and p−12 , and f is a separable rational function on P1 of
degree n( p−12 )+ 1−
∑
i αi, and ramified to order at least p− 2αi at each Pi, we can naturally construct a transport-equivalence
class [∇] of logarithmic connections on E such that:
(i) ∇ has p-trivial determinant;
(ii) ∇ has vanishing p-curvature;
(iii) ∇ has simple poles at precisely the Pi;
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(iv) the local exponents of ∇ at each Pi are αi, p− αi;
(v) ∇ does not induce a connection on O(d) ⊆ E .
Any two rational functions yielding the same class of connections are related by fractional linear transformation. If further the
Pi are general, we obtain a bijective correspondence of equivalence classes of rational functions and of connections satisfying the
above conditions, which holds even for first-order infinitesimal deformations.
We recover the following corollary as an application of the main theorem of [6], which counts rational functions with
given ramification. The hypotheses on the connections studied here correspond toMochizuki’s ‘‘dormant torally indigenous
bundles’’, and the corollary is essentially implicit in Mochizuki [3]; see also [7]. See also Remark 6.10 for a more detailed
comparison of his hypotheses and ours.
Corollary 1.2. In the situation of Theorem 1.1, with the Pi general, the classes of such connections have no non-trivial
deformations, and are counted by the explicit combinatorial formulas of Theorem 1.4 of [6].
Our terminology largely follows that of Katz [1], but we now explain the less standard aspects of our terminology. The
more basic terminology is partially reviewed in Section 2.
Definition 1.3. Given a connection ∇ on a vector bundle E , the transport-equivalence class of ∇ is the set of connections
obtained from ∇ via conjugation by automorphisms of E .
Definition 1.4. In the case that p | deg E , and we are working over P1, we say a connection has p-trivial determinant on E
if its determinant connection is the unique connection on det E having vanishing p-curvature.
This is a special case of the more general notion of a connection having p-trivial determinant, introduced in [7].
Theorem 1.1 could be considered a generalization of the n = 0 case of Mochizuki, Theorem IV.2.3, p. 211 of [3], which
treats the case of three poles. However, our more general Theorem 6.7 goes substantially further, investigating also cases
where the relationship between the connections and rational functions is not intrinsic nor as simple to describe. Our basic
technique is to study the connections via their kernels; since we work on P1, the possibilities for the isomorphism class of
the kernel are limited, and we can study connections in terms of the different possible maps from the kernel bundle.
Ogus (Theorem1.3.4 of [2]) and Lorenzon [4] also study the relationship between logarithmic connectionswith vanishing
p-curvature and their kernels, but the former restricts to the case of vanishing residue, which in our case would mean that
the connection had no poles, while the latter workswith a largermachinery fromwhich it seems difficult to extract concrete
computational applications of the sort we pursue here. In contrast, the paper [8] of Bouw andWewers parallels the present
paper in that it ties together bundles with connection of a type studied by Mochizuki with covers of curves. Although the
case they study is completely disjoint from ours – they look at connections with p-curvature which is nilpotent but not zero
– the spirit of their work is nonetheless strikingly similar.
We briefly describe the applications of our results, which are not limited to connections on the line, nor as technical as
the underlying classification theorems of the present paper. Indeed, we obtain two results on curves of higher genus: the
first is an existence result used to understand the dimension of the locus of Frobenius-unstable vector bundles in arbitrary
genus in [7], while the second recovers an enumerative result implicit in Mochizuki [3] counting the number of Frobenius-
unstable vector bundles in the case of genus 2. See [9,10] for this and further applications to the geometry of the generalized
Verschiebung. In the other direction, in [7] we combine the results of the present paper with a theorem of Mochizuki to
prove an elementary finiteness theorem for certain rational functions on P1 with prescribed ramification. This in turn is
used to prove non-existence results for tamely branched covers of the projective line in [11].
The layout of the paper is as follows. We begin in Section 2 with some calculations holding on any smooth curve, the
primary purpose of which is to show that a connection is logarithmic with vanishing p-curvature if and only if everywhere
formally locally it decomposes as a direct sum of connections on line bundles. The purpose of Section 3 is to re-establish
the results of the previous section for certain first-order infinitesimal deformations. Section 4 develops simpler criteria in
the special case of vector bundles of rank 2, Section 5 specializes further to the case of vector bundles on P1, and Section 6
completes the classification in this situation in terms of self-maps of P1 with prescribed ramification.
The contents of this paper form a portion of the author’s 2004 Ph.D. thesis at MIT, under the direction of Johan de Jong.
2. Formal local calculations
In this section, we make some basic observations about kernels of connections with vanishing p-curvature and simple
poles on smooth curves. We apply formal local analysis to show that, formally locally, such connections may be split (in an
explicit manner) as a direct sum of connections on line bundles. This is a generalization of Mochizuki’s Lemma II.2.3 (2) on
p. 145 of [3].
However, we begin by fixing our situation and terminology.We use throughout the standard terminological conventions
for vector bundles, connections, and p-curvature; see, e.g., [1] for the last two. Our methodology will be to work primarily
over an algebraically closed field, with periodic examinations of the generalization to first-order infinitesimal deformations.
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Situation 2.1. We work with a smooth curve C over an algebraically closed field k of characteristic p. We let F : C → C (p)
be the relative Frobenius map over k, where C (p) is the p-twist. Finally, let E be a vector bundle of rank r on C .
We say that ∇ is a rational connection on a vector bundle E on C if it is a connection on E restricted to a dense open
subset U∇ , but may have poles away from U∇ ; we say that ∇ is logarithmic if all such poles are simple.
Given a (possibly rational) connection ∇ on E , we write E ∇ for the kernel of ∇ , also called the subsheaf of horizontal
sections—note that this is defined as a subsheaf of E even on the complement of U∇ , by the convention that s ∈ E (U ′) is in
E ∇ if ∇(s|U ′∩U∇ ) = 0.
If ∇ is logarithmic with a pole at a point P , we define the local exponents at P to be the eigenvalues of the residue of
∇ at P . If further the p-curvature of ∇ vanishes, the local exponents lie in Fp (a well-known fact which we will recover
independently below), and we will consider the local exponents to be integers between 0 and p− 1.
We next introduce the main definitions which we will use to study connections.
Definition 2.2. Wedefine a pre-kernelmap (to E ) to be a pair (F , ϕ)withF locally free of rank r on C (p), andϕ : F∗F → E
an injection. By abuse of terminology, we will refer to modification of ϕ by F∗ Aut(F ) and Aut(E ) as transport.
Note that a pre-kernel map induces a natural rational connection on E by defining the sections ϕ(F−1F ) to be horizontal.
Definition 2.3. If a pre-kernel map (F , ϕ) further has the property that ϕ(F−1F ) is the entire set of horizontal sections of
the induced rational connection on E , we say it is a kernel map.
Proposition 2.4. The operations of taking kernels of connections and of extending canonical connections of Frobenius pullbacks
yield:
(i) There is a one-to-one correspondence between rational connections on E with vanishing p-curvature on one side, and kernel
maps (F , ϕ) to E on the other, taken modulo automorphisms of F .
(ii) Under this equivalence, the poles of a connection are precisely the points where ϕ fails to be surjective.
(iii) Under this equivalence, transport of connections on E corresponds to changing ϕ by the corresponding automorphism of E .
Proof. Let ∇ be a rational connection on E . Then since C (p) and C are smooth curves, we find that E ∇ and hence F∗E ∇ are
both vector bundles. Moreover, F∗E ∇ is naturally a subsheaf of E , and can be understood concretely as the sub-OC -module
spanned by the kernel of ∇ inside E . We thus have a sequence 0 → F∗E ∇ → E → G → 0 for some G on C , and the
inclusion map gives us the ϕ from statement (i). It follows from the Cartier isomorphism (Theorem 5.1 of [1]) applied to the
regular locus of ∇ that F∗E ∇ has rank r if and only if G is torsion if and only if ∇ has vanishing p-curvature, and that in this
case G is supported precisely at the poles of ∇ . Indeed, it is clear that the support of G is contained in the poles of ∇ , while
conversely on the complement of the support of G , we have that ∇ is the canonical connection on F∗E ∇ induced by pulling
back under Frobenius. This yields one direction of (i), as well as (ii).
On the other hand, given a pre-kernel map (F , ϕ), the induced connection∇ satisfies E ∇ ⊇ ϕ(F−1F ), and by the above,
∇ has vanishing p-curvature. If we add the hypothesis that E ∇ = ϕ(F−1F ), we find that ∇ determines F uniquely, and
ϕ up to automorphisms of F (note: not up to automorphisms of F∗F , which will change ∇), completing the proof of (i).
Statement (iii) is now clear, completing the proof. 
We now carry out a straightforward calculation:
Proposition 2.5. Given a pre-kernel map (F , ϕ) to E , suppose E and F−1F are trivialized on an open subset U of C, and suppose
ϕ is given in terms of these trivializations by a matrix S. Then if ∇ is the corresponding rational connection with vanishing p-
curvature on E , in terms of the trivialization of E we have ∇(v) = dv + Tv, where v is any r-vector of functions and T is the
matrix T = S(dS−1). Further, Tr(T ) = − d det(S)det(S) .
Proof. This is straightforward linear algebra, using that S is generically invertible, the connection rule for ∇ , and that the
image ϕ(F−1F ) is in the kernel of ∇ by definition. 
We next move on to formal local analysis of the situation at points where the determinant is not invertible (equivalently,
points where the connection has poles).
Proposition 2.6. Formally locally (that is, over k[[t]]), any r × r matrix of non-zero determinant:
(i) may be put via left change of basis into the following form:
te1 f12 · · · f1r
0 te2 f23
...
...
. . .
. . .
f(r−1)r
0 · · · ter

where each fij is a polynomial in t of degree less than ej;
(ii) may, if one further allows right pth power change of basis, be put into the above form, with the further requirement that the
fij do not have any non-zero terms with exponent e for e ≥ ei and e ≡ ei(mod p).
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Proof. The form of (i) may be obtained by standard row reduction techniques. For (ii), we remove the terms congruent to
ei mod p from each fij using pth-power column reduction.
Remark 2.7. Note that unlike form (i) of the preceding proposition, form (ii) is not unique. In particular, conjugation by
permutation matrices is always allowed, and could be used to rearrange the coefficients of a diagonal matrix; this could not
be accomplished using row reduction alone.
Proposition 2.8. For a pre-kernel map ϕ given on some open subset by S = (aij), the following are equivalent:
(a) ϕ corresponds to a logarithmic connection with vanishing p-curvature;
(b) formally locally everywhere (equivalently, everywhere where the map fails to be invertible), S is transport-diagonalizable,
with all diagonal coefficients having order of vanishing strictly less than p;
(c) formally locally everywhere (equivalently, everywhere where the map fails to be invertible), when S is placed in the second
form of the preceding proposition, all fij = 0 and all ei are strictly less than p.
Proof. First note that the condition that ϕ corresponds to a∇ with vanishing p-curvature and atmost simple poles is clearly
transport-invariant. We do the difficult direction first; namely, showing that (a) implies (c). For notational convenience, we
prove this inductively on the rank r . The base case is r = 1, where the connection corresponding to a11 is simply − da11a11 ,
which always has at most simple poles. The condition that e1 < p comes from the fact that if e1 ≥ p, and we have S =
[
te1
]
,
and T = [−e1t−1dt], then te1−p will also be a horizontal section formally locally, but is not in the image of ϕ. Here we are
using that in characteristic p, because a connection on C is OC(p)-linear, formation of the kernel of a connection commutes
with completion.
For the induction step, we first transport S formally locally into the form described in part (ii) of the previous proposition;
this is in particular upper triangular, and noting that once S is upper triangular T is also upper triangular, we can (formally
locally) restrict to the first r − 1 rows and columns of T to get a connection with vanishing p-curvature and simple poles
in rank r − 1, which is clearly already in the form of the previous proposition. Thus, by the induction hypothesis our entire
r × r matrix will look like:
te1 0 . . . 0 f1
0
. . .
. . .
...
...
...
. . . ter−2 0 fr−2
...
. . . ter−1 fr−1
0 . . . . . . 0 ter
 .
We wish to show that the fi are all 0, and er < p. Computing the associated connection matrix, we see that we need only
consider the last column, which will have simple poles only if for each i < r , the function eifi− f ′i t vanishes to order at least
er ; since fi has degree less than er by hypothesis, this difference must be 0. But it is clear that terms will cancel in a given
degree if and only if the degree is congruent to eimod p, and since ei < pwe have by hypothesis that each fi has no non-zero
terms in degree congruent to ei mod p. We conclude that each fi = 0, as desired. Lastly, the condition that er < p follows
from the necessity of the image of ϕ to contain the kernel of ∇ just as it did in the rank 1 base case.
Now, (c) implies (b) is trivial, so we just need to show that (b) implies (a). If S is formally locally diagonalizable, as long
as the ei are less than p the diagonalizedmap corresponds to a connection with simple poles and vanishing p-curvature, and
since this is a transport-invariant property, S must have as well. 
Because under these equivalent conditions we have all ei < p, we note that in fact it is only necessary to use constant
column operations in our formal local transport-diagonalization procedure, so we conclude:
Corollary 2.9. A pre-kernelmapϕ given on some open subset by S = (aij) corresponds to a logarithmic connectionwith vanishing
p-curvature if and only if at each point where ϕ fails to be surjective, for t a local coordinate at that point, there exist constants
cij ∈ k for all 0 < i < j ≤ r and a formal local invertible M such that MSU(cij) is diagonal with tei as its diagonal coefficients,
and all ei < p. Here U(cij) is the upper triangular matrix having 1’s on the diagonal and given by the cij above the diagonal.
A slightly weaker form of the above may be stated purely in terms of connections:
Corollary 2.10. A rational connection having at least one pole is logarithmic with vanishing p-curvature if and only if, formally
locally everywhere (equivalently, at every pole), the connection may be transported so as to have diagonal matrix with each
diagonal entry of the form eit−1dt, with ei ∈ Fp, or equivalently, the connection decomposes (formally locally) as a direct sum of
connections on line bundles, each with at worst logarithmic singularities and vanishing p-curvature.
Proof. The only if direction follows immediately from our prior results: by Proposition 2.8, the kernel map is formally
locally diagonalizable with diagonal entries tei , and by Proposition 2.5 we see that this gives a connection of the desired
form. Conversely, one computes directly that given a diagonal connection as described, the kernel mapping may be given
explicitly by a diagonal matrix with tei on the diagonals (where 0 ≤ ei < p), and is in particular of full rank, implying that
the p-curvature of the connection vanishes. 
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As another corollary, we can put together the preceding propositions to get the following relationship between det(S),
Tr(T ), the ei, and the eigenvalues of the residue matrix rest T :
Corollary 2.11. With the notation of Proposition 2.5, if ∇ is logarithmic with vanishing p-curvature, we have:
(i) rest T is diagonalizable (in the usual sense), with eigenvalues given as the ei modulo p.
(ii) The determinant satisfies ordt det(S) =∑i ei ≡ Tr(rest T )(mod p).
(iii) Moreover, if we have the ei only in terms of their reductions e¯i modulo p, we also have the formula ei = 〈e¯i〉, and hence
ordt det(S) =∑i〈e¯i〉, where 〈a〉 for any a ∈ Z/pZ denotes the unique integer representative for a between 0 and p− 1. In
particular, the local exponents of ∇ are given precisely by the ei.
(iv) Transport of T along an automorphism conjugates rest T by the same automorphism.
We will now speak of the ei interchangeably as the local exponents of a pre-kernel map or of the associated connection.
Remark 2.12. Although the determinant of a connection, and in particular its triviality, is well determined under transport
equivalence only globally on a proper curve, the trace of the residue of a connection is always invariant. Indeed, an
automorphism given locally by a matrix A will act on a connection matrix T by T → A−1TA + A−1dA, and invariance of
the trace of the residue follows from the invertibility of A.
Remark 2.13. We cannot expect such nice behavior whenweweaken the hypothesis that∇ have only simple poles. First of
all, it is easy enough to write down examples of higher-order poles, as soon as the rank is higher than one. In this situation,
the relationship between the order of the determinant and the order of the poles is much less clear-cut. Moreover, it is easy
to check that for rank higher than one, at a point with poles of order greater than one, the residue itself is no longer well
defined under transport.
3. Generalization to k[]
The aim of this section is to generalize the results of the previous section to the case where we have changed base to
Spec k[]. It turns out that the most difficult part of this is to show that under mild hypotheses, the kernel of an appropriate
deformation of a logarithmic connection will give a deformation of the kernel of the original connection. We proceed in
several steps. We first pin down our situation and notation.
Here and throughout this paper a ‘deformation’ will always refer to a first-order infinitesimal deformation, and  will
always be a square-zero element.
Situation 3.1. We suppose that C is obtained from a smooth proper curve C0 over k via change of base to Spec k[], and
similarly for a vector bundle E on C from E0 on C0.
Here we extend our earlier definitions as follows: our connections are k[]-linear, a rational connection is defined as
before, and for a rational connection ∇ to be logarithmic, we must have a divisor D consisting of disjoint sections such that
∇ takes values in E ⊗Ω1(D).
Notation 3.2. Given a logarithmic connection∇ on E relative to k[], we write∇0 for the induced connection on E0. If D0 is
the divisor of poles of∇0, so that∇0 takes values in E0⊗Ω1C0(D0), thenwe denote byI∇0 theOC0-submodule of E0⊗Ω1C0(D0)
generated by the image of ∇0.
Our first goal will be to show that in our situation, with very minor additional hypotheses, E ∇ is a deformation of E ∇00 .
Specifically:
Proposition 3.3. Suppose∇ is a logarithmic connection with vanishing p-curvature, and divisor of poles D, and such that all the
local exponents of ∇0 are non-zero at every point of D (in particular, ∇0 has poles at every point of D). Then:
(i) E ∇ is locally free on C (p) of rank equal to rk E ;
(ii) the natural map E ∇/E ∇ → (E0)∇0 is an isomorphism.
Proof. We first claim that to prove (i), it will suffice to show that E ∇/E ∇ is torsion-free over C (p)0 . Indeed, one can check
that in our situation of k[]/(2), it is enough to see that E ∇/E ∇ and E ∇ are both locally free over C (p)0 , of rank equal to
the rank of E , without any a priori hypotheses on the natural map between them. Now, on the open subset of C on which∇
is regular, it follows easily from the Cartier isomorphism that we have that E ∇ is locally free of the correct rank, and so then
are E ∇/E ∇ and E ∇ . The required rank condition will thus follow automatically if we can show that both these sheaves
are locally free on all of C (p)0 , which is a smooth curve; this reduces the problem to showing that both these sheaves are
torsion-free. Finally, E ∇ is a subsheaf of the locally free sheaf E and hence torsion-free, so we obtain the desired reduction
of (i) to showing that E ∇/E ∇ is torsion-free over C (p)0 .
We now reduce both (i) and (ii) down to a certain divisibility lemma, given below. Both statements are local on C , so we
make our analysis entirely on stalks, letting P be an arbitrary point of C . Locally, E is free, so we can pick a splitting map
E /E → E . We can then write ∇ = ∇0 + ∇1, and it makes sense to view both ∇0 and ∇1 as taking values in E /E (since
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this is naturally isomorphic to E ). The basic observation is that ∇1 must take values in I∇0 : indeed, it may have simple
poles only where ∇0 does, so it takes values in E0 ⊗Ω1C0(D0), and by Corollary 2.10, we see by the hypothesis that the local
exponents are all non-zero that I∇0 is all of E0 ⊗Ω1C0(D0).
We first consider (i): since we are checking that E ∇/E ∇ has no torsion as a module over OC(p)0
, we need only consider
multiplication by non-zero f ∈ OC0,P such that df = 0. We must show that given s ∈ E ∇P with fs ∈ E ∇P , we must have
s ∈ E ∇P . If we write fs = s′, with s′ ∈ E ∇P , and s′ = s′1 + s′2, then we see that f | s′1 in E0,P , and it will suffice to show
we can choose s′2 so that f | s′2 as well, since then we can divide through by f to write s as  times an element of E ∇P . Since
the value of s′ is only relevant modulo , we may replace s′2 by any element which keeps s′ in the kernel of∇ . Now, we have
0 = ∇(s′) = ∇0(s′1) + (∇1(s′1) + ∇0(s′2)), and since df = 0, we also have that f | ∇1(s′1). Because both ∇1 and ∇0 take
values in I∇0 , we must have f | ∇0(s′2) in I∇0 , and the divisibility lemma which follows completes the proof, taking s′2 as
our s in the lemma, and obtaining our new s′2 as the lemma’s fs′.
Next, we wish to reduce (ii) down to the same lemma. Having already completed (i), we may assume that E ∇ is locally
free, with rank equal to rk E . It follows that E ∇/E ∇ is locally free of the same rank on C (p)0 , as is (E0)∇0 by Proposition 2.4.
It therefore suffices to show that the natural map is a surjection in order to conclude that it is an isomorphism. Let s0 be a
section of (E0,P)∇0 ; we need only lift it to a section s ∈ E ∇P . Moreover, we know that we can do so generically, since we have
the Cartier isomorphism away from the poles of ∇ by Theorem 5.1 of [1], which easily implies that a local basis for E ∇ is
also a local basis for E , and then also for E ∇00 . Therefore, even at a pole of∇ there exists some non-zero f such that fs0 lifts to
a section s of E ∇P ; as before, we are working over OC(p) , so as an element of OC,P , we have df = 0. But now we find ourselves
in the same situation as before: if s = s1 + s2, we have that f | s1, we want f to divide s2, and we may modify s2 arbitrarily
as long as s remains in the kernel of ∇ . Thus by the same argument as for (i), we reduce to our divisibility lemma. 
Lemma 3.4. Suppose ∇0 is a logarithmic connection on C0 with vanishing p-curvature. Given f ∈ OC0,P for some P ∈ C0, with
df = 0, and s in the stalk E0,P with f dividing ∇0(s) in the stalkI∇0,P , then there exists s′ ∈ E0,P with∇0(fs′) = f∇0(s′) = ∇0(s).
Proof. Under our hypotheses on ∇0, which allow us to invoke Corollary 2.10, the proof is straightforward. We first prove
the result formally locally. In this setting, we claim that it is enough to handle the case f = tp: in general, write f = (tp)iu
for some i ≥ 0 and some unit u; certainly, if we have handled the case of tp, we can inductively ‘‘divide out’’ i times by
tp, and then since u is a unit, we can simply set s′ = u−1s. But for f = tp, we simply carry out a direct computation: the
diagonalizability obtained from Corollary 2.10 expresses the connection formally locally as a direct sum of connections on
line bundles, so it suffices to work with rank one, and a connection of the form ∇0(u) = du + et−1udt , for some e ∈ Fp. If
we write u =∑i≥0 ait i, we get ∇0(u) =∑i≥0(i+ e)ait i−1dt . Write s =∑i≥0 bit i. There are two cases to consider. If e = 0,
we see that I∇0 is everything of the form
∑
i≥0 ait idt , so the condition that tp | ∇0(s) in I∇0 is equivalent to ibi = 0 for
all i ≤ p, or equivalently, bi = 0 for all i with 0 < i < p. On the other hand, if e 6= 0, our I∇0 is everything of the form∑
i≥−1 ait idt , and ∇0(s) is divisible by tp in I∇0 if and only if (i+ e)bi = 0 for all i < p. Thus bi = 0 for all iwith 0 ≤ i < p
except possibly i = p− e. In either case, we see we can set s′ =∑i≥0 bi+pt i and we will have ∇0(tps′) = ∇0(s), as desired.
This gives the formal local result, but it is now easy enough to conclude the desired Zariski-local statement. We have
s− fs′ in the kernel of∇ , and because in characteristic p formation of the kernel of a connection commutes with completion,
we can write s− fs′ =∑i fisi where si ∈ E ∇0,P and fi ∈ k[[t]]. But by definition, we can approximate the fi to arbitrary powers
of t by elements of OC,P ; if we let f ′i approximate the fi to order at least ordt f , we find that f must divide s−
∑
i f
′
i si, so we
can set our desired Zariski-local section to be 1f (s−
∑
i f
′
i si). 
Motivated by the conditions of the proposition, we will henceforth restrict our attention when working over k[] to the
situation that every pole of ∇ must also be a pole of ∇0, with the local exponents of ∇0 all non-zero.
We can define pre-kernel maps and kernel maps just as before, as well as the associated rational connections. Finally, we
are ready to conclude:
Corollary 3.5.1 Corollary 2.9 holds even over k[]. More precisely, Let ϕ be a pre-kernel map as in Proposition 2.4, given by
S = (aij) (with aij ∈ k[]) on some open subset which contains every point where ϕ fails to be surjective.
Then ϕ corresponds to a logarithmic connection ∇ with vanishing p-curvature, and such that ∇0 has all non-vanishing local
exponents at every pole of ∇ , if and only if at each point where ϕ fails to be surjective, for t a local coordinate at that point, there
exist constants cij ∈ k[] for all 0 < i < j ≤ r and a formal local invertible M such that MSU(cij) is diagonal with tei as its
diagonal coefficients, and 0 < ei < p for all i, where U(cij) is the upper triangular matrix having 1’s on the diagonal and given by
the cij above the diagonal.
Also, every such connection corresponds to some kernel map.
Proof. We first note that given an S, the calculation of Proposition 2.5 is still valid because S andhence det S is still generically
invertible. Hence, as before it is clear that if the desired M,U(cij) exist, then S corresponds to a connection of the desired
1 This corollary was cited as Corollary 3.6 in the published version of [9].
B. Osserman / Journal of Pure and Applied Algebra 213 (2009) 1651–1664 1657
type. Conversely, given such a connection, since S describes the kernel of our connection by the previous proposition, we
find that we have an S which agrees modulo  with the S0 obtained from taking the connection modulo ; we can then
apply Corollary 2.9 to conclude that formally locally on C there is an invertible M0 and a U0(c¯ij), both over k, such that
S ′ = M0SU0(c¯ij) is of the desired form modulo . Thus, we can write
S ′ =
t
e1 + f11 . . . f1r
...
. . .
...
fr1 . . . ter + frr
 .
One then checks that T ′ = S ′(dS ′−1) is given by−e1t
−1 + t−e1−1(e1f11 − tf ′11) . . . t−er−1(e1f1r − tf ′1r)
...
. . .
...
t−e1−1(er fr1 − tf ′r1) . . . −er t−1 + t−er−1(er frr − tf ′rr)
 dt.
Thus, in order to have simple poles, it is necessary and sufficient that ordt(eifij − tf ′ij) ≥ ej for all i, j. But this is precisely
the condition required to be able to remove all the fij via row and (constant) column operations, since the inequality above
implies that all terms of fij in degree ` must vanish for ` < ej, unless ` = ei. Constant column operation can remove the
terms of degree ei from each fij, and then we have that ordt fij ≥ ej, so row operations can remove the fij, as desired. 
4. Applications to Rank 2
As our case of primary interest, wewill develop the theory further in the case of vector bundles of rank 2 and connections
∇ whose residue at all poles has trace zero. Note that in this case, at any pole the local exponents e1, e2 satisfy e1 = −e2, and
in particular are automatically both non-zero. We will work simultaneously over k[], assuming in this case the conditions
that the poles of ∇ coincide with those of ∇0. In this scenario, we define:
Definition 4.1. Given f ∈ A[[t]], we say that ordt f = e if the first non-zero coefficient of f is the coefficient of te. If further
this first non-zero coefficient is a unit in A, we say that f vanishes uniformly to order e at t = 0.
Now, the kernel map ϕ associated to any connection ∇ is given locally by a matrix S =
[
g11 g12
g21 g22
]
. The corresponding
connection ∇ is then given locally by a matrix T , which Proposition 2.5 allows us to write explicitly as
T = 1
det S
[
(dg12)g21 − (dg11)g22 (dg11)g12 − (dg12)g11
(dg22)g21 − (dg21)g22 (dg21)g12 − (dg22)g11
]
. (4.1)
Over k, Corollary 2.11 tells us that the simple poles of the connection will occur at precisely the places where det S
vanishes, and that det S will always vanish to order precisely p. Over k[], Corollary 3.5 implies that the determinant will
vanish uniformly to order p. As before, choose a point where this is the case, and let t be a local coordinate at that point.
Denote by eij the order at t of gij. We will develop more precisely the criterion for S to correspond to T (that is, for the image
of S to contain the kernel of T ), and for T to have simple poles. We find:
Proposition 4.2. Over k (respectively, k[]), assume that det S vanishes (uniformly) to order p at t = 0. Then for S to correspond
to a connection T with a simple pole at t = 0 and vanishing p-curvature, it is necessary and sufficient that there exists a ct ∈ k
(respectively, k[]) such that after S is replaced by S ′ = S
[
1 −ct
0 1
]
, we have:
min{ordt g11, ordt g21} +min{ordt g12, ordt g22} ≥ p.
Over k, this may be stated equivalently, after S is replaced by S ′, as the condition that order of vanishing at t = 0 be greater than
or equal to p for all of g11g22, g21g12, g11g12, g21g22.
Proof. First, if S corresponds to a connection with a simple pole at t = 0, by Corollary 2.9 (respectively, Corollary 3.5) we
have a c12 such that MS
[
1 c12
0 1
]
is diagonal with powers of t on the diagonal, and M is a formal local invertible matrix.
Letting ct = −c12, we replace S by S ′, and are simply saying thatMS is diagonal with powers of t on the diagonal, say te and
tp−e. Multiplying byM−1, we trivially obtain the desired conditions on the gij.
Conversely, suppose that the required ct exists, and we have replaced S by S ′. Let e = min{ordt g11, ordt g21}. By
hypothesis, min{ordt g12, ordt g22} ≥ p − e. Thus, we can write S as MD(te, tp−e) for some M with coefficients regular at
t = 0, where D(a, b) denotes the diagonal matrix with coefficients a and b. Once again the condition that S has determinant
vanishing uniformly to order p at t = 0 implies that detM is a unit, and hence thatM is invertible and may be moved to the
other side, letting us apply Corollary 2.9 (respectively, Corollary 3.5) to conclude that S corresponds to a connection with a
simple pole at t = 0 and vanishing p-curvature, as desired. 
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Remark 4.3. This criterion looks rather asymmetric on the face of it, but note that locally one may always conjugate by[
0 1
1 0
]
to switch the rows and columns, after which application of the above criterion gives equivalent conditions in terms
of subtracting the right column from the left rather than vice versa. We will refer to this as themirror criterion.
Remark 4.4. Our initial description of ct was that there exists an invertibleM such thatMS
[
1 −ct
0 1
]
is diagonal, fromwhich
it immediately follows that the set of possible values for ct is independent of transport of S via left multiplication. However,
if we multiply by some invertible column-operation matrix N on the right, we will need to determine how to ‘‘move’’ this
action over to the left, which is in general not a simple matter, and can result in substantial changes to the behavior of the
ct . This is a rather ironic situation, since it is the right multiplication which leaves the corresponding connection unchanged,
and the left multiplication which applies automorphism transport to it. In any case, we will at least be able to characterize
exactly how the ct can change under global right multiplication in most cases on P1.
5. Global computations on P1
Throughout this section, let E be O(δp− d)⊕ O(d) on P1, where δ = 0 or 1, and δp < 2d. We set up the basic situation
to be used in this section and in the next section, and then classify in Proposition 5.5 an ‘‘easy case’’ for the connections we
wish to study, which will not be relevant to Theorem 1.1, but which we include nonetheless for the sake of completeness.
We work only over k until we specify otherwise.
Let t1, . . . , tn be local coordinates at n distinct points on P1; without loss of generality, write ti = x − λi, where x is
a coordinate for some A1 ⊆ P1 containing the relevant points, and let ci be the ct of Proposition 4.2 for each ti. If ∇ is a
connection on E with vanishing p-curvature and simple poles at the λi, F∗E ∇ must have degree−p(n− δ), so it must be of
the form O(−mp)⊕ O((m − n + δ)p) for some integer m (without loss of generality, say m ≤ n − δ − m), and because it
must map with full rank to O(δp − d) ⊕ O(d), we find that we also must have (m − n + δ)p ≤ δp − d, −mp ≤ d, which
gives us −d ≤ mp ≤ np − d. We now fix some choice of m, and consider possibilities for the kernel map ϕ corresponding
to such a ∇ .
We may write Hom(F∗E ∇ , E ) as[
O((m+ δ)p− d) O((n−m)p− d)
O(mp+ d) O((n− δ −m)p+ d)
]
.
The matrix S can therefore be written with coefficients gij being polynomials in x of the appropriate degrees, with products
along both the diagonal and antidiagonal having degree bounded by np. Moreover, there are n points where the determinant
must vanish to order p, so up to scalar multiplication, the determinant must be
∏
i(x− λi)p. Global transport of our kernel
map corresponds to left multiplication by matrices of the form[
O(0) O(2d− δp)
O(δp− 2d) O(0)
]
and right multiplication by
F∗
[
O(0) O(n− δ − 2m)
O(2m− n+ δ) O(0)
]
.
Although the ci are not invariants of a connection, for the most part they change predictably under transport of their kernel
maps. We have:
Proposition 5.1. Suppose we have chosen ci for a kernel map given by S. Then for any constant µ, we can transport S so that the
ci may be replaced by µci. Also, for any µ and any j with 0 ≤ j ≤ n− δ − 2m, we can transport S so that the ci may be replaced
by ci + µλpji .
If m < n − δ − m, the above modifications are the only possible ones for the ci, and in particular the i for which the ci are
uniquely determined do not change under transport.
Proof. We make use only of the criterion of Corollary 2.9 (recalling that the ci were by definition the negatives of the
constants arising there). We first show that the asserted modifications are possible. If we begin with S, and at each λi anMi
and upper triangular U(−ci)withMiSU(−ci) diagonal, we can transport S to simultaneously scale the ci by anyµ simply by
replacing S by SD(1, µ) = S
[
1 0
0 µ
]
, U(−ci) by D(1, µ−1)U(−ci)D(1, µ) = U(−µci), and Mi by D(1, µ−1)Mi, whereupon
our original diagonal matrix is conjugated by D(1, µ).
Next, translation of all ci byµλ
pj
i is accomplished simply by right multiplication of S by U(µx
pj): at each λi, we can write
xpj = λpji + (xj − λji)p, and then if MiSU(−ci) = D(d1, d2) was diagonal, it follows that Mi(SU(µxpj))U(−ci − µλpji ) =
MiSU(−ci)U(µ(xj − λji)p) =
[
d1 µd1(x
j − λji)p
0 d2
]
. Now, since ordλi d2 < p, we can multiply Mi on the left by U(−µ d1(x
j−λji)p
d2
)
to recover the initial diagonal matrix, so we see that ci + µλpji has taken the role of ci, as desired.
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Lastly, whenm < n−δ−m, we simply need to verify that the above cases are the only possible forms of transport that can
affect the ci: we have seen that only right multiplication can affect the ci, andwhenm < n−δ−m, the onlymatrices we can
right multiply by are upper triangular with scalars on the diagonal and inseparable polynomials of degree≤ (n− δ− 2m)p
in the upper right. These are generated by the two cases above together with D(µ, 1), but D(µ, 1) = D(µ,µ)D(1, µ−1), and
the D(µ,µ) can be commuted to the left and absorbed intoM .
Example 5.2. When m = n − δ − m, it is not true that the ci behave well under transport, and they may even go from
uniquely determined to arbitrary and back. For instance, consider a diagonal matrix vanishing to order e < p/2, p− e along
the diagonal at a chosen point λi. In this case, ci is well determined as 0, since if we multiplied by any U(ci) with ci 6= 0,
we would have that the product of the entries on the top row of our matrix only vanished to order 2e < p. But because
m = n − δ − m, we can right-multiply by
[
0 1
1 0
]
to switch the columns of our matrix, at which point ci may be chosen
arbitrarily, because 2p− 2e > p.
Before moving on to the next results, we fix some combinatorial notation which will come up as soon as we attempt to
count classes of connections.
Notation 5.3. For a given p, n, and s, denote by Np(n, s) the number of monomials of degree s in n variables subject to the
restriction that each variable occurs with positive exponent strictly less than p. Also denote by NDp (n, s) the number of such
monomials in which exactly D variables appear with degree less than p/2.
We give explicit formulas for these numbers:
Lemma 5.4. We have:
Np(n, s) =
n∑
i=0
(−1)i
(n
i
)( s− i(p− 1)− 1
n− 1
)
.
In particular, for any fixed n this is expressed by the jth of n + 1 polynomials, each of combined degree n − 1 in s and p, with j
being the largest integer (≤ n+ 1) such that j(p− 1) ≤ s− n. We also have
NDp (n, s) =
( n
D
) s∑
j=0
N(p+1)/2(D, j)N(p+1)/2
(
n− D, s− j− (n− D)p− 1
2
)
.
Proof. The formula for Np(n, s) is obtained by the inclusion–exclusion principle, looking at which variables occur with
exponent at least p, and making us of the fact that if a variable is required to have at least a certain degree, this is equivalent
to simply lowering the total degree of the monomial.
The asserted formula for NDp (n, s) also follows easily from the definitions, since the count may be split up over the choice
of which D variables have degree less than p/2, and then the desired monomial is a product of a monomial with those
variables, each with degree less than p/2, with a monomial of the remaining variables, each with degree greater than p/2.
Summing over possible degrees of the two separate monomials gives the formula. 
Proposition 5.5. We can classify completely all kernel map classes with kernel of the associated connection isomorphic to
O(−m) ⊕ O(m − n + δ), and which can be made via transport to have either g11 or g12 equal to 0. We may describe them
as follows:
(1) there are Np(n,mp+ d) transport-antidiagonalizable classes.
(2) For each D, the classes of non-transport-antidiagonalizable kernel maps for which g11 may be transported to 0 are
parametrized by NDp (n,mp+ d) copies of PD−2−n+δ+2m.
(3) If m 6= n− δ −m, there are an additional (distinct) Np(n, (n− δ −m)p+ d) transport-diagonalizable classes.
(4) Again if m 6= n − δ − m, there are (distinct) classes of non-transport-diagonalizable kernel maps for which g12 may be
transported to 0, parametrized by NDp (n, (n− δ −m)p+ d) copies of PD−1 for each D.
In particular, in the case (m+ δ)p < d, all possible kernel maps are classified by (1) and (2).
Note that despite the geometry in the above description, we make no claim of any a priori scheme or variety structure.
Proof. We begin with the case that g11 = 0. Scaling as necessary, we have g21g12 =∏ni=1(x− λi)p, so fix the orders at each
λi of g21 (equivalently, g12). There are Np(n,mp+ d) choices, by definition. Clearly, we get only one antidiagonalizable one
given the choices of orders. We next examine the non-antidiagonalizable ones. Let D be the number of i such that g21 has
order less than p/2 at λi; this will be the number of ci which are uniquely determined under our criterion of Proposition 4.2.
Indeed, for such ci, noting that p − ordλi g21 = ordλi g12, this criterion tells us precisely that for each λi, there is a ci such
that g22 ≡ cig21(mod (x − λi)ordλi g12). In the cases that ci can be arbitrary, we may for convenience consider them to be 0.
We then observe that if we choose values for the remaining ci, there is at most one transport-class with those values, since
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the Chinese remainder theorem says g22 is uniquely determined modulo g12 by its values modulo (x − λi)ordλi g12 for all i.
Now, there are D of the ci whichmust be specified, and they cannot all be the same, since in that case one could arrange by a
single column operation for g12 to divide g22, which then means we are in the transport-antidiagonalizable case. Moreover,
by Proposition 5.1 we can do a global column operation to set the first n − δ − 2m + 1 of the ci to 0 (since powers of
distinct numbers are always linearly independent), reducing us to D− n+ δ+ 2m− 1 choices, and we can also scale all the
remaining ci. So, we have a PD−2−n+δ+2m of distinct choices for the ci, each corresponding to a unique class of kernel maps.
Whenm < n−δ−m, from Proposition 5.1 we know that these are the only possibilities, so we are done. On the other hand,
whenm = n− δ−m, we note that the only possibilities for right transport which preserve g11 = 0 are the upper triangular
ones, which correspond precisely to the translation and scaling we have already used, so this case works out exactly the
same way. This finishes cases (1) and (2).
For (3) and (4), first note that whenm = n−δ−m, one can globally switch columns, so the classes with g12 transportable
to 0 are the same as the ones we have already classified. Form < n− δ−m, they are distinct, since if either of the g1j is 0, it
is clear that no transport-equivalent matrix could have the other 0 instead. Thus, we argue in exactly the same way in this
case, except that for convenience we classify kernel map classes by the ci for the mirror criterion (Remark 4.3), and we also
have to note that globally in this case we cannot translate the ci at all, since any non-trivial column operation would make
g12 6= 0, so we get a PD−1 rather than a PD−2−n+δ+2m.
Finally, if (m+δ)p < dwehave that g11 = 0 for degree reasons, so all connections fall into one of the cases (1) and (2). 
Remark 5.6. With this proposition, we already see polynomials in p arising in counting connections with a fixed set of poles
on a fixed vector bundle. Ultimately, the numbers of this proposition will not come into the calculation of the number of
connections we are interested in for the Frobenius-unstable vector bundles of [9], but that number will also be a polynomial
in p, strongly suggesting the existence of a more general underlying phenomenon.
6. Maps from P1 to P1
Continuingwith the notation of the previous section, we have fully analyzed classes of kernel maps inwhich one of g11 or
g12 may be transported to 0. To analyze the remaining kernel maps, we shift focus considerably. We will associate a rational
function fS to each kernel map class, and examine the induced correspondence to complete our general classification of
logarithmic connections with vanishing p-curvature, concluding in particular the statement of Theorem 1.1.
Warning 6.1. In order to streamline the proofs in this section, whenever we refer to the ci or criterion of Proposition 4.2,
we will mean the mirror criterion (Remark 4.3) under which scalar multiples of the right column are added to the left.
We begin with some notation and observations: first, since det(S) is supported at the λi, the GCD of the coefficients of S
must likewise be.
Notation 6.2. Set αi so that the GCD of the coefficients of S is
∏
(x − λi)αi . Factoring this out from S, write Sˆ = (gˆij) for
the resulting matrix, whose coefficients have no non-trivial common divisor. Now, let g1 be the GCD of gˆ11 and gˆ12, write
βi = ordλi g1, and finally write fS := g12g11 , considered as an endomorphism of P1.
Wemake the following observation: formally locally at eachλi, we can transport-diagonalize S to have powers of ti on the
diagonal, obtaining two positive integers summing to p as the exponents. Momentarily writing α′i for the lesser of the two,
we note that t
α′i
i is the GCD of the coefficients of the diagonalized matrix, and since GCDs are unchanged by multiplication
by invertible matrices, it must also have been the GCD of the coefficients of S (over k[[ti]]); hence, α′i = αi. Put differently,
we have that the local exponents are αi, p− αi, with αi < p− αi.
Note that since we assumed δp− d < d, the g1j, and in particular, fS , are unaffected by left transport. We also see easily
that one of g11, g12 may be transported to 0 if and only if S is transport-equivalent to a kernel map with fS having degree 0,
hence constant. Thus:
Corollary 6.3. The kernel map classes classified in Proposition 5.5 are precisely those for which the associated endomorphism
fS : P1 → P1 can be made constant under transport.
We also note that via the constant row and column operations available to us under global transport, we can without
loss of generality assume that we are in the following situation.
Situation 6.4. We have normalized so that ordλi g22 = αi for all i, ordλi g12 = αi + βi, and deg g12 = (n−m)p− d.
We now analyze the situation further:
Proposition 6.5. We have βi ≤ p−2αi for all i; moreover, fS has degree (n−m)p− d−∑i αi−∑i βi, and is ramified to order
at least p− 2αi − βi at each λi, and (n− δ − 2m)p (when this is non-zero) at infinity.
Proof. The inequality βi ≤ p− 2αi is necessary for the determinant to have order p at λi. Next, by definition fS has degree
(n − m)p − d −∑i αi − deg g1. Noting that g1 will divide the determinant of Sˆ, it must be supported at the λi, so we also
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have deg g1 =∑i βi. Examining the (mirror) criterion of Proposition 4.2, we see that the requirement that (g11− cig12)(g22)
vanish to order at least p at λi, since we had arranged for ordλi gˆ22 = 0, gives the desired ramification condition at λi. Finally,
the ramification at infinity follows because we had set deg g12 = (n−m)p−d, so it has degree at least (n−δ−2m)p greater
than g11. 
In particular, we see that when fS is non-constant and βi 6= p − 2αi, the ci are all uniquely determined as 1fS (λi) . In the
case that βi = p−2αi, we need to additionally specify the ci, but in applications (for instance, in Theorem 1.1), this situation
will not arise. In determining necessary and sufficient conditions to fill in the gˆ2j from the gˆ1j in such a way as to satisfy our
criterion, we find:
Proposition 6.6. For any given choice of αi and gˆ1j satisfying the conditions deduced for fS in the previous proposition, and for
any choice of ci` ∈ k for each i` with βi` = p− 2αi` , with ci` 6= 1fS (λi` ) , there exists a corresponding kernel map class, necessarily
unique, if and only if for all i such that 0 < βi < p− 2αi, fS has precisely the minimum required ramification, i.e. fS ramifies to
order precisely p− 2αi − βi at λi. Under this condition, ci` is determined by the kernel map as g21g22 (λi`).
Proof. We first show that if the conditions on gˆ1j are satisfied, we get a unique corresponding kernelmap class: that is, given
gˆ11 and gˆ12, there is a uniqueway (up to transport) to fill in gˆ21 and gˆ22which satisfies the (mirror) criterion of Proposition 4.2.
This will follow from standard results on generators of ideals over PIDs: we need to choose the bottom row so that the
determinant is∆ =∏(x− λi)p−2αi ; the solutions to gˆ11h2 − gˆ12h1 = ∆ are expressible for some particular choice of h1, h2
as h1+q gˆ11g1 , h2+q
gˆ12
g1
as q varies freely. In particular, twoways of filling in the bottom roware transport equivalent if and only
if their corresponding q’s differ by amultiple of g1, so wewill need to check that the criterion determines q preciselymodulo
g1. We also observe that given q modulo g1, we can always choose a representative polynomial for it so that the resulting
g21, g22 have the correct degrees: changing q by a multiple of g1 corresponds to subtracting a multiple of the first row from
the second, which can always, for instance, force the degree of g22 to be strictly smaller than (n−m)p−d < (n−δ−m)p+d,
without changing the determinant, and this forces g21 to have degree exactly mp + d. Note also that some h1, h2 as above
must exist because we assume that βi ≤ p− 2αi.
Now, note that any q yields a solution satisfying the order conditions along the diagonal, antidiagonal, and the top row:
indeed, our ramification condition gives order at least p along the top row and diagonal (after column operation by ci), and
the determinant then forces the antidiagonal to also have order at least p at all λi. In particular, ordλi h1−cih2 ≥ p−2αi−βi,
since we arranged for ordλi gˆ12 = βi at all i. Next, we know that if we can fill in the bottom row so as to satisfy our criterion,
we can do it with gˆ22 non-vanishing at all λi, and conversely, if gˆ22 is non-vanishing at all λi, our criterion requires precisely
(in addition to the determinant being correct) that ordλi(g21 − cig22)g22 ≥ p, or equivalently, ordλi(gˆ21 − cigˆ22) ≥ p− 2αi.
Note that this implies ci = g21g22 (λi) for all i, and in particular for the i`.
Plugging in our expressions for possibilities for gˆ21 and gˆ22, we get
ordλi
(
h1 − cih2 + q
(
gˆ11
g1
− ci gˆ12g1
))
≥ p− 2αi.
Now, we observed earlier that h1 − cih2 has order at least p− 2αi − βi. There are three cases to consider. If we have βi = 0,
there is nothing to check. If 0 < βi < p− 2αi, the latter term above has order precisely p− 2αi−βi by hypothesis, in which
case qwill be determined uniquely modulo (x− λi)βi by our order condition. Finally, if βi = p− 2αi and further ci 6= 1fS (λi) ,
the ramification condition is irrelevant andwe have that the order of the second term is again p−2αi−βi, as in the previous
case. In this last situation, we also check by solving for q that different choices of ci necessarily yield different choices of q
modulo (x− λi)βi . Combining these for all i by the Chinese remainder theorem determines a unique qmodulo g1, giving us
our unique kernel map class corresponding to fS , as desired.
Conversely, if g1 has support at λi, then either fS has to ramify to precisely the required order at λi, and no higher, or we
must have βi = p − 2αi with ci 6= 1fS (λi) : since g1 is supported at λi, we have ordλi g12 > ordλi g22, so under our criterion,
after column translation, since ordλi g21g22 ≥ p, we obtain ordλi g12g21 > p, and the determinant condition then implies
that ordλi g11g22 = p. If βi < p − 2αi, we saw that the ci was uniquely determined as 1fS (λi) , meaning that we cannot have
any extra ramification at λi. On the other hand, if βi = p− 2αi, we cannot have ordλi g11g22 = p unless ci 6= 1fS (λi) , giving us
our desired restrictions.
We now obtain the following theorem.
Theorem 6.7. Fix d, n,m, δ with δ = 0 or 1, such that δp − d < d and m ≤ n − δ − m, together with points P1, . . . , Pn on
P1. Then transport-equivalence classes of logarithmic connections ∇ on O(δp − d) ⊕ O(d) on P1 having p-trivial determinant,
vanishing p-curvature, and poles precisely at the Pi, with the kernel of ∇ isomorphic to O(−m)⊕ O(m − n + δ), are classified
as follows:
(1) Classes of connections not inducing a connection on O(d) ⊆ O(δp− d)⊕ O(d), and having local exponents αi, p− αi at Pi
for 0 < αi <
p
2 , are classified by equivalence classes of triples (f , {βi}i, {ci`}`), where:
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(i) 0 ≤ βi ≤ p− 2αi;
(ii) there is a ci` ∈ k for each i` with βi` = p− 2αi` ;
(iii) each ci` f (λi`) 6= 1 for all `;
(iv) f is a separable rational function on P1 of degree (n−m)p− d−∑i αi −∑i βi;
(v) f is ramified to order at least p− 2αi − βi at each λi, with equality whenever 0 < βi < p− 2αi, and f maps∞ to∞
to order at least (n− δ − 2m)p.
The equivalence relation is given by fractional linear transformation of f when n − δ − 2m = 0, and by translation by
inseparable polynomials f0 of degree ≤ (n − δ − 2m)p, when n − δ − 2m > 0, with the ci` related by the same linear
fractional transformation or by f0(λi`), as appropriate.
(2) Connections inducing a connection on O(d) ⊆ O(δp− d)⊕O(d) are classified in two categories. The first are those classified
by Proposition 5.5. Connections in the second category, having local exponents αi, p − αi at Pi for 0 < αi < p2 satisfying
d+∑i αi < (m+ δ)p, are classified by equivalence classes of pairs (f , {ci`}`), where:
(i) the i` are some subset of {1, . . . , n};
(ii) ci` f (λi`) 6= 1 for all `;
(iii) f is an inseparable rational function on P1, of degree (n−m)p− d−∑i αi −∑`(p− 2αi`);
(iv) f maps∞ to∞ to order at least (n− δ − 2m)p.
The equivalence relation is the same as above.
Proof. We begin by noting that the hypothesis that the connections in question do not induce a connection on O(d) is
equivalent to fS being non-constant and separable, since this is precisely when the upper-right coefficient in (4.1) will be
non-zero. To see that this is equivalent to restricting to separable fS in the ‘‘non-constant’’ case described by Theorem 6.7, it
suffices to observe that if a kernel map is transport equivalent to one with fS constant, then its fS is necessarily inseparable.
Now, it is easy to see that in the casem = n− δ −m, we get each kernel map class corresponding to a unique function,
with transport corresponding to automorphism of the target P1. To see how the ci` for βi` = p − 2αi` change under such
an automorphism, it suffices to note that although they are not determined by fS(λi), by the previous proposition they are
determined as g21g22 (λi`), and thus change by the same automorphism. In the casem < n−δ−m, it is clear from the definition
of fS that transport of a kernel map can change fS precisely by an inseparable polynomial of degree at most (n− δ − 2m)p.
Thus, the condition that d + ∑i αi < (m + δ)p ensures that fS is not transport-equivalent to a constant function. The
translation of the ci` in this situation is given by Proposition 5.1.
Finally, in the inseparable case we note that we always have more ramification than necessary, so although we are free
to choose βi, it must either be 0 or p− 2αi; we then have ci` exactly where βi` = p− 2αi` . Putting all this together with the
previous propositions, we conclude the statement of the theorem. 
We further show:
Proposition 6.8. In the case of Theorem 6.7, if also m = n− δ −m and βi = 0 for all i, the classification holds over k[].
Proof. We begin by remarking that in our situation, we know that the kernel of the deformed connection is a deformation
of the kernel of the original connection, by Proposition 3.3. In the casem = n− δ−m, our kernel bundle has no non-trivial
deformations, so a deformation of a connection simply gives a deformation of the ϕ of the kernel map, leaving theF intact.
Thus, we may represent our connection over k[] as a kernel map given by a matrix (gij + hij), where we continue with
the notation of Notation 6.2 for the kernel map over k given by (gij), and assume that the gij have been normalized as in
Situation 6.4. We know from Corollary 3.5 that our kernel matrix must still be formally locally diagonalizable with the same
eigenvalues over k[], so our observation that αi was alternatively described as the smaller eigenvalue of the formally locally
diagonalized kernel map gives us that each of the hij must also vanish to order at least αi at λi, and we set hˆij := hij∏
i(x−λi)αi .
Because we have assumed βi = 0, it follows that gˆ12+hˆ12gˆ11+hˆ11 is a deformation of fS maintaining the same degree. It is easy to
check that the fact that Proposition 4.2 holds over k[] allows the same analysis as before to show that our deformation
preserves the required ramification, and it is clear that transport still corresponds to postcomposition by an automorphism
of P1.
It therefore remains only to show that given an appropriate deformation of fS , we can still uniquely produce a
corresponding kernel map over k[]. We therefore suppose that we are given αi for each i, gˆ11 + hˆ11, and gˆ12 + hˆ12.
We may further suppose that we have gˆ21 and gˆ22 satisfying the required determinant, degree, and vanishing conditions
modulo , so we are simply trying to uniquely produce hˆ21, hˆ22 to do likewise over k[]. We first consider the determinant
condition: with hˆ21 = hˆ22 = 0, the determinant will be off by (gˆ22hˆ11 − gˆ21hˆ12) from the desired∏i(x − λi)p−2αi . We
see that we want to choose hˆ21, hˆ22 so that we have gˆ11hˆ22 − gˆ12hˆ21 = gˆ22hˆ11 − gˆ21hˆ12, and this will be possible if and
only if g1 := gcd(gˆ11, gˆ12) | (gˆ22hˆ11 − gˆ21hˆ12). However, since we have assumed that all βi = 0, we have g1 = 1, and
may choose hˆ21, hˆ22 to give the desired determinant. Moreover, given any fixed way of filling in the bottom row to give the
right determinant, we see that all possible choices (with the same gˆ21, gˆ22) are given precisely as those obtained by adding
-multiples of the top row to the bottom, which gives the desired uniqueness. We can then use the same argument as in
the proof of Proposition 6.6 to force the degrees of hˆ21, hˆ22 to be bounded by mp + d −∑i αi, (n − δ − m)p + d −∑i αi
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as required. Lastly, we must verify the vanishing condition imposed by Proposition 4.2; since everything will be multiplied
through by
∏
i(x − λi)αi , it is enough to verify that at each λi, after column operation by ci, we will have min{ordλi(gˆ11 +
hˆ11), ordλi(gˆ21 + hˆ21)} ≥ p − 2αi. By hypothesis, since ordλi gˆ22 = 0, this will already be satisfied modulo , and the
ramification condition gives precisely ordλi(hˆ11) ≥ p− 2αi, so it remains only to check that ordλi(hˆ21) ≥ p− 2αi. However,
we now see that ordλi gˆ11hˆ22 − gˆ12hˆ21 = ordλi gˆ22hˆ11 − gˆ21hˆ12 ≥ p− 2αi, so since ordλi gˆ11 ≥ p− 2αi and ordλi gˆ12 = 0, we
get the desired inequality. 
Remark 6.9. The condition that βi = 0 in the above proposition is unnecessary if one is willing to look at linear series rather
than rational functions, and do slightly more analysis of vanishing conditions. However, we will only need the case βi = 0.
We are now in a position to give:
Proof of Theorem 1.1. We note that the degree and ramification conditions imposed in Theorem 6.7, by the separability of
fS and the Riemann–Hurwitz formula, mean that no additional ramification can occur and the βimust all be zero. It therefore
suffices to show that the only case which can actually occur when the Pi are general is the case n− δ −m = m.
Now, suppose that n − δ − m > m; since n = 2d + 2 is even, we must have n − δ − 2m ≥ 2, and we see from
Riemann–Hurwitz that there are two cases to consider: either the ramification at infinity is exactly (n − δ − 2m)p, or it is
(n− δ− 2m)p+ 1. For the former case, if we subtract an appropriate multiple of x(n−δ−2m)p, the Riemann–Hurwitz formula
and the ramification at∞ shows that wemust reduce the degree and ramification index at∞ by precisely 1. Noting that our
choice of the point∞was arbitrary, both possibilities are then ruled out for general Pi by Proposition 5.4 of [6].We conclude
that for Pi general, n− δ−m = m is the only case that occurs, as desired. Finally, given this, the previous proposition shows
that the classification still holds for first-order infinitesimal deformations.
Remark 6.10. We now explain the relationship between the hypotheses imposed in Theorem 6.7, and those of Mochizuki’s
work on torally crys-stable bundles. Of course, Mochizuki’s work is not in terms of vector bundles, but in terms of the
associated P1-bundles. Aside from this distinction, the key points are as follows:
(i) we have chosen our invariants to ensure that the underlying vector bundle is unstable, with destabilizing subbundle
O(d);
(ii) the ‘‘Kodaira–Spencer map’’ associated to the connection and O(d) is given by the upper-right coefficient
(dg11)g12 − (dg12)g11
det S
of (4.1), so we see that if fS is ramified to order e ≥ p−2αi−βi at one of the λi, this vanishes to order e+2αi+2βi−p =
(e− (p− 2αi− βi))+ βi, and hence is non-vanishing if and only if fS has the minimum required vanishing and βi = 0;
(iii) the condition that the Kodaira–Spencermap be non-vanishing at all theλi togetherwith the condition that∇ not induce
a connection of O(d) is equivalent to Mochizuki’s condition of being ‘‘torally crys-stable’’;
(iv) the ‘‘level’’ is determined by the underlying bundle as degO(d)− degE2 ;
(v) and the condition of vanishing p-curvature is what Mochizuki calls ‘‘dormant’’.
In Theorem 1.1, we have arranged for the level to be the maximal possible value of n2 − 1, meaning that we are studying
‘‘(dormant) torally indigenous bundles’’. See also [7] for an overview of these concepts.
Remark 6.11. We note that the relationship between connections and maps really is more complicated in the case of more
than three poles/ramification points, and one cannot hope to treat it as generally as Mochizuki treated the three-point case.
Specifically, we see that connections with m 6= n − δ − m, which is to say those corresponding to maps with additional
ramification at infinity will deform, as the poles move, to connections withm = n− δ −m, which are lower-degree maps.
This is a result of the fact that Grothendieck’s splitting theorem for locally free sheaves on P1, used in an essential way in
our argument, only holds over a field.
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