Diffusion approximation provides weak approximation for stochastic gradient descent algorithms in a finite time horizon. In this paper, we introduce new tools motivated by the backward error analysis of numerical stochastic differential equations into the theoretical framework of diffusion approximation, extending the validity of the weak approximation from finite to infinite time horizon. The new techniques developed in this paper enable us to characterize the asymptotic behavior of constant-step-size SGD algorithms for strongly convex objective functions, a goal previously unreachable within the diffusion approximation framework. Our analysis builds upon a truncated formal power expansion of the solution of a stochastic modified equation arising from diffusion approximation, where the main technical ingredient is a uniform-in-time weak error bound controlling the long-term behavior of the expansion coefficient functions near the global minimum. We expect these new techniques to greatly expand the range of applicability of diffusion approximation to cover wider and deeper aspects of stochastic optimization algorithms in data science.
Introduction
Stochastic gradient descent (SGD) is a prototypical stochastic optimization algorithm widely used for solving large scale data science problems [RM85, Zha04, SSSSS09, MB11, SZ13, BM13], not only for its scalability to large datasets, but also due to its surprising capability of identifying parameters of deep neural network models with better generalization behavior than adaptive gradient methods [WSC + 16, KS17, WRS + 17]. The past decade has witnessed growing interests in accelerating this simple yet powerful optimization scheme [PJ92, RSS12, JZ13, DBLJ14, RHS + 15, GOP15] , as well as better understanding its dynamics, through the lens of either discrete Markov chains [DDB17, JKNvW18] or continuous stochastic differential equations [LTE17, LTW18, FLL18, HLLL18] . This paper introduces new techniques into the theoretical framework of diffusion approximation, which provides weak approximation to SGD algorithms through the solution of a modified stochastic differential equation (SDE). Though numerous novel insights have been gained from this continuous perspective, it was previously unclear whether the modified SDEs can be adopted to study the asymptotic behavior of SGD, since the weak approximation is only valid over a finite time interval. In the nonconvex case, the approximation error blows up as time goes to infinity; in the strongly convex case, the problem remains open due to the unbounded diffusivity. We show in this paper that it is possible to study an approximate solution of the modified SDE for strongly convex case, which admits uniform-in-time weak error bounds and can thus be used for investigating the long-term behavior of SGD dynamics.
We concern ourselves in this paper with the iterative stochastic numerical scheme X n+1 = X n − η∇ f ξ (X n ) , n = 0, 1, . . .
where η > 0 is the constant step size and ∇ f ξ (·) are "stochastic gradients" that provide unbiased estimates for the "true gradient" of a strongly convex objective function f : R d → R, in the sense that E ξ ∇ f ξ ≡ ∇ f . We characterize the asymptotic distributional behavior of the iterates {X n } n≥0 as n approaches infinity, by adapting tools from backward error analysis of stochastic numerical schemes [DF12, Sha06, ACVZ12, AVZ14, Kop14, Kop15] to modified SDEs arising from the diffusion approximation [LTE17, LTW18, FLL18] . So far, asymptotic analysis for the dynamics of (1) have been made possible only through the Markov chain techniques [DDB17, JKNvW18] . This paper is our first attempt at fully unleashing the rich and powerful SDE techniques for studying stochastic numerical optimization schemes in large scale statistical and machine learning.
Main Contribution: Long-Time Weak Approximation for SGD via SDE
The dynamics of discrete, iterative numerical algorithms can often be better understood from their continuous time limit, typically described by ordinary differential equations. This perspective has been proven fruitful in the analysis of many deterministic optimization algorithms [Fio05, HM12, DSE12, ORX + 16, SBC16 ]. An analogy of this type of continuous-time-limit analysis for SGD algorithms is provided by the diffusion approximation [LTE17, FLL18] : in any finite time interval, iterates of SGD (1) is close in the weak sense to the solution of the following SDE:
is the covariance matrix of the random gradients, and W t is the standard Brownian motion [Øks03] . In numerical SDE literature, SDE of type (2) is often referred to as the stochastic modified equations; they play an important role in constructing high-order numerical approximation schemes for invariant measures of ergodic SDEs (see, e.g., [ACVZ12, AVZ14] ). In the context of data science, diffusion approximation has been used to gain insights into online PCA [FLL18] , entropy-SGD [CCS + 16, COO + 18], and nonconvex optimization [HLLL18] , to name just a few. Despite its effectiveness as a continuous analogy of stochastic numerical optimization algorithms, the range of applicability of diffusion approximation is significantly limited by its restricted validity in a finite time interval. In particular, this means that the solution of the SDE (2) can be used to rigorously approximate only a finite number (though very large) of SGD iterates (1), and thus can not be used in the same way as Markov-chain-based theoretical analysis [DDB17, JKK + 17, MHB17] to study the asymptotic behavior of {X n } n≥0 as n → ∞. This paper aims at closing this theoretical gap by extending the validity of diffusion approximation from finite-to infinite-time horizon. To the best of our knowledge, this is the first work that studies the asymptotic distributional behavior of SGD from an SDE perspective.
Our main technical contribution in this paper is to adopt the framework of weak backward error analysis to the solution u = u (x, t) = E x ϕ (X t ) of the following backward Kolmogorov equation associated with SDE (2):
where Tr (A) stands for the trace of a square matrix A, Σ is the covariance matrix as in (2), and ∇u, ∇ 2 u denote the gradient and Hessian of u = u (x, t) with respect to the spatial variable x. The function ϕ : R d → R is an arbitrary "observable" of the stochastic dynamical system that characterizes properties of interest of the iterates {X n } n≥0 . Weak error analysis concerns the behavior of {ϕ (X n )} n≥0 for any ϕ with sufficient regularity; for instance, by taking ϕ = f , we can study the asymptotic oscillatory and/or concentration behavior of the objective values f (X n ) with respect to the global minimum if standard convexity assumptions are imposed on f . In a nutshell, backward error analysis is based on identifying the associated generator of a numerical scheme with the generator of a modified SDE, up to higher order terms in the powers of the step size η. This can be achieved, e.g., by formally expanding the generator of the modified SDE into a power series of the step size, and then determining the coefficients (which are functions of the space and time variables, but not the step size η) of this power series using information from the numerical scheme; it is then natural to expect that a proper truncation of this formal power series can be used as a reasonable approximation for the iterates of the stochastic numerical scheme (in the weak sense), even though the formal series may not converge (and thus the solution of the SDE may not be a good approximation for the discrete iterates for all time). As illustrated by many examples in the numerical analysis of ergodic SDEs (see, e.g., [DF12, Sha06, ACVZ12, AVZ14, Kop14, Kop15] and the references therein), it turns out that the coefficient functions of the formal power series capture-in a uniform-in-time fashion-the leading order behavior of the discrete numerical scheme; this enables practitioners to draw conclusion on the closeness between the invariant measure of the numerical scheme and the invariant measure of the truncated formal series. In other words, though solutions of (3) can not be used directly to capture the long-term behavior of SGD (1), we construct an alternative, auxiliary function approximation of the solution of (3), which turns out to be a superior weak approximation of (1) in the sense that the approximation error is uniform-in-time and in higher powers of the step size η. The time-uniformity of such a truncated formal series approximation enables us to study the asymptotic distributional behavior of the iterates of (1), thus closing the gap in the theoretical analysis between diffusion approximation and Markov-chain-based analysis. We provide an overview for the main steps in our analysis in the next section.
Sketch of the Main Approach
We consider a formal expansion of the solution u = u (x, t) = E x ϕ (X t ) of (3) in a power series with respect to the step size η > 0:
(4)
For the ease of exposition, let us introduce short-hand notations L 1 , L 2 for the differential operators appearing in the right hand side of (3):
Formally plugging (4) into (6) and equating terms corresponding to the same powers of η, we can determine all coefficient functions u n (x, t) from solving corresponding PDEs, namely, for = 0
and for ≥ 1
Determining any u can thus be done by inductively solving a sequence of first-order PDEs (7) (8). In fact, with some work we can establish exponential convergence of each u to its equilibrium state as t approaches infinity, provided that f is strongly convex. We then construct an approximation for u by truncating the formal series (4), yielding
If the formal series (4) converges uniformly, u N is certainly a good approximation of u up to an order O η N+1 error. The crux of our argument is that, even when the convergence of (4) is not guaranteed, it turns out that we can still use u 1 (x, nη) n≥0 as good approximation for E x ϕ (X n ) n≥0 ; most notably, the O η 2 error in this approximation is bounded uniformly in n, allowing us to draw quantitative conclusions on the asymptotic distributional behavior of E x ϕ (X n ) from that of u 1 (x, nη). It is very tempting to push this idea further by considering u N , N > 1 in place of u 1 and expecting it to better approximate E x ϕ (X n ) up to higher orders of error; however, our analysis indicates that in general u N (x, nη) − E x ϕ (X n ) = O η 2 can no longer be improved by choosing N > 1, even though u N could be a better approximation for the solution u of the backward Kolmogorov equation (3) when N > 1.
The superior, uniform-in-time approximation of the truncated formal expansion to E x ϕ (X n ) is achieved by the fact that the coefficient functions u are totally determined by the local behavior of f and ϕ (i.e. behaviors on compact sets), whereas the solution u of (3) depends on the global information and is thus harder to control. This will become transparent after we establish Theorem 2, but can also be understood through a simple example with d = 1, f (x) = 1 2 x 2 , and Σ (x) ≡ 1. In this example, SDE (2) corresponds to an Ornstein-Uhlenbeck process, and the solution of (3) adopts the explicit integral representation
We can obtain a formal expansion of u (x, t) in terms of η using a Taylor expansion for ϕ at xe −(1+2η)t in the integrand of (10). We keep 2m terms in the Taylor expansion and note that all odd powers of √ S vanish, which leads to the following expansion of error O η m+1 :
The u 's can then be obtained by further expanding the functions about η = 0 and combining terms of equal powers. Clearly, such obtained u 's in this expansion will only depend on the derivatives of ϕ at xe −t ; meaning that u (x, t) only depends on the behaviors of ϕ inside the ball with radius |x|. Meanwhile, for any x, u(x, t) depends on the behavior of ϕ in the whole space. The formal series expansion is like the Taylor series of the function u(x, t) with respect to η. As known, in general one can not expect the Taylor series to converge to the original function unless the function is analytic, which exactly resembles the difference between the solution of (3) and the truncated formal series expansion (9): the latter maintains only the barely minimum local information in the diffusion approximation for characterizing the asymptotic distributional behavior of the dynamics of SGD (1). Full details of our theoretical framework can be found in Section 2 and the appendices.
Outline
In the remainder of this paper, we present our main theorems and main proofs in Section 2, and validate our theory with numerical experiments in Section 3. Technical lemmas and auxiliary results are deferred to the appendices. We conclude this paper and propose future directions in Section 4.
Main Results
We begin by stating the assumption that will be used throughout this paper.
Assumption 1. We assume f ∈ C 3 R d is strongly convex with ∇ 2 f γI d , where γ > 0 is a constant and I d is the dby-d identity matrix. Without loss of generality, assume f has a unique global minimum at the origin
Moreover, we assume the following holds for the random functions:
(1) Each random function f ξ is γ-strongly convex, i.e., f (·, ξ) − 1 2 γ · 2 is convex for all ξ ∈ Ξ;
(2) The random gradients at x * = 0 are uniformly bounded, i.e., there exists b > 0 such that
Though our assumption on the individual f ξ 's appears to be strong, it is not particularly restrictive for the most commonly encountered scenario of SGD application where each random function f ξ is constructed from the same loss function y ξ , g w ξ , and the only source of randomness is in the random data w ξ , y ξ sampled from an unknown data distribution. In this case, Assumption 1 can be stated just once for the loss function, as done in [LSLS18] .
In the remainder of this section, we divide our exposition of the main results into two parts. Estimates establishing the exponential convergence of the coefficient functions of the formal series expansion appear in Section 2.1, and their applications to studying the asymptotic distributional behavior of SGD iterates appear in Section 2.2.
Formal Series Expansion
Under the strongly convexity assumption in Assumption 1, the following two lemmas can be easily established. We defer the proofs to Appendix A. In particular, the convergence in Wasserstein-2 distance in Lemma 2 is well-known (see, e.g., Proposition 1 in [DDB17] ); we contain a simple proof in Appendix A for completeness. In the rest of this paper, for any R > 0, we denote B (0, R) for the Euclidean ball of radius R centered at the origin (which is also the global minimum of f by Assumption 1).
Lemma 1. Suppose Assumption 1 holds, and denote R 0 = 4b/γ. For any R > R 0 , set
Then for any η ≤ η 0 and X 0 = x ∈ B(0, R), we have X n ∈ B(0, R) for all n ≥ 0. In other words, under these assumptions the sequence generated by the SGD is uniformly bounded.
Lemma 2. Suppose Assumption 1 holds, and let µ n denote the law of the n th iterate X n of SGD (1).
is the spectral norm (largest singular value) of the Hessian matrix ∇ 2 f ξ (x). Then, when η is sufficiently small, µ n converges to a probability measure π under the Wasserstein-2 norm (W 2 -norm) at exponential rate
For any smooth test function ϕ, we adopt the "semi-group notation"
Since convergence in Wasserstein distance implies weak convergence, Lemma 2 implies
However, this does not provide much precise and/or quantitative information regarding how U n converges to R d ϕ dπ. An important goal of this paper is to shed new lights on the dynamics of µ n as n → ∞. Within the diffusion approximation framework, it can be shown (see, e.g., [FLL18] ) that the semi-group evolution U n admits a weak second order diffusion approximation over a finite time interval [0, T ], in the sense that for all sufficiently smooth ϕ there holds
for all η ≤ η 0 , where η 0 > 0 is a constant, and u (x, t) = E x ϕ (X t ) is the solution of the backward Kolmogorov equation (3). Roughly speaking, SDE (2) can be regarded as the weak approximation of the SGD (1) over any finite time interval [0, T ]. Unfortunately, the validity of this approximation for infinite time (T → ∞) is unclear. For nonconvex objective functions, it is known that the approximation can break down quickly as T → ∞. Even for strongly convex objective functions (which generate confining dynamics for SGD, according to Lemma 1), the validity of long time diffusion approximation is still in doubt due to the unboundedness diffusivity encoded in Σ. As motivated in Section 1.2, we will switch gears and use a truncated formal series (9) in place of the solution u of (3) to approximate U n , for all arbitrarily large n ≥ 0. Before stating the main technical result concerning the exponential convergence of the u 's in the formal asymptotic expansion, we introduce another notation to simplify the exposition and proof: denote
For J ∈ I k , we denote ∂ J u := ∂ j 1 . . . ∂ j k u.
Remark 1. The reason that we adopt the notation ∂ J instead of the standard multi-index notation ∂ α where α = (α 1 , . . . , α d ) with α 1 + . . . + α d = k is mainly for the sake of clarity and simplicity of exposition. First, this convention is widely used for tensor analysis in physics and engineering. More importantly, in Appendix B where we prove Theorem 2, J∈I n+1 ∂ t (∂ J u) 2 naturally has a quadratic form associated with the Hessian matrix ∇ 2 f so that we can make use of the strong convexity. If we use ∂ α notation, we will have to multiply some weight factors w α such that |α|=k w α ∂ t (∂ α u) 2 has the desired quadratic form.
We are now ready to present our main estimates for the exponential rate of decay for the coefficient functions in the formal series expansion (4).
Theorem 2. Assume Assumption 1 holds and R > R 0 for R 0 > 0 as defined in Lemma 1.
In addition, if ϕ ∈ C k (B (0, R)) and f ∈ C k+1 (B (0, R)) for some integer k ≥ 1, then there exists a polynomial P k such that
(ii) For an arbitrary test function ϕ ∈ C 1 (R d ) and any n ≥ 1, if ϕ ∈ C 2n+1 (B (0, R)) and f ∈ C 2n+2 (B (0, R)), then there exists a constant ϕ n such that
In addition, if ϕ ∈ C k+2n (B (0, R)) and f ∈ C k+1+2n (B (0, R)) for some k ≥ 1, then there exists a polynomial P n,k such that
The proof of Theorem 2 is quite technical; we defer full details to Appendix B. We state an immediate corollary of Theorem 2 to close this subsection.
Corollary 1. The truncated formal series u N defined in (9) "approximately satisfies" the backward equation (3) in the sense that
Consequently, if ϕ ∈ C 2k+2N (B (0, R)) and f ∈ C 2k+1+2N (B (0, R)) for some k ≥ 1, we have sup x∈B(0,R)
It is clear from Theorem 2 that all the coefficient functions u n (x, t) depend only on the information of f and Σ inside the ball B(0, x ), in the sense that the bound does not change if we modify the values of ϕ, f , and a outside B(0, x ). Thus u n reflects the "local information" of u. This is in stark contrast with the solution of (3) at x, which inevitably depends on the values of ϕ outside B(0, x ) due to the parabolicity of the second order PDE (3). As explained in Section 1.2, this is due to the fact that the u n (x, t)'s are essentially the "Taylor expansion coefficients" of u with respect to the step size. This is also the reason that we referred to (4) as only a formal series expansion: in general the Taylor series needs not converge to the original function. See also the Ornstein-Uhlenbeck process example in Section 1.2 for a concrete example.
Dynamics of SGD with Constant Step Size
In this subsection we apply the results from Section 2.1 to studying the asymptotic distributional behavior of the SGD dynamics (1). Throughout the rest of this subsection, we always assume that X 0 ∈ B(0, R) and R satisfies the condition of Lemma 1. The confining nature of the dynamics allows us to choose very general functions as test functions, e.g., those smooth functions that grow exponentially as x → ∞, for the weak approximation results to hold. This is because we can always modify the part of the test function outside of B(0, R). More precisely, we have Lemma 3. Under Assumption 1, given any test function ϕ ∈ C k (R d ) for some k ∈ N, we can chooseφ ∈ C k R d compactly supported such that
and
Similarly, in the formal series expansion (4) for the diffusion approximation, replacing ϕ withφ does not change any of the coefficient functions u (x, t), x ∈ B(0, R), ≥ 0.
Lemma 3 is a simple consequence of transport equations (7) (8). Notably, we emphasize again that the locality of the coefficient functions u (x, t) is in stark contrast with the solution of the backward Kolmogorov equation (3), since (3) has diffusion effects which is global. Lemma 3 indicates we can focus on test functions compactly supported near the global minimum. The main result of this paper is the following.
Theorem 3. Under Assumption 1, if f ξ ∈ C 9 (B (0, R)) and ϕ ∈ C 8 (B (0, R)), then u 1 = u 0 + ηu 1 approximates the dynamics of SGD (1) with weak second order, in the sense that there exists a positive constant C (ϕ, f, R) such that
Proof. By Lemma 3, we can assume without loss of generality that ϕ is compactly supported and ϕ C k (R d ) ≤ C k ϕ C k (B(0,R)) for sufficiently large k. To ease our exposition, we adopt the semi-group notation U n (x) := E x ϕ (X n ) and denote S : L ∞ R d → L ∞ R d for the semi-group evolution operator U n+1 (x) = E(U n (x − η∇ f (x; ξ))) := S U n (x).
We know from [FLL18, Theorem 2.1] that S is an L ∞ -contraction. Noticing that U n (x) = S n ϕ(x) and ϕ(x) = u N (x, 0), by a telescoping sum we have
and use the L ∞ -contractivity to get
We fix N = 1. Taylor expansion for u 1 with respect to the time variable leads to
By Corollary 1 and Theorem 2, there holds |∂ ttt u 1 | ≤ |(L 1 + ηL 2 ) 3 u 1 | + C( f, ϕ, R)η 2 e −γ( j−1)η/2 ≤ C( f, ϕ, R)e −γ( j−1)η/2 and again by Corollary 1,
In the meanwhile, applying Taylor expansion to S u 1 (x, ( j − 1)η) = E u 1 (x − η∇ f (x, ξ)), ( j − 1)η and applying Theo-
Combining (21) and (22), we have
and thus the right hand size of (20) can be further bounded by
for some positive constant C( f, ϕ, R). This completes the proof.
The key contribution of Theorem 3 is the extension of the range of applicability of diffusion approximation (14) from finite time interval [0, T ] to infinite time. A direct consequence is the following description of the "weak expansion" of the stationary distribution of the dynamics (1). where ϕ 1 = lim t→∞ u 1 (x, t) is independent of x.
The conclusion follows immediately from noting that, for n η −1 log(η −1 ),
In particular, if we choose ϕ = f , Corollary 2 tells us that SGD descends the value of a strongly convex objective function to an O (η) neighborhood of the global minimum in only O η −1 log(η −1 ) time. Measured in the time scale of diffusion approximation, where t = nη in u 1 (x, nη), this is equivalent to say that the SGD dynamics reduces the objective value to O (η) away from the global minimum within time nη = O log(1/η) , which is exponentially fast.
Remark 2. The weak order of approximation O η 2 in Theorem 3 is optimal in the sense that no higher order approximation error can be achieved by choosing N > 1 in (9), although the formal truncated series u N may better approximate the Kolmogorov equation (3). This is because the diffusion approximation itself is only a weak second order approximation for SGD [FLL18, Theorem 2.2]. Higher order approximation for the SGD dynamics requires higher derivatives of u in the PDE (3), but it no longer describes a diffusion process (solutions of Itô equations).
Numerical Experiments
In this section we demonstrate the approximation power of the truncated formal series (9) with numerical experiments for a concrete example. Consider an SGD scheme generated by two strongly convex functions
The stochastic gradient updates follow
where {ξ n } n≥0 are i.i.d. Bernoulli (1/2) random variables. The limiting distribution of this Markov chain is identical to that of X ∞ = η ∞ j=0 θ j (1 − η) j where the θ j 's are i.i.d. Bernoulli (1/2) random variables. The infinite series converges whenever η ∈ (0, 1), but the stationary distribution is drastically different for different values of η [DF99, §2.5]: If η = 1/2, X ∞ is uniformly distributed on [0, 1]; if 1/2 < η < 1, the distribution of X ∞ is singular (supported on a set of Lebesgue measure 0); if 0 < η < 1/2, for some values of η the stationary distribution is singular, but it has also been established that for almost all η ∈ (0, 1/2) the stationary distribution is absolutely continuous. We are most interested in the regime η ∈ (0, 1/2) where η is small.
We explicitly compute according to the definitions in (5) that
The first two terms in the formal series expansion (4) can be determined by solving the two first order PDEs sequentially: first solve
to get
and use this to solve
We choose several different test functions ϕ to verify the order of the weak approximation error between U n (x) = E x ϕ (X n ) and u 1 = u 0 + ηu 1 established in Theorem 3. The results are summarized in Figure 1 and Figure 2 .
Conclusion
In this paper, we establish uniform-in-time weak error bounds for diffusion approximation of SGD algorithms, under the strongly convexity assumption for the objective function. To this end, we adapted the idea of backward error analysis in numerical SDEs, and used a truncated formal series expansion with respect to the constant step size for the backward Kolmogorov equation associated with the modified SDE-instead of the solution itself-to approximate the SGD iterates for arbitrarily long time. This enables us to draw quantitative conclusions for the weak asymptotic behavior of the SGD iterates from estimates of the coefficient functions of the truncated formal expansion, which is the first result of this type for diffusion-approximation-based SGD analysis. We believe the tools developed in this paper have great potential in generalizing the range of applicability of diffusion approximation to many other stochastic optimization algorithms in data science, such as SGD with non-constant step size and momentum-based acceleration techniques. Figure 1 : Log-log plots numerically verifying the weak second order diffusion approximation established in Theorem 3, using example (23) and two different test functions ϕ. For each ϕ, we fix x = 1 and nη = 5, then let η vary in {2 −4 , 2 −3 , 2 −2 , 2 −1 , 2 0 }. We use a Monte-Carlo simulation to evaluate U n (x) = E x ϕ (X n ) , by averaging ϕ (X n ) over 10 6 independent trajectories starting from X 0 = x. The slopes of the fitting lines are close to 2, which justify the second order approximation established in Theorem 3. 
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A Technical Lemmas in Section 2.1
Proof of Lemma 1. By (1), we have
where we applied the strong convexity of f ξ in the last inequality. When X n ≤ R 2 , (29) becomes
When R 2 ≤ |X n | ≤ R, we have
Thus the conclusion follows.
Proof of Lemma 2. Consider two copies of the chain
The two chains are coupled through the random variable ξ n . This means that they pick the same function to compute the gradient at every iteration n. Meanwhile, each chain has the same asymptotic distributional behavior as the SGD. We then have
For the second term, we use conditional expectation to deduce that
The last term is upper bounded by
Now, if η < 2γ/L, then 0 < 1 − 2γη + η 2 L 2 < 1. We claim that under this choice of η, the law of X n is a Cauchy sequence under the W 2 norm. In fact, for any > 0, we can pick N > 0 such that (2R) 2 (1 − 2γη + η 2 L) N < 2 /4. For n ≥ N, we pick Y 0 to have the same distribution as X 0 and Z 0 to have the same distribution as X n−N . Then, Y N has the same distribution as X N while Z N has the same distribution as X n . Moreover,
It follows that E Y N − Z N 2 1/2 < /2.
We recall that the Wasserstein-2 distance is given by
where Π(µ, ν) means all the joint distributions whose marginal distributions are µ and ν respectively. Since the joint distribution of (Y N , Z N ) is in Π(µ n , µ N ), one finds W 2 (µ n , µ N ) < /2. This means that µ n is a Cauchy sequence, and lim n→∞ W 2 (µ n , π) = 0.
Finally, we obtain from (30) that
where C is independent of N, n (the second moment of X n−N is uniformly bounded). The conclusion follows from taking the limit n → ∞.
B Proof of the Exponential Decay Estimates
Proof of Theorem 2. The genesis of the exponential decay rates of the u 's can be traced back to the following simple yet important observation: Suppose y(t) satisfiesẏ
with y(0) = x, then y(t) is a non-increasing function and
We now begin our proof. First we notice that u 0 satisfies
Let y be the function in (32) with y(0) = x ∈ B(0, R). And for any given T > 0, t ∈ [0, T ], define z(t) := y(T − t). Then it follows that
Consequently, we have u 0 (x, t) = ϕ(y(t)) , ∀t > 0 . Hence,
For the estimate of derivatives, we use induction. When k = 1, following from equations (34) and (35), we have
Since f is strongly convex,
which implies
This then yields ∇u 0 (x, t) ≤ e −γt ∇ϕ(y(t)) ≤ ∇ϕ L ∞ (B(0,R)) e −γt ≤ ϕ C 1 (B(0,R)) e −γt , ∀t > 0 , x ∈ B(0, R) .
Hence inequality (15) is verified for k = 1. By induction, we assume for any k ≤ n, inequality (15) holds. Next we study the case for k = n + 1. We first denote v = J∈I n+1 (∂ J u 0 ) 2 . Then, we see that ∂ t (∂ J u 0 ) 2 contains terms like
If we take sum so that each j k ranges from 1 to d, then we can make use of the strong convexity of f to get
This is the reason we use the convention of ∂ J instead of the multi-index notation ∂ α with |α| = k. For the last term, we use Young's inequality and the induction assumption, then derive that
We also note that |v(x, 0)| ≤ ϕ C n+1 (B(0,R)) , for x ∈ B(0, R). Hence we get v(z(t), t) ≤ P n ϕ C n+1 (B(0,R) ) , f C n+2 (B(0,R)) e −2γt , ∀t ∈ [0, T ] .
This then gives
v(x, t) ≤ P n ϕ C n+1 (B(0,R) ) , f C n+2 (B(0,R)) e −2γt , ∀t > 0 .
Hence result (15) is proved. Now we start to study u n . The equation which u n satisfies is the following ∂ t u n + ∇ f · ∇u n = L 2 u n−1 , u n (x, 0) = 0 .
Based on this, we could write down a formula for u n , u n (x, t) = t 0 L 2 u n−1 (y(s), t − s) ds .
Here we recall that y satisfies equation (33) with y(0) = x ∈ B(0, R).
Consider n = 1. For convenience, we denote g(x, t) = L 2 u 0 (x, t).
By (15), we have sup x∈B(0,R)
|g(x, t)| ≤ P 1,0 ϕ C 2 (B(0,R)) , f C 3 (B(0,R)) , Σ L ∞ (B(0,R)) e −γt .
It follows that sup x∈B(0,R) |u 1 (x, t)| is uniformly bounded in t. Moreover, by (38), it is clear that for any c > 0, t−c 0 g(y(s), t − s) ds ≤ P 1,0 ϕ C 2 (B(0,R)) , f C 3 (B(0,R)) , Σ L ∞ (B(0,R)) e −γc .
For t 2 > t 1 > 0, |u 1 (x, t 2 ) − u 1 (x, t 1 )| ≤ This means that we can find some function ϕ 1 (x) such that lim t→∞ u 1 (x, t) = ϕ 1 (x), |u(x, t) − ϕ 1 (x)| ≤P 1,0 ϕ C 2 (B(0,R)) , f C 3 (B(0,R)) , Σ L ∞ (B(0,R)) e −γt 1 /2 .
Moreover, by (37), we have Then, (39) implies that lim t→∞ u 1 (x, t) = lim t→∞ u 1 (y(δ), t−δ). This means that ϕ 1 (·) is a constant along a characteristic lines determined byẏ = −∇ f (y). Also, all characteristic lines go towards x = 0. Now, consider any two characteristic lines y 1 (t) and y 2 (t). Then, for any > 0, there exits T 1 > 0 such that |y i (t)| ≤ when t ≥ T 1 . Denote x i := y i (T 1 ). Consider the two characteristic lines arising from x i , denoted byỹ i . Then, it is clear that |u 1 (x 1 , t) − u 2 (x 2 , t)| ≤ sup t ∇g L ∞ (B(0,R)) t 0 (|ỹ 1 (s)| + |ỹ 2 (s)|) ds ≤ C sup t ∇g L ∞ (B(0,R) ) .
This means that ϕ 1 (·) is in fact continuous at x = 0. This means ϕ 1 must be a constant. For the derivatives of u 1 , we notice that ∂ t ∇u 1 2 = −2∇u 1 · ∇ 2 f · ∇u 1 − ∇ f · ∇ ∇u 1 2 + 2 d j=1 ∂ j u 1 (∂ j L 2 )u 0 + L 2 (∂ j u 0 ) .
Also we notice that sup x∈B(0,R) (∂ j )L 2 u 0 (x, t) ≤ C f C 3 (B(0,R)) + Σ C 1 (B(0,R)) u 0 C 2 (B(0,R)) .
We use this in (41), and for the first term we use strong convexity of f as well, then get ∂ t ∇u 1 2 ≤ −2γ ∇u 1 2 − ∇ f · ∇ ∇u 1 2 + 2 d j=1 ∂ j u 1 P 1,1 ϕ C 3 (B(0,R)) , f C 4 , Σ C 1 (B(0,R)) e −γt , then we apply Young's inequality to further get ∂ t ∇u 1 2 ≤ −γ ∇u 1 2 − ∇ f · ∇ ∇u 1 2 + P 1,1 ϕ C 3 (B(0,R)) , f C 4 , Σ C 1 (B(0,R)) e −2γt .
Hence we get sup x∈B(0,R) ∇u 1 (x, t) ≤ P 1,1 ϕ C 3 (B(0,R)) , f C 4 , Σ C 1 (B(0,R)) e −γt/2 .
For the higher derivatives of u 1 , the analysis goes similarly as that of u 0 . We also use induction here. Assume for any k ≤ m, (16) holds. For k = m + 1, we denote w = J∈I m+1 (∂ J u 1 ) 2 and get w(x, t) ≤ P ϕ C m+3 , f C m+4 , Σ C m+1 e −γt .
This shows that (16) is true for n = 1, k = m + 1. Hence (16) holds for all derivatives of u 1 . The analysis of n ≥ 2 is similar to the case n = 1 and can be performed using induction. This completes the proof.
