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Abstract
Many researchers have studied speech emotion for years from the perspective of psychology to engineering. To date, none has
made the speech emotion recognition system intuitive enough in such a way that it can be embedded in automatic answering
machines that can effectively detect the various affective states of human verbal communication. In most cases the underlying
emotional information was misinterpreted thus resulting in wrong feedbacks and responses. The complexity of understanding and 
analyzing speech emotion is presented in the dynamics of the emotion itself. Emotion is dynamic and changeable over time. 
Hence, it is imperative to cater for this parameter to boost the performance of the speech emotion recognition system. In this
paper, values of Valence (V) and Arousal(A) are used to generate a recalibrated affective space model. Such approach is adopted 
from psychologists' understanding that emotion can be represented using emotion primitives' values. The VA approach is then
coupled with the brain associative memory concept that can provides a better means in understanding the dynamics of speech
emotion. Results of such analysis tallies with the psychological findings and has its practical implementation.
© 2013 The Authors. Published by Elsevier Ltd.
Selection and/or peer-review under responsibility of the Universiti Malaysia Sarawak
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1. Introduction
Human are able to express their affective states through verbal and non-verbal communication in everyday life.
Variation of emotional states can be used as essential evaluation criteria to access the efficacy of cognition
processing particularly for action tendency [1] and decision making [2]. Facial expression, speech, gestures and
body posture are the common channels to project an emotional reaction towards stimuli. Such combination
responses are used by the audience to perceive the underlying messages. However, in most cases, emotion can still
be propagated using single channel although it may compromise the recognition performance. For instance, an
not fully developed [3]. Such observation is reported by Miles and Meluish who stated that very young children tend
to respond to their mother's voices with greater sucking rate compared to other female stranger voices [4]. Saito et 
al. [5] found that exaggerated parents voice (infant-directed speech) while communicating with their children can
increased blood flow to the frontal area of the child's brain. In much recent work, Naoi et al [6] observed that 
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significant activation occurs when the infant listened to the infant-directed speech produced by their own mother as 
opposed to unfamiliar mothers. Such findings provide neurophysiological evidence that support the fact that infant 
can recognize emotion although they process visual and auditory information at a slower rate. In addition, one can 
also recognize the affection portrayed by pantomime actors who employs facial expressions, gestures and body 
postures in their performance. Hence, it can be summarized that affective state can be disseminated by various 
channels towards the convergence and optimization of the interactive process. However, the focus for this paper is 
on the dynamic of speech emotion. 
Currently, recognizing emotion from speech starts gaining interest from the researchers. It can be seen from the 
steady increase in the amount of quantitative researches. Verviridis and Kotropoulus [7] and El Ayadi et al. [8] 
provide comprehensive reviews on speech emotion recognition focusing on various data corpora, feature extraction 
methods and classifiers. To date, no researchers can boast highest performance recorded due to the complexity of 
speech emotion recognition task. It is very much dependent on many factors, such as: the data itself, number of 
emotions identified and cultural influence [9]. Hence, physiological changes can be used as a benchmark to gauge 
the perceived emotional feedbacks. These researches basically follow the James-Lange theory of emotion [10] that 
indicates physiological arousal instigates the experience of a specific emotion. The notion of emotion can be 
empirically discriminated boost the  effort to measure emotion. For comprehensive discussion, 
Friedman [11] extensively explained the James-Lange theory and relates the theory to the contemporary researches. 
Emotion itself can be classified as a discrete class or multi-dimensional basis functions. For simplification, 
selections of few basic emotions are listed for discrete class emotion recognition approach. Due to its subjectivity 
and dependancy on culture and environment-related factors, there have been many criteria to identify emotion 
resulting in a several number of basic emotion lists. The disparity between these emotion lists occur because each 
researcher claims that his/her list of emotion subset covers the most comprehensive description of basic emotion. 
Nonetheless, researchers in various disciplines agree that there are some emotions that can be universally accepted 
and is fairly consistent across cultures [12, 13]. Hence, it is sound to consider some of these emotions as basic 
emotions for analysis purposes. On the contrary, discrete class emotion approach is challenged with the arguments 
that emotions cannot be thoroughly explained with a limited set of class and it does not allow subjects to access an 
adequate level of discrimination. In addition, few weaknesses of discrete class emotion approach are encountered; 
namely: 
  The discrete-class approach is only suitable for supervised learning where the testing instance must have mutual 
exclusive membership of the training class. For instance, if the training class consists of basic emotions; namely: 
anger, happiness, sadness and neutral classes, the testing instance must belong to either one of these respective 
classes.  
 It is also found that if the correct training classes are not properly accounted for, valuable information is 
discarded resulting in inconsistent estimation and biased outcome. 
 Furthermore, the dynamic characteristic of emotion is ignored although it is known that emotion is not a discrete 
event as proposed by the functionalist model of emotion.  
 The rigidity of such approach restricts any other variation of class that is not trained to recognize the emotion, 
hence limiting the detailed study of emotion primitives and dynamics. 
A multi dimensional basis functions emotion approach is thus selected for this work to account the dynamic nature 
of the speech emotion. This may reflect the subtlety and complexity of the affective states conveyed by such rich 
sources of information experience and physiological reactions. 
The multi-dimensional basis functions emotion model is constructed from the understanding that emotion 
constituted from three emotion primitives values of valence (V), arousal (A) and dominance (D) [14].  These 
primitives are basis functions that describe the generic attributes of an emotion that act as a fully complementary 
description of the emotion and form the Affective Space Model (ASM). This model can be divided into quadrants 
where each quadrant represents positive or negative value of the emotion primitives; such as scale of pleasure (+) to 
displeasure (-) for valence, scale of active (+) to passive (-) for arousal as well as scale of strong (+) to weak (-) for 
dominance. Such analysis facilitates the understanding of the core attributes of emotion rather than limiting the 
focus to the customary discrete emotion classes. In this paper we only consider valence and arousal values to 
generate our recalibrated ASM. This is because dominance factor has accounted for the least variance in affective 
judgment [15]. Such notion is consistent with Russell's earlier finding [16] that valence (V) and arousal (A) are 
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accounted for by far the major proportion of variance in the affect scales while dominance only accounted for a very 
small scale.  
The idea of recalibrated ASM is then extended with brain associative memory concept. Such correlation is 
proposed due to the fact human brain can change its structure and function based on input from the environment and 
on the potential associations or consequences of that input. Brain adaptive ability links the component parts using 
direct or spatial, temporal or other kinds of relationships. These components are represented by neural activity in 
different part of the neocortical region of the brain that project to the medial temporal lobes (MTL) where they are 
integrated to create associative memory. During retrieval, one component can trigger recall of other components, 
which reactivates part or all of the memory. Therefore, recall is inherently associative. Further reading is provided 
by Mayes et al. review [17]. The concept of brain associative memory can be instantiated by the following scenario: 
if a person puts his hand in a fire and get hurt, he learns to avoid it. Later, the sight of fire has gained a predictive 
value, which in this case, is dangerous.  Thus, combination of ASM and brain associative memory seems to be a 
natural process. 
In this paper, four emotions from NTU_American dataset [9, 18] are studied, namely; anger, happiness, sadness 
and neutral acting as emotionless state. It would be briefly explained in Section 2. The proposed combination of VA 
approach and brain associative memory concept is provided in Section 3. The Mel Frequency Cepstral Coefficient 
(MFCC) [19] feature extraction method coupled with Adaptive Network Fuzzy Inference System (ANFIS) [20] 
classifier is employed to train the speech signal into valence and arousal emotion  values and map the 
generated value to the recalibrated affective space model (ASM) [21, 22]. Subsequently, nearest neighbor technique 
is applied to simulate the brain associative ability onto the recalibrated ASM. Experimental results are analyzed and 
discussed in Section 4. This paper concludes with summary and future work in Section 5. 
2. Data Corpus : NTU_American Dataset  
A validated data is imperative to ensure the correctness of the proposed approach. In this work, NTU_American 
[9, 18] dataset is used. It is collected at the Center for Computational Intelligence (C2iLab), Nanyang Technological 
University, Singapore. The data is specifically designed by collecting speech emotion data samples from movies and 
television sitcom video clips downloaded from the Internet. The database includes short utterances contributed by 
four to six speakers covering the basic discrete emotions, namely: anger, happiness, sadness, disgust, surprised and 
neutral serving as the emotionless state. All speakers are using the American English language as a medium of 
interaction.  
The emotions portrayed by the speakers were manually identified based on the speech semantic, interlocutor 
facial expression and the basic understanding of the video clip's plot. These video clips were then converted to audio 
wave file at 8,000 samples per second, mono-streamed and its amplitude value is normalized to [-1:+1] V. To ensure 
'pure' speech emotion data, the artifacts such as background music, long pauses and other non-verbal sounds (sigh, 
sobbing and filled pause utterances) were removed. In this paper, we only consider anger, happiness, sadness and 
neutral emotion with 235 utterances. Such selection is made due to the fact that these emotions are highly 
recognized [9,18] and extensively reported in the literatures.  
3. VA Approach on Recalibrated Affective Space Model using Brain Associative Memory Concept  
Raw speech emotion signals are collected in the data collection module and pre-processing steps need to be taken 
to ensure the data is clean and without artifacts. Then, the Mel Frequency Cepstral Coefficient (MFCC) feature 
extraction method [19] is employed to extract relevant features to be processed by the Adaptive Network-based 
Fuzzy Inference System (ANFIS) classifier [20]. Slaney's 40 features MFCC approach is selected based on Ganchev 
et al. observation that it can yield reasonable accuracy and able to provide the lowest decision cost [23].  Once the 
raw signals are transformed into features, ANFIS will classify the instances based on the k-fold training and testing 
approach. 80% of the data are used as the training dataset whereas the remaining 20% data will be used as the 
testing dataset. Such training and testing process are iteratively conducted to ensure all data are completely used for 
testing. This is to get generalization value where the classifier does not see the testing instances prior to the testing 
process. Table 1 illustrates the training target set for the different emotions. These values are conformed to the 
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psychologists' understanding of affective space model [14]. Neutral is set as VA value of (0,0) based on hypothesis 
that neutral is emotionless hence the value for the emotion primitives must be 0. 
 
Table 1. Valence and Arousal Values Trained for Specific Emotion 
Emotion Valence Arousal 
Anger -1 +1 
Happiness +1 +1 
Neutral 0 0 






















Fig. 1. Block diagram of the VA approach 
The two-dimensional data-driven ASM will be generated based on these two outputs. A particular emotion can 
be discriminated based on its axes position in the newly generated ASM. Valence is denoted in the x-axis of the 
model and it refers to the impact of emotion to oneself ranging from positive to negative. In addition, arousal values 
range from excited to passive to describe emotion activation and it is represented by y-axis. Figure 1 illustrated the 
block diagram of VA training and testing. Once the ASM is generated, the weight of the points that is located at a 
specific coordinates of the ASM will be incrementally calculated. Such approach is implemented to measure the 
density of the specific point populated in the ASM. Although we can discriminate emotion directly using the 
generated ASM, the weight is important to provide us with the dynamic of the emotions based on the valence and 
arousal (VA) emotion primitives' values. In addition memory associations are also reflected by the weights of the 
ASM. The weights of each point are interconnected in such a way that any changes in one point may affect the 
neighboring points. Hence, such situation explains the gradual changes of emotion dynamic from one emotion to 
another over time. 
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4. Experimental Result and Discussion 
VA values of each instance in the NTU_American dataset are then mapped onto the generated ASM. Figure 2 
shows the scatter plot of the ASM for the three basic emotions of anger, happiness and sad and neutral as the 
emotionless state. Majority of the respective emotions lie within the specified quadrant of the emotion except for 
about 20% of the emotion instances seems to be outside the quadrant. This is due to the fact that emotion is dynamic 
and needs to be build-up to the respective emotions. The gradual changes of one emotion to another are natural 
because human does not have the ability to automatically switch on/off emotion. Anger populated heavily in 
Quadrant 1 that has positive value for arousal and negative value for valence. Happiness and sadness are distributed 
in almost diagonal mirror in such a way that happiness positioned in positive valence and arousal whereas sadness is 
in the contrary. Neutral yielded the most interesting result where it is tabulated in all four quadrants. Such 
observation is inline with the  hypothesis that neutral is the basis of other emotion that the emotion 






















Fig. 2. NTU_American VA Weight Scatter Plot Without Brain Associative Concept. 
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The weights of the ASM are then measured to correlate with brain associative concept. Figure 3 and 4 depict the 
NTU_American VA weight mesh and contour plot respectively. In Figure 3, x-axis represents valence, y-axis 
represents arousal and z-axis represent weight. Figure 4 is provided to give a clearer view of the distribution of the 
weight. From the experimental results in Figure 3 and 4, it is interesting to note that neutral (emotionless state) 
seems to be distributed in all four quadrants which explain the four different peaks in the plot. This is because 
neutral is the base of all emotion and may exist in all emotions. However, neutral is observed to be slightly biased 
towards happy with positive valence and arousal value. Such result can be explained that the speaker are typically in 
a positive affective state and actively engaged when they associate themselves with neutral. Although neutral is 
denoted with (0,0) VA values, it is a challenge to obtain as speech emotion is influenced by cultural bias. In 
addition, all other three emotion plots illustrate that the points are populated correctly as depicted by their single 
peak in their respective quadrants. Subsequently, the mesh plot of Figure 3 and the contour plot of Figure 4 also 
show that neutral seems to be clustered towards the origin which is expected thus indicating the concept of plotting 
the valence and arousal as basis function for the emotions reflect most psychological findings and can be used in 










































Fig. 4. NTU_American VA Weight Contour Plot With Brain Associative Concept 
5. Conclusion and Future Work 
Speech emotion is dynamic and can gradually change over time. In this paper, a VA approach using recalibrated 
affective space model is employed to visualize the emotion primitives  values of valence (V) and arousal (A). Then, 
correlation of recalibrated ASM with brain associative concept is introduced from the understanding that brain 
relates one memory to another to store the information. Such notion is translated in the experiment and experimental 
results show that it is feasible to use such approach to understand the dynamic of speech emotion. Anger, happiness 
and sadness are fairly distributed in their respective quadrant. Such result can be clearly observed in its single peak 
in Figure 3. Interestingly, using the proposed approach, neutral can be explained in more comprehensive manner 
other than it is only has 0 value for valence and arousal. Neutral is populated in all quadrant and such observation 
can be linked to the hypothesis of neutral is the base of all emotion.  
More works can be extended from this paper. For instance, comprehensive analysis of the proposed approach can 
be implemented by employing other datasets. By doing so, cultural influence analysis can be conducted. Human 
behavior analysis particularly on driver behavior is another research ground that has lots of potential. This is 
because driving is an activity that requires full attention to ensure no accident occurs. Some preliminary results are 
presented in [24,25,26]. In addition, analysis on dynamic emotion data such as Electroencephalography (EEG) 
signal using this approach can also be applied. It is envisages that the proposed approach can be used as an 
alternative to the state-of-the-art approaches in complementing the effort to understand speech emotion.   
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