Texture classification is a classic problem in pattern recognition. It is an effective strategy for improving texture classification to find the texture features with both powerful discrimination and various invariant properties. In this paper, we provide a new insight into texture images, that is, texture images can be treated as quasi-periodic signals. Some new concepts such as Dominant Period Component (DPC), periodic degree (PD), and Main Frequency (MF) are proposed to characterize the properties of quasi-periodic signals. DPC controls the oscillation rate of a quasi-periodic signal and plays a key role in controlling the behavior of the whole signal. So it can serve as a key feature for texture classification. Based on this idea, we propose a new method to extract texture features. The proposed features have both powerful classification ability and rotation-illumination-invariance as well as robustness to noise. Experimental results on three texture data sets demonstrate the validity of this method.
I. INTRODUCTION
Texture is a special kind of image. Texture images are composed of some basic elements that are similar to each other and interlaced with each other. Texture classification is a classical problem in pattern recognition. Its applications include remote sensing image analysis and understanding, automatic recognition of organs in medical images, contentbased image retrieval to text page segmentation and so on.
Texture classification is a very difficult problem, since a good texture classification method needs having not only strong classification ability, but also scale-, rotation-, illumination-and other invariant properties, as well as robustness to noise. Therefore, texture classification has always been a challenging topic in the field of pattern recognition. Many texture classification methods have been proposed [1] - [9] .
One of the most important strategies of texture classification is to find such features that have both powerful discrimination and some invariant properties, such as rotation- [10] , [11] , scale- [12] - [14] and illumination-invariance [15] , [16] , as well as the robustness to noise [17] . Some new techniques
The associate editor coordinating the review of this manuscript and approving it for publication was Lefei Zhang . such as graph signal processing and machine learning have also been introduced to produce features with various invariant properties [18] , [19] .
Inspired by the current works, we try to view the texture image from a new perspective, that is, treating the texture images as quasi-periodic signals.
Quasi-periodic signals widely exist in the real world. The studies on them can be traced back to as early as 1932 [20] . A signal is said to be quasi-periodic when it shows periodicity to some extent, but does not strictly meet the definition of periodic signals [21] . Generally, a quasi-periodic signal can be regarded as a linear superposition of some periodic components whose periods have no least common multiples. Extracting harmonic components by using various filters is the classic processing of analyzing quasi-periodic signals [22] - [24] .
However, as well known, quasi-periodic signals are typically non-stationary, which implies that the harmonic components extracted by using the filters could not be their intrinsic characterization. The reason is that most of the filters themself are designed based on the Fourier transform or its deformations.
We realize that the dominant periodic behavior of a quasiperiodic signal is actually controlled by the component which VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ possesses the largest energy. For the sake of simplicity, we refer the component as Dominant Period Component (DPC). However, how do we pick out the DPC from a real quasi-periodic signal? How to evaluate its capability to control the whole signal's periodic behavior? In this manuscript, a fully data-driven algorithm, namely the Empirical Mode Decomposition (EMD) [25] is firstly employed to adaptively decompose a quasi-periodic signal into some Intrinsic Mode Functions (IMFs). According to the work of Flandrin et al., EMD essentially acts as an adaptive filter bank [26] . Therefore, the IMFs can be regarded as the substitutes of the harmonic components in the Fourier transform, but are more natural than them. In the literature [25] , the energy distribution of IMFs on the time-frequency plane is defined as Hilbert spectrum, from which the so-called marginal spectrum could also be obtained easily, which is an energy distribution of a signal along the frequency axis. It will be shown that the frequency corresponding to DPC of a quasi-periodic signal may be easily detected from its marginal spectrum. As we have known, the frequency controls the signal's oscillation rate and thus is an important property of a periodic signal. Similarly, for a quasi-periodic signal, its DPC's frequency also should play a key role to control the whole signal's periodic behavior. When it is used as a feature to discriminate different quasi-periodic signals, a good performance will be worth expecting.
Since the texture images can be regarded as quasi-periodic signals, the above analysis method is naturally suitable for the analysis of texture images. This inspires us to think deeply such a problem that whether can we find effective texture features based on the quasi-periodic signal analysis of texture images? Based on the idea, we propose a new texture classification feature with illumination-rotation-invariant properties and give the theoretic explanation. Experimental results demonstrate the validity of the proposed feature.
The main contributions of this manuscript include that 1) Firstly introduce the concepts of Dominant Period Component (DPC), periodic degree (PD), and Main Frequency (MF); 2) Properties of MF and PD are concluded; 3) EMD as well as Hilbert-Huang Transform are introduced to analysis quasiperiodic signals; 4) Propose a novel texture classification feature.
The following sections of this manuscript are organized as follows. In Section 2, the concepts of main frequency and periodic degree of a quasi-periodic signal are given and some related properties are discussed. In Section 3, we introduce a new method of extracting features from a texture image, and the rotation-illumination-invariant properties as well as the robustness to noise are discussed. Section 4 presents some experiments, and the concluding remarks are made in Section 5.
II. MAIN FREQUENCY OF A QUASI-PERIODIC SIGNAL
Consider the following signal
is a quasi-periodic signal (the solid line). It includes two components x 1 (t ) (the dot line) and x 2 (t ) (the dot-dash line). (a) ∼ (f ) corresponding to k = 0.5, 1, 1.5, 2, 2.5, 3, respectively. which consists of two periodic components, where the constant k serves as the weight of signal x 1 (t). Obviously, the two components x 1 (t) and x 2 (t) have no common period, hence, x(t) is a quasi-periodic signal. Fig.1 shows the signal x(t) (the solid line), and its two components x 1 (t) (dot line) and x 2 (t) (dot-dash line) within the time interval [0, 10]. The curves of x(t) in Figs. 1 (a) ∼Figs. 1 (f) corresponding to k = 0.5, 1, 1.5, 2, 2.5, 3, respectively. From Fig.1 (a) , we can see that x(t) is not strictly periodic, but it looks like ''periodic'' to a large extent, and intuitively, its periodic behavior is mainly controlled by x 2 (t). In Fig.1 (b) , the periodicity of x(t) is obviously weaker than that in Fig.1 (a) . The reason is that the two periodic components have almost equal energies. In other words, in this case, the signal does not have a dominant component. Figs.1(c) ∼ (f ) show that the periodicities of x(t) are gradually strengthened when k changes from 1.5 to 3, and the principal periodic behavior is more and more controlled by the component x 1 (t).
From the above example, one has no difficulty noticing such a fact that the degrees of periodicity are different for distinct quasi-periodic signals. Some of them have higher periodic degree, and even look like strict periodic signals, and some are not. After examining a number of examples, we realize that the periodic degree of a quasi-periodic signal depends on its constitution. If there exists a dominant period component in a quasi-periodic signal, it must show a certain degree of periodicity. Moreover, the greater the proportion of energy of the dominant period component to total energy of the signal is, the higher the degree of periodicity is. Based on the above observation and analysis, we define periodic degree(PD) and Dominant Period Component (DPC) as follows:
Definition 1: Suppose that x(t) ∈ R T is a quasi-periodic signal consisting of N period components, written as x(t) = N i=1 a i x i (t), where a i represent the amplitude of ith period component x i (t) and a m = max{a i , i = 1, 2, · · · , N }.
The periodic degreeof x(t), denoted by PD(x), is defined as
If a m is the unique maximum of set {a i , i = 1, 2, · · · , N }, then x m (t) is defined as Dominant Period Component (DPC) of x(t).
The main period behavior of a quasi-periodic signal is determined by its DPC, and its degree of periodicity is measured by PD. For example, let us compare the two quasiperiodic signals in Fig. 1 (a) and Fig. 1 (c) , whose DPCs are x 2 (t) and x 1 (t), respectively. Due to their distinct DPCs, they exhibit different period behavior. While comparing Fig. 1 (c) and Fig. 1 (f ), one has no difficulty seeing that because of having the same DPC, the two quasi-periodic signals show similar period behavior, but obviously different degrees of periodicity. According to the definition, their PDs are 1.5/2.5 = 0.6 and 3/4 = 0.75, respectively. The latter's PD is higher than that of the former, and intuitively, the latter looks more ''periodic'' than the former.
However, for a real quasi-periodic signal, it is usually hard to pick out the DPC and get the PD. Empirical Mode Decomposition (EMD) is a fully data-driven algorithm, with which, an arbitrary discrete signal x(t) ∈ R T can be adaptively decomposed into a finite and often small number of IMFs and a residue, denoted by x i (t)(i = 1, · · · , n) and r(t) respectively, where T indicates the length of x(t), and n is a nonnegative integer depending on the signal itself, i.e.,
EMD is indeed like sifting: to separate the local modes of a signal, from the finest scale component to the mean trend. The first IMF includes the finest scale component, namely the highest frequency component, and the residue is the mean trend which is the lowest frequency component or can also be viewed as the substitute of the DC term in Fourier expansion. Here we just take an example to show what will be obtained when EMD acts on a signal, the readers are referred to [25] for details. The first line of Fig. 2 
where n(t) is an additive Gaussian white noise, Signal-Noise Ratio is set to 20dB. By using EMD, it is decomposed into 10 IMFs and a residue, as shown in the rest rows of Fig. 2 . We can see that the first 6 IMFs include the higher frequency components of the signal. They mainly come from the noise. The two main components which are 2 cos(3t) and cos( √ 72t) mainly are contained in the 7th and the 8th IMFs. The residue represents the lowest frequency trend.
IMFs may be seen as the substitutes of the signal's harmonic components, but because of having adaptivity, they are more natural than the harmonic components. An IMF is also treated as a monocomponent function, hence the instantaneous frequency can be reasonably defined, based on which the Hilbert spectral analysis is found. For the IMF, x i (t), its Hilbert transform y i (t) is defined by:
where P indicates the Cauchy principal value. Consequently, x i (t) and y i (t) can form a complex conjugate pair, so that an analytic signal z i (t) can be produced:
where
are the instantaneous amplitude and the phase, respectively. Further, the instantaneous frequency of x i (t) is defined as:
According to Eqs. (5) and (7), x i (t) can be expressed as the real part, Re, in the following formula:
Therefore, from Eqs. (3) and (8), x(t) can be represented by
Eq. (9) enables us to represent the amplitude as a function of time(space) and instantaneous frequency, which can be defined mathematically as follows:
Definition 2: Let x(t) be decomposed into finite Intrinsic Mode Functions (IMFs), x i (t) (i = 1, · · · , n) and a residue r(t), then,
where The time-frequency distribution of the amplitude is designated as the ''Hilbert amplitude spectrum'' or simply ''Hilbert spectrum'', denoted by H (f , t). As an example, we show the Hilbert spectrum of the signal x(t) = 2 cos(3t)+ cos( √ 72t) + n(t) on the left panel of Fig. 3 . There are two evident high energy bands in the the Hilbert spectrum. They are apparently derived from 2 cos(3t) and cos( √ 72t) these two main components. In other words, the signal's main components have successfully been captured by the Hilbert spectrum.
Further, we integrate H (f , t) along the time axis so that Hilbert marginal spectrum can be obtained, which is defined below:
Definition 3: The Hilbert marginal spectrum of x(t) can be defined by
The marginal spectrum is an energy distribution of a signal along with frequency axis. In other words, it is a measure of total energy contribution from each frequency value. As pointed out by Huang [25] , the frequency in Hilbert spectrum or marginal spectrum has a totally different meaning from Fourier spectral analysis. In the Fourier representation, the existence of energy at a frequency means a component of sine or cosine wave persisted through the time (space) span of the data, while the existence of energy at the frequency means only there is a higher likelihood for such a wave to have appeared locally. That means even oscillations happen only in some locations, its frequency components still can be captured by Hilbert spectrum or marginal spectrum. Though it is difficult to theoretically prove this kind of energy distribution being superior to Fourier representation, a reasonable interpretation is that the adaptivity of EMD bate the so-called inter-harmonic components which are usually produced in Fourier decomposition. Therefore, a marginal spectrum represent signals's frequency structure more pertinent than a Fourier spectrum does.
The marginal spectrum of the signal mentioned above is shown on the right panel of Fig. 3 . One has no difficulty seeing two peaks whose corresponding frequencies roughly equal to the ones of the two main components.
Before further discussion, we firstly give the definition of the main frequency of a quasi-periodic signal as follows: 
According to this definition, the MF is actually the frequency corresponding to the DPC. Therefore the PD can be computed as follows:
where f h(f )df is the signal's total energy. It should be pointed out that the whole EMD method was algorithmically proposed, which makes the strict theoretical analysis difficult. Hence, the next discussion is based on the hypothesis that the marginal spectrum of a signal obtained by [25] is an accurate representation of its energy distribution along with frequency axis, from which some properties of MF and PD can be concluded as follows:
Property 5: Both Main Frequency (MF) and periodic degree (PD) of a quasi-periodic signal are insensitive to changes of monotonic trend.
Proof: When EMD is applied to a signal with a monotonic trend, the IMFs will keep invariant except for the residue. According to the reference [25] , a residue is similar to the DC in Fourier transform, and is not included in the computation of Hilbert spectrum. Consequently, both MF and PD of a quasi-periodic signal will also remain invariant when a monotonic trend is added to it.
Property 6: Main Frequency (MF) of a quasi-periodic signal are robust to an additive random white noise.
Proof: Theoretically, the energy of an additive random white noise will be distributed evenly on the entire frequency axis, then it just leads to a whole upper shift of marginal spectrum instead of a change of the frequency at which the energy reaches the maximum.
Property 7: An additive random white noise will decreases periodic degree (PD) of a quasi-periodic signal.
Proof: Let W f be the bandwidth of a quasi-periodic signal x, W f be that of an additive random white noise, and W f ≥ W f . A is the intensity of noise. Then PD of the noisy quasi-periodic signal, denoted by x , can be written as follows:
Since W f ≥ W f , we have
According to the integral mean value theorem, ∃ξ satisfy
Review
Substituting Inequality 17 into Inequality 15, we can reach
As we know, the frequency controls a periodic signal's oscillation rate, and then is an important property of a periodic signal. For a quasi-periodic signal, its MF as well as PD also play a key role to control the signal's behavior, from the viewpoint of pattern recognition, which means that some unexpected results may be obtained if they are taken as classification features. This motivates us to propose the following method for texture features extracting.
III. TEXTURE FEATURES BASED ON THE MFS OF QUASI-PERIODIC SIGNALS
In this section, we will firstly introduce a kind of new texture feature based on the MFs of quasi-periodic signals, which is followed by an invariance discussion.
A. TEXTURE FEATURES BASED ON THE MFS OF QUASI-PERIODIC SIGNALS
As a special kind of image, texture images generally consist of some basic elements which are similar to each other and interlaced with each other, and exhibit obvious quasiperiodicity. Texture images are deemed to be typical quasiperiodic signals [21] . However, we have to face a problem that the quasiperiodic signals discussed above are all one-dimensional signals, while the texture images are two-dimensional. It is really a tricky issue and at the moment we do not have a good solution yet. In this paper, we use a somewhat clumsy method that is sampling a texture image in some directions to produce one-dimensional signals. Since most texture images usually show different quasi-periodicity in different directions, we have to pick out one-dimensional signals in as many directions as possible to achieve an overall characterization of texture images. Obviously, the more the considered orientations are, the more overall the characterization the texture has, but the higher the computational complexity is. Without loss of generality, we set the 0 • angle at horizontal direction, and select counterclockwise N equidistant angles between 0 • and 180 • as Feature Orientations (FOs) as follows:
Practically, an appropriate N must be chosen to trade-off the accuracy and the computational complexity. The complexity of texture images is also embodied in their randomness that there may exist differences between lines, even if they have the same orientation. To accurately extract the MF of each FO, we pick out L equidistant rows in each FO to form a quasi-periodic signal set, as shown in Fig. 4 . Let x ij be jth signal of ith FO, then the signal set of ith FO can be denoted as X i = {x ij , j = 1, · · · , L}. For each x ij ∈ X i , computing its marginal spectrum h ij , then the average marginal spectrum of the ith FO can be obtained
based on which, we give the definition of Orientation Main Frequency (OMF) as follows: Definition 8: Let h i (f ) be the average marginal spectrum of a texture image in the ith feature orientation, the Orientation Main Frequency (OMF) of the ith feature orientation, denoted as omf i , is defined as
Experiments show that an appropriate L is enough to make the determined OMF statistically reliable. From each FO, one can extract a unique OMF. The N OMFs corresponding to N FOs form a feature vector as follows:
On the other hand, for most texture images, the PDs at different orientations are distinct. To utilize this information, we similarly give the definition of Orientation Periodic Degree (OPD) as follows:
Definition 9: Let h i (f ) and omf i be the average marginal spectrum and the Orientation Main Frequency (OMF) in the ith feature orientation, respectively, the Orientation Periodic Degree (OPD) of the ith feature orientation is defined as
Obviously, the orientations with higher PDs will play more important roles in texture classification than those with lower PDs. So it is a good idea to let them act as weights in each FO. To make these PDs a weight vector, we must normalize them as follows:
Then a weight vector is produced as follows:
Combining equation (22) and equation (25), we give the final feature vector which consists of the weighted OMFs along with N FOs:
We select three texture images as examples to view whether do the proposed features characterize the periodicity of texture images. They are D56, D35 and D37 in Brodatz album. These three textures have the following characteristics: D56 has obvious directionality, and its period in horizontal direction is obviously larger than that in vertical direction, while D36 and D37 have no obvious directionality; the period of D36 is smaller than that of D35. We randomly extract a sub-block with the size of 256 × 256 pixels from each texture image as shown on the top of Fig. 5 . For each sub-block, let N = 32, L = 40, and compute OMFs and OPDs as shown in the middle and bottom of Fig. 5 , in which the legends , • , and represent D56, D35 and D36, respectively. The middle of Fig. 5 shows that the OMFs along all FOs of D35 and D36 have hardly regular differences, while those of D56 monotonously increase from horizontal to vertical direction and reach the maximum, and then start to decrease monotonously. We also see that the marks are always over those • , which means the OMFs along all FOs of D36 are larger than those of D35. The bottom of Fig. 5 shows that OPDs along distinct FOs of D35 and D36 exhibit scarcely differences, while the OPDs of D56 near the horizontal and vertical orientations are distinctly larger than those in other directions. These results are consistent with our visual perception, indicating that the proposed features can effectively capture the periodicity of texture images.
B. INVARIANT PROPERTIES
This section discusses invariance of the proposed features with regards to uneven illumination and rotation, as well as robustness to noise. The proposed features in Section III-A are based on the assumption that a signal which is extracted from a texture image along a FO is quasi-periodic. Hence, those properties discussed in Section II can be used to investigate invariant properties of the proposed features.
1) ILLUMINATION INVARIANT
A texture image is often contaminated by uneven illumination in many applications such as computer vision, remote sensing image analysis, scene analysis and so on. A texture classification feature with an invariant illumination is especially useful in these applications.
Firstly, we conduct an experiment to gain some experience on illumination invariance of the proposed features. Fig.6 (a) shows a sub-block with the size of 256 × 256 extracted from D56 of the Brodatz album, on which three kinds of uneven illuminations are exerted to compose three contaminated versions as shown in Fig.6 (b) ∼ Fig.6 (d) . Their OMFs and OPDs along the selected FOs are plotted in Fig.6 (e) and Fig.6 (f ) , in which the symbols • , , and are used to mark the four versions shown in Fig.6 (a) ∼ Fig.6 (d) , respectively. One has no difficulty seeing that both OMFs and OPDs of the all four versions along each FO exhibit scarcely difference, which implies that the proposed features are really insensitive to uneven illuminations.
What brings such a good performance? Let x ij be a signal extracted from a texture image, and x ij be the counterpart from some contaminated version. We notice that the difference between x ij and x ij is just a monotonic trend to which both MF and PD of a quasi-periodic signal are insensitive according to Property 5 in Section II. Hence, the proposed features naturally have an excellent invariant property to uneven illumination.
2) ROTATION INVARIANT
The proposed features are the weighted OMFs along selected N FOs. They are obviously sensitive to any texture image's rotation. However, we notice that if the rotation angle of the texture image is just an integral multiple of 180 o N −1 , then the rotation just leads the feature vector to left (or right) roll the same time. In other words, in this case, a rotation of a texture image is equivalent to a left (or right) roll of its feature vector.
Practically, the rotation angles often are not integral multiples of 180 o N −1 . A deviation from a FO will bring an error of the weighted OMF along the FO, and the smaller the deviation is, the smaller the error is. That means for a texture image and a rotation angle 180 o N −1 i < α < 180 o N −1 (i + 1), if V i and V i+1 are the feature vectors of the rotated versions with the angles of 180 o N −1 i and 180 o N −1 (i + 1) respectively, then the feature vector V α of the rotated version with the angle of α will be near V i or V i+1 .
As well know, the energy spectrum of Fourier transform has good shift invariant property, hence, if V wf is the energy spectrum of Fourier transform of the feature vector V w , then V wf will be insensitive to shifts of V w , namely V wf is approximately invariant to a rotation of texture images. Fig. 7 shows the sketch map of rotation invariant features. Considering the energy concentration property of the Fourier energy spectrum, we just pick out the first K items of V wf to form the final feature vector which is approximately rotation invariant as follows:
3) ROBUSTNESS TO NOISE According to Property 6 in Section II, an additive random white noise is insensitive to MF. The proposed features consist of weighted MFs of some quasi-periodic signals, hence they are robust against additive random white noises. But on the other hand, additive random white noises make the PD decreasing according to Property 7, the weights in feature vector will be contaminated and will cause its robustness to noise to weaken somewhat. 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Three data sets of texture images will be employed in the experiments to demonstrate the performance of the proposed features. Dataset-1 consists of 15 kinds of texture image from Brodatz album. They were also used in the experiments of [1] , [10] . Some samples are shown in Fig. 8 . Dataset-2 consists of 60 texture images, as shown in Fig. 9 , that were experimented in [11] . Dataset-3 contains 30 textures, as shown in Fig. 10 , which were used in [6] - [9] .
In the experiments, the texture images are converted into the gray-scale versions. In the training phase, 5 sub-images of size 256 × 256 pixels are extracted randomly from each class of texture images, and denote jth sample of ith class as T i,j (j = 1, 2, · · · , 5) for simplicity. For each extracted sub-image, set the 0 • angle at the horizontal direction, and select counterclockwise N = 32 equidistant angles between 0 • and 180 • as FOs. From each FO, pick out L = 40 equidistant rows to form the signal set X i (i = 1, 2, · · · , L). Then compute the final feature vector of each sub-images according to Section III. The minimum distance classifier is employed to determine an unknown sample's classification.
The detailed results on Dataset-1 are illustrated in Table 1 . For the sake of comparison, the results in literature [1] , [10] are reported in the same table. We can see that the results based on the proposed features are much better than those of literature [1] , [10] .
The confusion maps are illustrated in Table 2 , in which the first row contains the actual textures, the next two rows represent the mismatched classes and their percentages of the confusion maps respectively. For example, the percentages of D29 mismatching to D9 and D10 are 2.5% and 5%, respectively. The method of reference [10] Table 3 , in which the percentage of correct classification is denoted as ''PCC'' for simplicity. We have observed that the worst is 82.5% and the average rate is 98.29%, which is better than the best rate 96.7% in [11] . Similarly, Table 4 shows the confusion map. Fig. 11 shows the three most confusing pairs of textures. Intuitively, they indeed have great similarities.
We also tested the proposed feature on Dataset-3. The experimental results are shown in Table 5 . For the sake of simplicity, we only list the average classification rates. It shows that the average classification accuracy of our method is as high as 98.42%, which far exceeds the results of literature [6] - [8] , slightly better than that of literature [9] .
To evaluate the performance of the proposed features to uneven illumination, we test 16 kinds of uneven illuminations as shown in Fig. 12 . They are produced by mathematical functions, which are divided into two groups: (1) 2D linear function (see First row of Fig. 12 ), and (2) 2D Gaussian function (see Second row of Fig. 12 ). Dataset-1 is employed again. Forty samples of size 256×256 pixels are extracted from each class of texture images, twenty of which are added randomly to the linear uneven illuminations and the other 20 samples are added randomly to the Gaussian uneven illuminations. The recognition results are shown in Table 6 , in which ''LFs'' and ''GFs'' express linear function and Gaussian function, respectively. It is clear that only a slight drop in percentage of correct classification occurred when an uneven illumination is added to a testing sample, which can indicate that the proposed features really have an excellent invariance to uneven illuminations.
The final experiment is conducted to evaluate the robustness to white noise, where Dataset-1 is used again. One hundred samples of size 256×256 pixels are extracted from each class of textures, which are divided into 5 groups (20 samples for each group). The Gaussian white noise, whose signal to noise ratios (SNR) are 30dB, 20dB, 15dB, 10dB and 5dB, are added to the samples in the different groups. Some samples with different SNR noises are shown in Fig. 13 . Encouraging results have been achieved as shown in Table 7 .
V. CONCLUDING REMARKS
This paper presents some new insights into quasi-periodic signals by introducing novel concepts on DPC (Dominant Period Component), PD (Periodic Degree), and MF (Main Frequency). They form the basis of our new method of extracting the key features from a real-life quasi-periodic signals i.e. the MF by using the Hilbert-Huang transform. For a quasi-periodic signal, MF is essentially the frequency of DPC. It controls the oscillation rate of a quasi-periodic signal and plays a key role in controlling the behavior of the entire signal. Hence, a good performance will be worth expecting if it serves as a classification feature. This is the main motivation of this paper.
Based on the above idea, a new texture feature which consists of the weighted Orientation Main Frequencies (OMF's) has been derived. Experiments confirm these salient properties of MF have generated a very high classification rates. Three data sets of texture images have been employed to evaluate the performance of the proposed features. Encouraging experimental results have been achieved.
In addition, the features are also invariant to uneven illumination, rotation, and are robust against noise. We have proved both MF and PD of a quasi-periodic signal are insensitive. Hence, the proposed features essentially have an excellent invariance to uneven illumination. This has also been verified by experimental results. Because the final feature vector consists of the energy spectrum of Fourier transform, the performance of rotation invariance only depends on the number of FOs (Feature Orientations). All experimental results listed above have been achieved under the condition that the number of FOs is 32. In fact, when the number of FOs is 16 or even smaller, the results are still better. Limited by space, the details have been left out in this paper. The proposed features consist of weighted MFs, we have demonstrated MFs of a quasi-periodic signal are robust to additive random white noises, but an additive random white noise decreases the PD. Hence, the proposed features have a better, but not perfect robustness to additive random white noises.
Finally, we have to point out that the rotation invariance of the proposed features is imperfect, and the way of obtaining rotation invariance seems somewhat clumsy. In future research, we will try new sampling ways to make up for this defect.
