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Jason Frank† , Tigran T. Tchrakian‡ , and Sergiy Zhuk§
Abstract. The paper presents a new state estimation algorithm for a bilinear equation representing the Fourier-
Galerkin (FG) approximation of the Navier-Stokes (NS) equations on a torus in R2. This state
equation is subject to uncertain but bounded noise in the input (Kolmogorov forcing) and initial
conditions, and its output is incomplete and contains bounded noise. The algorithm designs a
time-dependent gain such that the estimation error converges to zero exponentially. The sufficient
condition for the existence of the gain are formulated in the form of algebraic Riccati equations. To
demonstrate the results we apply the proposed algorithm to the reconstruction a chaotic fluid flow
from incomplete and noisy data.
1. Introduction. Data Assimilation (DA) improves the accuracy of forecasts, provided by
physical models, and evaluates their reliability by optimally combining a priori knowledge
encoded in equations of mathematical physics with a posteriori information in the form of
sensor data (state estimation). Mathematically, DA relies upon optimal control methods or
applied probability. In the probabilistic framework, the state estimation problem is solved
by means of the stochastic filtering algorithm. Namely, evolution of the conditional density
of the states of a Markov diffusion process is described by a stochastic PDE, the so-called
Kushner-Stratonovich (KS) equation [8].
Deterministic state estimators, including the algorithm presented in this paper, assume that
errors have bounded energy and belong to a given bounding set. The state estimate is then
defined as a minimax center of the reachability set, a set of all states of the physical model
which are reachable from the given set of initial conditions and are compatible with obser-
vations. Dynamics of the minimax center is described by a minimax filter. The latter may
be constructed by using dynamic programming, i.e., the set V ≤ 1, where V is the so-called
value function V solving a Hamilton-Jacobi-Bellman (HJB) equation [3], coincides with the
reachability set [2]. Statistically, the uncertainty description in the form of a bounding set
represents the case of uniformly distributed bounded errors in contrast to stochastic filtering,
where all the errors are usually assumed to be in the form of “white noise”. However, in many
cases (e.g. linear dynamics and ellipsoidal uncertainty description) exp{−V }, coincides with
the solution of the KS equation. Moreover, the solution of the HJB equation, V , may be
represented as a non-negative quadratic form, and by computing the exponential of −V , one
obtains the conditional density of the linear Markov process which also solves KS equation.
In fact, the inverse of the Riccati operator coinsides with the state error covariance matrix of
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the Kalman-Bucy filter. In the nonlinear case the link between deterministic state estimation
and stochastic filtering becomes less obvious.
For generic nonlinear models both minimax and stochastic filters are infinite-dimensional:
to get an optimal estimate one needs to solve a PDE (either the KS or HJB equation) in
Rn. Hence, if the state space of the original physical model is high-dimensional (e.g., a model
representing the FG approximation of Navier-Stokes equations in 2D) then both filters become
computationally intractable due to the “curse of dimensionality”. Tractable approximations of
optimal filters are briefly reviewed below. An overview of modern data assimilation methods
is given in [12, 10].
The most popular approximations of optimal filters include the Extended Kalman Filter
(ExKF), the Ensemble Kalman Filter (EnKF) and Luenberger/high gain observers. ExKF
is based on the following idea: given an accurate estimate of the state at time instant t, one
“linearizes the dynamics” around that estimate and applies Kalman filtering for the resulting
linear system to obtain an estimate for the next time step. This procedure is then repeated.
The major drawback of ExKF is that it may diverge for nonlinear equations with positive
Lyapunov exponents. A computational bottleneck associated with ExKF is the requirement
to recompute the state error covariance matrix, the gain. The EnKF overcomes this issue by
generating an ensemble of trajectories and by computing the ensemble variance to approxi-
mate the gain. The latter is then used to compute a state estimate in the same way as in the
Kalman filter, i.e., it uses a standard formula that allows one to obtain the distribution of a
Gaussian random variable η given a realizations of ξ, provided η and ξ have joint Gaussian
distribution. A so-called asymptotic observers or Luenberger observers do not require optimal
gain matrices (e.g. Riccati matrices). Instead, the gain is chosen so that the dynamics of
the estimation error is described by an asymptotically stable linear (Luenberger observers)
or non-linear (high-gain observers) ODE, so that the estimation error associated with the
corresponding state estimator asymptotically approaches zero.
In this paper we design an exponentially convergent state estimator for a so called vorticity
equation, the vorticity-streamfunction formulation of the Navier-Stokes (NS) equations in two
spatial dimensions [11]. The vorticity equation is subject to uncertain but bounded noise
in the input (Kolmogorov forcing) and initial conditions, and its output is incomplete and
contains bounded noise. Assuming periodic boundary conditions, we apply Fourier-Galerkin
(FG) approximation, i.e., we project the vorticity equation onto a 2N+1-dimensional subspace
generated by {eikxeisy}|k|,|s|≤N
2
and obtain an ODE for the projection coefficients, a FG model
(see Section 2). Note that Fourier-Galerkin approximation possesses a spectral convergence
rate provided the solution of the vorticity equation is smooth [4].
Design of our state estimator relies upon the following “key observation”: the bilinear convec-
tive operator of the vorticity equation is skew-symmetric. The same holds true for the bilinear
term in the FG model which represents the FG discretization of the convective operator in
the FG model. This fact allows us to show that the dynamics of the Euclidian norm of the
estimation error is, in fact, independent of the bilinear convective term. This, in turn, is
used to construct a time-dependent gain for the state estimator such that the estimation error
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converges to zero asymptotically. In the general case of noisy outputs the gain is constructed
as a solution of a non-stationary algebraic Riccati inequality which reduces to a Linear Ma-
trix Inequality (LMI) provided the output is exact. As a result, it is sufficient to solve an
algebraic matrix Riccati inequality to get the exponential convergence for the corresponding
state estimator. For the LMI case we use the least-squares solution of the corresponding al-
gebraic Lyapunov equation (in continuous time). The latter allows us to introduce sufficient
conditions for the detectability of the FG model: the real spectrum of the residual of the
algebraic Lyapunov equation (in continuous time) must belong to (−∞, 0) (see Section 4.1).
The numerical study demonstrates that in some cases the estimation error converges to zero
even though the proposed detectability conditions are not fulfilled (see Section 4.2).
To the best of our knowledge, this result is new and easily generalizes to generic bilinear
equations with skew-symmetric nonlinearity (e.g. Lorenz 96 model, Burgers equations). Re-
cently, a few fully justified estimators for bilinear equations have appeared in the literature:
an ellipsoidal state estimator [7], a 3DVAR algorithm for the incompressible Navier-Stokes
equations in 2D [5], and the minimax filter for the Euler equations in 2D [15]. The first algo-
rithm is based on ellipsoidal calculus [9] and approximates the reachability set by an ellipsoid.
This approach is reported to work well in small dimensions [7] and tends to overestimate the
reachability set when the dimension of the ODE increases. The 3DVAR algorithm has been
justified for Navier-Stokes equations on a torus in 2D and represents the most basic form of
the filter which does not account for the model error and does not update the state error
covariance matrix. The latter is very attractive from the computational stand-point as the
stationary error covariance matrix is not expensive to propagate. However, the quality of
the state estimate provided by 3DVAR strongly depends upon the choice of the covariance
matrix. Finally, the minimax filter of [15] uses a different gain design which is more expensive
computationally and does not guarantee the exponential convergence. A similar approach has
been used to design data assimilation algorithms for bilinear traffic flow models [13]. Adaptive
parameter estimators for hyperbolic equations were considered for instance in [6].
2. Mathematical preliminaries.
Notation. Let Ω := (0, Lx)× (0, Ly) denote a rectangle with boundary ∂Ω, and ~n(x, y) is
a unit vector pointing outside Ω such that ~n(x, y) ⊥ ∂Ω, ΩT := Ω × (0, T ). Cs(Ω) denotes
a space of continuously differentiable functions on Ω (up to order s), L2(Ω) is the space of
square-integrable functions on Ω with inner product (f, g)L2(Ω) :=
1
LxLy
∫
Ω f(x, y)g(x, y)dxdy,
g is the complex conjugate of g, x · y is the canonical inner product of vectors x, y, Ψ> is the
transposed matrix, Ψ? is the complex conjugate of Ψ>, (x, y)Cn := x·y¯ for complex vectors x, y
with n-components. H1(Ω) is a Sobolev space of L2(Ω)-functions with weak first derivatives
of L2(Ω)-class. L2(t0, t1, H) := {f : f(t) ∈ H and
∫ t1
t0
‖f(t)‖2Hdt < +∞}. We write u = v a.e.
on Ω if u(x) = v(x) for almost all x ∈ Ω.
Set div(~u) = ∂x1u1+∂x2u2, curl(~u) = ∂x1u2−∂x2u1,∇u = (∂x1u, ∂x2u)>,∇⊥u = (−∂x2u, ∂x1u)>.
Given a vector-function ~u, define b(~u,w, v) := (~u·∇w, v)L2(Ω) and set a(ψ, φ) = (∇ψ,∇φ)L2(Ω).
Define φc(x) := e
2piicx
Lx , φd(y) := e
2piidy
Ly and set φcd(x, y) := φc(x)φd(y). ej denotes the jth
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canonical basis vector in Rn. Finally, let λcd := 4pi
2c2
L2x
+ 4pi
2d2
L2y
, provided c2 +d2 > 0 and λcd = 0
for the case c2 + d2 = 0.
Fourier-Galerkin model for Navier-Stokes equations. Assume that ω verifies the weak vorticity-
streamfunction formulation of the Navier-Stokes equations:
d
dt
(ω, φ)L2(Ω) + b(~u+∇⊥ψ, ω, φ) + νa(ω, φ) = (Df, φ)L2(Ω) , (x, t) ∈ ΩT ,
a(ψ, φ) = (ω, φ)L2(Ω) , ω(0) = curl(~u0) ,
(1)
where ~u = (u˜, v˜)> is a given vector representing the mean velocity field, ν > 0 is the diffusion
coefficient, ~u0 ∈ C2(Ω)2 is the initial velocity and f ∈ C1(ΩT ) has zero mean,
∫
Ω f(x, t)dx = 0,
D is a given bounded linear operator in L2(Ω).
Note that the weak formulation (1) encapsulates various boundary conditions. Indeed, recall
that according to Green’s formula, one has:
(2) a(ω, φ) = −(∆ω, φ)L2(Ω) + (∇ω · ~n, φ)L2(∂Ω) .
It then follows that (∇ω · ~n, φ)L2(∂Ω) = 0 in the following cases:
• periodic boundary conditions: ~u0, ω, φ, φx, φy are 1-periodic vector-functions
• homogeneous Dirichlet boundary conditions: ~u0 = 0 on ∂Ω and φ = 0 on ∂Ω
• homogeneous Neumann boundary conditions: no constraints on φ, ∇ω · ~n = 0 on ∂Ω
In what follows we will be working with the case of periodic boundary conditions. By using
the same argument as in [14, p.254] it is not hard to prove that in this case there exists the
unique solution ω ∈ C(0, T,H1(Ω)) of (1), provided the initial condition is from H1(Ω) and
f ∈ L2(0, T, L2(Ω)).
Analogously to [15] we introduce a finite dimensional FG model for (1). We recall that
{φcd}c,d∈Z is a total orthonormal system in L2(Ω): (φcd, φpq)L2(Ω) = δcpδdq. In what follows
we will use a simplified notation for double indicies, for instance {φcd}N will refer to the vector
{φcd}|c|≤N1
2
,|d|≤N2
2
, and {(Dφcd, φpq)2L(Ω)}N,N will refer to the matrix {(Dφcd, φpq)2L(Ω)}|c|,|p|≤N1
2
,|d|,|q|≤N2
2
,
where N := (N1 + 1)(N2 + 1). Define a linear N -dimensional subspace L
N := Lin{φcd}N ⊂
L2(Ω), and set
(3) ωN (x, y, t) :=
∑
|si|≤Ni2
ωs1,s2(t)φs1,s2(x, y) , ωcd(t) := (ω(t), φcd)L2(Ω)
with ω0,0 := 0 (so that ωN has zero mean). Clearly, ωN is the projection of ω onto L
N . To
approximate the projection coefficients ωcd we restrict (1) to L
N , i.e. we let φ run through
{φcd}N , and substitute ω with ωN in the resulting finite system of differential equations. We
get the following FG model:
ω˙cd + b(u¯+∇⊥ψN , ωN , φcd) + νa(ωN , φcd) = (Df, φcd)L2(Ω),
a(ψN , φcd) = (ωN , φcd)L2(Ω) .
(4)
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By using the orthogonality of {φcd}c,d∈Z, we arrive at the following ODE:
ω˙cd(t) =−
∑
p,q,n,m
ωpqωnm(pm− qn)LxLyδp+n,cδq+m,d
p2L2y + q
2L2x
− ωcd(2piicu˜
Lx
− 2piidv˜
Ly
)− νωcd(t)
(4pi2c2
L2x
+
4pi2d2
L2y
)
+
∑
n,m
(Dφmn, φcd)L2(Ω)fmn
(5)
or, in the vector form,
(6)
d~ω
dt
= B(~ω)~ω +B(~u)~ω +A~ω +D~f , ~ω(0) = ~ω0 ,
where ~ω := {ωcd}N is the vector of projection coefficients representing ω in LN , ~ω0, ~f represent
ω(·, ·, 0) and f in LN , A := −ν diag(λ−N1
2
,−N1
2
. . . λN1
2
,
N1
2
) represents the Laplacian ∆ in its
eigen-subspace LN , and
(7) B(~ω) =
{−∑
p,q
ωpq(pm− qn)LxLy
p2L2y + q
2L2x
δp+n,cδq+m,d
}
N,N
,
represents the convection operator induced by the trilinear form b (see [14, p.279]) in LN .
Finally, D := {(Dφcd, φpq)L2(Ω)}N,N .
Complex conjugacy of ~ω. Note that ~ω = ΨΨ?~ω provided Ψ is a (N1 +1)(N2 +1) projection
matrix defined by: Ψ = 1√
2
(
In 0n,1 Jn
01,n 01,1 01,n
Jn 0n,1 −In
)
, where In and Jn are respectively the identity and
row-reversed identity matrices of size n = (N1 + 1)(N2 + 1), and 0a,b represent zero matrices
of size a× b, i.e. ~ω−N1
2
+k,−N2
2
+s
= ~ωN1
2
−k,N2
2
−s for any 0 ≤ k, s ≤ N12 , N22 and ~ω0,0 = 0.
Skew-symmetry of the bilinear term. Assume that div(~u) = 0 and ~u,w, v are smooth
1-periodic functions on Ω. We find integrating by parts that the trilinear form b is skew-
symmetric:
(8) b(~u,w, v) = −b(~u, v, w) .
Hence, the convection operator induced by b is skew-symmetric too, and, as a result, the L2(Ω)-
norm of the vorticity, the enstrophy is not increasing, provided D = 0, and is conserved if,
in addition, A = 0. This implies that (i) B(~ω) = −B?(~ω) as b(~u, φcd, φpq) = −b(~u, φpq, φcd)
by (8) so that B(~w) is a skew-symmetric matrix, and (ii) B(~u) is a diagonal matrix. By using
the skew-symmetry of B it is not hard to prove the unique solvability for (6) from any initial
condition and for any L∞-input ~f . Indeed, it is sufficient to take the inner product of both
sides of (6) with the complex conjugate of ~ω, bound (D~f, ~ω)CN by Schwartz inequality, recall
that (Q~f, ~f)CN < 1 and use Bellman lemma to get a bound on the norm of ~ω.
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3. Problem statement. Assume that ~u = 0 and let ~ω solve
(9)
d~ω
dt
= B(~ω)~ω +A~ω +D~f , ~ω(0) = ~ω0 ,
and assume that a vector-function ~y is observed in the following form:
(10) ~y(t) = H~ω(t) + F~η(t) ,
where H = {(Hcd, φs1,s2)L2(Ω)}M,N , Hcd is an averaging kernel (e.g. a smooth function with
compact support in a vicinity of a grid point xcd) and ~η = {ηcd}M is a measurable vector-
function modelling noise in the output, F is a given matrix.
We further assume that the tuple (~ω0, ~f , ~η) is an uncertain element of the following L
∞-type
ellipsoid:
E := {~ω0 : (S−1~ω0) · ~ω0 ≤ 1} × {(~f, ~η) : Q−1(t)~f(t) · ~f(t) +R−1(t)~η(t) · ~η(t) ≤ 1} .(11)
where Q, R and S are given positive definite matrices of appropriate dimensions. Given
(~ω0, ~f , ~η) ∈ E , ~ω(·; ~ω0, ~f) refers to the unique solution of (9), which corresponds to ~ω0 and ~f ,
and ~y(·; ~η) refers to ~y which corresponds to ~ω(·; ~ω0, ~f) and ~η through (10).
We say that ~ˆω is an estimate of ~ω in the form of a filter if ~ˆω solves the following equation:
(12)
d~ˆω
dt
= B(~ˆω)~ˆω +A~ˆω + PH>(~y −H~ˆω) , ~ˆω(0) = 0 ,
for a symmetric matrix-valued function P (t), the gain. We will write ~ˆω(·; ~y, P ) to stress the
dependence of ~ˆω on ~y and P . Define the estimation error e := ~ω(t; ~ω0, ~f)− ~ˆω(t; ~y(·; ~η), P ) and
set:
(13) σ(t; ~ω0, ~f , ~η, ~y, P ) := (e, e)CN .
In what follows, most of the time we will be using a simplified notation, e.g., σ(t) or σ instead
of σ(t; ~ω0, ~f , ~η, ~y, P ), or ~ˆω instead of ~ˆω(·; ~y, P ).
Our goal is, given ε > 0, to find a symmetric P (t) such that
(14) max
(~ω0, ~f,~η)∈E
σ(t; ~ω0, ~f , ~η, ~y, P ) ≤ ε ,∀t > t∗ > 0 .
4. Main results. In this section we present sufficient conditions for (14) to hold, namely
an algebraic Riccati inequality with time-dependent matrix coefficients P which ensures the
exponential decay of the estimation error σ for the generic L∞-type uncertainty description.
As a conjecture, we suggest that σ coincides with a solution of a HJB equation along the
trajectories of (9). Next, we propose a computationally feasible version of the aforementioned
sufficient conditions, namely a linear matrix inequality for P , which enforces (14), provided
F = 0.
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Theorem 4.1 (L∞-type uncertainty). Let q > 0 and define B1(~ˆω) =
(
B(Ψe1)~ˆω...B(Ψe(N1+1)(N2+1))~ω
)
Ψ?.
If P verifies the following matrix inequality:
B1(~ˆω) +B
?
1(~ˆω) +DQD
? − PH?H −H?HP + PH?FRF ?HP < −qI ,(15)
then
max
(~ω0, ~f,~η)∈E
σ(t; ~ω0, ~f , ~η, ~y, P ) ≤ C1(q) + C2(q)e−(2|λ(A)|+q)t ,(16)
where C1(q) :=
1
2|λ(A)|+q , C2(q) := λ(S)− 12|λ(A)|+q , λ(X) denotes the maximal eigenvalue of
the matrix X.
Proof. Take any (~ω0, ~f , ~η) ∈ E and let ~ω(·; ~ω0, ~f) be the corresponding unique solution of (9),
and ~y(·; ~η) be the corresponding output. Suppose that ~ˆω(·; ~y, P ) solves (12) for this particular
~y(·; ~η) and a symmetric P . Recall (9)-(12). We find that:
e˙ = B(~ω)e+B1(~ˆω)e+Ae− PH?He+D~f − PH?F~η .
Hence
(e, e˙)CN =
1
2
d
dt
(e, e)CN
= (e, (B(~ω) +B1(~ˆω) +A− PH?H)e)CN
+ (e,D ~f − PH?F~η)CN .
(17)
Since B(~ω) = −B?(~ω) it follows that (e,B(~ω)e)CN = 0, and we obtain the following equation:
σ˙(t) = (e, (B1(~ˆω) +B
?
1(~ˆω)− PH?H −H?HP )e)CN
+ 2(Ae, e)CN + (2(e,Df − PH?Fg)CN .
(18)
It is easy to find by using the Schwarz inequality and the definition of E that:
2(e,Df − PH?Fg)CN
≤ 2((DQD? + PH?FRF ?HP ) e, e)
1
2
CN
≤ (DQD?e, e)CN + (PH?FRF ?HPe, e)CN + 1 .
(19)
Assume now that P solves (15) and recall that A ≤ 0. It then follows from (18)-(19) that
(20) σ˙ < 1 + (e, (2A− qI)e) ≤ 1− (2|λ(A)|+ q)σ .
Define v(t) := σ(t) − 12|λ(A)|+q . We have that v˙ < −(2|Λ(A)| + q)v(t) and so, by Bellman
lemma, v(t) ≤ v(0)e−(2|α|+q)t. Hence, it follows that
(21) σ(t;x0, f, g, y, P ) ≤ C1 + e−(2|α|+q)t(σ(0)− 1
2|λ(A)|+ q ) .
Combining this with that σ(0) = (~ω(0), ~ω(0)), and (S−1x(0), x(0))CN ≤ 1, and by noting that
(22) max
z:(S−1z,z)
CN
≤1
(z, z) = max
l:(l,l)=1
(Sl, l)2 = λ(S)
we obtain (16).
8 JASON FRANK, TIGRAN TCHRAKIAN, SERGIY ZHUK
It is not hard to see that for any ε > 0 one can find q > 0 such that
(23) C1(q) + C2(q)e
−(2|λ(A)|+q) < ε .
The structure of the equation (18) suggests the following conjecture:
Conjecture 4.2. Let
XT := {z :∃(~ω0, ~f , ~η) ∈ E and 0 ≤ t∗ ≤ T such that:
z = ~ω(t∗)
and
d~ω
dt
= B(~ω)~ω +A~ω +D~f , ~ω(0) = ~ω0} .
(24)
Assume that V solves the following HJB equation:
∂tV =
1
4
(∂xV, (A+A
?)∂xV )
+
1
4
(∂xV,
(
B1(~ˆω) +B
?
1(~ˆω)− PH?H −H?HP
)
∂xV )
+ max
(~f,~η)∈E
(∂xV,D~f − PH?F~η)
V (x, 0) = (x, x) , V (x, t) = (x, x) on ∂XT ,
(25)
Then
(26) max
~ω0, ~f,~η
σ(t; ~ω0, ~f , ~η, ~y, P ) = V (~ω∗(t), t) .
where ~ω∗ corresponds to ~ω0 and ~f at which the max above is attained.
Solvability conditions and numerical methods for (15) are known [1]. However, computing
the numerical solution of (15) in high dimensions is a very challenging problem. We stress
that (15) simplifies to a LMI provided F = 0:
Corollary 4.3 (Exact output). Let F = 0, q > 0 and assume that P solves the following LMI
B1(~ˆω) +B
?
1(~ˆω) +DQD
? − PH?H −H?HP < −qI . (LMI)
Then (16) holds true.
Proof. This is a straightforward consequence of the Theorem 4.1.
4.1. Computational form of the filter. The most straightforward approach of solving
(LMI) is to solve the following linear Lyapunov equation: PH?H + H?HP = W (t) :=
B1(~ˆω(t)) + B
?
1(~ˆω(t)) + DQD
? + qI. The latter may not have the classical solution as its
right hand side W (t) may not belong to the range of the linear operator P 7→ V (P ) :=
PH?H + H?HP . On the other hand, one can always compute the least-squares solution of
the linear equation V (P ) = W . Indeed, this amounts to evaluating Pˆ (t) := (I⊗H?H+H?H⊗
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I)+ vec(W (t)), where Q+ denotes the pseudoinverse of Q, and vec(P ) is the vector formed by
stacking the columns of P one upon another. Note that the matrixB1(~ˆω)+B
?
1(~ˆω)+qI is usually
very sparse so that Pˆt can be effectively computed by using a standard least-squares solver
(e.g. GMRES). For sparse matrices this approach appears to be more efficient than applying
the standard SDP solvers to solve (LMI) directly, especially in high dimensions.
We stress that Pˆ solves (LMI) provided the real spectrum of the residual W (t) − V (Pˆ )
belongs to (−∞, 0) which gives us the pointvise detectability conditions, i.e. the eigen-values
of the projection of W (t) onto the orthogonal completion of the range of P 7→ V (P ), the
“unobservable” eigenvalues of W , must be negative. On the other hand, B1 is a linear function
of ~ˆω and so does Pˆ defined . As a result, the filtering equation has a bilinear correction term
Pˆ (~ˆω)H?H~ˆω. To solve (12) numerically one can use a modification of the algorithm proposed
in [15]: namely, define J(~ˆωt) := B(~ˆωt) +A− PˆtH>H, set Ft,t+t := PˆtH> ~yt+1+~yt2 and compute
~ˆωt+1 given ~ˆωt as follows: ~ˆω0 = 0 and
~ˆωt+1 − ~ˆωt
dt
= J(~ˆωt)
~ˆωt+1 + ~ˆωt
2
+ Ft,t+1 ,(27)
Pˆt = (I ⊗H?H +H?H ⊗ I)+ vec(W (t))(28)
4.2. Numerical experiment. Synthetic observations. To generate observations we set
N1 = N2 = 40, N = (N1 + 1)(N2 + 1) and compute the numerical solution of (9), the “true”
vorticity by using the numerical algorithm (27) with J(~ˆωt) := B(~ˆωt) + A, Ft,t+1 =
~ft+1+~ft
2
and ~ˆω(0) = ~ω0, where ~ω0 is the projection of ω(x, y, 0) = 3(1− (x− pi))2e−(x−pi)2−(y−pi+1)2 −
10(5−1(x − pi) − (x − pi)3 − (y − pi)5)e−(x−pi)2−(y−pi)2 − 3−1e−(x−pi+1)2−(y−pi)2 onto LN . The
timestep is taken to be dt = 0.025 and T = 20. The forcing f is taken to be proportional to
the sum of two basis functions, so that the vector matrix D is a diagonal matrix with zero
entries but two at positions (N1+1)N12 ± |d|+ N22 + 1, d = 6. ~f is taken to be a constant vector
with components equal to d/2. The diffusion coefficient is set to ν = 0.005 indicating a weak
damping effect.
Estimation. The filter is computed according to (27)-(28). H is taken to be an identity
matrix with only non-zero entries representing the following mode numbers: (−6,−3 : 3, 6)×
(−6,−3 : 3, 6), −3 : 3 stands for {−3,−2,−1, 0, 1, 2, 3}. Hence, we observe just 81 components
of the 1681-dimensional state vector ~ω. The initial condition for the filter is set to 0 and
the forcing ~f , used to generate observations, is assumed to be unknown, R := I, F = 0
and Q = 2‖~f‖−1
CN
I. We set q := 200 max(Q). The observed modes are subject to a small
(upd to 10% signal to noise ratio) random noise drawn from the uniform distribution over
(−.2/√N, .2√N). Figure 2 shows the estimate and truth at different times. Figure 3 displays
the dynamics of the relative estimation error over time. As noted, (LMI) does not hold true,
yet the error converges to 0.
5. Conclusion. The paper presented a new data assimilation algorithm for Navier-Stokes
equations which is based upon the skew-symmetry of the non-linear term. The algorithm can
be applied to generic bilinear systems or skew-symmetric nonlinear systems without major
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(b) Forced solution, t = 10
Figure 1: The impact of forcing
revisions. A very challenging topic for the future research is to investigate the relation between
the proposed sufficient conditions and positive/negative Lyapunov exponents of a bilinear
equation, and to relax the pointvise LMI to a condition including a long term averages.
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(d) The estimate at t = 5, rel.err. = 12%
(e) The “true” vorticity at time t = 15
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(f) The estimate at t = 15, rel.err. = 12%
Figure 2: The “true” vorticity and the estimates for different times
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