In this work we investigate numerically turbulent flow of low electrical conductivity fluid subject to electro-magnetic ͑EMHD͒ forcing. The configuration is similar to the one considered in the experimental work of Henoch and Stace ͓Phys. Fluids 7, 1371 ͑1995͔͒ but in a channel geometry. The lower wall of the channel is covered with alternating streamwise electrodes and magnets to create a Lorentz force in the positive streamwise direction. Two cases are considered in detail corresponding to interaction parameter values of 0.4 ͑case 1͒ and 0.1 ͑case 2͒. The effect of switching off and on the electrodes is also studied for the two cases. At the Reynolds number considered ͑Re Ϸ200͒, a drag increase was obtained for all cases, in agreement with the experiments of Henoch and Stace. A Reynolds stress analysis was performed based on a new decomposition of the gradients normal to the wall of the Reynolds stress ϪuЈvЈ. It was found that the vortex stretching term wЈw 2 Ј and the spanwise variation of the stress component uЈwЈ are responsible for the drag increase. More specifically, the term ‫(ץ‬uЈwЈ)/‫ץ‬x 3 is associated with secondary vortical motions in the near-wall and becomes large and positive for large shear stress in regions where fluid is moving toward the wall. In contrast, negative values are associated with regions of lower shear where fluid is being lifted away from the wall. Unlike the unperturbed flow, in the controlled flow high speed near-wall streamwise jets are present ͑case 1͒ even in the time-averaged fields. Other changes in turbulence structure are quantified using streak spacing, vortex lines, vorticity quadrant analysis, and plots of the rms value of the vorticity angle. © 1997 American Institute of Physics.
INTRODUCTION

Lehnert ͑1955͒
1 first explained in theoretical work why a uniform applied magnetic field has such a pronounced effect on the decay of turbulence in a conducting fluid. For a fluid with kinematic viscosity small compared to its magnetic diffusivity, the magnetic field suppresses preferentially those Fourier components of the velocity field whose wave vector is parallel to it. This corresponds to a velocity field that tends to bend the magnetic field lines. Such a result has been derived for negligible inertial terms and can potentially be applied in the very near-wall region in a turbulent boundary layer. The suppression of initially isotropic turbulence by the sudden application of a uniform magnetic field was studied in detail by Moffatt ͑1967͒ 2 who identified the asymptotic time response of the kinetic energy decay and related it to a time scale ratio. Extensive experimental studies by Branover and his associates ͑e.g., Ref. 3͒ and Lykoudis and his associates ͑e.g., Ref. 4͒ with mercury flows has shed light into understanding the Hartmann effect on suppressing turbulence in conducting fluids.
In weakly conducting fluids, different techniques of affecting the flow field have been proposed, all concentrating on crossing the electric and magnetic fields. 5 A specific arrangement was considered by Gailitis and Lielausis 6 consisted of alternating electrodes and magnets parallel to the streamwise direction. This configuration was proposed by Tsinober 5 as a promising technique to reducing drag; it was tested recently in the experiments of Henoch and Stace. 7 No drag reduction occurred, except in one case where a small drag decrease obtained at the highest Reynolds number considered ͑approximately 16 000 based on momentum thickness͒. In other experimental studies, however, where the electric and magnetic fields were arranged so that the resultant Lorentz force was directed normal to the wall, a large drag reduction was reported exceeding 50%. [8] [9] [10] The effectiveness of electro-magnetic fields in suppressing turbulence in conducting fluids can be tested using direct numerical simulations in the low Reynolds number range. As an example, we have performed simulations of a turbulent channel flow of mercury at ReϷ3500 subjected to a spanwise uniform magnetic field oscillating at a relatively high frequency with no external electric fields. ͑The corresponding interaction parameter-a measure of the Lorentz force over the inertial force, see Sec. II-is IϷ0. 8 .͒ The results of this simulation are shown in Fig. 1 . where we plot the pressure drop versus time. The magnetic field was activated after the flow reached a stationary turbulent state as shown in the plot. It is seen that a drag reduction of more than 65% is obtained using a modest magnetic field; the resulting flow is eventually relaminarized.
The extent to which a magnetic field alone is effective in modifying an unsteady flow depends strongly on the type of conducting fluid, i.e., highly conducting such as mercury or slightly conducting, i.e., of electric conductivity р10 a͒ Current address: International Business Machines Corporation, 522 South Road-MS P967, Poughkeepsie, NY 12601-5400. b͒ Corresponding author. mhos/m. In nondimensional form, this effect depends on the magnetic Reynolds number, Re m , which is the product of the magnetic Prandtl number ͑ratio of viscous to magnetic diffusion͒ times the hydraulic Reynolds number Re. A typical range in the magnetic Reynolds number is shown in Table I where we list values at Reϭ10 000 corresponding to momentum-thickness Re Ϸ1000 for a turbulent boundary layer. For fluids with low magnetic Reynolds number, in order to achieve an electro-magnetic force of significant magnitude, an electric field should be externally applied to produce sufficient current density as the induced current is typically negligible. An order of magnitude analysis 11 suggests that for slightly conducting fluids, we should use both external electric and magnetic fields to achieve a Lorentz force comparable to the viscous force, i.e., corresponding to an interaction parameter IϷO ͑1͒, which is the key to affecting the dynamics of the flow ͑see Sec. II͒, similar to the magnetic-only excitation for highly conducting fluids. In recent numerical work 12 we have applied magnetic and electromagnetic fields to modify wake flows corresponding to both high and low conductivity fluids. We have demonstrated that modest field strength is required in order to suppress a vortex street or inhibit pairing of vortices preventing subharmonic instabilities or reduce and even eliminate three dimensionality in a flow.
In this first paper on near-wall turbulence, we consider a channel geometry with the lower wall only subject to streamwise Lorentz forcing as in the experiment of Ref. 7 . The simulation parameters are close to the parameters in Ref. 7 except the Reynolds number, which is lower in the simulations. We consider two different values of the interaction parameter: Iϭ0.4 ͑case 1͒ and 0.1 ͑case 2͒. In addition, we consider time-dependent forcing at different frequencies in order to contrast its effects with the static cases considered in the experiment. Our objective is twofold: First, to investigate based on first principles the possibility of obtaining drag reduction and to complement the experimental results with detailed statistics of the modified turbulent flow. Second, to relate any shear stress modification to changes in turbulence structure in the near-wall region. More generally, identifying deviations in turbulence structure from what has been established for canonical boundary layer flows will enhance our understanding of near-wall turbulence.
To this end, we have generated high-resolution numerical data bases in order to obtain very accurate vorticity fields. High accuracy is required in order to track effectively threedimensional vortex lines and to obtain reliable high-order statistics. We study the vortical structures based on a vorticity quadrant analysis and a new decomposition of the gradients of Reynolds stress based on velocity-vorticity correlations. This analysis points to the importance of the vortex stretching velocity-vorticity term wЈw 2 Ј, especially in the electro-magnetically excited wall. The approximate formulas for these velocity-vorticity correlations used in the past in experimental work in Ref. 13 are verified directly for the smooth undisturbed surface and are extended to the inhomogeneous case. A new contribution to the Reynolds stress gradient is identified due the secondary flow induced by the spatial variation of the Lorentz force. This term is directly related to variations of the shear stress itself. Systematic visualizations of the vorticity field show that the flow is dominated by hairpin vortices in both walls and reveal some important deviations in their distributions close to the electromagnetically excited surface.
The paper is organized as follows: In Sec. II we present the mathematical formulation for the flow equations and the electro-magnetic fields. In Sec. III we present the simulation parameters and the computational domain we use. In Sec. IV we obtain turbulence statistics, followed by the Reynolds stress analysis in Sec. V, turbulence structures in Sec. VI, and a discussion and conclusions in Sec. VII. The main theme of the paper is in Sec. V, which explains how Reynolds stress and correspondingly shear stress can be modified. In the second paper of this series, the effect of normal to the wall Lorentz force obtained with an array of electromagnetic tiles will be investigated following the experiments of Ref. 8 . 
II. GOVERNING EQUATIONS A. Electric and magnetic field equations
The Lorentz force in an electrically conducting medium of conductivity is given by the curl of the electric current j with the magnetic field B,
We use Ohm's law to rewrite the total current in terms of the the current due to the presence of an electric field E and the induced current from the motion of the particles with velocity u in the presence of a magnetic field,
jϭ͑Eϩu؋B͒, ͑2͒
so that,
We see that the current can be split into applied and induced parts, and so too can the electric and magnetic fields. Ohm's law ͑2͒ and Maxwell's equations are,
where 0 is the magnetic permeability, ⑀ 0 is the electric permittivity, and e is the charge density. These equations are combined to yield an equation for the induced magnetic field b. We have introduced notation that separates the induced magnetic field b from the total magnetic field B. We now assume that the applied magnetic field has no time dependence and is divergence free. Also, if we assume that the medium is quasi-neutral then e ϭ0 and ٌ•Eϭ0, and the magnetic induction equation is obtained ͑see Refs. 14 and 15 for details͒ in its nondimensional form, ‫ץ‬b ‫ץ‬t ϭٌ 2 bϩRemagٌ؋͑u؋B͒. ͑5͒
Note that a diffusive time scale, tϭ1/L 2 0 , has been used for the nondimensionalization. The magnetic Reynolds number, Re mag , is typically low for flows of interest in this work where, Re mag ϭUL 0 . ͑6͒
From Eq. ͑5͒, we can see that the magnetic field induced by the motion of the fluid in the total magnetic field scales with the magnetic Reynolds number. For flows where the magnetic Reynolds number is less than 10 Ϫ5 the induced magnetic field can be neglected. Therefore, Eq. ͑5͒ does not have to be solved in time, 12 hence the computational work is reduced significantly. For fluids with higher conductivity ͑e.g., mercury͒ the coupled system of flow equations and field equations is solved ͑see Ref. 12͒ .
In this work, the model fluid that we will simulating is salt water at a hydraulic Reynolds number of 5000 and a corresponding magnetic Reynolds number of O(10 Ϫ6 ).
Therefore, in all of our simulations the induced magnetic field was neglected. To determine the induced electric field, we examine the first of Maxwell's equations. It suggests that for applied electric fields which are derived from an electric potential, induced electric fields are produced only when there is a magnetic field changing in time. In cases where the applied magnetic field is not changing in time and the induced magnetic field is neglected, the induced electric field can be neglected also.
B. Incompressible fluid flow equations
We now add the force given by Eq. ͑3͒ to the incompressible Navier-Stokes equation,
where p is the pressure ͑normalized with density͒, is the kinematic viscosity, is the density, and is the electrical conductivity of the fluid. Here, L and N are the linear diffusion and nonlinear advection operators,
We nondimensionalize Eq. ͑7͒ using characteristic velocity (U), electric field (E), magnetic field (B), and length (L) to yield, 
We note here that the quantity H 2 is the ratio of the Lorentz force from the induced current to the viscous forces and since is the ratio of applied current to induced current, H 2 is the ratio of the Lorentz force from the applied current to the viscous forces. Dividing these ratios by the hydraulic Reynolds number gives the interaction parameter I for both the applied and induced current, which is the ratio of the Lorentz force to the intertial force, or
and
I induced for mercury is 5ϫ10 4 greater than I induced for sea water for a flow of the same velocity and geometrical parameters. Therefore, in modeling mercury flows ͑Ϸ1.04ϫ10 6 mhos/m͒, only applied magnetic fields are needed to produce a Lorentz force large enough to change the flow dynamics, whereas in modeling sea water flows ͑Ϸ4 mhos/m͒, both applied magnetic and electric fields are needed ͑see also Sec. I͒. We can also see from Eq. ͑9͒, that when I induced is much smaller that I applied ͑as is the case for the modeled sea water flow͒ the Lorentz force is completely uncoupled from the time-dependent fluid velocity. Therefore, only applied fields are considered when the Lorentz force is computed.
For the time discretization of Eq. ͑9͒, we employed the high-order, three-step splitting scheme first analyzed in Ref. 16 and employed by Ref. 17 for up to third-order time accuracy. In the splitting scheme, the applied Lorentz force is incorporated into the nonlinear advection operator to obtain a modified nonlinear term to be used in the explicit integration step,
The final form of the Navier-Stokes equation is given by
was discretized in space using a parallel spectral element-Fourier method, the details of which are given in Ref. 17 .
C. Calculation of electric and magnetic fields
We now consider the governing equations used to calculate the applied electric ͑E͒ and magnetic ͑B͒ fields. Recall that in Maxwell's equations ͓see Eqs. ͑4͔͒ we have the following relations for the electric field,
We have already determined that for these flows, there are no time-dependent magnetic fields and that the the fluid is electrically neutral, or e Ϸ0. Therefore, E is divergence free and irrotational. We can then write the following, EϭϪٌ⌿, ͑15a͒
From these equations, we see that calculating the electric field reduces to the problem of solving for Laplace's equation for a combination of electrical ''sources'' and ''sinks.'' For example, we use a collection of sources of ⌿ to represent an anode and a collection of sinks of ⌿ to represent a cathode. A description of the distribution of sources and sinks will be given later in this section. For the calculation of the magnetic field, we again consider two of Maxwell's equations,
The first of these equations imply that only induced magnetic fields are coupled to the currents and applied magnetic fields are completely uncoupled, i.e.,
ٌ؋Bϭ0. ͑17͒
This means that the magnetic field is divergence free and irrotational as well, and we can write a similar set of equations as we did for the electric field above for B, BϭϪٌ⌽, ͑18a͒
Again, the problem has been reduced to solving Laplace's equation for magnetic ''sources'' and ''sinks'' in the domain. In this case, we represent north poles ͑N͒ by sources and south poles ͑S͒ by sinks. The problem of calculating the electric and magnetic fields reduces to solving Laplace's equation within a domain. Included in the description of this problem is a distribution of sources and sinks of the potential ⌿ or ⌽ on the boundaries of the domain. For instance, on a wall where there are no electrodes nor magnets, and the wall is far enough away from the influence of the electric and magnetic fields, we use the boundary condition ⌽ϭ0 or ⌿ϭ0. Analogous to this zero potential, we could use values of ⌿ϭϮ 1 and ⌽ϭϮ1 for corresponding anodes ͑positive electric potential͒ and cathodes ͑negative electric potential͒ as well as corresponding north pole magnets ͑positive magnetic potential͒ and south pole magnets ͑negative magnetic potential͒. A simple distribution of Ϯ1 in the domain would lead to numerical irregularities in the derivatives of ⌽ and ⌿ and the corresponding electric and magnetic fields. Thus, we use polynomial functions for the potential distribution to provide for a reasonable physical description of the fields around the magnets and electrodes while allowing for good convergence properties in the numerical discretization. Consider the example of a two-dimensional electrode strip which has corners at (x 1a ,x 2a ), (x 1b ,x 2a ), (x 1b ,x 2b ), and (x 1a ,x 2b ) within the two-dimensional domain ⍀ ͑see Fig. 2͒ . The rest of the x 1 Ϫx 2 domain has zero potential. We would write the boundary condition for the potential ⌿ on this rectangle as,
where ⌫ is a constant chosen so that ⌿ at the center of the rectangle is one. Similar distributions can be constructed for the magnetic potential ⌽. These distributions adequately model electric and magnetic sources and sinks within a domain ͑where the potential is large within the electrode and it ''tails-off'' on the edges͒ while providing for numerically smooth electric and magnetic fields.
III. COMPUTATIONAL DOMAIN AND SIMULATION PARAMETERS
The active control configuration that we tested is shown in Fig. 3 . It consists of alternating streamwise electrodes and magnets which produce a Lorentz force in the streamwise direction. This configuration was first proposed in Ref. 6 . More recently, it was tested experimentally in a seawater flat-plate boundary layer in Ref. 7 . In that work, the electric voltage range was 0-100 V, the magnetic field strength was 0.4 T, and the momentum thickness ͑͒ Reynolds number ͑Re ϭU 0 /, where U 0 is the free-stream velocity and is the kinematic viscocity͒ was 1618 to 15 797. Mean and fluctuating wall shear stress was measured using appropriately coated hot film probes which could only respond to a limited range of frequencies ͑below 200 Hz͒. Accuracy tests based on comparisons with the shear stress obtained from the mean velocity profile measurements were not made. This was not possible since no data were obtained close to the wall because of the deflection of the laser light near the wall in the LDV device.
The channel domain that we consider for these simulations is shown in Fig. 4 . In our simulations, we assume that the domain is periodic in the streamwise (x 1 ) and spanwise (x 3 ) directions. As such, when solving for the electric and magnetic fields, we only need to do computations on the x 2 Ϫx 3 two-dimensional domain. There are no streamwise electric and magnetic fields, and hence, no spanwise or normal Lorentz forces. We use the spectral element mesh shown in Fig. 5 for the solution of Laplace's equation for the electric and magnetic potential. The fluid flow in this picture would be into the page. Near the wall ͑see Fig. 6͒ we have added extra rows of elements to adequately resolve any turbulent motions that may occur within the modified near-wall region as well as the exponential decay of the Lorentz force at the wall ͑see Ref. 18 and references therein͒ as shown in Fig. 8͒ . In Fig. 5 we also include the magnet and electrode positions from which the elemental potential boundary conditions can be deduced from Eq. ͑19͒. The computed Lorentz force is shown in Fig. 7 . It represents one of the identical ''slices'' of the force within the three-dimensional domain. From Figs. 7 and 8 we see that near the wall (x 2 рϪ0.95) there are semi-circular regions of large positive streamwise Lorentz force. Next to these semi-circles are small regions of slightly negative forcing. This plot is quite similar to the resulting force calculated in the experimental work of Ref. 7 , where the maximum force occurs above the spanwise location where the electrodes and magnets meet. At the top wall, no force is applied.
For the solution of the turbulent flow field, we use the spectral element mesh in velocity from a parabolic profile (U l ) is 5000. The flow was driven by a constant flowrate, Q, where
where A cs ϭ L x 2 L x 3 is the cross-sectional area. The flow is periodic in the x 1 and x 3 directions, and no-slip conditions are used for the velocity at the lower and upper walls. The timestep for these simulations was ⌬t/U␦ϭ0.005. We define the interaction parameter of the problem as given by Eq. ͑11b͒.
In the simulations, we set Lϭ␦ϭ5 cm and Uϭ0.1 m/s for sea water ͑ϭ4 mhos/m and ϭ1000 kg/m 3 ͒ corresponding to Reϭ5000. For the electric and magnetic fields we chose two cases. The first case had an interaction parameter of I applied ϭ0.4 which was equivalent to an electric field of 100 V/m and a magnetic field of 0.2 T. The second case had an interaction parameter of I applied ϭ0.1 which is equivalent to an electric field of 25 V/m and a magnetic field of 0.2 T. For case 1 we also imposed a time-dependent forcing by switching on and off the electrodes every ϭ1 convective time units. For case 2 we considered two pulsing frequencies corresponding to ϭ1 and 0.01 convective time units. The initial conditions for both cases came from the turbulent fields generated from the channel simulations in Ref. 11 . The fields were spectrally interpolated onto this mesh and run for over 75 nondimensional ͑convective͒ time units before the Lorentz control was turned on. All simulations were performed on the IBM SP2 parallel computer using a Fourier mode-node mapping scheme. 19 Several checks were performed to ensure that high accuracy is maintained in the long-term integration of the flow equations. In the spectral element formulation, the momentum equations are solved ͑in their variational form͒ at the collocation points in each element, coupled with the consistent C 0 continuity condition applied at interfaces for the primitive variables, i.e., velocity and pressure. An indirect measure of accuracy of the simulation, documented in resolution studies in Ref. 20 , is the total residual in the momentum equations taken over all collocation points in the computational domain. This global momentum error was monitored during the simulation for all runs. A summary of this error is shown in the histogram of Fig. 9 for case 1; the error is kept less than 10 Ϫ4 for all times.
IV. TURBULENCE STATISTICS
For each static case, statistics were collected in time over 100 time units, resulting in sufficient accuracy because of the relatively high spatial resolution used in these simulations. The statistical quantities were also averaged in the streamwise and spanwise direction onto a set of twodimensional ''master strips'' ͑see Fig. 10͒ . These master strips represent the fundamental spatial unit in the spanwise direction of the flow and correspond to one strip of an electrode or a magnet. The force above each electrode and magnet is the same, and therefore the translational invariance in the spanwise direction of the flow is with respect to this master strip geometry. We use this translational invariance in the spanwise direction as well as the translational invariance in the streamwise direction of the flow to increase our data sample for averaging in the flow. Time histories of the drag on the lower and upper wall for both cases as well the corresponding simulation with no Lorentz force control at either wall are shown in Fig. 11 . It is evident that the presence of the Lorentz force at the lower wall is large enough to effect the dynamics on the upper wall. In this plot we also see that the Lorentz force has substantially increased the drag on the lower wall as compared to the no control case. Table II shows the Reynolds number based on skin-friction velocity ͑Re ͒ for each case. The Re of the no control case agrees well with the results from similar simulations. To study the effect of time-dependent forcing we repeated the simulations for both cases with the force amplitude at the same level as before but with the fields switched on and off with a time interval . For case 1 we consider ϭ1 convective time units and for case 2 we consider ϭ1 and ϭ0.01, the latter corresponding to a high frequency pulsing. For reference, in these units the burst frequency is approximately 0.1-0.2 ͑see Ref. 21͒. The corresponding drag histories on the lower wall are plotted in Fig. 12 including the static cases from Fig. 11 . These simulations were performed for shorter times as an oscillatory state was established almost immediately. Although the mean drag was reduced in all cases it still exceeded the unperturbed flow value. This indicates that this simple pattern of time forcing did not alter the fundamental flow structure, and the lower drag values compared to the static cases is due to the fact that the mean energy input is lower for the time-dependent cases.
Contours of the streamwise velocity (u) averaged in time and in the streamwise direction are shown in Fig. 13 for case 1. The streamwise velocity is shown using a global normalization, i.e., normalized by U l . For case 1, we see that the application of the Lorentz force has created a series of near-wall jets. In case 2, 11 no such high-speed jets were observed, but the magnitude of the streamwise velocity in small regions at the control wall is larger than at the upper, uncontrolled wall. We also note that instantaneous flow visualizations from case 1 showed that near-wall, high-speed jets were present in the flow. Profiles of the mean streamwise velocity from the master strips for case 1 is shown in Fig. 14 . In this plot, as well as all other plots in this section, ''center'' refers to the spanwise location on the master strip where the applied Lorentz force is largest ͑i.e., x 3 ϭ0.0͒, ''low'' indicates the spanwise location where the Lorentz force is lowest ͑i.e., x 3 ϭ0.125͒, and ''med'' indicates the spanwise location exactly between the point of largest and smallest Lorentz force at the wall ͑i.e., x 3 ϭ0.0625͒; this is shown in Fig. 10 fields. However, in the experiments a thicker jet was measured centered at about 10% of the boundary layer thickness away from the wall. In the simulation the jet is centered at about 5% of the channel half-width. This difference seems to be caused by the corresponding different distribution of the electromagnetic force, which seems to extend to larger distances from the wall in the experiment. The corresponding profile of the mean streamwise velocity plotted in wall coordinates (U ϩ ϭU/u ) is shown in Fig. 15 . On the upper wall, wall unit normalizations use the skin-friction velocity (u ) of the upper wall; on the lower wall, the corresponding u for the lower wall is used. Note that in these plots, we have also plotted the corresponding upper wall data. The x 2 ϩ (x 2 ϩ ϭx 2 u /) used in the linear and logarithmic laws for U ϩ is upper wall x 2 ϩ . We also use ϭ0.4 and ␤ϭ5.5 for the logarithmic portion of the law of the wall profile given by
From Fig. 15 we see that the fluid jet at the wall extends to x 2 ϩ Ϸ20 in case 1 and the jet is strongest at the spanwise plotting location at the center of the Lorentz force. All profiles in case 1 collapse for x 2 ϩ у60. For case 2 ͑see similar plots in Ref. 11͒ we find that the variation of the data with spanwise plotting location is not as large as in case 1. In fact, in wall units the profile for case 2 looks similar to the velocity profiles for the drag inducing riblet geometry. 11, 22, 23 Profiles of the streamwise ͑u rms ͒ intensities for both cases are shown in Figs. 16 and 17. In these plots, the streamwise intensity is plotted in both global and wall normalizations. In both cases, the streamwise turbulence intensity has been reduced. The reduction is largest in case 1, the case with the largest drag increase. In case 1, the largest values of u rms and u rms ϩ occur at the location of medium Lorentz force application on the master strip domain. In case 2, the largest values occur at the spanwise location where the Lorentz force is lowest, and the variation of the data with spanwise plotting location is not as large as in case 1. The u rms profiles for case 1 again indicate that the introduction of a large Lorentz force at the wall has changed the fundamental structure of the near-wall turbulence. We also note the similarities again for the profiles of case 2 and the u rms data for the drag increasing riblet geometries, where the streamwise turbulence intensities decreased at the riblet wall. 24, 25 These results show that suppression of streamwise velocity fluctuations does not imply a drag reduction as it may sometimes be assumed in experimental studies, where only this measurement is typically made.
Profiles of the normal ͑v rms ͒ and spanwise ͑w rms ͒ turbulence intensities for case 1 are shown in Figs. 18 and 19 . Similar results are obtained for case 2 11 . For data plotted in global units, we see that both the spanwise and normal intensities of both cases have increased. These increases were also observed for a drag increasing riblet geometry. 25 In both cases considered here, the increase in the v rms is larger than increase in the w rms at the lower wall. When plotted in wall units, the data from both cases show an increase in the v rms ϩ and w rms ϩ data at the lower wall for x 2 ϩ у50-60. This increase in the turbulence intensities at the lower wall where the Re is larger than the upper wall is consistent with the Reynolds number effect findings in Refs. 26, 27, and 11. Reynolds stress, Ϫ uЈvЈ, profiles plotted using global and wall normalizations for case 1 are shown in Fig. 20 . From these plots, we see that using global normalization, the Reynolds stress at the lower wall is much larger in magnitude than the Reynolds stress at the upper wall. The variation in the Reynolds stress peak at different spanwise plotting locations is not as great as the u rms plots. When plotted in wall units, neither case 1 nor case 2 has larger Reynolds stress peak values at the lower wall as compared to the smooth wall. We note that in case 1, there is a region of negative Ϫ uЈvЈ at the lower wall in profiles taken from spanwise locations where the applied Lorentz force is largest. In case 2, there is no region of negative Ϫ uЈvЈ at the lower wall.
Vorticity statistics are very useful in understanding wall turbulence, and recent experimental studies have concentrated on accurate ways of measuring such quantities. 28, 29 We present them here as they are related to the analysis of the next section that relates velocity-vorticity correlations with Reynolds stress gradients. The profile of the streamwise component of fluctuating vorticity ͑ 1 rms ͒ is shown in Fig.  21 for case 1; similar results are obtained for case 2. For both cases, ͑ 1 rms ͒ has increased at the lower wall as compared to the smooth wall. The increase is larger for case 1 for which the peak 1 rms occurs at the center plotting location; in case 2, 11 it occurs where the applied Lorentz force is lowest on the master strip. In case 1, 1 rms ϩ appears to be constant for x 2 ϩ у15, while for case 2, the behavior of 1 rms ϩ at the lower wall is quite similar to the corresponding data at the upper wall. From these data it seems that a sufficiently large Lorentz force can suppress or eliminate the local minimum in the streamwise fluctuation observed in the undisturbed case. This minimum is associated with the existence of quasistreamwise vortices in the near wall region 30 ͑this observation is due to an anonymous referee͒. Surface modifications with riblets can also cause such a suppression of this minimum and produce a monotonic near-wall variation for the streamwise vorticity fluctuation.
Profiles of the normal component of fluctuating vorticity ͑ 2 rms ͒ are shown in Fig. 22 . Again, the vorticity fluctuations have increased at the lower wall when plotted in global units. Wall variable normalization shows a decrease in the vorticity turbulence fluctuations at the lower wall. The peaks in 2 rms and 2 rms ϩ occur at the same spanwise plotting location as the peak in the streamwise vorticity fluctuations for both cases. The behavior in the 2 rms data at the lower wall for case 1 is very different than the upper wall data, while the behavior of the lower wall data and upper wall data of case 2 remains similar. The profile of the spanwise component of the fluctuating vorticity ͑ 3 rms ͒ for case 1 is shown in Fig.  23 . Similar observations in 3 rms can be made for cases 1 and 2 ͑see Ref. 11͒. Namely, the spanwise plotting locations of the peaks in all three components of vorticity fluctuations remain the same and the behavior of the data at the lower wall is qualitatively closer to the upper wall data in case 2 as compared to case1. In both cases, the largest increase in rms peak is in the streamwise component. This is probably due to the large variations of the fluctuating spanwise velocity in the normal direction as shown in Fig. 19 .
V. REYNOLDS STRESS ANALYSIS
In other work with nonsmooth surfaces ͑see Ref. 25͒ we analyzed changes in the Reynolds stress at a nonsmooth wall in terms of corresponding changes in the Reynolds stress gradient ͓‫(ץ‬ϪuЈvЈ)/‫ץ‬x 2 ͔ as well as the vorticity transport (vЈw 3 Ј) and stretching (wЈw 2 Ј) terms and uЈwЈ spanwise gradients (‫(ץ‬uЈwЈ)/‫ץ‬x 3 At the upper wall, due to spanwise homogeneity, the T 3 ϭ ‫(ץ‬uЈwЈ)/‫ץ‬x 3 term is zero, and we get the following equation:
͑23͒
In our studies with drag reducing riblets, 25 we found that it was large increases in the vortex stretching term which led to increases in the Reynolds stress gradient at the riblet wall. These increases corresponded to increases in the shear stress as well. Figure 24 shows the terms of Eq. ͑23͒ plotted in wall units for the upper wall for case 1. This plot shows that even in the relatively short time averages of these simulations, the assumptions used in Eq. ͑23͒ are valid. Figure 25 shows the terms of Eq. ͑22͒ plotted in wall units for the lower wall in both cases. Note that at the lower wall Eq. ͑22͒ is used since spanwise variations are evident at the lower wall in all the statistics plots shown in the previous section. The spanwise plotting location is from the center location of the applied Lorentz force. In both cases, we see that Eq. ͑22͒ is validated at the lower wall. Also, in both cases we see that the stretching term is larger than the transport term and it is positive at this plotting location. Note the relatively large increase in the stretching term in case 1 as compared to case 2. This plot also indicates that the large increase in the ‫(ץ‬uЈwЈ)/‫ץ‬x 3 ͑T3͒ for case 1 has counteracted the contributions from the stretching term.
In the previous section, we have seen spanwise variations in the turbulence statistics at the lower wall of the channel. Spanwise variations can also be seen in the shear stress distribution on the master strip domain at the lower wall; this is shown in Fig. 26 . In this figure, we see that the shear is largest slightly away from the position of maximum Lorentz force application at the wall. The shear is lowest in the middle of the master strip domain; at this point the shear stress is lower than the upper wall average shear stress for both cases. We wanted to determine if the gradients of the Reynolds stress increased or decreased with the changes in the shear stress, and if so, which term or terms of Eq. ͑22͒ caused the change.
Profiles of the Reynolds stress gradient for both cases plotted in wall coordinates are shown in Fig. 27 . For case 1, we note the negative region of ‫(ץ‬ϪuЈvЈ ϩ )/‫ץ‬x 2 ϩ for 5рx 2 ϩ р20. Similar plots of the riblet simulations as well as the data for case 2 do not show any region of negative Reynolds stress gradients. The Reynolds stress, when plotted in global units, showed an increase at the lower wall as compared to the upper wall for both case 1 and case 2. This is consistent with the findings in Ref. 25 , where Reynolds stress increased as the shear stress on the wall increased. In Fig. 27 we see that for case 1, the peak ‫͑ץ‬ϪuЈvЈ)/‫ץ‬x 2 plotted from the center and medium Lorentz force locations on the master strip is larger than the peak at the upper wall. However, note that the increase in shear stress at the center plotting position of the tile is 4.5 times larger than the upper wall, yet the increase in the Reynolds stress gradient peak is less than a factor of 2. At a drag increasing riblet wall in Ref. 25 , increases in the shear stress at the tip were less than twice that of the smooth wall while the increase in the ‫(ץ‬ϪuЈvЈ ϩ )/‫ץ‬x 2 ϩ was more than a factor of 2. Also, plots of the Reynolds stress gradient for case 2 in global coordinates do not show an increase in the peak at the lower wall for any plotting location as compared to the upper wall; however, positive gradients of the Reynolds stress extend farther away from the wall.
We now examine in more detail the individual terms on the right-hand side of Eq. ͑22͒. Profiles of the vortex transport (vЈ 3 Ј ϩ ) terms plotted in global coordinates for both cases are shown in Fig. 28 . When plotted in wall variables, the magnitude of vЈw 3 Ј ϩ is largest at the upper wall. The maximum peak in the vortex transport term occurs at the location of maximum Lorentz force for both cases; the smallest values occur at the location of lowest applied Lorentz force. Comparing the plots for case 1 and 2 as well as the upper walls, we see that the behavior of vЈw 3 Ј at the lower wall in case 1 is opposite the behavior seen in the upper walls of both cases as well as the lower wall of case 2. In case 1, the transport term is negative for x 2 ϩ Ͻ20 and positive for x 2 ϩ у20. The opposite is true in all other data shown. Profiles of the vortex stretching term plotted in global coordinates are shown in Fig. 29 . Note that at the point of largest shear stress on the lower wall for both cases ͑center plotting location͒, the stretching term is positive, thus working to decrease gradients of Reynolds stress. Deep within the riblet valleys of large riblets ͑where the shear stress is lowest͒, the vortex stretching term was also positive. 25 From these plots we also make the observation that the stretching term is much larger than the transport term for the lower wall. Profiles of ‫(ץ‬uЈwЈ ϩ )/‫ץ‬x 3 ϩ are shown in Fig. 30 . In case 1, we see that this term is the same magnitude as the stretching term; in case 2, it is smaller in magnitude. In both cases, this term is positive at the center plotting location, almost zero at the location of medium forcing and negative at the location of lowest applied force. Therefore, at the center location, this term adds to positive Reynolds stress gradients and at the lowest force location it decreases the Reynolds stress gradient. For case 1, where ‫(ץ‬uЈwЈ ϩ )/‫ץ‬x 3 ϩ and wЈ 2 Ј ϩ are almost equal in magnitude, these two terms cancel each other out in Eq. ͑22͒; the gradients of the Reynolds stress come almost entirely from the vortex transport term, and this is confirmed in Fig. 27 . In case 2, the largest of all terms in Eq. ͑22͒ at the center plotting location is this spanwise derivative term. This is the term responsible for increases in the Reynolds stress gradients. This observation was not made for any of the riblet cases studied in Ref. 25 . At the plotting position of lowest applied Lorentz force for case 2, the stretching term is almost twice as large as ‫(ץ‬uЈwЈ ϩ )/‫ץ‬x 3 ϩ . In studying turbulent flow over nonsmooth surfaces, 25 it was shown that positive values of ‫(ץ‬uЈwЈ ϩ )/‫ץ‬x 3 ϩ corresponded to areas of fluid impingement at the wall, while negative values of this term corresponded to areas of fluid ejection away from the wall. This observation is confirmed in Figs. 31 and 32 where vector plots of the ensemble averaged spanwise and normal velocity components in the twodimensional master strip domain are shown. The significance of this observation is that the corresponding shear stress increases or decreases, respectively, for fluid impingement or fluid ejection.
VI. TURBULENCE STRUCTURES
The plots of turbulence statistics indicate that the presence of Lorentz force on the lower wall has changed the structure of turbulence substantially. There is no current consensus as how to best visualize these structures, and even their definition has been subjected to some debate given that the background field is vortical. In Ref. 33 the pressure field was used to track such regions of concentrated vorticity, and in Ref. 34 it was found that contours of the second invariance can be used to more effectively track vortices. A more elaborate technique was developed in Ref. 35 to track the centers of streamwise vortices and obtain a complete set using approximate core dimensions. The difficulty with these approaches, although physically motivated, is that there is a magnitude threshold assumed in a rather arbitrary manner and thus weaker secondary structures may be exluded from the primary structure targeted. For example, it is very difficult to obtain the complete set of quasi-streamwise vortices and identify the differences between the controlled and uncontrolled case by plotting three-dimensional surfaces of streamwise vorticity, unless one develops techniques similar to Ref. 35 , which are still dependent on the prespecified threshold. Alternatively, we can construct three-dimensional vortex lines which can follow the form of the vortical structure especially closer to the wall. This approach was used succesfully in Ref. 25 for riblet wall simulations and we employ it here. Primarily, the Lorentz force has caused detectable ''kinks'' in the near-wall vortex lines. Representative snapshots of instantaneous vortex lines superimposed on streamwise velocity contours are shown in Fig. 33 for case 1. We include for reference the corresponding plots for the cases that no control is applied on the lower wall. The vortex lines emanate from a distance x 2 ϭϪ0.97 in all plots; the contour planes are also located at x 2 ϭϪ0.97. We see that the kinks, which are locations of birth of hairpin vortices ͑⍀-like loops͒, follow closely the low speed streaks, in agreement with flow visualizations and related hypotheses. 36 Similar results are obtained for case 2.
11 In case 1 the low speed streaks ͑denoted by darker shade͒ are clearly seen. There are eight streaks included in the computational domain with an average lateral spacing of about 90 wall units. They are straight and much longer than the streaks of the uncontrolled wall whose average lateral spacing exceeds 100 wall units.
In order to further investigate any structural changes at the wall, we proceeded with a vorticity quadrant analysis at both walls for both case 1 and case 2. In the following figures , we obtained quadrant plots using the first method for quadrant analysis as described in Ref. 11. The approach is similar to the velocity quadrant analysis first introduced in Ref. 37 . For these simulations, the quadrant analysis was performed over 100 nondimensional time units of the total simulation time; thus, this analysis does not represent a statistically fully converged result for either wall. However, large differences in the plots on the upper and lower walls will show trends in any changes in the vorticity structures on the lower wall. Figures 34 and 35 are plots of the vorticity quadrant analysis and vorticity angle ͓ϭtan Ϫ1 ͑ 2 / 1 ͔͒ histograms for the upper ͑no force͒ and lower ͑applied force͒ walls in case 1. For these plots we use the following convention to determine the value of :
At the upper wall the point in the first figure is located at x 1 ϭ0.26, x 2 ϭ0.96, and x 3 ϭ1.92 and the point at the lower wall is located at x 1 ϭ0.26, x 2 ϭϪ0.98, and x 3 ϭ1.92. For the upper wall, this point is approximately 10 wall units away from the wall, while at the lower wall this point corresponds to a distance of 7 wall units away from the wall. Also at the lower wall, this corresponds to a spanwise position between low and medium applications of the Lorentz force. From Fig. 34 we see that the upper wall data have a I-III quadrant distribution, much like the smooth wall in the riblet channel simulations of Ref. 25 . However, the corresponding angle histogram here does not show a clear positioning of two peaks that would correspond to the two legs of near-wall hairpinlike structures. This is probably due to the smaller time sample used in this analysis, and the influence from the forcing in the lower wall. At the lower wall, there is only a single peak at ϷϪ90°. This would correspond to a vortex structure composed almost completely of negative normal vorticity. Figure 35 shows similar analysis done at the upper wall for the same x 1 and x 3 positions, but at x 2 ϭ0.93 (x 2 ϩ Ϸ15). Again, the I-III quadrant distribution is evident, but the nonsymmetry in the angle histogram indicates that a larger time sample is needed. The lower wall analysis in this figure corresponds to the same x 1 and x 3 positions used in Fig. 34 , but here x 2 ϭϪ0.93 (x 2 ϩ Ϸ25). As in the first figure, the lower wall data have shown a large shift to the left in the angle histogram. We also note that in these plots, the vorticity at the lower wall when normalized in wall units is lower in magnitude than the upper wall vorticity, this is consistent with the plots of vorticity rms shown in the previous section. These vorticity quadrant plots for case 1 show a distinct structural difference at the two walls. Similar conclusions hold for case 2. Lastly, we present the vorticity angle rms plots which were first shown for the riblet simulations in Ref. 25 . In particular, we compute rms ϩ ϭtan Ϫ1 ͑ 2 rms / 3 rms ͒ and not the rms of instantaneous . Figure 36 shows the vorticity angle as a function of distance from the wall for cases 1 and 2 both at the lower wall and the upper wall. For x 2 ϩ р30, the vor- ticity angle at the lower wall is larger than the angle at the upper wall. For values of x 2 ϩ larger than 30, however, the angle at the lower wall is larger than the angle at the upper wall. This is consistent with the larger mean shear at the lower wall, and this behavior was also seen for the drag increasing riblet configuration. 25 For case 2, the vorticity angle at the lower wall is smaller than the vorticity angle at the upper wall for all x 2 ϩ except for the spanwise plotting location corresponding to the lowest point of applied Lorentz force. For the drag increasing riblets in Ref. 25 , this behavior was also observed, with the vorticity angle being larger at the riblet wall only at the riblet tip spanwise plotting location.
VII. SUMMARY AND DISCUSSION
In this paper we have presented statistical and structural results from simulations of near-wall turbulence under the influence of an applied streamwise Lorentz force. Two cases were examined in detail corresponding to steady control and three other cases were simulated for short time to examine the effect of time-dependent Lorentz forcing. Detailed results were presented only for the static cases 1 and 2. In the first case, the applied Lorentz force was large, and the overall drag at the controlled wall increased by more than a factor of 4. This increase was somewhat expected, as the action of the Lorentz force was to accelerate the fluid near the wall, hence increasing the streamwise velocity gradients and thus the shear stress as well. The change in the near-wall structure was also seen in the profiles of streamwise velocity data, where the presence of accelerated fluid ͑near-wall jets͒ were detected in both the mean and turbulence intensity data. Case 1 data at the controlled wall also varied significantly from the uncontrolled wall in the velocity-vorticity statistics presented. For instance, in profiles of the gradient of the Reynolds stress (‫(ץ‬ϪuЈvЈ)/‫ץ‬x 2 ), case 1 data showed a region where this quantity was negative near the wall (x 2 ϩ р20); such behavior was not observed at the smooth wall in any of the simulations presented here, nor at the riblet wall from the simulations in Ref. 25 , nor at the controlled wall in case 2 where a smaller Lorentz force was applied. In fact, the data from case 2 appeared to be much more similar in behavior to the data from the drag increasing riblet configurations.
Although the riblet geometries investigated in Ref. 25 did not significantly change the drag on the lower wall, as did the active control mechanisms here, certain similarities were seen in the data from these different control schemes. First, in both a drag increasing riblet configuration as well as the two active control configurations presented here, the streamwise intensities at the controlled wall decreased and the spanwise and normal intensities increased. Second, the Reynolds stress when normalized by global units increased at the controlled wall when the shear stress increased. Third, in all simulations, at both uncontrolled and controlled walls, the vortex stretching term (wЈЈ 2 Ј) was larger than the vortex transport term (vЈ 3 Ј). Fourthly, in all simulations, we saw that as the shear stress increased along different spanwise plotting locations on the master strip, so too did the gradients of the Reynolds stress; this observation was first made in our previous work where the magnitude of the peak of ‫(ץ‬ϪuЈvЈ)/‫ץ‬x 2 ) increased as the profile plotting location changed from riblet valley to riblet tip.
In Ref. 25 we found that increases in the vortex stretching term were directly related to increases in the shear stress at the wall. Plots of wЈ 2 Ј at the controlled wall in the current simulations showed that the Lorentz force had indeed changed the stretching term, however, these changes did not lead to any reductions in drag. At the controlled wall we found that large negative values of wЈ 2 Ј which would work to increase ‫(ץ‬ Ϫ uЈvЈ)/‫ץ‬x 2 occurred in regions of low shear stress at the controlled wall. Further inspection of the terms contributing to ‫(ץ‬ Ϫ uЈvЈ)/‫ץ‬x 2 , however, showed that the spanwise variation term ‫ץ‬uЈwЈ/‫ץ‬x 3 was making a significant contribution. In fact, for case 2 at the spanwise plotting location where the shear stress was highest ͑the center of the applied Lorentz force͒ this term was larger than the vortex transport term and the vortex stretching term. This behavior was not seen for any of the riblet configurations. Here, then, is an example where reductions of the stretching term did not FIG. 34 . Vorticity quadrant analysis and angle histograms plotted at the upper wall x 2 ϩ Ϸ10 and lower wall x 2 ϩ Ϸ7 for case 1.
FIG. 35 . Vorticity quadrant analysis and angle histograms plotted at the upper wall x 2 ϩ Ϸ15 and lower wall x 2 ϩ Ϸ25 for case 1.
