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Abstract
We prove a generating function formula for the Betti numbers of Nakajima quiver varieties. We prove
that it is a q-deformation of the Weyl-Kac character formula. In particular this implies that the constant
term of the polynomial counting the number of absolutely indecomposable representations of a quiver
equals the multiplicity of a a certain weight in the corresponding Kac-Moody algebra, which was conjec-
tured by Kac in 1982.
Let Γ = (I, E) be a quiver that is an oriented graph on a finite set I = {1, . . . , n} with E ⊂ I × I a finite
multiset of oriented (perhaps multiple but no loop) edges. Given two dimension vectors v = (vi) ∈ NI and
w = (wi) ∈ NI Nakajima [13, 14] constructs, as holomorphic symplectic quotient, a complex variety M(v,w)
of dimension 2dv,w, which we call a Nakajima quiver variety. In [15] Nakajima found a combinatorial
algorithm to determine the Betti numbers of these varieties.
Here we prove and study the following generating function of Betti numbers of Nakajima quiver varieties.
Theorem 1 Fix w ∈ NI. Denote bi(M(v,w)) := dim
(
Hi(M(v,w))
)
. Then in the notation of (18),(21), (24)
∑
v∈NI
dv,w∑
i=0
b2i(M(v,w))qdv,w−iXv =
∑
λ∈PI
(∏
(i, j)∈E q〈λ
i,λ j〉
) (∏
i∈I q〈λ
i,1wi 〉
)
∏
i∈I
(
q〈λi,λi〉
∏
k
∏mk(λi)
j=1 (1 − q− j)
)X |λ|
∑
λ∈PI
∏
(i, j)∈E q〈λ
i ,λ j〉∏
i∈I
(
q〈λi,λi〉
∏
k
∏mk(λi)
j=1 (1 − q− j)
)X |λ|
(1)
The method of the proof is, as announced in [4], arithmetic Fourier transform for holomorphically sym-
plectic quotients. It proceeds by counting points of M(v,w) over finite fields Fq using a Fourier transform
technique, then showing that the mixed Hodge structure on H∗(M(v,w)) is pure and concludes by apply-
ing Katz’s result [6, Appendix, Theorem 6.2] connecting the arithmetic and the cohomology of so-called
polynomial-count varieties.
The other theme of this paper is a combinatorial study of the formula (1). Using the main result of [14] we
prove that the Weyl-Kac character formula is the q = 0 specialization of (1). We then interpret Hua’s formula
[7, Theorem 4.9] as a q-deformation of the Kac denominator formula for the denominator on the RHS of
(1). This in particular implies for α ∈ NI that the constant term of Kac’s A-polynomial counting absolutely
indecomposable representations of a quiver of dimension α over a finite field agrees with the multiplicity of
1
α in the Kac-Moody algebra g(Γ) associated to the quiver. This completes1 a proof of Kac’s [10, Conjecture
1]. This conjecture was known for finite and tame quivers [10], and for all quivers with α indivisible [1] by
study of similar quiver varieties, but was not fully known for any single wild quiver.
Acknowledgment. I am grateful for Hiraku Nakajima for suggesting the possibility of the application of
(1) for Kac’s conjecture, for Fernando Rodriguez-Villegas for drawing my attention to Hua’s work, for Nick
Proudfoot for introducing me to Kac’s conjecture and an anonymous referee for useful comments. My re-
search into the Betti numbers of Nakajima quiver varieties started during the ”Geometry of Quiver varieties”
seminar [3] at UC Berkeley in Fall 2000, where I learned a great deal from the speakers of the seminar. This
work has been supported by a Royal Society University Research Fellowship, NSF grants DMS-0305505 and
DMS-0604775 and an Alfred Sloan Fellowship 2005-2007.
1 Arithmetic Fourier transform
Fourier transform over finite vector spaces. Let K be the finite field Fq on q = pr elements, where p is
a prime. Let V be a finite dimensional vector space over K. Consider the finite abelian group underlying V .
The set of characters
V̂ := {χ : V → C× | χ(v1 − v2) = χ(v1)χ(v2)−1 for all v,w ∈ V}
forms a K-vector space by the definitions χ − ψ = χψ−1, and αχ(v) = χ(αv), where α ∈ K and v ∈ V . We
have |V | = |V̂ |, where |S | denotes the cardinality of any finite set S . The orthogonality relations on characters
of finite abelian groups say that ∑
v∈V
χ1(v)χ2(v) =
{
|V | χ1 = −χ2
0 ow
and dually ∑
χ∈V̂
χ(v1)χ(v2) =
{
|V̂ | v1 = −v2
0 ow
The Fourier transform of a function f : V → C is defined to be the function f̂ : V̂ → C
f̂ (χ) = |V |−1/2
∑
v∈V
f (v)χ(v).
With this definition we find that for any χ1, χ2 ∈ V̂
χ̂1(χ2) = |V |−1/2
∑
v∈V
χ1(v)χ2(v) = |V |1/2δ−χ1(χ2),
where for any element of any finite abelian group w ∈ W, we denote the delta function δw : W → C, given by
δw(v) = 0 unless v = w when δw(w) = 1. Thus for any χ ∈ V̂ we have
χ̂ = |V |1/2δ−χ. (2)
1After this result and Theorem 1 were announced in [4] Mozgovoy in [12] found an alternative proof of Theorem 1 by combining
[1] and [7]. Our proof is independent of [1] and gives a more general approach to calculate the Betti numbers of holomorphic
symplectic quotients of vector spaces by linear actions of reductive groups.
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We can think of an element v ∈ V as a character v : V̂ → C× given by v(χ) := χ(v), this way we can
identify ̂̂V = V . Thus the Fourier transform of a function g : V̂ → C becomes ĝ : V → C with the formula
ĝ(v) = |V |−1/2
∑
χ∈V̂
g(χ)χ(v).
For any f : V → C and x ∈ V we have the Fourier Inversion Formula
̂̂f (x) = |V |−1 ∑
v∈V
∑
χ∈V̂
f (v)χ(x)χ(v) = |V |−1
∑
v∈V
f (v)|V |δv+x(0) = f (−x). (3)
In order to identify V̂ with V∗ we fix Ψ : K → C× a non-trivial additive character in the remainder of the
paper. For w ∈ V∗ we consider the character χw : V → C× which at v ∈ V is given by χw(v) := Ψ(w(v)).
Consider the map πw : V → K given by πw(v) = w(v). When w , 0 the linear map πw is surjective and so∑
v∈V
χw(v) =
∑
x∈K
∑
πw(v)=x
Ψ(x) =
∑
x∈K
| ker πw|Ψ(x) = 0,
as Ψ is a non-trivial character of K; therefore χw , χ0 and so χw1 = χw2 if and only if w1 = w2. Thus w 7→ χw
indentifies
V∗ = {χw}w∈V∗ = V̂ (4)
because |V∗| = |V̂ | = |V |.
Counting solutions of moment map equations over finite fields. Let G be an algebraic group overK, g its
Lie algebra. Consider a representation ρ : G → GL(V) of G on a K-vector space V, inducing the Lie algebra
representation ̺ : g→ gl(V). This induces an action ρ : G → GL(M) and ̺ : g→ gl(M) on M = V×V∗. The
vector space M has a natural symplectic structure; defined by the natural pairing 〈v,w〉 = w(v), with v ∈ V
and w ∈ V∗ by the formula:
ω((v1,w1), (v2,w2)) = w2(v1) − w2(v1).
With respect to this symplectic form a moment map
µ : V × V∗ → g∗
of ρ is given at x ∈ g by
〈µ(v,w), x〉 = 〈̺(x)v,w〉. (5)
This µ is indeed a moment map because if for an x ∈ g we introduce fx : M→ K by
f x(v1,w1) = 〈µ(v1,w1), x〉 (6)
and take the constant vector field Y on M given by (v2,w2) ∈ M then
d f x(v1,w1)(Y) = Y f x(v1,w1) = Y〈̺(x)v1,w1〉 =
= 〈̺(x)v2,w1〉 + 〈̺(x)v1,w2〉 = −〈v2, ̺∗(x)w1〉 + 〈̺(x)v1,w2〉 = ω(̺(x)(v1,w1), (v2,w2)), (7)
which is the defining property of a moment map.
Our main proposition determines
#µ(ξ) :=
∑
(v,w)∈M
δµ(v,w)(ξ)
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the number of solutions (v,w) ∈ V×V∗ of the moment map equation µ(v,w) = ξ for a fixed ξ ∈ g∗. The main
observation is that the Fourier transform of #µ : g∗ → C considered as an N ⊂ C-valued function on g∗ is a
simple function on g. Indeed for x ∈ g we find
#̂µ(x) =
∑
(v,w)∈M
δ̂µ(v,w)(x) = |g|1/2
∑
(v,w)∈M
χµ(v,w)(−x) = |g|1/2
∑
(v,w)∈M
Ψ(〈µ(v,w),−x〉)
= |g|1/2
∑
(v,w)∈M
Ψ(〈̺(−x)v,w〉) = |g|1/2
∑
v∈V
∑
w∈V∗
χw(ρ(−x)v) = |g|1/2|V|
∑
v∈V
δ0(ρ(−x)v)
= |g|1/2|V|aρ(−x) (8)
where we used the notation a̺ : g→ N ⊂ C given at x ∈ g by
a̺(x) :=
∑
v∈V
δ0(ρ(x)v) = | ker(̺(x))|. (9)
In particular a̺(X) is always a power of q. Taking Fourier transforms of both sides of (8) and using (3) we
get our main proposition:
Proposition 2 The number of solutions of the equation µ(v,w) = ξ over the finite field Fq equals:
#{(v,w) ∈ M | µ(v,w) = ξ} = #µ(ξ) = |g|−1/2|V|̂a̺(ξ) = |g|−1|V|
∑
x∈g
a̺(x)Ψ(〈x, ξ〉)
2 Nakajima quiver varieties
These varieties were introduced and studied in [13, 14], here we go through the definitions and for the sake
of self-containedness we reprove some results we need later.
Let Γ = (I, E) be a quiver, i.e. an oriented graph on a finite set I = {1, . . . , n}with E ⊂ I×I a finite multiset
of oriented (perhaps multiple and loop) edges. We will think of E as an abstract finite set together with source
and target maps s, t : E → I so that the oriented edge e = (s(e), t(e)) ∈ I × I. To each vertex i of the graph
we associate two finite dimensional K vector spaces Vi and Wi. We call (v1, . . . , vn,w1, . . . ,wn) = (v,w) the
dimension vector, where vi = dim(Vi) and wi = dim(Wi). To this data we associate the grand vector space:
Vv,w =
⊕
e∈E
Hom(Vs(e),Vt(e)) ⊕
⊕
i∈I
Hom(Wi,Vi),
the group and its Lie algebra
Gv =

i∈I
GL(Vi)
gv =
⊕
i∈I
gl(Vi),
and the natural representation
ρv,w : Gv → GL(Vv,w),
with derivative
̺v,w : gv → gl(Vv,w).
The action is from both left and right on the first term, and from the left on the second. We will also need the
double representation
ρv,w := ρv,w × ρ
∗
v,w : Gv → GL(Vv,w × V∗v,w),
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with derivative:
̺v,w := ̺v,w ⊕ ̺
∗
v,w : gv → gl(Vv,w × V∗v,w).
Concretely, if (v,w) ∈ Vv,w × V∗v,w is given by
(Ae, Ii, Be, Ji)e∈E,i∈I,, (10)
where Ae ∈ Hom(Vs(e),Vt(e)), Be ∈ Hom(Vt(e),Vs(e)) for e ∈ E , Ii ∈ Hom(Wi,Vi) and Ji ∈ Hom(Vi,Wi) for i ∈ I
and g = (gi)i∈I ∈ gv, where gi ∈ GL(Vi) and finally x = (xi)i∈I ∈ gv, where xi ∈ gl(Vi) then
ρv,w(g)(v,w) = (ρv,w(g)(v), ρ∗v,w(g)(w)) = (gt(e)Aeg−1s(e), giIi, gs(e)Beg−1t(e), Jg−1i )e∈E,i∈I,,
and
̺v,w(x)(v,w) = (̺v,w(x)(v), ̺∗v,w(x)(w)) = (xt(e)Ae − Aexs(e), xiIi, xs(e)Be − Bext(e),−Jxi)e∈E,i∈I. (11)
We now have Gv acting on Mv,w = Vv,w × V∗v,w preserving the symplectic form with moment map
µv,w : Vv,w × V
∗
v,w → g
∗
v
given by
〈µv,w(v,w), x〉 = 〈̺v,w(x)v,w〉. (12)
Concretely if (v,w) ∈ Vv,w × Vv,w is given by (10), then we can choose
µv,w(v,w) =
IiJi + ∑
e∈s−1(i)
BeAe −
∑
e∈t−1(i)
AeBe

∗
i∈I
∈ g∗v, (13)
where we identify any element x = (xi)i∈I ∈ gv with the linear form x∗ : gv → K given by
x∗ ((yi)i∈I) =
∑
i∈I
tr(xiyi) ∈ K.
Lemma 3 Let w = 0 and v ∈ NI arbitrary. For λ ∈ K× let λ1v = (λIdV1 , . . . , λIdVn) ∈ gv. Further assume
char(K) ∤ ∑i=1 vi or equivalently 0K , 1K(∑i=1 vi). Then the equation µv,0(v,w) = λ1∗v has a solution if and
only if v = 0.
Proof. As w = 0 by (11) we have ̺v,0(1v)(v) = 0. Now assume µv,0(v,w) = λ1∗v then by (12) we have
λ
∑
i∈I
vi = 〈µv,0(v,w), 1v〉 = 〈̺v,0(1v)v,w〉 = 0,
thus char(K) | ∑i∈I vi. 
Proposition 4 Let w, v ∈ NI arbitrary and char(K) = 0 or char(K) > ∑i∈I vi. For λ ∈ K×, and a solution
µv,w(v,w) = λ1∗v (14)
assume that for a x ∈ gv
̺v,w(x)(v,w) = 0 (15)
then x = 0.
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Proof. Let V ′i := im(xi) ≤ Vi with dimension v′i . As ̺v,w(x)(v,w) = 0 we have that Jixi = 0 for all i ∈ I and
so Ji is zero on V ′i ≤ Vi. On the other hand we also have that xt(e)Ae − Aexs(e) = 0 which implies that Ae maps
V ′s(e) ≤ Vs(e) to V
′
t(e) ≤ Vt(e) and similarly Be maps V ′t(e) ≤ Vt(e) to V ′s(e) ≤ Vs(e). Finally λ1∗v restricts to λ1∗v′ . Thus
a solution of (14) reduces to a solution of µv′,0(v′,w′) = λ1∗v′ . By our assumption on the characteristic of K
and Lemma 3 we have that ∑i∈I v′i = 0 or equivalently x = 0. 
Corollary 5 Let w, v ∈ NI arbitrary and char(K) = 0 or char(K) > ∑i∈I vi. Assume that a solution of (14) is
invariant under g ∈ Gv, then g = 1v.
Proof. We have ρv,w(g)(v,w) = (v,w) and so g − 1v ∈ gv satisfies ̺v,w(g − 1v)(v,w) = 0 thus Proposition 4
implies g = 1v. 
Corollary 6 Let w, v ∈ NI arbitrary and either char(K) = 0 or char(K) > ∑i∈I vi. Then the derivative
T(v,w)µv,w : T(v,w)Mv,w → Tµv,w(v,w)g
∗
v (16)
is surjective if and only ̺v,w(x)(v,w) = 0 implies x = 0. In particular at a solution (v,w) of (14) the derivative
(16) is surjective.
Proof. The map T(v,w)µv,w is not surjective if and only if there exists 0 , x ∈ gv such that for all Y ∈ T(v,w)Mv,w
0 = T(v,w)µv,w(Y) f x = Y(µv,w ◦ f x) = d f x(Y) = ω(̺(x)(v,w), Y),
which holds when ̺v,w(x)(v,w) = 0, ω being non-degenerate. Here f x is the function defined in (6) while the
last equation follows from the moment map property (7). This proves the first statement.
The second statement follows from the first and Proposition 4. 
Now we assume K is algebraically closed and either char(K) = 0 or
char(K) >
∑
i∈I
vi. (17)
For λ ∈ K we take λ1v = (λIdV1 , . . . , λIdVn) ∈ (g∗v)Gv , and define the affine variety
Vλ(v,w) = µ−1v,w(λ1v).
For l ∈ Z we define the character χl : Gv → K× by χl(g) = Πi∈I det(gi)l. With these we can define
K [Vλ(v,w)]Gv,χl :=
{
f ∈ K [Vλ(v,w)] | f (g(x)) = χl(g) f (x) for all x ∈ Vλ(v,w)
}
,
so
⊕
n∈N
K [Vλ(v,w)]Gv,χln becomes an N-graded algebra and so we can define the Nakajima quiver variety
[14] as the GIT quotient:
Ml,λ(v,w) = Proj
⊕
n∈N
K [Vλ(v,w)]Gv,χln
 .
For now we note that as an affine GIT quotient
M0,λ(v,w) = Spec
(
K [Vλ(v,w)]Gv
)
= Vλ(v,w)//Gv
is an affine variety. Exactly as in [14, Corollary 3.12] we get that M1,λ(v,w) is non-singular of dimension
2dv,w = 2
∑
e∈E
vs(e)vt(e) +
∑
i∈I
vi(wi − vi)
 (18)
for all λ. We also have
Lemma 7 For λ , 0 the variety M0,λ(v,w) is non-singular of dimension 2dv,w and hence M1,λ M0,λ.
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Proof. First we note that by Corollary 6 at a solution of (14) the derivative (16) surjective. This shows
that Vλ(v,w) = µ−1v,w(λ1v) is non-singular of dimension dim(Mv,w) − dim(g∗v). Now by Corollary 5 the action
of Gv on Vλ(v,w) is free, and therefore the quotient M0,λ = Vλ(v,w)//Gv is non-singular of dimension
dim(Vλ(v,w)) − dim(Gv) = 2dv,w.
Finally by the GIT construction we have the map M1,λ(v,w) →M0,λ, which is proper and a resolution of
singularities. Consequently it is an isomorphism. 
Theorem 8 When K = C the mixed Hodge structure on the isomorphic cohomologies H∗(M1,0(v,w)) 
H∗(M0,1(v,w)) is pure.
Proof. The proof is similar to [5, Proposition 2.2.6]. We define the map µ : Mv,w × C→ g∗v by
µ(v,w, z) = µv,w(v,w) − z1∗v.
We then take V := µ−10 and define:
M1 := Proj
⊕
n∈N
C [V]Gv,χn
 ,
where we extended the Gv action trivially overC. The forgetful map f (v,w, z) = z induces a map f : M1 → C.
Now, similarly to [14, Corollary 3.12], one can prove that M1 is non-singular. Also f is a submersion as
∂zµ = 1v. Finally we have the C×-action
λ(v,w, z) = (λv, λw, λ2z) (19)
descending to a C×-action on M1. We have the natural C×-equivariant proper map M1 → M0 where M0 :
Spec[V]Gv is the affine GIT quotient, with the C×-action given by (19). It is clear that the fixed point set
(Mv,w × C)C× = {0} consists of the origin, and also that every C×-orbit on Mv,w × C will have the origin 0 in
its closure. It follows that the C× action on M0 will have a single fixed point - the image of 0 by the quotient
map- and all C×-orbits on M0 will have this single fixed point 0 in their closure. It follows that MC
×
1 is proper
and for any x ∈ M1 the limλ→0 zλ exists. The statement now follows from [5, Appendix B]. 
Now we can determine the Betti numbers of quiver varieties.
Proof of Theorem 1. The strategy of the proof is the following (cf. [6, §2.1, Appendix], [5, §2.5]). First we
construct a spreading out of M0,1(v,w)/C. In other words we construct a scheme Y over a finitely generated
Z-algebra R together with a homomorphism ϕ : R → C, such that the extension of scalars gives Yϕ 
M0,1(v,w)/C. Then for any homomorphism ϕ : R → Fq to finite fields we will use Proposition 2 to count the
number of rational points Yϕ(Fq) and find it is a polynomial E(q) in q. Then Katz’s [6, Theorem 6.1.2.3] will
imply that the so-called E-polynomial satisfies E(M0,1(v,w); x, y) = E(xy). Combining Theorem 8 and [5,
Proposition 2.5.2] we can deduce that
E(q) =
∑
i
b2i(M0,1(v,w)/C)qdv,w−i,
which will yield Theorem 1.
So let D = ∑ vi and let R := Z[ 1D!]. The choice of R will ensure that there is a homomorphism ϕ : R → K
if and only if char(K) satisfies (17). We can now construct everything Mv,w(R) Gv(R) and g∗v(R) over R, so
that we will have µv,w : Mv,w(R) → g∗v(R). The easiest is to think in terms of the explicit form (13) for µv,w.
Let X be the closed affine subscheme of Mv,w(R) given by the equations µv,w(v,w) = 1v. This is clearly a
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spreading out of V1(v,w)/C. We can now define Y = Spec(R[X]Gv(R)). As the natural map ϕ : R → C is a
flat morphism [16, Lemma 2] implies that Y is indeed a spreading out of M0,1(v,w)/C. Now if ϕ : R → Fq a
homomorphism then by Corollary 5 Gv(Fq) acts freely on V1(v,w)(Fq) so we have (cf. [6, proof of Theorem
3.5.1]) that
|Yϕ(Fq)| =
|V1(v,w)(Fq)|
|Gv(Fq)| .
For w ∈ IN we will determine the grand generating function
Φ(w) =
∑
v∈IN
|V1(v,w)(Fq)|
|Gv(Fq)|
|gv|
|Vv,w|
Xv =
∑
v∈IN
∑
x∈gv
a̺v,w(x)Ψ(trv(x))
|Gv(Fq)| X
v =
∑
v∈IN
∑
[x]∈gv/Gv
a̺v,w(x)Ψ(trv(x))
|Cx|
Xv. (20)
Here we first applied our main Proposition 2 to get
|V1(v,w)(Fq)| = |gv|−1|Vv,w|
∑
x∈gv
a̺v,w(x)Ψ(〈x, 1∗v〉),
and then rewrote the sum over gv/Gv the set of Gv orbits on gv with Cx ⊂ Gv standing for the centralizer of x.
We also used the notation
Xv = Πi∈IXvii . (21)
To understand now (20) we should recall some basic linear algebraic facts for the collection x = (xi)i∈I of
linear endomorphisms. Any linear endomorphism xi ∈ gl(Vi) decomposes as xnili ⊕ xregi on the decomposition
Vi = N(xi) ⊕ R(xi), where N(xi) = ker(xvii ) and R(xi) = im(xvii ). By construction xregi will be a non-singular
transformation on R(xi), while xnili will be nilpotent on N(xi). Similarly to [2, Lemma 1] it is straightforward to
check that if φ ∈ ker(̺v,w(x)) ⊂ Vv,w then φ preserves the decomposition Vi = N(xi) ⊕ R(xi) and Wi = Wi ⊕ 0.
Consequently, we have a̺v,w(x) = a̺vnil ,w(xnil)a̺vreg ,0(xreg), similarly Ψ(trv(x)) = Ψ(trvnil(xnil))Ψ(trvreg(xreg)) =
Ψ(trvreg(xreg)) as trvnil(xnil) = 0, and clearly |Cx| = |Cxnil ||Cxreg |. Finally observe that if x = xnil is nilpotent
Ψ(trv(x)) = 1.
Now we can factor (20) as
Φ(w) = Φnil(w)Φreg. (22)
Here we used, for a dimension vector w ∈ IN, the generating functions
Φnil(w) =
∑
v∈IN
∑
[x]∈(gv/Gv)nil
a̺v,w(x)
|Cx|
Xv
and
Φreg =
∑
v∈IN
∑
[x]∈(gv/Gv)reg
a̺v,0(x)Ψ(trv(x))
|Cx|
Xv.
Finally we note, that when w = 0 Lemma 3 implies that Φ(0) = 1 and so (22) yields Φreg = 1Φnil(0) , giving
the result
Φ(w) = Φnil(w)
Φnil(0) . (23)
We are left with understandingΦnil(w), which reduces to some explicit formulae for which we will need some
new notation.
Let V1 and V2 be finite dimensional Fq vector spaces of dimension v1 and v2 respectively. Let λi =
(λi1, λi2, . . . ) be a partition of vi, i.e. vi = λi1 + λi2 + . . . and λi1 ≥ λi2 ≥ . . . are positive integers. Let xi ∈ gl(Vi)
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be a nilpotent endomorphism of type λi, in other words a nilpotent endomorphism with Jordan normal form
consisting of nilpotent Jordan blocks of size λij. If Cxi = {g ∈ GL(Vi)|gxi = xig} denotes the centralizer of xi
then it follows from [7, Theorem 3.4]
|Cxi | = q
〈λi ,λi〉
∏
k
mk(λi)∏
j=1
(1 − q− j),
where mk(λi) is the multiplicity of the part k in the partition λi, i.e. λi = (1m1(λi), 2m2(λi), . . . ) in the mul-
tiplicity notation of partitions. Furthermore for any two partitions λ1 = (1m1(λ1), 2m2(λ1), . . . )) and λ2 =
(1m1(λ2), 2m2(λ2), . . . )) we use the notation
〈λ1, λ2〉 =
∑
i, j
min(i, j)mi(λ1)m j(λ2). (24)
Then it follows from [7, Lemma 3.3] that
|{A ∈ Hom(V1,V2)|AX1 = X2A}| = q〈λ1,λ2〉.
In particular when λ2 = (1v2) i.e. X2 = 0, we get
|{A ∈ Hom(V1,V2)|AX1 = 0}| = q〈λ1,1v2 〉.
These results put together lead to the required combinatorial formula:
Φnil(w) =
∑
λ∈PI
(∏
e∈E q〈λ
s(e) ,λt(e)〉
) (∏
i∈I q〈λ
i,1wi 〉
)
∏
i∈I
(
q〈λi,λi〉
∏
k
∏mk(λi)
j=1 (1 − q− j)
)X |λ|.
Via (23) we obtain a formula for the generating function for |V1(v,w)(Fq)|. This shows that |V1(v,w)(Fq)| is
a rational function in q, but as it is an integer for any prime power q (satisfying (17)) it has to be a polynomial
in q. Therefore Katz’s [6, Theorem 6.1.2.3] applies and yields Theorem 2. 
3 Solution of Kac’s conjecture
A representation of Γ over a fieldK is a collection of finite dimensionalK-vector spaces {Vi}i∈I and linear maps
{ϕe}e∈E such that ϕe ∈ HomK(Vs(e),Vt(e)). The dimension vector α ∈ NI encodes the dimensions αi = dimK(Vi).
The building blocks of representations of Γ are the indecomposable ones, that is ones that cannot be written
as a non-trivial direct sum of two representations. Kac proved in [9, Theorems 1,2] that there exists an
indecomposable representation of Γ of dimension vector α if and only if α is a root of a certain Kac-Moody
Lie algebra g(Γ) associated to Γ.
When the field K is not algebraically closed, like the finite fields Fq we will focus in this paper, then
it is natural to study absolutely indecomposable representations of Γ, that is ones that are indecomposable
over the algebraic closure K. Kac in [10] introduced the number AΓ(α, q) of indecomposable representations
of Γ over the finite field K = Fq of dimension vector α. He proved [10, Proposition 1.5] that AΓ(α, q) is a
polynomial in q with integer coefficients. He went on to conjecture [10, Conjecture 1] that the constant term
of this polynomial AΓ(α, q) captures more information on the associated Kac-Moody Lie algebra:
Conjecture 1 (Kac) The constant term
AΓ(α, 0) = mα
equals the multiplicity of the weight α in g(Γ).
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The Kac-Moody algebra [8] is constructed from the Cartan matrix of the quiver as an analouge of a
simply-laced simple Lie algebra, which arise from the ADE Dynkin diagrams. Instead of giving details of
that construction we give a combinatorial definition of the numbers mα. Let (αi)i∈I be the standard basis of ZI.
Define a bilinear pairing on ZI by setting (αi, α j) = δi j − bi j2 , where bi j is the number of edges of Γ between i
and j. One defines the reflections ri : ZI → ZI by ri(λ) = λ−2(λ, αi)αi. The subgroup W = 〈(ri)i∈I〉 ⊂ Aut(ZI)
generated by these reflections is the Weyl group. Extend now the action of W to the lattice ZI ⊕ Zρ by
ri(ρ) = ρ − αi. For any w ∈ W we have ρ − w(ρ) ∈ NI \ {0}. So if for an α = ∑i kiαi ∈ ZI we write
Xα =
∏
i∈I X
ki
i then we can write the product expansion of the following sum∑
w∈W
det(w)Xρ−w(ρ) =
∏
α∈NV
(1 − Xα)mα , (25)
defining the integers mα. When mα is defined through the usual route as the multiplicity of the weight α in
g(Γ), (25) is called the Kac denominator formula.
There is a similar generating formula encoding the coefficients of the A-polynomial due to Hua [7]. If
AΓ(α, q) = ∑ j tαj q j then we have [7, Theorem 4.9]
Theorem 9 (Hua) If for a collection of partitions λ = (λi)i∈I ∈ PI we denote the vector |λ| = (|λi|)i∈I ∈ NI of
the sizes of the partitions, then
∑
λ∈PI
∏
e∈E q〈λ
s(e),λt(e)〉∏
i∈I
(
q〈λi,λi〉
∏
k
∏mk(λi)
j=1 (1 − q− j)
)X |λ| = ∏
α∈NI
∞∏
i=0
∞∏
j=0
(1 − qi+ jXα)tαj (26)
As Hua points out in [7][Corollary 4.10] if one could show that the q = 0 evaluation of the combinatorially
defined LHS of (26) would agree with the combinatorially defined LHS of (25) then one would have that∑
λ∈PI
∏
α∈NV
(1 − Xα)mα =
∏
α∈NI
(1 − Xα)tα0 (27)
the q = 0 evaluation of the RHS of (26) agrees with the RHS of (25). In turn, by comparing coefficients, (27)
implies Kac’s Conjecture 1 that mα = tα0 . However the combinatorial expressions on the RHS of (25) and
(26) are difficult to evaluate in practice [17, 11].
In this paper we take an alternative route to prove (27) and thus Conjecture 1 by relating the RHS of (25)
and (26) to the denominator of the Weyl-Kac character formula. Recall the notation from [14, §2]. Thus
P denotes a finitely generated free Z-module, the weight lattice. Let P∗ = HomZ(P,Z) with natural pairing
〈, 〉 : P × P∗ → Z. Now αi ∈ P (i=1..n) are the linearly independent simple roots. Let Q = ZI = Z[α1, . . . , αn]
be the root lattice, we have encountered above. Have a symmetric bilinear form (, ) on P such that the coroots
hi ∈ P∗ given by 〈hi, λ〉 = (αk, λ) satisfy that 〈hi, α j〉 = δi j − bi j2 . Thus the root lattice Q = ZI will inherit the
pairing we already introduced above. Finally we pick Λi ∈ P for i = 1, . . . , n such that 〈h j,Λi〉 = δi j. For
w ∈ NI we introduceΛw =
∑
i wiΛi. Finally we can define reflections ri : P → P given by ri(λ) = λ−(λ, αi)αi,
which then generate the Weyl group W. It is clear that the root lattice Q is left invariant and the induced action
of W is the one we encountered above. Note also that Λ1 =
∑
i Λi plays the role of ρ introduced above.
Now the Weyl-Kac character formula [8, Theorem 10.4] says the following:
Theorem 10 (Kac) Let L(Λ) be an irreducible representation of g(Γ) of highest weight Λ ∈ P. Let L(Λ) =
⊕α∈NI L(Λ)Λ−α denote its weight space decomposition. Then
∑
α∈NI
dim (L(Λ)Λ−α) Xα =
∑
w∈W
det(w)XΛ+ρ−w(Λ+ρ)
∑
w∈W
det(w)Xρ−w(ρ)
(28)
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Nakajima in [14] gives a geometrical interpretation of the irreducible representation L(Λ), and in turn to
the LHS of (28) using his quiver varieties. In the special case of x = 0 [14, Theorem 10.2] implies:
Theorem 11 (Nakajima) Fix w ∈ NI then∑
v∈NI
dim
(
H2dv,w (M(v,w)
)
Xv =
∑
α∈NI
dim (L(Λw)Λw−α) Xα (29)
We notice that the denominator of the RHS of (1) agrees with the LHS of Hua’s (26). On the other hand
by Theorem 1 and Nakajima’s (29) we have
(LHS of (1))q=0 = LHS of (29) = LHS of (28), (30)
for every Λw = Λ. For m ∈ N take in particular w = m1 then Λm1 = mρ. Then by applying the Kac
denominator formula (25) for both the numerator and the denominator we get
(RHS of (28))Λ=mρ =
∑
w∈W
det(w)X(m+1)ρ−w((m+1)ρ)
∑
w∈W
det(w)Xρ−w(ρ)
=
∏
α∈NV(1 − X(m+1)α)mα∏
α∈NV(1 − Xα)mα
=
∏
α∈NV
(1 + Xα + · · · + Xmα)mα .
Thus when we take the limit m → ∞ we get
lim
m→∞
(
(RHS of (28))Λ=mρ
)
=
1∏
α∈NV(1 − Xα)mα
. (31)
Because for a partition λi of n > 0 we have 〈λi, 1m〉 ≥ m and so in the m → ∞ limit the numerator of the RHS
of (1) tends to 1 therefore
lim
m→∞
((RHS of (1))w=m1) = 1∑
λ∈PI
∏
e∈E q〈λ
s(e),λt(e)〉∏
i∈I
(
q〈λi,λi〉
∏
k
∏mk(λi)
j=1 (1 − q− j)
)X |λ|
. (32)
Now the combination of (32), (26), (30), (28), (31) yields (27), which, as explained there, implies Conjec-
ture 1.
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