
































































ｈ １－２－】1 雨結筈当ｌＭ叺妄ｒｉ壁｝UIAdeptivelilter(Ad圖ptWeR化erVwthBias）ＵＩＡｄｅｐｔＷｅＲｌ ＡＦＵｎＲ巴由cuveFi仕er（AnaIysisFilter）;亘壹｢‘１ﾆア ARSyT沈hesisFiIter
EnhancedSpeechｱ("）
Figure2BloclKdiagramofpro】Dosedspeechenhancementsystem．
Single-channelspeechenhancementbasedonspectralsubtractionhasbeen
stuCliedbymanyresearchers・ThespectralsubtraCtionreducesnoisesin丘equency
doｴnambasedonhame-by-hameprocessmg、ThemethoClneeClstoknownoise
infbrmationbefbreprocessmgandusesOverlapAddalgoritllm(OLA)fbrreconstructing
theenhancedsignaLMoreovenmusicalnoiseisgeneratedbyitselfwhenusingthe
method
OursystemprocessesSpeechsignalsequentiallyfbrreducmgnoisesmtime
domain・NeitheranynoiseinfbrmationbefbreprocessingnorOLAarerequired・
MoreoveLoursystemdoesnotproducemusicalnoise．
４.IResultsanClConclusions
lncaseofspeechconversion，itisconErmeClthattheaccuracyoftheproposed
pitchmarker丘omMIQisnearlyequalincaseofcomparingwiththeepochdetection
algorijbhmon赴ame-by-企ameprocessing・Ifaconversionratioofpitchiswithin±30％
oraconversionrateofspeakingisbetween60％ａｎｄ150％,thensynthesizespeechhas
rathergoodquality8Howevemftheratioexceedsthosevalue,thenhoarsespeechoccurs
becauseofincorrectWUVclassification、
Incaseofspeechenhancement，itisalsoexperimentanycon過rmedthatthe
systemdoesnotgeneratethemusicalnoiseAlthough，fbrmanytypesofnoisethe
proposedsystemcanmprovethequalityofspeechbothinsubjectivelisteningtestand
inObjectiveevaluationbywordrecognitiontomanytypesofnoisyenvlronments,the
improvementofSNMbrsomenoiseｓ(suchasfactorynoise,workstationnoise)isstill
low(､othighenough)sincenotonlylowandhigh丘equencycomponentsbutalsomd
丘equencycomponentsaremcludedinnoisespectrum・Therefbre，moreadvanced
systemisrequireClfbrobtainingfUrtherimprovedqualityofnoisyspeech．
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InourfUtureworks，wewminvestigatemoresequentialprocessmgoriented
algorithminsteaClofusingautocorrelationinthecaseofVbiced/Unvoiceddetermmation
anClinamethodofpitchconversion・ByusingUInputaSthesourcesignaldirectly;l1igll
qualitysynthesizedspeechcanbegenerated､However;alargeamountofinfbrmationis
requiredinthiscase・ｓｏ,wewmalsoinvestigatethemethoCltoreducetheamountof
infbrmation．
学位論文審査結果の要旨
平成１６年２月４日に第１回学位論文審査会を開催、２月６曰に口頭発表、その後に第２回学位論文審査
会を開催し慎重審議の結果、以下のとおり判定した。
音声の分析・合成における手法には、通常窓関数を掛けてフレーム単位で分析し、合成時にフレーム間で
パラメータ補間して合成することが多い。一方、逐次的な処理方式によれば、このような窓掛けや補間を行
う必要はない。本研究では、逐次処理方式により音声の分析、合成、変換および強調のための新しい方法を
提案し、その有効性を確認している。
本研究の内容は二つに大別でき、一つは逐次処理による音声合成、話速変換およびピッチ変換のための音
源波形を生成し、その音質を変換する方法を提案している。実験では原音声に比較し±３０％以内のピッチ
変換、および60％から150％の範囲で話速変換に適用できることを確認している。二つめは音声分析合成
法に基づいた逐次処理による音声強調システムを提案している。重み係数を伴うバイアス付の適応フィル
ターを導入し、その重みを低域雑音とみなして逐次的に推定して低域雑音の低減を図る新しい方法を提案し
ている。各種の実雑音で単語音声強調実験を行い、強調前と比較してＳＮ比が最大で15ｄＢ程度向上するこ
とを確認している。以上のように本論文は逐次処理方式による音声分析・合成・変換・強調の方法を提案し、
その有効性を実験的に示していることから、博士（工学）に値するものと判定した。
-554-
