A popular way to estimate a Pareto exponent is to run an OLS regression: log (Rank) = c − b log (Size), and take b as an estimate of the Pareto exponent. Unfortunately, this procedure is strongly biased in small samples. We provide a simple practical remedy for this bias, and argue that, if one wants to use an OLS regression, one should use the Rank −1/2, and run log (Rank − 1/2) = c − b log (Size). The shift of 1/2 is optimal, and cancels the bias to a leading order. The standard error on the Pareto exponent is not the OLS standard error, but is asymptotically (2/n) 1/2 b. To obtain this result, we provide asymptotic expansions for the OLS estimate in such log-log rank-size regression with arbitrary shifts in the ranks.
Introduction

Objectives and key results
Last four decades have witnessed rapid expansion of the study of heavy-tailedness phenomena in economics and finance. Following the pioneering work by Mandelbrot (1963) (see also the papers in Mandelbrot, 1997; Fama, 1965) , numerous studies have documented that time series encountered in many fields in economics and finance are typically thick-tailed and can be well approximated using distributions with tails exhibiting the power law decline
(1.1) on the following OLS log-log rank-size regression with γ = 0: 3) or, in other words, calling t the rank of an observation, and Z (t) its size:
log (Rank − γ) = a − b log (Size) (1.4) (here and throughout the paper, log(·) stands for the natural logarithm).
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Letb n denote the usual OLS estimate of the tail index ζ using regression (1.3) with γ = 0 and letb γ n denote OLS estimate of ζ in general regression (1.3).
It is known that the OLS estimateb n in the usual regression (1.3) with γ = 0 is consistent for ζ. However, the standard OLS procedure has an important bias. This paper shows that the bias is canceled (up to leading order terms) with γ = 1/2. Hence, we propose that always, if one uses a log-log regression, one should use log(Rank − 1/2) rather than log(Rank).
In addition, extending the work of Kratz and Resnick (1996) and Csörgő and Viharos (1997) (see also Viharos, 1999; Csörgő and Viharos, 2006) for the case γ = 0, we show that the standard error of the OLS estimateb Tables 1 and 2 provide comparisons of the standard errors of the traditional OLS estimatê b n of the tail index in standard regression (1.3) with γ = 0 with that of the estimateb γ n with γ = 1/2 recommended in the present paper. 4 In this paper, we also consider the asymptotic asymptotic expansions using the dual to (1.4) regressions log (Size) = c − d log (Rank − γ) with logarithms of ordered sizes regressed on logarithms of shifted ranks.
As follows from Theorem 1, the approaches to the tail index inference using regressions (1.4) and their above dual analogues are equivalent in terms of the small sample biases and standard errors of the estimates. Caption: Monte Carlo simulations, based on a power law distribution P (Z > s) = s −1 for s > 1.
For a general power law distribution with exponent ζ, one multiplies all the numbers in the table
n " is the mean of the estimateb n in the regression: log (Rank) = a − b log (Size). "Nom s.e." is the nominal standard error from the OLS regression. We simulated 10 5 draws. " is the mean of the estimateb γ n with γ = 1/2 in the regression: log (Rank − 1/2) = a − b log (Size). We simulated 10 5 draws.
The OLS estimatesb n of b using the regression log (Rank) = a − b log (Size) reported in Table 1 are significantly different from 1, which means thatb n is biased in small samples.
According to the same table, the nominal standard errors in the regression log (Rank) = a − b log (Size) are consistently lower than the true standard errors (see Nishiyama and Osada, 2005 , for an analysis of this phenomenon). On the other hand, the estimatesb γ n with γ = 1/2 in the regression log (Rank − 1/2) = a − b log (Size) reported in Table 2 are close to 1. That is, with the shifted rank we recommend, the bias of the usual OLS estimateb n is considerably reduced. Furthermore, the asymptotic standard errors in the regression with the shifts γ = 1/2 in ranks are very close to the true standard errors.
The 1/2 shift actually comes from a more systematic result, in Theorem 1, which shows that it is optimal and further demonstrates that the following asymptotic expansion holds for the general OLS estimateb γ n :
n n (here and throughout the paper, N (0, 1) stands for a standard normal r.v.).
We conclude that, for estimation of the tail index ζ with an OLS regression, one should always use the regression
with the standard error of the OLS estimateb n of the slope consistently estimated by 2 nb n .
The nominal standard errors reported in OLS log-log rank-size regressions (1.3) considerably underestimate the true standard errors. Consequently, taking the OLS estimates of the standard errors at the face value will lead one to reject the true numerical value of the tail index too often. The reason for these conclusions is that ordering of the observations in (1.2) naturally generates dependence among the regressors in log-log rank-size model (1.3) employed to estimate the true tail index ζ. The standard asymptotics for the OLS regressors, on the other hand, treats them as being independent. The asymptotic expansions obtained in the paper also provide the correct confidence intervals for the tail index estimates. They further suggest that the OLS approach to the inference on the tail shape parameter is more robust relative to Hill's estimator in the case of deviations from the exact power law.
The rest of the paper formalizes the above claims. The arguments for the results in the paper are based, in a large part, on strong approximations to partial sums with the optimal rate (see Remark 3). They are also closely related to the martingale approaches to obtaining asymptotic results for bilinear forms and U −statistics recently developed in Ibragimov and Phillips (2004) (see Remark 4) . This relation has an independent interest.
Estimation of the tail index and the OLS regression
At present, several approaches to the inference about the tail index ζ of heavy-tailed distributions are available (see, among others, the reviews in Embrechts, Klupperberg and Mikosch, 1997; Beirlant, Goegebeur, Teugels and Segers, 2004) . The two most commonly used ones are Hill's estimator introduced in Hill (1975) and the OLS approach using the log-log rank-size regression described in the previous subsection whose graphical analogues go back to Pareto.
It was reported in a number of studies that inference on the tail index using Hill's estimator suffers from several problems. For instance, it is well-known that Hill's estimator tends to severely overestimate the true tail index in relatively small stable samples. For instance, as reported in, e.g., McCulloch (1997) and Weron (2001) , Hill's estimates of the tail index ζ greater than two are to be expected for heavy-tailed stable distributions with infinite variances (for which ζ < 2) for relatively small samples of sizes n < 1000. In addition, Hill's estimator is very sensitive to dependence in the data (see Embrechts et al., 1997, Chapter 6) . Naturally, since it is based on the extreme observations (the largest order statistics) in the data, the estimator requires very large sample sizes to exhibit convergence to the Gaussian distribution. In fact, as indicated in Embrechts et al. (1997) , the rate of convergence of Hill's estimator can be arbitrary slow and, furthermore, the choice of the number of the order statistics to be included in the estimator is problematic because of the important bias-variance tradeoff involved. The reader is referred to Hall (1982) ; Hall and Welsh (1984) ; Haeusler and Teugels (1985) ; ; Beirlant and Teugels (1989) ; Embrechts, Klupperberg and Mikosch (1997) Embrechts et al. (1997) , Beirlant, Dierckx, Goegebeur and Matthys (1999b) , Jansen and de Vries (1991) and Feurverger and Hall (1999) advocated sophisticated non-linear procedures to the tail parameter estimation based on the direct estimation of the coefficients in expansions for the tail probabilities involving terms of smaller order in addition to the one in (1.1).
Despite of the availability of the above sophisticated approaches to the inference on the tail parameter, the OLS log-log rank-size regression (1.3) with γ = 0 remains the most widely applied alternative to Hill's estimator, for the most part due to its simplicity and its robustness.
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The simplicity of the OLS approach to the tail index estimation, together with its easy implementability on virtually any statistical software, is very appealing. This, together with the widespread of the OLS approach to the tail index estimation among the practitioners, motivates the analysis of the statistical properties of the estimatorsb γ n .
In recent years, several studies have focused on the analysis of normality of the OLS tail index estimate in a "dual" to (1.3) with γ = 0 model with logarithms of ordered observations log(Z (t) ) regressed on logarithms of ranks (see, among other works, the review in Ch. 4 in Beirlant et al., 2004) . Such approach to estimation of the tail shape parameters was introduced by Kratz and Resnick (1996) who refer to it as QQ-estimator. Nishiyama and Osada (2005) discussed asymptotic normality of the OLS tail index estimate in the regression of log(Z (t) ) on log t and also proposed more efficient than the OLS estimation procedures based on generalized least squares method and on a trimmed least squares regression. Schultze and Steinebach (1999) considered closely related problems of least-squares approaches to estimation for data with exponential tails (see also Aban and Meerschaert, 2004 , who discuss efficient OLS estimation of parameters in shifted and scaled exponential models). Kratz and Resnick (1996) establish consistency and asymptotic normality of the QQ-estimator in the case of populations with regularly varying tails. Their results demonstrate that in the case of populations in the domain of attraction of power law (1.1), the standard error of the QQ-estimator of the inverse 1/ζ of the tail index based on n largest observations is √ 2ζ/ √ n. Csörgő and Viharos (1997) prove asymptotic normality of the OLS estimates of the tail index (see also Viharos, 1999; Csörgő and Viharos, 2006) . The latter OLS approach to the tail index estimation is closely related to kernel smoothed Hill's estimators studied in Csörgő, Deheuvels and Mason (1985) and Groeneboom, Lopuhaä and de Wolf (2003) . Bias reduction using shifted log-ranks log(Rank − 1/2) in (1.4) proposed in this paper is close in spirit to approaches to small sample bias correction in econometric models based on Edgeworth expansions and bootstrap (see, among other works, Robinson, 2000, 2005) .
The above-discussed dual to (1.3) models with logarithms of order statistics x t regressed on logarithms of ranks y t fall into the framework of regressions with slowly integrated regressors. Therefore, the asymptotics for it can be derived using the approach and the results developed in Phillips (2001) .
However, to our knowledge, the complete asymptotic theory for the OLS estimates for the tail estimation using regressions (1.3) with logarithms of ordered observations as dependent variables is not available in the literature. The asymptotic theory for such most commonly used log-log rank-size regressions is necessarily more complicated than that for its above analogues due to the dependence in regressors. This dependence implies that the statistics of interest involve U −statistics and bilinear forms in weighted independent r.v.'s rather than their sums (see Section 2). In particular, the CLT's for sums of independent r.v.'s cannot be applied in the present instance and one has to appeal to more involved approaches to deriving asymptotics under dependence in random summands.
In fact, according to the Rényi representation theorem (see the proof of Theorem 1), under the null hypothesis that (unordered) observations Z t s are from a population with power-law distribution (1.1), the structure of the above dependence is similar to that in a regression with integrated regressors (see Phillips, 1999, 2001; Ibragimov and Phillips, 2004) . Namely, similar to the wide class of nonlinear statistics whose asymptotics was studied in Ibragimov and Phillips (2004) , under the null, the numerator of the OLS estimatesb γ n has the form of a second-order U −statistic, more precisely, a bilinear form in weighted exponential r.v.'s. This makes the power of strong approximations to partial sums of martingale-differences and the new martingale convergence machinery for the analysis of weak convergence of econometric estimators recently developed in Ibragimov and Phillips (2004) applicable in the treatment of the asymptotics of estimates in (1.3) and in its more general analogues (see Remarks 3 and 4). Our theoretical results demonstrate that the strong approximations to martingales and, more generally, martingale convergence methods provide a natural and conceptually simple framework for deriving the asymptotics of the tail index estimates using the log-log rank-size regression.
2 Asymptotic expansions for the log-log rank-size tail estimator via strong approximations to partial sums
be the order statistics for a sample from the population with the distribution satisfying power law
Denote y t = log(t − γ) and x t = log(Z (t) ). Let us consider the OLS estimateb γ n of the slope parameter b in log-log rank-size regression (1.3) with γ < 1, that is, in the model
with logarithms of ordered observations regressed on logarithms of shifted ranks:
We will also consider the OLS estimated γ n of slope in the dual to (1.3) regression
with logarithms of ordered sizes regressed on logarithms of shifted ranks:
The following theorem provides the main result of the present paper.
Theorem 1 For any γ < 1, the following expansions hold:
10) Beirlant et al. (1999a) and Aban and Meerschaert (2004) indicate the possibility of modification of the QQ-estimator discussed in Subsection 1.2 in which logarithms of ordered observations log(Z (t) ) regressed on log(t − 1/2). Aban and Meerschaert (2004) mention in a remark without providing a proof that regressing logarithms of observations from a heavy-tailed population on logarithms of their ranks shifted by 1/2 reduces the bias of the QQ-estimator. Their remark seems motivated by simulations, not by the systematic understanding that Theorem 1 provides, in particular they do not indicate that a shift of 1/2 is the best shift. Tusnády (1975, 1976) ; Csörgő and Révész (1981, Theorem 2.6.1) (see, among others, Phillips, 1999; Ibragimov and Phillips, 2004, and references therein) Phillips, 1999, 2001; Ibragimov and Phillips, 2004) . Furthermore, the normalized estimation errorsb
OLS log-log rank-size regression (1.3) can be approximated by martingale processes. This allows one to derive asymptotic results such as
In particular, the strong approximations with the best order of error are crucial, together with the results on the modulus of continuity of Brownian sample paths, in obtaining the term of order O P (log n) Ibragimov and Phillips, 2004 It is enough to prove the Theorem in the case ζ = 1. For the general case, one applies the theorem to Z = Z ζ , whose power law exponent is 1.
13) where M n (s) is the continuous-time martingale given by the sum of U −statistics
M n (s) = 1 √ n [ns] t=1 τ t − 1 − log (t/n) + 2 t t−1 i=1 τ i − 1 − 2 n t−1 i=1 τ i − 1 (2.14) in i.i.d.
exponential r.v.'s τ t with parameter 1. The methods presented and discussed in details in Ibragimov and Phillips (2004) allow one to reduce the study of distributional convergence of the process M n (s) to the analysis of convergence in probability of its predictable characteristics. The study of the asymptotics for the predictable characteristics of M n (s) allows one to show, similar to the results in Sections 5 and 6 in Ibragimov and Phillips (2004) that
M n (s) → d M (s) = s 0 log u dW (u). (2.15)
Using (2.15), together with representation (2.13) and the fact that
n−1 n → 1 as n → ∞, one obtains 1 √ n (ζA n + ζ 2 B n ) → d M (1) = 1 0 log u dW (u) = d N (0, 2).
The latter relation, together with the easy to establish convergence
ζ 2 B n n → P 1
, implies that (2.12) indeed holds. It is important to note here that the martingale approximating the numerator of the normalized errors in the OLS log-log rank-size regression converges to the Wiener integral log u dW (u) of a deterministic function, while typical limits for the bilinear forms n t=1 t−1 i=1 v i u t in (possibly correlated) linear processes u t and v t involve stochastic integrals V (s)dW (s) with (possibly correlated) Brownian motions V, W (see
Relation (2.10) for ζ = 1 is a consequence of (2.7) and the following asymptotic expansions for the statistics A γ n and B n under ζ = 1 that we establish in turn:
and
We first focus on proving relation (2.16).
By the Rényi representation theorem, one has that, for the logarithms x t = log Z (t) of ordered observations from a population with the distribution satisfying power law (2.5), the transformations ..., n, (2.19) where z n = 0 and
We, therefore, get (2.20) and, similarly,
We further have
In addition,
By (2.20), (2.22) and (2.23) we get
Similar to the above derivations, we have 25) and
Relations (2.21), (2.25) and (2.26) imply
From (2.24) and (2.27) we get
Using (2.28) and elementary algebraic manipulations, it is not difficult to show that the following representation holds:
We have
In addition, it is not difficult to see that
This implies that
Similarly, since, evidently,
Let us now consider the term
appearing in (2.29).
Using Euler-Maclaurin summation formula (see, e.g., Havil, 2003, p. 86) , we have
From (2.34) we get
Applying integral approximations to partial sums, it is easy to see that, for all γ < 1,
The last relations imply that
From relations (2.29)-(2.33) and (2.35) it follows that the following asymptotic approximation holds:
Let us show that
Using relation (2.34), Taylor expansion for the logarithm and the fact that
it is not difficult to see that
Relations (2.38) and (2.40) imply that (2.37) indeed holds.
We now provide the argument for the convergence
using strong approximations to partial sums of r.v.'s by Brownian motion.
Using partial summation similar to the proof of Lemma 2.3 in Phillips (2001), we get (below,
Using (the best theoretically possible) strong approximation to partial sums of independent r.v.'s that holds under the assumption of existence of moment generating function in a neighborhood of zero (see, e.g., Tusnády, 1975, 1976; Csörgő and Révész, 1981 , Theorem 2.6.1) we get
From the above relations we get
Let us consider the difference between
log t − log (t − 1) = log n sup
According to the results on the modulus continuity for Brownian sample paths (Karatzas and Shreve, 1991, pp. 114-116) , (2.43) This implies that
we get that (2.41) indeed holds. Relations (2.36), (2.37) and (2.41) imply (2.16).
We now turn to proving (2.17). By (2.20),
By the fact that V ar(z n ) = O 1 n (or by the central limit theorem for z n ) we have
It is easy to see that
and, thus,
Besides, as it is not difficult to observe,
and, consequently,
From (2.45)-(2.49) it clearly follows that (2.17) indeed holds.
Similar to the proof of relation (2.16), one can show that, in the case ζ = 1,
Indeed, as in (2.36), we get
Similar to the arguments for (2.37), we have that variance of the statistic
In addition, using Euler-Maclaurin summation formula similar to (2.34), it is not difficult to show that
It is not difficult to get, using (2.54) together with (2.34), that
Relations (2.41), (2.51), (2.53) and (2.55) imply (2.50).
Using (2.34) and (2.55), it is not difficult to get that
Relations (2.9), (2.50) and (2.56) imply asymptotic expansion (2.11). 
Remark 5 As follows from the proof of Theorem 1, the order of the error terms in asymptotic expansions (2.6) and (2.8) is, in fact,
(2.57) . This driving force is, essentially, the fact that log(n − 1/2) provides better approximation for the partial sums H(n − 1) than does log(n) and, more generally, than log(n + α), α ≥ −n (see Havil, 2003, p. 75-79) .
Remark 7 Consider a population whose distribution exhibits deviation from power law (2.5) in the Hall (1982) (see, e.g., Hall (1982) , Embrechts et al. (1997 ), p. 341, Beirlant et al. (2004 (Beirlant et al. (2004), p. 123-129) could be used for the OLS estimator, after multiplying by a constant typically greater than 1.
