A white noise approach to infinitely divisible distributions on Gel'fand triple  by Wang, Caishi et al.
J. Math. Anal. Appl. 315 (2006) 425–435
www.elsevier.com/locate/jmaa
A white noise approach to infinitely divisible
distributions on Gel’fand triple ✩
Caishi Wang ∗, Mingshuang Qu, Jinshu Chen
School of Mathematics and Information Science, Northwest Normal University, Lanzhou, Gansu 730070, PR China
Received 4 June 2004
Available online 12 October 2005
Submitted by U. Stadtmueller
Abstract
In this note, we apply white noise analysis to infinitely divisible distributions on a real Gel’fand triple
E ⊂ H ⊂ E∗. We first introduce an index, called Hida index, for a measure on E ⊂ H ⊂ E∗. And then,
under some mild conditions, we obtain a general inequality which indicates a connection between the Hida
index of an infinitely divisible distribution on E ⊂ H ⊂ E∗ and that of its Lévy measure. Finally we prove
that the Hida index of the standard compound Poisson distribution on E ⊂ H ⊂ E∗ is exactly 1.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let E ⊂ H ⊂ E∗ be a real Gel’fand triple. By an infinitely divisible distribution on
E ⊂ H ⊂ E∗ we mean a probability measure on E∗ which is infinitely divisible. Given a triple
(z,B,σ ), where z ∈ E∗, B :E → E∗ is a continuous operator with 〈Bξ, ξ 〉 0 (∀ξ ∈ E) and σ is
an appropriate measure on E∗, we can prove (see Section 3) that there exists a unique infinitely
divisible distribution ν on E ⊂ H ⊂ E∗ such that
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E∗
ei〈x,ξ〉 dν(x) = exp
{
i〈z, ξ 〉 − 1
2
〈Bξ, ξ 〉 +
∫
E∗
[
ei〈y,ξ〉 − 1 − i〈y, ξ 〉]dσ(y)}, ξ ∈ E,
(1.1)
where 〈·,·〉 denotes the canonical bilinear form on E∗ × E. Such an infinitely divisible distribu-
tion ν is said to be of type (T0), while σ is known as the Lévy measure of ν.
Rigorous research has been done on infinitely divisible distributions on objects such as Euclid-
ean spaces, locally compact Abelian groups and Banach spaces (see, e.g., [1,11,12,15]). Much
attention, however, has not been paid to infinitely divisible distributions on Gel’fand triples,
which play an important role in developing infinite dimensional stochastic analysis.
On the other hand, white noise analysis initiated by T. Hida, which is a theory of infinite
dimensional stochastic calculus constructed from a real Gel’fand triple, has been developed
considerably and applied successfully to many research fields such as stochastic integration, sto-
chastic differential equations, quantum stochastic calculus and quantum field theory (see, [2–10,
13,14,16–21] and references therein).
In this note, we apply white noise analysis to infinitely divisible distributions on real Gel’fand
triples. The paper is organized as follows. In Section 2, we fix the real Gel’fand triple E ⊂
H ⊂ E∗ where we work and give the family of frameworks of white noise analysis which we
use. In Section 3, we prove the existence of an infinitely divisible distribution of type (T0) on E ⊂
H ⊂ E∗. We also give formulas for moments of such distributions respectively in three special
cases. In Section 4, we investigate behaviors of infinitely divisible distributions of type (T0) on
E ⊂ H ⊂ E∗ in terms of white noise analysis. We first introduce an index, called Hida index, for
a measure on E ⊂ H ⊂ E∗. We then devote ourselves to calculating Hida indices of infinitely
divisible distributions of type (T0). We obtain, under some mild conditions, a general inequality
which indicates a connection between the Hida index of an infinitely divisible distribution of type
(T0) and that of its Lévy measure. We also prove that the Hida index of the standard compound
Poisson distribution is exactly 1.
Throughout the paper, R and C always denote the set of real numbers and the set of complex
numbers, respectively. By convention, R+ stands for the set of nonnegative real numbers.
2. Preliminaries
In this section, we fix the real Gel’fand triple E ⊂ H ⊂ E∗ where we work and give the
family of frameworks of white noise analysis which we use. For detail formulation of white
noise analysis, we refer the reader to [5].
Let H be a real separable Hilbert space with norm | · |0 and inner product 〈·,·〉. Let A be
a positive self-adjoint operator in H such that there exists an orthonormal basis {ek}k1 for H
satisfying the following conditions:
(1) Aek = λkek , k = 1,2, . . . ;
(2) 1 < λ1  λ2  · · · λn  · · · ;
(3) ∑∞i=1 λ−αi < ∞ for some positive constant α.
For each r ∈ R, define | · |r ≡ |Ar · |0 and let Er be the completion of DomAr with respect to
| · |r . Then Er is a real Hilbert space and Er and E−r can be viewed as each other’s dual. We
preserve | · |r for the norms on the complexifications Hr,c and on its tensor powers.
Let E be the projective limit of {Ep}p0 and E∗ the inductive limit of {E−p}p0. Then E
and E∗ can be regarded as each other’s dual. We denote by 〈·,·〉 the canonical bilinear form
C. Wang et al. / J. Math. Anal. Appl. 315 (2006) 425–435 427on E∗ × E, which is consistent with the inner product of H . It is easy to verify that E is a real
nuclear space densely and continuously embedded in H . Hence we come to a real Gel’fand triple
E ⊂ H ⊂ E∗. (2.1)
By the Minlos theorem [1], there exists a unique probability measure µ on E∗ such that∫
E∗
ei〈x,ξ〉µ(dx) = e− 12 |ξ |20 , ξ ∈ E. (2.2)
The measure µ is known as the standard Gaussian measure on E∗.
Let (L2) ≡ L2(E∗,µ) be the Hilbert space of square integrable complex valued functionals
with respect to µ. We denote by ((·,·)) and ‖ · ‖0 the inner product and the norm of (L2), re-
spectively. By the Wiener–Itô–Segal isomorphism theorem [5], for each ϕ ∈ (L2) there exists a
unique
⊕∞
n=0 fn ∈ Γ (H) ≡
⊕∞
n=0 H ⊗̂nc such that
ϕ(x) =
∞⊕
n=0
〈 : x⊗n :, fn〉 (2.3)
and
‖ϕ‖20 =
∞∑
n=0
n!|fn|20. (2.4)
For β ∈ R+ and p,q  1, we define (Hp)βq ⊂ (L2) as follows: ϕ ∈ (Hp)βq if and only if
fn ∈ H ⊗̂np,c , n 0, and
‖ϕ‖2p,q,β ≡
∞∑
n=0
(n!)(1+β)2nq |fn|2p < ∞, (2.5)
where {fn}n0 is the sequence associated with ϕ via (2.3). It is easy to see that, with ‖ · ‖p,q,β
being its norm, (Hp)βq becomes a complex Hilbert space. Let (E)β be the projective limit of the
spaces (Hp)βq
(E)β =
⋂
p,q0
(Hp)
β
q . (2.6)
Then (E)β is a complex nuclear space densely and continuously embedded in (L2) and we come
to a second (complex) Gel’fand triple
(E)β ⊂ (L2)⊂ (E)−β, (2.7)
where (E)−β denotes the dual of (E)β .
Usually (E)β ⊂ (L2) ⊂ (E)−β is called the framework of white noise analysis associated
with β . And elements of (E)β (respectively (E)−β ) are known as testing (respectively general-
ized) functionals. We denote by 〈〈·,·〉〉 the canonical bilinear form on (E)−β × (E)β .
It is known that (E)−β coincides with the inductive limit of the spaces (H−p)−β−q
(E)−β =
⋃
(H−p)−β−q , (2.8)
p,q0
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β
q . Moreover, for each Φ ∈ (E)−β , there exist p  0
and a unique sequence {Fn}n0 with Fn ∈ H ⊗̂n−p,c ⊂ (E∗c )⊗̂n, n 0, satisfying that
〈〈Φ,ϕ〉〉 =
∞∑
n=0
n!〈Fn,fn〉, ϕ ∈ (E)β, (2.9)
and
‖Φ‖2−p,−q,−β =
∞∑
n=0
(n!)(1−β)2−nq |Fn|2−p (2.10)
where {fn}n0 is the sequence associated with ϕ via (2.3) and ‖ · ‖−p,−q,−β denotes the norm
on (H−p)−β−q .
Remark. For β1, β2 ∈ R+ with β1  β2, we have the following chain of spaces:
(E)β2 ⊂ (E)β1 ⊂ (E)0 ≡ (E) ⊂ (L2)⊂ (E)∗ ≡ (E)−0 ⊂ (E)−β1 ⊂ (E)−β2 ,
where elements of (E)∗ ≡ (E)−0 are known as Hida generalized functionals or Hida distribu-
tions.
3. Infinitely divisible distributions on Gel’fand triple
Throughout this section, we will freely use the notations introduced in Section 2. Additionally,
for a finite measure ν on E∗, we will denote by νˆ its characteristic functional, i.e.,
νˆ(ξ) =
∫
E∗
ei〈x,ξ〉 dν(x), ξ ∈ E. (3.1)
A probability measure ν on E∗ is said to be infinitely divisible if for each n  1 there ex-
ists a probability measure νn on E∗ such that νˆ(ξ) = [ν̂n(ξ)]n, ∀ξ ∈ E. An infinitely divisible
probability measure on E∗ is also called an infinitely divisible distribution on E ⊂ H ⊂ E∗.
Let z ∈ E∗, B :E → E∗ a continuous operator with 〈Bξ, ξ 〉 0, ∀ξ ∈ E, and σ an appropriate
measure on E∗. An infinitely divisible distribution ν on E ⊂ H ⊂ E∗ is called the infinitely
divisible distribution of type (T0) generated by (z,B,σ ) if it holds that
νˆ(ξ) = exp
{
i〈z, ξ 〉 − 1
2
〈Bξ, ξ 〉 +
∫
E∗
[
ei〈y,ξ〉 − 1 − i〈y, ξ 〉]dσ(y)}, ξ ∈ E. (3.2)
In that case, the triple (z,B,σ ) is called the generating triple of ν and σ is called the Lévy
measure of ν.
The next theorem shows that for each appropriate triple (z,B,σ ), there exists on E ⊂ H ⊂ E∗
a unique infinitely divisible distribution of type (T0) with (z,B,σ ) being its generating triple.
Theorem 3.1. Let z ∈ E∗ and B:E → E∗ a continuous operator with 〈Bξ, ξ 〉  0, ∀ξ ∈ E.
Assume that σ is a finite measure on E∗ with the property that there exists p > 0 such that σ
is supported in E−p and
∫
E∗ |x|−p dσ(x) < ∞. Then there exists a unique infinitely divisible
probability measure ν on E∗ satisfying (3.2).
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C(ξ) = exp
{
i〈z, ξ 〉 − 1
2
〈Bξ, ξ 〉 +
∫
E∗
[
ei〈y,ξ〉 − 1 − i〈y, ξ 〉]dσ(y)}, ξ ∈ E. (3.3)
Then we can easily see that C(·) is a continuous functional with C(0) = 1. Moreover, by a
lengthy calculation, we can verify that C(·) is positive definite. Hence, by the Minlos theorem
[2], there exists a unique probability measure ν on E∗ such that νˆ(ξ) = C(ξ), ∀ξ ∈ E.
For n  1, define (zn,Bn,σn) = ( 1nz, 1nB, 1nσ ). Then we see that (zn,Bn,σn) satisfies the
same conditions as (z,B,σ ). Hence there exists a probability measure νn on E∗ such that
ν̂n(ξ) = exp
{
i〈zn, ξ 〉 − 12 〈Bnξ, ξ 〉 +
∫
E∗
[
ei〈y,ξ〉 − 1 − i〈y, ξ 〉]dσn(y)}, ξ ∈ E.
Clearly νˆ(ξ) = [ν̂n(ξ)]n, ∀ξ ∈ E. This completes the proof. 
Henceforth, unless stated otherwise, all infinitely divisible distributions refer to those ones on
E ⊂ H ⊂ E∗. The next three propositions establish formulas for moments of infinitely divisible
distributions of type (T0) respectively in three spacial cases. Since the ideas for proving these
propositions are similar, we will only give a proof of the last one.
Proposition 3.2. Let ν be the infinitely divisible distribution of type (T0) generated by (z,0,0),
where z ∈ E∗. Then ∫
E∗ |〈x, ξ 〉|n dν(x) < ∞, ∀ξ ∈ E, ∀n 0, and moreover,∫
E∗
〈x, ξ 〉n dν(x) = 〈z, ξ 〉n. (3.4)
Proposition 3.3. Let ν be the infinitely divisible distribution of type (T0) generated by (0,B,0),
where B :E → E∗ is a continuous operator with 〈Bξ, ξ 〉 0, ∀ξ ∈ E. Then, for each ξ ∈ E and
each n 0, we have
∫
E∗ |〈x, ξ 〉|n dν(x) < ∞ and moreover
∫
E∗〈x, ξ 〉2k−1 dν(x) = 0 for k  1
and ∫
E∗
〈x, ξ 〉2k dν(x) = (2k − 1)!!〈Bξ, ξ 〉k, k  0. (3.5)
Proposition 3.4. Let ν be the infinitely divisible distribution of type (T0) generated by (0,0, σ ),
where σ is a finite measure on E∗ satisfying that there exists p > 0 such that σ is supported
in E−p and
∫
E∗ |x|−p dσ(x) < ∞. Assume further that
∫
E∗ |〈x, ξ 〉|n dσ (x) < ∞, ∀ξ ∈ E,∀n  1. Then ∫
E∗ |〈x, ξ 〉|n dν(x) < ∞, ∀ξ ∈ E, ∀n  0. Moreover, for ξ ∈ E we have∫
E∗〈x, ξ 〉dν(x) = 0 and∫
E∗
〈x, ξ 〉n dν(x) =
n−1∑
k=1
(
n − 1
k
)∫
E∗
〈x, ξ 〉n−k−1 dν(x)
∫
E∗
〈x, ξ 〉k+1 dσ(x), n 2. (3.6)
Proof. Let ξ ∈ E. Then 〈·, ξ 〉 is a random variable on the probability space (E∗, ν). Let f (t) be
the characteristic function of 〈·, ξ 〉 with respect to ν. By (3.2), we have
f (t) = νˆ(tξ ) = exp
{
g(t) − σ(E∗) − it
∫
∗
〈y, ξ 〉dσ(y)
}
, t ∈ R, (3.7)E
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E∗ e
it〈y,ξ〉 dσ(y) is the characteristic function of 〈·, ξ 〉 with respect to σ , which
is a finite measure on E∗. By the properties of σ , g(n)(0) exists for each n  0. Hence f (n)(0)
exists for each n 0, which implies that
∫
E∗ |〈x, ξ 〉|n dν(x) < ∞, ∀n 0.
Obviously
∫
E∗〈x, ξ 〉dν(x) = −if ′(0) = 0. Moreover, by the Leibnitz formula for derivatives
of the product of two functions, we can get
f (n)(0) =
n−1∑
k=1
(
n − 1
k
)
f (n−k−1)(0)g(k+1)(0), n 2.
On the other hand, by simple calculations, we obtain
f (k)(0) = ik
∫
E∗
〈x, ξ 〉k dν(x), g(k)(0) = ik
∫
E∗
〈x, ξ 〉k dσ (x), k  0.
Hence (3.6) follows. This completes the proof. 
4. Hida indices of infinitely divisible distributions
In this section, we investigate behaviors of infinitely divisible distributions of type (T0) in
terms of white noise analysis. We will follow the notations introduced in Sections 2 and 3.
Let β ∈ R+. A measure ν on E∗ is called a Hida measure associated with β if (E)β ⊂
L1(E∗, ν) and the mapping ϕ → ∫
E∗ ϕ(x)dν(x) is continuous on (E)
β
. In the following, for
β ∈ R+, we denote byMβ(E∗) the set of Hida measures on E∗ associated with β .
Let β ∈ R+ and ν ∈Mβ(E∗). Then there exists a unique positive generalized functional
Φ ∈ (E)−β such that∫
E∗
ϕ(x)dν(x) = 〈〈Φ,ϕ〉〉, ϕ ∈ (E)β.
Such a generalized functional Φ is called the generalized Radon–Nikodym derivative of ν with
respect the standard Gaussian measure µ and written as dν
dµ
.
The following lemma gives characterizations of Hida measures. It was originally proved in
[8] in the case 0 β < 1 and then extended in [5] to the general case β ∈ R+. See also [6,9,10,
20,21] for similar discussions.
Lemma 4.1 [5]. Let ν be a measure on E∗ and β ∈ R+. Then the following assertions are
equivalent:
(1) ν ∈Mβ(E∗);
(2) there exist C,K > 0 and p  0 such that∫
E∗
〈x, ξ 〉2n dν(x)KC2n[(2n)!] 1+β2 |ξ |2np , ∀ξ ∈ E, ∀n 0; (4.1)
(3) there exist p > 0, 
 > 0 such that∫
E∗
exp
{

|x|
2
1+β
−p
}
dν(x) < ∞. (4.2)
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as follows:
IH(ν) = inf
{
β
∣∣ β ∈ R+, ν ∈Mβ(E∗)}. (4.3)
We call IH(ν) the Hida index of ν. Here we follow the convention: inf ∅ = ∞.
Recall that elements of (E)∗ ≡ (E)−0 are called Hida generalized functionals. The Hida index
IH(ν) of a Hida measure ν indicates the degree that the generalized Radon–Nikodym derivative
of ν with respect to the standard Gaussian measure µ differs from Hida generalized functionals.
Remark. The Hida index also provides a method for classifying measures on E∗. More precisely,
two measures ν1 and ν2 are in the same class if IH(ν1) = IH(ν2). Proposition 4.5 and Theorem 4.8
below show that such a classification method is nontrivial.
Proposition 4.3. Let ν, ν1 and ν2 be finite measures on E∗ and a > 0 a positive constant. Then
we have:
(1) IH(aν) = IH(ν);
(2) IH(ν1 + ν2) IH(ν1) ∨ IH(ν2);
(3) IH(ν1 ∗ ν2) IH(ν1) ∨ IH(ν2), where s ∨ t ≡ max{s, t} for real numbers s, t and ν1 ∗ ν2 is
the convolution of ν1 and ν2 defined by
ν1 ∗ ν2(S) =
∫
E∗×E∗
1S(x + y)dν1(x) dν2(y). (4.4)
Proof. The first assertion is obvious and the second one can be proved in the same way as the
last one. Hence we only give a proof of the last one below.
In fact, it is clearly true if γ := IH(ν1)∨ IH(ν2) = ∞. Now we assume that γ < ∞. Let 
 > 0
and IH(νι) < βι < IH(νι) + 
, ι = 1,2. Then νι ∈Mβι(E∗), ι = 1,2. By Lemma 4.1, there exist
Cι,Kι > 0 and pι  0 (ι = 1,2) such that∫
E∗
〈x, ξ 〉2n dνι(x)KιC2nι
[
(2n)!] 1+βι2 |ξ |2npι , ∀ξ ∈ E, ∀n 0.
Take p = p1 ∨ p2. Then | · |pι  | · |p for each ι ∈ {1,2} (cf. Section 2). Hence from the above
inequality we get∫
E∗
〈x, ξ 〉2n dνι(x)KC2n
[
(2n)!] 1+β2 |ξ |2np ,
where C = C1 ∨C2, K = K1 ∨K2 and β = β1 ∨ β2. Further, by using the Hölder inequality, we
have ∫
E∗
∣∣〈x, ξ 〉∣∣n dνι(x) [νι(E∗)] 12{∫
E∗
〈x, ξ 〉2n dνι(x)
} 1
2

[
νι(E
∗)
] 1
2 K
1
2
(
2
1+β
2 C
)n
(n!) 1+β2 |ξ |np,
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E∗
∣∣〈x, ξ 〉∣∣n dνι(x)K ′C′n(n!) 1+β2 |ξ |np, ∀ξ ∈ E, ∀n 0, ι = 1,2, (4.5)
where K ′ = [(ν1(E∗) ∨ ν2(E∗))K] 12 and C′ = 2 1+β2 C.
On the other hand, for each ξ ∈ E and each n 0, we have∫
E∗
〈x, ξ 〉2n d(ν1 ∗ ν2)(x) =
∫
E∗
∫
E∗
〈y1 + y2, ξ 〉2n dν1(y1) dν2(y2)
=
2n∑
k=0
(
2n
k
)∫
E∗
〈y1, ξ 〉k dν1(y1)
∫
E∗
〈y2, ξ 〉2n−k dν2(y2).
Hence by (4.5), we get∫
E∗
〈x, ξ 〉2n d(ν1 ∗ ν2)(x)
2n∑
k=0
(
2n
k
)
K ′2C′2n
[
k!(2n − k)!] 1+β2 |ξ |2np

2n∑
k=0
(
2n
k
)
K ′2C′2n
[
(2n)!] 1+β2 |ξ |2np
= K ′2(2C′)2n[(2n)!] 1+β2 |ξ |2np ,
∀ξ ∈ E, ∀n  0. Thus, by Lemma 4.1, we know that ν1 ∗ ν2 ∈Mβ(E∗), which implies that
IH(ν1 ∗ ν2)  β . Noting that β = β1 ∨ β2 and βι < IH(νι) + 
, ι = 1,2, we finally come to
IH(ν1 ∗ ν2) IH(ν1) ∨ IH(ν2) + 
. 
Using Propositions 3.2, 3.3 and Lemma 4.1, we can easily prove the following two proposi-
tions.
Proposition 4.4. Let ν be the infinitely divisible distribution of type (T0) generated by (z,0,0),
where z ∈ E∗. Then IH(ν) = 0.
Proposition 4.5. Let ν be the infinitely divisible distribution of type (T0) generated by (0,B,0),
where B :E → E∗ is a continuous operator with 〈Bξ, ξ 〉 0, ∀ξ ∈ E. Then IH(ν) = 0. In par-
ticular IH(µ) = 0, where µ is the standard Gaussian measure on E∗.
Theorem 4.6. Let ν be the infinitely divisible distribution of type (T0) generated by (0,0, σ ),
where σ is a finite measure on E∗ with the property that there exists p > 0 such that σ is
supported in E−p and
∫
E∗ |x|−p dσ(x) < ∞. Then we have
IH(ν) 1 + IH(σ ). (4.6)
Proof. Inequality (4.6) is clearly true when IH(σ ) = ∞. Below, we assume that IH(σ ) < ∞.
Let IH(σ ) < β < ∞. Then σ ∈Mβ(E∗). By Lemma 4.1, there exist C,K > 0 and q  0
such that∫
∗
〈x, ξ 〉2n dσ (x)KC2n[(2n)!] 1+β2 |ξ |2nq , ∀ξ ∈ E, ∀n 0.E
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E∗
〈x, ξ 〉2n dσm(x) C2n
[
(2n)!] 1+β2 |ξ |2nq , ∀ξ ∈ E, ∀n 0,
from which, by using the Hölder inequality, we can further get∫
E∗
∣∣〈x, ξ 〉∣∣n dσm(x) [2 1+β2 C]n[n!] 1+β2 |ξ |nq, ∀ξ ∈ E, ∀n 0. (4.7)
Let νm be the infinitely divisible distribution of type (T0) generated by (0,0, σm). It is easy to
see that νˆ(ξ) = [ν̂m(ξ)]m, ξ ∈ E, which is equivalent to
ν =
m︷ ︸︸ ︷
νm ∗ νm ∗ · · · ∗ νm .
Thus, by Proposition 4.3, we get IH(ν) IH(νm).
Clearly, to show that (4.6) is true, we only need to show that IH(νm) 1 + β since IH(σ ) <
β < ∞. We now do so. We first assert that∣∣∣∣∣
∫
E∗
〈x, ξ 〉n dνm(x)
∣∣∣∣∣ [2 1+β2 MC]n[n!] 2+β2 |ξ |nq, ∀ξ ∈ E, ∀n 0, (4.8)
where M =∑∞k=1 1k! [(k + 1)!] 12 , which satisfies that 1 < M < ∞.
In fact, (4.8) is obviously true for n = 0,1. By Proposition 3.4, we see that∫
E∗
〈x, ξ 〉2 dνm(x) =
∫
E∗
〈x, ξ 〉2 dσm(x).
Hence (4.8) remains true for some n = 2. Assume that for some n′  2, (4.8) is true for each n
with 0 n n′. Then, for each ξ ∈ E, by using Proposition 3.4 and inequality (4.7) we have∣∣∣∣∣
∫
E∗
〈x, ξ 〉n′+1 dνm(x)
∣∣∣∣∣
=
∣∣∣∣∣
n′∑
k=1
(
n′
k
)∫
E∗
〈x, ξ 〉n′−k dνm(x)
∫
E∗
〈x, ξ 〉k+1 dσm(x)
∣∣∣∣∣

n′∑
k=1
(
n′
k
)[
2
1+β
2 MC
]n′−k[
(n′ − k)!] 2+β2 |ξ |n′−kq ∫
E∗
∣∣〈x, ξ 〉∣∣k+1 dσm(x)

[
n′∑
k=1
(
n′
k
)
(n′ − k)![(k + 1)!] 12 Mn′−k][2 1+β2 C]n′+1[(n′ − k)!(k + 1)!] β2 |ξ |n′+1q

[
n′∑
k=1
1
k!
[
(k + 1)!] 12 Mn′−k][2 1+β2 C]n′+1n′![(n′ + 1)!] β2 |ξ |n′+1q

[
2
1+β
2 MC
]n′+1[
(n′ + 1)!] 2+β2 |ξ |n′+1q .
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νm ∈M1+β(E∗), which implies that IH(νm) 1 + β . 
As an immediate consequence of Propositions 4.3–4.5 and Theorem 4.6, we have the follow-
ing theorem, which gives an inequality which indicates a connection between the Hida index of
a general infinitely divisible distribution of type (T0) and that of its Lévy measure.
Theorem 4.7. Let ν be the infinitely divisible distribution of type (T0) generated by (z,B,σ ),
where z ∈ E∗, B :E → E∗ is a continuous operator with 〈Bξ, ξ 〉 0, ∀ξ ∈ E, and σ is a finite
measure on E∗ with the property that there exists p > 0 such that σ is supported in E−p and∫
E∗ |x|−p dσ(x) < ∞. Then we have
IH(ν) 1 + IH(σ ). (4.9)
We now use the above results to calculate the Hida index of an important infinitely divisible
distribution of type (T0). It is well known that∫
E∗
〈x, ξ 〉2n dµ(x) = (2n − 1)!!|ξ |2n0 
[
(2n)!] 12 |ξ |2n0 , ∀ξ ∈ E, ∀n 0,
where µ is the standard Gaussian measure on E∗ (see Section 2). By Lemma 4.1, we can find that
(0,0,µ) satisfies all the conditions stated in Theorem 3.1. Hence there exists a unique infinitely
divisible probability measure ν0 on E∗ such that
ν̂0(ξ) = exp
{∫
E∗
[
ei〈x,ξ〉 − 1 − i〈x, ξ 〉]dµ(x)}, ξ ∈ E. (4.10)
In other words, ν0 is the infinitely divisible distribution of type (T0) on E ⊂ H ⊂ E∗ generated
by the triple (0,0,µ). We call ν0 the standard compound Poisson distribution on E ⊂ H ⊂ E∗.
Theorem 4.8. For the standard compound Poisson distribution ν0, we have
IH(ν0) = 1. (4.11)
Proof. By Theorem 4.6 and Proposition 4.5, we know that IH(ν0)  1 + IH(µ) = 1. Next we
show that 1 IH(ν0).
In fact, if IH(ν0) < 1, then there exists a constant β with IH(ν0) < β < 1 such that ν0 ∈
Mβ(E∗). Let Φ = dν0
dµ
, the generalized Radon–Nikodym derivative of ν0 with respect the stan-
dard Gaussian measure µ. Then Φ ∈ (E)−β . By the well-known characterization theorem of
generalized functionals (cf. [5]), there exist constants C,K > 0 and p  0 such that∣∣∣∣ ∫
E∗
φξ (x) dν0(x)
∣∣∣∣= ∣∣〈〈Φ,φξ 〉〉∣∣K exp{C|ξ | 21−βp }, ξ ∈ E, (4.12)
where φξ (·) = e〈·,ξ〉− 12 |ξ |20 is the exponential functional associated with ξ .
On the other hand, we have∣∣∣∣ ∫
∗
φξ (x) dν0(x)
∣∣∣∣= exp{e 12 |ξ |20 − 1 − 12 |ξ |20
}
, ξ ∈ E. (4.13)E
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exp
{
e
1
2 |ξ |20 − 1 − 1
2
|ξ |20
}
K exp
{
C|ξ |
2
1−β
p
}
, ξ ∈ E.
In particular, for some ξ ∈ E with |ξ |0 = 0, we have
exp
{
e
1
2 |ξ |20t2 − 1 − 1
2
|ξ |20t2
}
K exp
{
C|ξ |
2
1−β
p t
2
1−β
}
, t ∈ R+.
This is clearly impossible. Hence 1 IH(ν0). 
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