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a b s t r a c t
In this paper a direct method for solving variational problems using nonclassical
parameterization is presented. A nonclassical parameterization based on nonclassical
orthogonal polynomials is first introduced to reduce a variational problem to a nonlinear
mathematical programming problem. Then, using the Lagrange multiplier technique the
problem is converted to that of solving a system of algebraic equations. Illustrative
examples are given to demonstrate the validity and applicability of the technique.
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1. Introduction
In a large number of problems arising in analysis, mechanics, geometry and so forth, it is necessary to determine the
maximum or minimum of a certain functional. Because of the important role of this subject in science and engineering,
considerable attention has been received by this kind of problems. Such problems are called variational problems. Some
popular methods for solving variational problems are direct methods. In [1,2] the direct method of Ritz and Galerkin
is investigated for solving variational problems. Chen and Hsiao [3] introduced the Walsh series method to variational
problems. Due to the nature of the Walsh functions, the solution obtained was piecewise constant. Some orthogonal
polynomials are applied on variational problems to find the continuous solutions for these problems [4–6]. Also the authors
of [7–12] introduced the Legendre Wavelets method, rationalized Haar method, Adomian decomposition method, He’s
variational iteration method and Chebyshev finite difference method for solving variational problems, respectively. More
historical comments about variational problems are found in [1,2].
A direct method converts the variational problem into a mathematical programming problem by using either the
discretization technique [13,14] or the parameterization technique [15–17]. In classical parameterization, the variables of
the problem are estimated using a finite length series of classical orthogonal polynomials such as Chebyshev, Legendre, etc.
with unknown parameters [14–17].
The class of solution methods based on orthogonal polynomials has become known as spectral methods. Spectral meth-
ods are implemented in various ways. For example, the tau, Galerkin, and collocation methods have all been proposed as
implementation strategies [18,19]. The collocationmethod has established itself as the one that permits themost convenient
computer implementation. However, in pseudospectral methods the nodes must correspond to the zeros of the derivatives
of classical orthogonal polynomials on the interval [−1, 1], including the end points. The points are generally based on the
Legendre or Chebyshev polynomials. The idea of employing nonclassical weight functions has been used in [20–26].
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In the present paper, we propose a direct method using nonclassical parameterization and nonclassical orthogonal
polynomials, for finding the extremal of variational problems. The proposed method requires the definition of collocation
points and nonclassical orthogonal polynomials. The application of the method to variational problem leads to a nonlinear
mathematical programming problem and using Lagrange multiplier technique, to an algebraic system. In fact, our method
is a combination of the pseudospectral and parameterization methods which improves the parameterization technique.
The proposed method differs from the traditional parameterization and pseudospectral methods in several ways. First,
by using the quasilinearization technique, the presented method could be employed for problems with non quadratic
functional. Second, in the presented method the unknown parameters that would be determined are the values of variables
x(t), in nodes of interpolation but in traditional parameterizations the unknown parameters are coefficients of a series
of orthogonal polynomials. Third, in the proposed method a weighted interpolant is used to approximate the unknown
functions as opposed to Lagrange interpolating polynomials. Fourth, the nodes are based on the roots of derivatives of the
Nth order orthogonal polynomials based on arbitrary positive weight function across an arbitrary interval, whereas the
traditional pseudospectral methods use nodes based on the roots of the derivatives of Nth order Jacobi polynomials across
the interval [−1, 1].
The proposed method has the following advantages: it can be employed for time-varying and nonlinear variational
problems; the number of unknown parameters to be determined is less than the discretization technique [13,14]; this
method converts the problems with non quadratic functional to a sequence of quadratic programming problems and gives
the information of quadratic programming problem, the Hessian and the gradient, explicitly, and there is no need to use
the differentiation or the finite difference method to construct these information; in this method by taking a fixed degree
of weighted interpolation and changing the weight functions the obtained results can be improved.
This paper is organized as follows: The following section is devoted to the explanation of the classical and nonclassical
estimations of functions and generation of collocation points. In Section 3, we introduce the statement of problems
in calculus of variations. In Section 4, we describe the basic formulation of the nonclassical parameterization method.
Numerical examples are then given in Section 5 to illustrate the applicability of the proposed method.
2. Nonclassical parameterization
2.1. Expansion in classical and nonclassical orthogonal polynomials
The classical parameterization technique [15–17] approximates the function f ∈ L2[−1, 1] by a finite length series of
classical orthogonal polynomials such as Chebyshev or Legendre polynomials, with unknown parameters
f N(tˆ) ∼=
N∑
j=0
ajPj(tˆ), tˆ ∈ [−1, 1],
where Pj(tˆ) is the jth order classical orthogonal polynomial and aj’s are the unknown parameters. In this paper, we propose
to expand the function using weighted interpolations of degree N of the form [20,21]
f N(t) ∼= FN(t) =
N∑
j=0
W (t)
W (tj)
Lj(t)f (tj), t ∈ [a, b], (1)
where tj, j = 0, 1, . . . ,N , are a set of distinct interpolation nodes in [a, b],W (t) is a positive weight function and Lj(t), are
a set of interpolating functions satisfies Lj(tk) = δjk. Thus, FN(t), defined by Eq. (1), is an interpolant to the function f (t) in
the sense that
f N(tk) = FN(tk), k = 0, 1, . . . ,N.
The functions Lj(t) are often chosen to be sets of interpolating polynomials of degreeN , inwhich case they can be represented
explicitly by Lagrange’s formula.
2.2. Generation of collocation points
Here the main idea for the generation of collocation points (interpolation nodes), tj, is to form new sets of polynomials
Pn(t) orthogonal with respect to a weight functionw(t) on the interval [a, b], that is∫ b
a
w(t)Pn(t)Pm(t)dt = δnm. (2)
The polynomials satisfy a three-term recurrence relation [22]
Pk+1(t) = (t − αk)Pk(t)− βkPk−1(t), k = 0, 1, 2, . . . (3)
P−1(t) = 0, P0(t) = 1.
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It is important to note that in Eq. (1),W (t) is some ‘‘weight’’ function which adds additional flexibility because by taking
a fixed N and changing the weight functions, variate weighted interpolations can be employed as approximations of f N(t).
Also in Eq. (2),w(t) defines the orthogonal polynomials and the collocation points (interpolation nodes).
The collocation points tj may be determined by the method outlined in [27]. The approach is based on determining the
eigenvalues of a modified tridiagonal Jacobi matrix
J =

α0
√
β1√
β1 α1
√
β2√
β2 α2
√
β3
. . .
. . .
. . .√
βN−1 αN−1
√
β∗N√
β∗N α
∗
N

,
where α∗N , β
∗
N are obtained from the solution of the linear system of equations(
PN(a) PN−1(a)
PN(b) PN−1(b)
)(
α∗N
β∗N
)
=
(
aPN(a)
bPN(b)
)
.
The collocation points tj, including the end points, are determined as the eigenvalues of J , and can be determined if the
coefficients αk and βk, k = 0, 1, 2, . . . , are known. The procedure for calculating the coefficients is discussed in the next
subsection.
2.3. Generation of nonclassical orthogonal polynomials
The generation of a set of polynomials orthogonalwith respect to someweight functionw(t)has beendiscussed in several
texts [28–30]. For a nonclassical weight function, the usual Schmidt procedure [31] which involves orthogonalization of a
given member of the set to all the functions of lower order, is highly unstable due to roundoff errors, and is not practical.
The Schmidt procedure is analogous to the methods based on the moment of the weight function. The best approach is one
based on the three term recurrence relation of the polynomials {Pk(t)} given in Eq. (3). The recurrence coefficients in Eq. (3)
are given in [23] by
αk =
∫ b
a tw(t)P
2
k (t)dt∫ b
a w(t)P
2
k (t)dt
, k = 0, 1, 2, . . .
β0 =
∫ b
a
w(t)P20 (t)dt, βk =
∫ b
a w(t)P
2
k (t)dt∫ b
a w(t)P
2
k−1(t)dt
.
3. Problem statement
The simplest form of a variational problem can be considered as finding the extremum of the functional
J[x(t)] =
∫ t1
t0
F [x(t), x˙(t), t]dt. (4)
To find the extreme value of J , the boundary points of the admissible curves are known in the following form
x(t0) = α, x(t1) = β. (5)
The necessary condition for x(t) to extremize J[x(t)] is that it should satisfy the Euler–Lagrange equation
∂F
∂x
− d
dt
(
∂F
∂ x˙
)
= 0,
with boundary conditions given in Eq. (5). The above boundary value problem, does not always have a solution and if the
solution exists, it may not be unique. Note that if the solution of Euler’s equation satisfies the boundary conditions, it is
unique.
The general form of the variational problem in Eq. (4) is
J[x1, x2, . . . , xn] =
∫ t1
t0
F [x1, x2, . . . , xn, x˙1, x˙2, . . . , x˙n, t]dt, (6)
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Table 1
Differentw(t) andW (t) on [0, 1].
Case w(t) W (t)
1 1 1
2 1 (1+ t)−1
3 e−t2 1
4 e−2t 1
5 e−2t et
6 e−2t (1+ t)−1
7 1+ t + t2 1
8 1+ 0.5 cos(t) 1
9 1+ 0.5 cos(t) (1+ t)−1
10 1+ 0.5 sin(t) 1
with the given boundary conditions for all functions
x1(t0) = α1, x2(t0) = α2, . . . , xn(t0) = αn, (7)
x1(t1) = β1, x2(t1) = β2, . . . , xn(t1) = βn. (8)
Here the necessary condition for the extremum of the functional in Eq. (6) is to satisfy the following system of second-order
differential equations
∂F
∂xi
− d
dt
(
∂F
∂ x˙i
)
= 0, i = 1, 2, . . . , n, (9)
with boundary conditions given in Eqs. (7)–(8). However, the above systemof differential equations can be solved easily only
for simple cases. Herewe consider a directmethod for finding the extremumof Eq. (6) using a nonclassical parameterization
technique.
4. Direct method using nonclassical parameterization
Approximating variables xi(t), i = 1, 2, . . . , n, using Eq. (1), gives
xi(t) =
N∑
j=0
W (t)
W (tj)
Lj(t)aij = aTi P(t), i = 1, 2, . . . , n, (10)
where ai = [ai0, ai1, . . . , aiN ]T , i = 1, 2, . . . , n, are (N+1)×1 vectors of unknownparameterswith property that aij = xi(tj),
and P(t) = [P0(t), P1(t), . . . , PN(t)]T is (N + 1)× 1 vector with
Pj(t) = W (t)W (tj) Lj(t), j = 0, 1, . . . ,N.
Then, x˙i(t), can be represented as
x˙i(t) = aTi P ′(t), i = 1, 2, . . . , n, (11)
where, P ′(t) is derivative vector of P(t). Substituting Eqs. (10)–(11) in Eq. (6), the functional J becomes a nonlinear
mathematical programming problem of unknown parameters aij, where i = 1, 2, . . . , n, and j = 0, 1, . . . ,N . Hence, to
find the extremum of J , we solve
∂ J
∂aij
= 0, i = 1, 2, . . . , n, j = 0, 1, . . . ,N. (12)
The above procedure is now used to solve the following variational problems.
5. Illustrative examples
In this section, three examples are given to demonstrate the applicability and accuracy of our method. There are many
combinations of orthogonal weight functionsw(t) andweighted interpolating polynomialsW (t) that could be selected [21,
24]. In this paper only a limited number of combinations are used for each example. The different cases are summarized
in Table 1, the similar to these weights were also used in [24]. Note that we have computed the numerical results by the
well-known symbolic software ‘‘Mathematica 5.2’’.
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5.1. Example 1
Consider the problem of finding the minimum of the time-varying functional [6]
J(x) =
∫ 1
0
[x˙2 + tx˙+ x2]dt, (13)
with boundary conditions
x(0) = 0, x(1) = 1
4
. (14)
The exact solution of this problem is x(t) = 12 + c1et + c2e−t where c1 = 2−e4(e2−1) and c2 = e−2e
2
4(e2−1) .
Using Eqs. (10)–(11) and (13), we get
J(x) =
∫ 1
0
[aTP ′(t)P ′T (t)a+ aT tP ′(t)+ aTP(t)PT (t)a]dt. (15)
Eq. (15) can be simplified to
J(x) = 1
2
aTHa+ cTa, (16)
where
H = 2
∫ 1
0
[P ′(t)P ′T (t)+ P(t)PT (t)]dt,
cT =
∫ 1
0
tP ′T (t)dt.
Eq. (10) and the boundary conditions in Eq. (14) imply
x(0) = aTP(0) = 0, x(1) = aTP(1) = 1
4
. (17)
The quadratic programming problem in Eqs. (16)–(17) can be rewritten as follows:
Minimize
J(x) = 1
2
aTHa+ cTa,
subject to
F1a− b1 = 0,
where
F1 =
(
PT (0)
PT (1)
)
, b1 =
(
0
1
4
)
.
The optimal values of unknown parameters, a∗, can be obtained easily using Lagrange multiplier technique as
a∗ = −H−1c + H−1F T1 (F1H−1F T1 )−1(F1H−1c + b1),
by substituting these optimal parameters in Eq. (10) the values of x(t) can be calculated.
Now we define the maximum errors for xN(t) as
EN = ‖xN(t)− xexact(t)‖∞ = max{|xN(t)− xexact(t)|, 0 ≤ t ≤ 1},
where xN(t) is the approximation of xexact(t). In Table 2 we give the errors EN for N = 6 and N = 10 and different cases of
Table 1. In Table 3 a comparison is made between the approximate values of x(t) using the present method with N = 6 and
case 8, using the RH functions method [8] for k = 8 and the exact solution. In Table 4 a comparison is made between the
approximate values of x(t) using the present method with N = 6 and case 8, using the Legendre wavelets method [7] for
M = 3 and k = 3 and the exact solution. Table 2 shows that in the present method by taking a fixed N and changing the
weight functions the obtained results improve.
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Table 2
The maximum errors of EN for N = 6, 10 for example 1.
N 6 10
EN (case 1) 8.6× 10−9 7.5× 10−12
EN (case 2) 4.9× 10−8 1.7× 10−11
EN (case 3) 8.6× 10−9 3.1× 10−12
EN (case 4) 8.6× 10−9 6.0× 10−13
EN (case 5) 1.2× 10−6 5.4× 10−11
EN (case 6) 4.9× 10−8 1.9× 10−11
EN (case 7) 8.6× 10−9 1.1× 10−14
EN (case 8) 8.4× 10−9 6.3× 10−12
EN (case 9) 4.9× 10−8 1.1× 10−11
EN (case 10) 8.9× 10−9 3.3× 10−13
Table 3
Estimated and exact values of x(t) for example 1.
t RH functions for k = 8 [8] t Present method with N = 6 and case 8 Exact
0 6 t < 1/8 0.0396 0.1 0.04195073 0.04195073
1/8 6 t < 2/8 0.0761 0.2 0.07931715 0.07931715
2/8 6 t < 3/8 0.1146 0.3 0.11247322 0.11247323
3/8 6 t < 4/8 0.1482 0.4 0.14175080 0.14175081
4/8 6 t < 5/8 0.1817 0.5 0.16744292 0.16744292
4/8 6 t < 5/8 0.1817 0.6 0.18980669 0.18980668
5/8 6 t < 6/8 0.2078 0.7 0.20906593 0.20906592
6/8 6 t < 7/8 0.2267 0.8 0.22541340 0.22541340
7/8 6 t < 1 0.2398 0.9 0.23901272 0.23901272
t = 1 0.2515 1 0.25000000 0.25000000
Table 4
Estimated and exact values of x(t) for example 1.
t Legendre wavelets method forM = 3 and k = 3 [7] Present method with N = 6 and case 8 Exact
0.1 0.041949 0.04195073 0.04195073
0.2 0.079315 0.07931715 0.07931715
0.3 0.112471 0.11247322 0.11247323
0.4 0.141749 0.14175080 0.14175081
0.5 0.167443 0.16744292 0.16744292
0.6 0.189807 0.18980669 0.18980668
0.7 0.209064 0.20906593 0.20906592
0.8 0.225411 0.22541340 0.22541340
0.9 0.239010 0.23901272 0.23901272
1 0.249999 0.25000000 0.25000000
5.2. Example 2
In this example, we consider the following variational problem [2,10].
Minimize
J =
∫ 1
0
1+ x2(t)
x˙2(t)
dt, (18)
that satisfies the conditions
x(0) = 0, x(1) = 0.5. (19)
The exact solution of this problem is x(t) = sinh(0.4812118250596t). In this problem the functional has not quadratic form,
hence, for solving this problem using the presented method, we first (using the quasilinearization method [32]) expand the
performance index and boundary conditions around xk(t) and x˙k(t) up to the second and first order respectively, to get the
following sequence of linear-quadratic problems.
Minimize
Jk+1 =
∫ 1
0
[
1
2
Ck(t)xk+12 + 1
2
Ek(t)(x˙k+1)2 + αk(t)xk+1 + βk(t)x˙k+1 + Dk(t)xk+1x˙k+1 + hk(t)
]
dt, (20)
subject to
xk+1(0) = 0, xk+1(1) = 0.5, (21)
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where
hk(t) = f (xk, x˙k, t)− Ak(t)xk − Bk(t)x˙k + 1
2
Ck(t)xk
2 + 1
2
Ek(t)(x˙k)2 + Dk(t)xkx˙k,
Ak(t) = ∂ f (x, x˙, t)
∂x
∣∣∣∣
xk,x˙k
,
Bk(t) = ∂ f (x, x˙, t)
∂ x˙
∣∣∣∣
xk,x˙k
,
Ck(t) = ∂
2f (x, x˙, t)
∂x2
∣∣∣∣
xk,x˙k
,
Dk(t) = ∂
2f (x, x˙, t)
∂x∂ x˙
∣∣∣∣
xk,x˙k
,
Ek(t) = ∂
2f (x, x˙, t)
∂ x˙2
∣∣∣∣
xk,x˙k
,
αk(t) = Ak(t)− xkCk(t)− x˙kDk(t),
βk(t) = Bk(t)− xkDk(t)− x˙kEk(t),
and in this problem we have f (x, x˙, t) = (1+ x2(t))/x˙2(t). The initial guesses of x0(t) and x˙0(t) is requested. We suggest to
start from the linear function between the initial value x(0) = 0 and the final value x(1) = 0.5 for x0(t) and its derivation
for x˙0(t).
Substituting Eqs. (10)–(11) in sequence of problems in Eqs. (20)–(21) gives a sequence of problems as follows:
Minimize
Jk+1N =
∫ 1
0
[
1
2
Ck(t)
(
aTPPTa
)+ 1
2
Ek(t)
(
aTP ′P ′Ta
)+ αk(t) (aTP)+ βk(t) (aTP ′)+ Dk(t) (aTPP ′Ta)+ hk(t)] dt, (22)
subject to
aTP(0) = 0, aTP(1) = 0.5, (23)
where Jk+1N is the approximate value of Jk+1.
The sequence of problems in Eqs. (22)–(23) can be rewritten as a sequence of quadratic programming problems as
follows:
Minimize
Jk+1N =
1
2
aTHa+ cTa+ d, (24)
subject to
F1a− b1 = 0, (25)
where
H =
∫ 1
0
[
Ck(t)PPT + Ek(t)P ′P ′T + 2Dk(t)PP ′T ] dt,
cT =
∫ 1
0
[
αk(t)PT + βk(t)P ′T ] dt,
d =
∫ 1
0
hk(t)dt,
F1 =
(
PT (0)
PT (1)
)
,
b1 =
(
0
0.5
)
.
These quadratic programming problems are solved similarly to Example 1. After obtaining the optimal solution of the
unknown parameters a∗, we substitute these parameters in Eqs. (10)–(11) to obtain the new nominal rate xk(t) and x˙k(t)
to be used in the next iteration. These new nominal trajectories have to be substituted in Eqs. (20)–(21) to get the next
constrained quadratic problem. This procedure has to be repeated until an acceptable convergence is achieved. In this paper
the computations are terminated if
∣∣(Jk+1N − JkN)/Jk+1N ∣∣ < 10−10. The convergence is achieved after three iterations for eachN .
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Table 5
The maximum errors of EN for example 2.
N 3 4 5 6
EN (case 1) 6.4× 10−6 6.6× 10−7 1.8× 10−9 2.2× 10−10
EN (case 2) 1.0× 10−4 1.8× 10−6 6.3× 10−8 7.9× 10−10
EN (case 3) 6.4× 10−6 6.6× 10−7 1.8× 10−9 2.2× 10−10
EN (case 4) 6.4× 10−6 6.6× 10−7 1.8× 10−9 2.2× 10−10
EN (case 5) 8.4× 10−4 4.3× 10−5 3.3× 10−6 2.1× 10−7
EN (case 6) 1.0× 10−4 1.8× 10−6 6.3× 10−8 7.9× 10−10
EN (case 7) 6.4× 10−6 6.6× 10−7 1.8× 10−9 2.2× 10−10
EN (case 8) 6.3× 10−6 6.6× 10−7 1.8× 10−9 2.2× 10−10
EN (case 9) 1.0× 10−4 1.8× 10−6 6.3× 10−8 7.9× 10−10
EN (case 10) 6.4× 10−6 6.7× 10−7 1.8× 10−9 2.2× 10−10
Method of Saadatmandi and Dehghan [12] 1.8× 10−5 1.5× 10−6 5.8× 10−9 6.6× 10−10
Note that we can employ the method explained in this example for all nonlinear problems that their functional in not
quadratic. In Table 5 a comparison is made between the errors EN using the present method with N = 3, 4, 5 and 6 and the
method of Saadatmandi and Dehghan [12] by using Chebyshev finite difference method. Not that their method is not direct
and it solves the two point boundary value problem arrives in Eq. (9).
5.3. Example 3
Consider the extremization of functional [2,10]
J(x1(t), x2(t)) =
∫ pi
2
0
[x˙21 + x˙22 + 2x1x2]dt, (26)
with the boundary conditions
x1(0) = 0, x1
(pi
2
)
= 1, (27)
x2(0) = 0, x2
(pi
2
)
= −1. (28)
The exact solutions of the problem are x1(t) = sin(t) and x2(t) = − sin(t). For this problem the transformation t = pi2 τ is
used to change the variational problem in Eqs. (26)–(28) to the following form
J(x1(τ ), x2(τ )) = pi2
∫ 1
0
[
4
pi2
x˙21 +
4
pi2
x˙22 + 2x1x2
]
dτ , (29)
with the boundary conditions
x1(0) = 0, x1(1) = 1, (30)
x2(0) = 0, x2(1) = −1. (31)
We approximate x1(τ ) and x2(τ ) and their derivations using Eqs. (10)–(11) to get the following nonlinear mathematical
programming as approximation to the original problem.
Minimize
JN = aT1H1a1 + aT2H1a2 + aT1H2a2, (32)
subject to
F1a1 − b1 = 0, (33)
F1a2 − b2 = 0, (34)
where
H1 = 2
pi
∫ 1
0
P ′(τ )P ′T (τ )dτ ,
H2 = 2
pi
∫ 1
0
P(τ )PT (τ )dτ ,
F1 =
(
PT (0)
PT (1)
)
,
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Table 6
The maximum errors of EN and E ′N for example 3.
N 6 10 12
EN (case 1) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
EN (case 2) 2.2× 10−6 7.6× 10−12 1.8× 10−14
E ′N 2.2× 10−6 7.6× 10−12 1.8× 10−14
EN (case 3) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
EN (case 4) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
EN (case 5) 1.8× 10−7 1.1× 10−11 3.8× 10−15
E ′N 1.8× 10−7 1.1× 10−11 4.3× 10−15
EN (case 6) 2.2× 10−6 7.6× 10−12 1.8× 10−14
E ′N 2.2× 10−6 7.6× 10−12 1.8× 10−14
EN (case 7) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
EN (case 8) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
EN (case 9) 2.2× 10−6 7.6× 10−12 1.8× 10−14
E ′N 2.2× 10−6 7.6× 10−12 1.8× 10−14
EN (case 10) 5.9× 10−7 1.2× 10−12 7.7× 10−15
E ′N 5.9× 10−7 1.2× 10−12 7.2× 10−15
Method of Saadatmandi and Dehghan [12]
EN 8.9× 10−7 2.6× 10−12 8.2× 10−15
E ′N 8.9× 10−7 2.6× 10−12 8.2× 10−15
b1 =
(
0
1
)
,
b2 =
(
0
−1
)
.
The nonlinear mathematical programming problem in Eqs. (32)–(34) can be solved easily by Lagrange multiplier technique.
In Table 6 a comparison is made between the maximum errors EN and E ′N for x1(t) and x2(t), respectively, for N = 6, 10, 12
and the method of Saadatmandi and Dehghan [12] by using Chebyshev finite difference method.
6. Conclusion
This paper describes an efficient method for finding the minimum of a functional over the specified domain. The main
objective is to estimate the rate variables using nonclassical parameterization based on nonclassical orthogonal polynomials,
to arrive at a nonlinear mathematical programming problem. Applications of the presented method are demonstrated
through illustrative examples. The obtained results show that this approach can solve the problem effectively.
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