Reliability Sensitivity Analysis in Stochastic Finite Element Models by Valdebenito, Marcos A. et al.
13th International Conference on Applications of Statistics and Probability in Civil Engineering, ICASP13
Seoul, South Korea, May 26-30, 2019
Reliability Sensitivity Analysis in Stochastic Finite Element Models
Marcos A. Valdebenito
Associate Professor, Universidad Tecnica Federico Santa Maria, Dept. de Obras Civiles,
Valparaiso, Chile
Herman B. Hernández
Graduate Student, Universidad Tecnica Federico Santa Maria, Dept. de Obras Civiles,
Valparaiso, Chile
Héctor A. Jensen
Professor, Universidad Tecnica Federico Santa Maria, Dept. de Obras Civiles,
Valparaiso, Chile
ABSTRACT: This paper proposes a framework for performing reliability sensitivity analysis of
stochastic finite element models. The sensitivity measure corresponds to the derivative of the failure
probability with respect to distribution parameters. The framework is cast as a post-processing step of
Line Sampling and is formulated considering two different implementations. Numerical results suggest
that both implementations are appropriate for estimating the sough probability sensitivity.
1. INTRODUCTION
Probability theory offers the possibility of account-
ing for the unavoidable effects of uncertainty on
the performance of systems of engineering interest
(Schuëller, 2006). Thus, the system’s safety can be
quantified in terms of, e.g. a failure probability. In
such context, it is noted that the failure probabil-
ity associated with a particular system depends on
the selection of parameters that define a probabil-
ity distribution (such as mean or variance). Hence,
when analyzing a system, it is of interest evaluat-
ing not only the failure probability but also its sen-
sitivity with respect to parameters of a probability
distribution (Wu, 1994). The information on prob-
ability sensitivity is most useful for identifying the
most influential parameters of a problem and can be
used for, e.g. robust design (Schuëller and Jensen,
2008).
One possible means for evaluating the aforemen-
tioned sensitivity is calculating the partial deriva-
tive of the failure probability with respect to dif-
ferent parameters of the probability distributions
that characterize the uncertainty of the structural
model (Wu, 1994). While several approaches have
been developed in the literature for performing reli-
ability sensitivity analysis (see, e.g. Jensen et al.
(2015); Marti (1995); Papaioannou et al. (2018);
Wu (1994)), their application to problems involv-
ing spatial uncertainty remains mostly unexplored.
Therefore, this contribution proposes an approach
that allows estimating reliability sensitivity with re-
spect to distribution parameters for stochastic fi-
nite element models. Such an approach is for-
mulated within the framework of Line Sampling
(Koutsourelakis et al., 2004), which is a simulation-
based method for assessing failure probabilities.
The proposed approach can be interpreted as a post-
processing step of a reliability analysis, i.e. the
sought sensitivities are obtained as a byproduct of
applying Line Sampling. In particular, this post-
processing step is implemented considering two
different formulations based on numerical integra-
tion over the limit state function and the failure do-
main, respectively (Valdebenito et al., 2018). The
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performance of both approaches is discussed and
compared by means of a numerical example.
2. FORMULATION
Consider a structural system that is represented by
means of a linear static finite element model involv-
ing Nd degrees-of-freedom (Bathe, 1996). In addi-
tion, a certain property of this structure is character-
ized by means of a weakly homogeneous isotropic
log-normal random field. This property is repre-
sented through the discrete random variable vector
Y of dimension Ny× 1 whose probability density
function is fY (y|θ ), where y is a realization of the
random variable vector and θ is a vector collecting
the parameters that describe the weakly homoge-
neous random field (i.e. mean, variance, correlation
length). The equation that characterizes the perfor-
mance of the system is:
K(y)u(y) = f (1)
where K is a Nd×Nd stiffness matrix that depends
on the realization of the random field y; u and f are
vectors of dimension Nd×1 that represent displace-
ments and external forces, respectively.
The weakly homogeneous random field is dis-
cretized considering the mid-point method and is
represented applying the Karhunen-Loève expan-
sion (see, e.g. Sudret (2000)). The discretized rep-
resentation of the random field is equal to:
y = ea+Bz (2)
where vector a (of dimension Ny× 1) and matrix
B (of dimension Ny×Ny) depend on the statistics
of the log-normal random field and z is a vector of
independent, standard normal random variables of
dimension Ny×1.
It is of interest controlling that a certain response
of the structure r(y) = γ T u(y) does not exceed a
prescribed threshold b, where γ is a ND× 1 vec-
tor of constant coefficients. Then, a performance
function g(y) = b− r(y) is defined and the proba-
bility of failure pF of the system is cast as follows




fY (y|θ )dy (3)
A quick glance on eq. (3) reveals that the failure
probability depends on vector θ that contains the
statistics of the random field. Clearly, it is of inter-
est determining the sensitivity of the failure prob-
ability with respect to these statistics. This sensi-
tivity can be measured in terms of, e.g. the partial
derivative of the probability with respect to those
statistics, as discussed in the following.
3. PROBABILITY AND PROBABILITY
SENSITIVITY ESTIMATION APPLY-
ING MONTE CARLO SIMULATION
Monte Carlo simulation has been widely applied for
estimating both failure probability and its sensitiv-
ity with respect to distribution parameters (see, e.g.
Papaioannou et al. (2013); Wu (1994)).
The application of Monte Carlo simulation (MCS)
consists of generating N independent realizations of
y distributed according to fY (y|θ ). These samples
are denoted as y(i), i = 1, . . . ,N. Then, the failure

















where the indicator function I (·) is equal to 1 when-
ever the expression between parentheses holds and
0, otherwise. Note that MCS can become nu-
merically demanding when estimating small failure
probabilities. In such cases, a large number of sam-
ples (proportional to 1/pF ) must be generated in
order to produce an accurate estimator of the fail-
ure probability. Undoubtedly, this issue can pose a
significant numerical burden. Nonetheless, MCS is
applied in this work to benchmark the results pro-
duced by Line Sampling.
The probability sensitivities with respect to distri-













Following the MCS approach, this integral, repre-
senting the sensitivity of the failure probability, can
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where, hθ j(y|θ ) is a function defined as,
hθ j (y|θ ) =





For several cases of practical interest, the above
equation can be reduced to a simple expression, as
discussed in Wu (1994). In fact, for the case of a
discrete log-normal random field, it can be shown
that hθ j (y|θ ) is equal to (see, e.g. Jensen et al.
(2015)):























where Σ is the covariance matrix of the underly-
ing Gaussian field associated with the log-normal
random field (see, e.g. Sudret (2000)). A salient
aspect of the estimator in eq. (6) is that it can be
applied using the same samples as those generated
for assessing the failure probability. Hence, the es-
timation of the probability sensitivity can be seen
as a post processing stage of the failure probabil-
ity estimation that demands no additional structural
analyses.




Line Sampling (see, e.g. Koutsourelakis et al.
(2004)) is a simulation approach that allows esti-
mating small failure probabilities efficiently with a
great accuracy. In order to apply Line Sampling
(LS), it is necessary to project the random variables
of the reliability problem from the physical space
to the standard normal space. This projection is
denoted as y = T (z|θ ), where T (·) represents the
transformation model and z represents the vector of
random variables in the standard normal space. For
the specific case of this contribution, T (·) is given
by eq. (2).
The first step involved in the application of LS is
to identify the so-called important direction (which
is denoted in the following as α ). This direction
is a unit vector that points towards the failure do-
main, i.e. the region in the standard normal space
such that g(T (z|θ )) ≤ 0. A schematic representa-
tion of α in a two-dimensional space is illustrated
in Figure 1. One possible way to find this impor-
tant direction is setting it equal to the negative value
of the gradient of the performance function at the
origin of the standard normal space. For the sake
of simplicity — and with no loss of generality – it
is assumed in the following that the important di-
rection is equal to α = [1,0, . . . ,0]T . Note that the
selected direction according to this assumption can
be achieved via a suitable coordinate transforma-
tion (in this case, rotation), since the standard nor-











g(T (z|θ )) < 0
g(T (z|θ)) > 0
g(T (z|θ)) = 0
Figure 1: Schematic representation of Line Sampling.
Once the important direction has been defined, it is
possible to identify a subset of the (standard nor-
mal) random variables of the problem contained
in a (Ny − 1)-dimensional hyperplane orthogonal
to the important direction. This subset of ran-
dom variables is termed as z⊥. In view of the
assumption that α = [1,0, . . . ,0]T , it is clear that
z⊥ =
[
z2, . . . ,zNy
]T . Taking into account the subset
of random variables z⊥, the probability integral in
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where fZ⊥(z
⊥) denotes the (Ny − 1)-dimensional


















where fZ1(z1) denotes the one-dimensional stan-
dard normal pdf. Note that eq. (9) comprises a
(Ny− 1)-dimensional integral while eq. (10) com-
prises a one-dimensional integral. Hence, eq. (9)
can be evaluated using direct MCS while eq. (10)
can be solved by means of numerical integration
(for a given realization of z⊥). Such strategy is the
basis of Line Sampling and is illustrated schemat-
ically in Figure 1. For a given sample z⊥,( j) (gen-
erated according to fZ⊥(z
⊥)), the one-dimensional
line starting in z⊥,( j) and along the direction α is
explored, in order to determine which portions of
the line lie in the failure domain. In these por-
tions, the one-dimensional normal standard pdf is




dicated in eq. (10). Introducing the additional as-
sumption that the aforementioned one-dimensional
line crosses only once the limit state function













In the above equation, Φ(·) represents the normal
standard cumulative density function and c(i) is the
distance between z⊥,(i) and the intercept between
the associated line and the limit state function, as
illustrated in Figure 1. The distance c(i) can be cal-
culated according to the following procedure: (a)
the performance function is evaluated over a coarse
grid of NL points along the line being analyzed and
then, (b) c(i) is determined by interpolation. Usu-
ally, this coarse grid comprises not more than 10
points (NL ≤ 10). In summary, the application of
Line Sampling involves the following steps: (1)





, are generated. (2) Then, for
each of these samples, the distance c(i) is calculated
e.g. by interpolation. (3) Finally, the sought failure













The total number of performance function evalua-
tions (number of structural analyses) required for
implementing Line Sampling is NL ×N, i.e. for
each of the N lines being analyzed, a total of NL
evaluations of the performance function must be
carried out.
4.2. Probability Sensitivity Estimation: Approach
Based on Integration Over the Failure Do-
main
The sensitivities of the failure probability with re-
spect to the input distribution parameters can be
estimated based on eq. (5) which can be evalu-
ated within the context of Line Sampling as fol-
lows. Assuming that an important direction α =
[1,0, . . . ,0]T and the set of random variables z⊥


































∣∣∣θ)= hθ j(T ((z1,z⊥)T |θ) ,θ)
(15)
Note that for the specific case of a log-normal ran-
dom field, the above equation is equal to the ana-
lytic expression shown in eq. (8).
As for the case of the failure probability estimation
with Line Sampling, eq. (13) can be evaluated by
simply applying MCS. In addition, eq. (14) com-
prises an integral along a line that can be evaluated
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in closed form (see, e.g. Patel and Read (1996);
Valdebenito et al. (2018)). Under the assumption
that the line associated with the one-dimensional
integral in eq. (14) crosses only once the limit state
function (g(T (z|θ )) = 0), the following estimator
















An interesting feature of the estimator in eq. (16) is
that it requires no additional performance function
evaluations in case a reliability analysis with Line
Sampling has been conducted previously. This is
due to the fact that the distances c(i), i = 1, . . . ,N
have already been found at the reliability analy-
sis stage. Moreover, the one-dimensional integral
contained in the estimator can be evaluated analyti-
cally (see, e.g. Patel and Read (1996); Valdebenito
et al. (2018)), rendering the numerical cost associ-
ated with calculating eq. (16) negligible.
4.3. Probability Sensitivity Estimation: Approach
Based on Integration Over the Limit State
Function
An alternative approach for calculating the proba-
bility sensitivity within the context of Line Sam-
pling can be formulated by directly evaluating the
partial derivatives of eq. (9) with respect to the dis-
















∣∣θ )/∂θ j is the partial derivative of
the integral in eq. (10) with respect to θ j. As dis-
cussed previously, an estimator for this integral can





































It can be shown (see, e.g. Papaioannou et al.
(2013)) that the partial derivative of the distance c(i)














In this equation, ∇zg represents the gradient of
the performance function (in the standard normal
space). This gradient can be calculated analyti-
cally by differentiating eq. (1), see e.g. Haftka and
Gürdal (1992). The partial derivative ∂ z/∂θ j is cal-
culated by differentiating eq. (2), yielding the fol-
lowing expression.










From the above equation, it should be noted that
∂a/∂θ j can be evaluated in closed form, see e.g.
Jensen et al. (2015); on the contrary, the evaluation
of ∂B/∂θ j must be carried out numerically by per-
forming an eigenvalue/eigenvector sensitivity anal-
ysis (Nelson, 1976), as the log-normal random field
is represented applying the Karhunen-Loève expan-
sion (see, e.g. Sudret (2000))
5. EXAMPLE
This example is adapted from Griffiths et al. (2013)
and consists of a beam resting on clay that supports
a point load, as depicted in Figure 2. The effect
of the soil onto the beam is modeled considering a
Winkler foundation. The beam has a length L = 12
[m] and its bending stiffness is EI = 9500 [kN m2].
The point load P has a magnitude P = 28 [kN]. The
stiffness of the Winkler model is characterized as a
weakly homogeneous log-normal random field with
expected value µ = 5800 [kPa] and standard devia-
tion σ = 2900 [kPa] while the covariance is equal to
σ2e−d
2/L2C , where d denotes the Euclidean distance
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Figure 2: Beam resting on Winkler foundation
between two points and LC = 6 [m] is the corre-
lation length. The response of interest is the verti-
cal displacement of the beam beneath the point load
and its threshold level is b = 20 [mm]. The prob-
lem is modeled considering 10 beam elements of
equal length. Such small model is selected in order
to perform validation calculations applying Monte
Carlo simulation.
The estimates of the probability sensitivity with re-
spect to the expected value µ and variance σ2 of
the log-normal random field associated with the
Winkler foundation model are shown in Figure 3.
The probability sensitivity estimates generated with
Line Sampling (considering a total of N = 104
lines) applying both integration over the failure do-
main and integration over the limit state function
are denoted as LS-IFD and LS-ILSF, respectively,
while the results obtained applying Monte Carlo
simulation (considering a total of N = 107 samples)
are denoted as MCS. The results obtained from the
figure indicate that the two proposed implementa-
tions for probability sensitivity estimation apply-
ing Line Sampling converge to the same results
produced by Monte Carlo simulation. Moreover,
the proposed approach is highly efficient, as a low
number of samples (lines) of Line Sampling is re-
quired in order to obtain accurate estimates of the
sought sensitivity.
6. CONCLUSIONS
The results obtained in this contribution suggest
that Line Sampling offers an appropriate means for
estimating the sensitivity of the failure probability
associated with models comprising random fields.
Moreover, Line Sampling can be highly efficient
from a numerical viewpoint.
While the results presented in this contribution are
promising, further research is required on issues
such as comparison of the two implementations




















Figure 3: Estimates of Probability Sensitivity
based on Line Sampling for estimating probability
sensitivity and testing on large scale stochastic fi-
nite element models. Such issues are already being
investigated by the authors.
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