For analytic functions f (z) and g(z) which satisfy the subordination f (z) ≺ g(z), J.E. Littlewood [Proc. London Math. Soc. 23 (1925) has shown some interesting results for integral means of f (z) and g(z). The object of the present paper is to derive some applications of integral means by J.E. Littlewood. We also show interesting examples for our theorems.  2004 Elsevier Inc. All rights reserved.
Introduction
Let A n denote the class of functions f (z) of the form for some α (0 α < 1). A function f (z) belonging to K n (α) is called a convex function of order α in U. Note that f (z) ∈ K n (α) if and only if zf (z) ∈ S * n (α). For the classes S * n (α) and K n (α), Chatterjea [1] (also see Srivastava, Owa, and Chatterjea [10] ) has given the following results.
Theorem A. If a function f (z) ∈ A n satisfies
for some α (0 α < 1), then f (z) ∈ S * n (α).
Theorem B. If a function f (z) ∈ A n satisfies
for some α (0 α < 1), then f (z) ∈ K n (α). For analytic functions f (z) and g(z), the function f (z) is said to be subordinate to g(z) in U if there exists a function w(z) analytic in U with w(0) = 0 and |w(z)| < 1, such that f (z) = g(w(z)). We denote this subordination by
Remark
(cf. Duren [2] ). For subordinations, Littlewood [4] has given the following integral mean.
Theorem C. If f (z) and g(z)
are analytic in U with f (z) ≺ g(z), then, for µ > 0 and z = re iθ (0 < r < 1),
Applying Theorem C by Littlewood [4] , Silvermann [9] , Kim and Choi [3] , Sekine, Tsurumi, and Srivastava [6] , and Owa et al. [5] have considered some interesting properties for integral means of analytic functions. More recently, Sekine et al. [7] have discussed the integral means inequalities for fractional derivatives of some general subclasses of analytic functions f (z) in the open unit disk U. In the present paper, we discuss some conditions of coefficients for integral means.
Integral means for f (z) and g(z)
In this section, we discuss the integral means for f (z) ∈ A n and g(z) defined by
Our first result for integral means is contained in the following theorem.
Proof. By putting z = re iθ (0 < r < 1), we see that
Applying Theorem C, we have to show that
Let us define the function w(z) by
or, by
Since, for z = 0,
there exists an analytic function w(z) in U such that w(0) = 0. Next, we prove the analytic function
By the equality (2.4), we know that
for z ∈ U, hence,
Consequently, if the inequality (2.2) holds true, there exists an analytic function w(z) with
This completes the proof of Theorem 2.1. 2 
applying Hölder's inequality for 0 < λ < 2, we obtain that
Further, it is easy to see that, for µ = 2,
From the above, we also have that, for 0 < µ 2, By virtue of (1.4), we observe that
Therefore, f (z) and g(z) satisfy the conditions in Theorem 2.1. Thus, we have, for 0 < µ 2 and z = re iθ (0 < r < 1),
Using the same technique as in the proof of Theorem 2.1, we derive the following theorem. Further, with the help of Hölder's inequality, we have
Theorem 2.2. Let f (z) ∈ A n and g(z) be given by (2.1). If f (z) satisfies
∞ k=n+1 k|a k | (2j − 1)|b 2j −1 | − j |b j | j |b j | < (2j − 1)|b 2j −1 | ,(2.
Corollary 2.2. Let f (z) ∈ A n and g(z) be given by (2.1). If f (z) satisfies (2.8), then, for
Example 2.2. Let f (z) ∈ A n satisfy the coefficient inequality (1.5) in Theorem B and
with 0 α < 1. Then,
f (z) and g(z) satisfy the conditions in Theorem 2.2. Thus, by Corollary 2.2, we have, for 0 < µ 2 and z = re iθ (0 < r < 1),
Integral means for f (z) and h(z)
In this section, we introduce an analytic function h(z) given by
Theorem 3.1. Let f (z) ∈ A n and h(z) be given by (3.1), if f (z) satisfies
then, for µ > 0 and z = re iθ (0 < r < 1),
Proof. In the same way as in the proof of Theorem 2.1, we have to show that there exists an analytic function w(z) with w(0) = 0 and |w(z)
Note that this function w(z) is defined by
we consider w(z) such as w(0) = 0.
On the other hand, we have that
Putting t = |w(z)| j −1 (t 0), we define the function H (t) by
It follows that H (0) 0, and
Since the discriminant of H (t) = 0 is greater than 0, if H (1) 0, then t < 1 for H (t) < 0. Therefore, we need the following inequality:
This completes the proof of Theorem 3.1. 2
Corollary 3.1. Let f (z) ∈ A n and h(z) be given by (3.1). If f (z) satisfies (3.2), then, for
Example 3.1. Let f (z) ∈ A n satisfy the coefficient inequality (1.4) in Theorem A and h(z) be given by
with 0 α < 1. Then
In view of (1.4), we see that
This shows us that f (z) and h(z) satisfy the conditions in Theorem 3.1. Therefore, applying Corollary 3.1, we have, for 0 < µ 2 and z = re iθ (0 < r < 1),
Finally, for the integral means of f (z) and h (z), we derive the following theorem. The proof of this theorem is similar to that of Theorem 2.2, hence we omit it. (3.8) , then, for 0 < µ 2 and z = re iθ (0 < r < 1),
Theorem 3.2. Let f (z) ∈ A n and h(z) be given by (3.1). If f (z) satisfies
∞ k=n+1 k|a k | (3j − 2)|b 3j −2 | − (2j − 1)|b 2j −1 | − j |b j | j |b j | + (2j − 1) b 2j −1 (2j − 1) < (3j − 2)|b 3j −2 | ,(3.
Corollary 3.2. Let f (z) ∈ A n and h(z) be given by (3.1). If f (z) satisfies
Example 3.2. Let f (z) ∈ A n satisfy the coefficient inequality (1.5) in Theorem B and h(z) be given by
0 t 1, |ε| = |δ| = |σ | = 1 (3.11) with 0 α < 1. It follows that
, and b 3j −2 = σ 3j − 2 .
By the coefficient inequality (1.5), we obtain that
This gives us that f (z) and h(z) satisfy the conditions in Theorem 3.2. Thus, applying Corollary 3.2, we see, for 0 < µ 2 and z = re iθ (0 < r < 1),
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Appendix A
Applying Hölder's inequality for analytic functions F (z) and G(z), we obtain, for z = re iθ (0 < r < 1), Thus, we conclude that 
