We present an experiment in which we 'ring' a set of cosmological N -body-simulation initial conditions, placing spikes in the initial power spectrum at different wavenumber bins. We then measure where these spikes end up in the final conditions. In the usual overdensity power spectrum, most sensitive to contracting and collapsing dense regions, initial power on slightly non-linear scales (k ∼ 0.3 h Mpc −1 ) smears to smaller scales, coming to dominate the initial power once there. Log-density and Gaussianized-density power spectra, sensitive to low-density (expanding) and high-density regions, respond differently: initial spikes spread symmetrically in scale, both upward and downward. In fact, in the power spectrum of 1/(1 + δ), spikes migrate to larger scales, showing the magnifying effect of voids on smallscale modes. These power spectra show much greater sensitivity to small-scale initial features. We also test the difference between an approximation of the Ly-α flux field, and its Gaussianized form, and give a toy model that qualitatively explains the symmetric power spreading in Gaussianized-density power spectra. Also, we discuss how to use this framework to estimate power-spectrum covariance matrices. This can be used to track the fate of information in the Universe, that takes the form of initial degrees of freedom, one random spike per initial mode.
INTRODUCTION
Fluctuations in the present-epoch cosmic density field are rich in cosmological information. However, even for the theoretically straightforward real-space dark-matter field, the relation between the initial and final fluctuations is obscure on small scales. In the usual overdensity δ = ρ/ρ − 1, the shape of the power spectrum departs substantially from linear theory on small scales. A further obstacle to inferring initial information is the substantial covariance which arises in the δ power spectrum on small scales (Meiksin & White 1999) . This covariance greatly reduces the Fisher information, i.e. increases error bars on cosmological parameters observable in principle (Rimes & Hamilton 2006; Neyrinck et al. 2006; Takahashi et al. 2009; Kiessling et al. 2011 ).
Fortunately, much of this apparently lost Fisher information can recovered using a local 1-point probability density function (PDF) Gaussianizing transform, such as a logarithm or rank-orderGaussianization (Neyrinck et al. 2009; Seo et al. 2011; Neyrinck 2011a; Yu et al. 2011) . These Fisher analyses used measurements of final-conditions covariances in the power spectrum, which are related to the independent degrees of freedom resident there, but not directly to the initial degrees of freedom.
In this Letter, we explicitly track these initial degrees of freedom, in an N -body experiment in which we observe the results of 'ringing' the initial density field with initial power-spectrum spikes at different wavenumbers. This quantifies the 'memory' of initial conditions (ICs) in the final field, but differently than the propagator (Crocce & Scoccimarro 2006, CS06) , which can be thought of as a cross-correlation of a mode's amplitude and phase in the initial and final conditions. Information in an initial mode gets deposited in larger or smaller-scale modes, but does not disappear, as a naive interpretation of a vanishing propagator might suggest.
We measure the response in the power spectra of a few transformed fields: e −(1+δ) ; the log-density ln(1 + δ); the rank-orderGaussianized density Gauss(δ); and the reciprocal-density 1 1+δ
. The 'Gauss' function is an increasing function, depending on the PDF of its argument, whose result has a Gaussian PDF. Explicitly, Gauss(δ) = √ 2σerf −1 (2f <δ − 1 + 1/N ), where f <δ is the fraction of cells less-dense than δ, σ is the standard deviation of the Gaussian that δ's PDF is mapped onto, and N is the number of cells. Below, we set σ = Var[ln(1 + δ)]. So Gauss(δ) is essentially ln(1 + δ) with its skewness removed.
These transformations increasingly emphasize low-density regions, where the initial fluctuations are the most pristine. We expect the different effective weightings provided by the transformations to affect the way power migrates in scale as structure forms. McCullagh et al. (2013) showed analytically using the Zel'dovich approximation (ZA, Zel'dovich 1970) that the baryon acoustic (BAO) peak location in the correlation function changes if a transform is applied to the field, based on the density regimes that the transform emphasizes. In δ, ln(1+δ), and 1 1+δ compared to linear theory. The present Letter carries these results to general power-spectrum features.
We investigate these particular transformations for various reasons. In a lognormal (Coles & Jones 1991) , or nearly lognormal field, two-point statistics of the log-density capture a much greater fraction of the Fisher information in the field than those of δ (Neyrinck et al. 2009; Carron 2011; Carron & Neyrinck 2012) . Forcing the one-point moments to zero, as Gaussianization does, generally decreases higher-order multi-point correlations as well, and allows two-point statistics to more effectively capture the information in a field. Also, the power spectrum of the log-density and Gaussianized density have an intriguingly nearly-linear shape, which this study addresses.
1+δ
is of some theoretical interest, being a simple quantity in a Lagrangian framework (just the Jacobian of the deformation tensor); also, it is rather insensitive to multistreaming, which only further suppresses high-density regions. We investigate e −(1+δ) because of its relevance to Ly-α-forest measurements; from a dark-matter simulation, it gives the flux, in the (poor) approximation that neutral hydrogen follows dark matter. It is of interest in the study of density transforms, since Gaussianization (Weinberg 1992 ) was tried in Ly-α-forest studies (Croft et al. 1998 ), but later works skipped that step (e.g. Croft et al. 2002) . Without noise, Gauss(δ) = −Gauss(e −(1+δ) ), so comparing the results of these two transformations is a test of Gaussianization's usefulness in Ly-α studies.
In Section 2, we describe the simulation suites and other techniques. In Section 3, we give our main results. In Section 4, we explain a crude toy model that qualitatively captures the migration of power in Gaussianized-density power spectra. In Section 5, we discuss estimating practical power-spectrum covariance matrices and Fisher information from these results.
METHODS
We ran three ensembles of 24 simulations: one 'control' simulation without initial power-spectrum spikes, and 23 simulations with spikes, each in a different power-spectrum bin. Previous numerical experiments have been run in which some Fourier modes are kept fixed, and others are changed (e.g. Shandarin & Melott 1990; Little et al. 1991; Suhhonenko et al. 2011; Aragón-Calvo 2012) . Our simulations, run using GADGET2 (Springel 2005) , each have 256 3 particles in a 256 h −1 Mpc box, and ICs generated using the ZA at redshift z = 127. The simulations used vanilla ΛCDM cosmological parameters: (h, Ω b , Ω cdm , ΩΛ, σ8, ns) = (0. 73, 0.045, 0.205, 0.75, 0.8, 1) . Each spike was inserted by multiplying the mode amplitudes in the corresponding bin by √ 2, holding all other aspects of the ICs fixed. As usual, each initial mode's phase is random and uncorrelated to other phases. However, to avoid possible effects from spikes that arise randomly from cosmic variance, the amplitude of each initial mode at k is set to exactly P (k). So, the only difference between the three ensembles is in their sets of random phases. Because Fourier amplitudes are not drawn from a Rayleigh distribution as usual, some higher-order statistics within each box may be suppressed, but the simulations are suitable for their intended purpose, to track power migration.
On the scales investigated, P δ 1/n, the P δ shot noise. For the δ analysis, we use a cloud-in-cell (CIC) density assignment on a 256 3 grid. The largest wavenumber plotted is that where power spectra estimated with a nearest-grid-point (NGP) method departs noticeably from the CIC power spectra.
However, for ln(1 + δ), Gauss(δ), and especially 1 1+δ
, care is Figure 1 . Plots of the transformed density-field slices from simulations used. The width of each panel is 128 h −1 Mpc, half the box size, and the pixel size is 1 h −1 Mpc. The Lagrangian-tessellation density estimate allows accurate density estimates deep within voids, with suppressed particlediscreteness effects compared to other methods. required in density estimation because of sensitivity to low-density regions. The results also depend somewhat on the cell size to which the transforms are applied; here, we use 1 h −1 Mpc cells. We use what we call the Lagrangian Tessellation Field Estimator (LTFE, Abel et al. 2012; Shandarin et al. 2012) , referencing the Delaunay and Voronoi Tessellation Field Estimators (DTFE, VTFE, e.g. Schaap & van de Weygaert 2000) , which use Eulerian tessellations. Fig. 1 shows transformed-density slices measured this way, from our simulations. The Lagrangian tessellation has a more physical meaning than the Eulerian tessellations, although it has the drawback that it requires knowledge of the ICs, and thus cannot directly be applied to observations. In the LTFE, particles are treated not as mass blobs, but as vertices on a dark-matter sheet (see also Falck et al. 2012; . For most purposes, and especially for low densities, this approximation is better than treating them as mass blobs, since a physical dark-matter particle is dozens of orders of magnitude lighter than a simulation 'particle.' Lagrangian space is tessellated into tetrahedra according to the initial cubic particle lattice. Matter is uniformly deposited into tetrahedra, which often overlap in high-density regions where streams cross. No pixel is empty, since for each position, there is at least one tetrahedron that gets stretched across it. This method reveals fluctuations in lowdensity regions that would be difficult to see using a more naive density-estimation method. Much higher mass resolution would be necessary to measure P 1/(1+δ) using CIC.
Ideally, the LTFE would be computed in our cubic cells by computing the intersections of tetrahedra with each cubic cell. However, for speed, we instead sample the density on a cubic lattice of points. For each tetrahedron enclosing a given lattice point, we add densities inversely proportional to the tetrahedron's volume. To reduce the noise from this point-sampling, each grid point comes from an eightfold density super-sampling; the density is measured on a 512 3 grid, which we then average down to a 256 3 grid. Even . From top to bottom, z = 0 power spectra from initial-spike simulations of various transformed-density power spectra, along with the spiked initial conditions at z = 127. Power spectra are rainbow-colored according to the wavelength of their initial spike, from short (violet) to long (red). P 1/(1+δ) is divided by 10 3 for clarity. P Gauss(δ) , investigated below, is omitted because it is almost indistinguishable from P ln(1+δ) . so, the process requires much more computation than e.g. CIC, so we implemented a fast GPU code employing CUDA technology. Fig. 2 shows various power spectra at z = 0 from one ensemble of spiked simulations. Also shown is the initial density field used to generate the ICs, Pinit. At large scales, initial spikes are preserved in each power spectrum. But on small scales, each power spectrum behaves differently. At k ∼ 1 h Mpc −1 , the initial scales dominating P δ correspond to the green color (larger scales), while the initial scales dominating P 1/(1+δ) correspond to violet (smaller scales).
RESULTS
Figs. 3 and 4 show the linear-response matrix
We use three ensembles of simulations to lower the realization-torealization variance in the measured Gij, which is typically at the ∼ 10% level, depending on scale. Fixing all mode amplitudes to their ensemble-mean values reduces this variance, but differences in random phases still produce fluctuations. The reported value of each Gij matrix element is the median among the three ensembles. In δ, the migration of power is qualitatively as in Hamilton et al. (1991) and Peacock & Dodds (1996) : power moves from large to small scales. However, a fixed initial scale does not migrate to a fixed non-linear scale. Translinear (k ∼ 0.3 h Mpc −1 ) initial scales end up smeared over a wide range of smaller scales. The result is that small (k ∼ 1 h Mpc −1 ) final scales are dominated by translinear initial modes, and are insensitive to initial power at their own comoving wavenumber. Indeed, initial power inserted at 
Model Figure 3 . Plots of the matrix G ij , defined in Eq. (1), showing the response of final-conditions power spectra to initial spikes. The spikes in the initial conditions are shown with dotted curves, rainbow-colored from red to violet going from low to high frequency. Corresponding power spectra of final-conditions simulations appear as solid curves. From top to bottom, the final-conditions resting place of a moderate-scale (e.g. green) spike moves from small to large scales, as each transformation increasingly emphasizes underdense regions. For clarity, power spectra from only odd-numbered spikes are shown. The 'model' is a toy model of power spreading based on a local spherical collapse or expansion of volume elements, given in Eq. (4). The black curves show the density propagator (CS06).
k ∼ 1 h Mpc −1 hardly affects P δ over the scales measured, although it might show up at smaller scales in higher-resolution simulations. Black curves show an approximation of the z = 0 density propagator, a Gaussian with σ k = 0.2 h Mpc −1 (CS06). The propagator is a cross-correlation of modes in the initial and final conditions, sensitive to both amplitudes and phases, and, as expected, it follows G δ ij 's diagonal quite well. In ln(1 + δ) and Gauss(δ), the behavior is different. Power spreads out, moving not just from large to small scales, but viceversa, rather symmetrically. This makes sense: P δ is mostly sensitive to high-density regions, where fluctuations have contracted. P ln(1+δ) and P Gauss(δ) , on the other hand, are sensitive to dense regions, but also to low-density regions, where fluctuations have expanded. In fact, initial peaks migrate to a bit larger scales than they were initially (visible as slight upturns in Fig. 4 ). There are a couple of possible reasons for this upturn: underdense regions, even if equal by mass, dominate by volume. Also, in overdense regions, many fluctuations completely collapse, perhaps leaving no clear signal in the power spectrum. In underdense final regions, however, almost all fluctuations remain, stretched-out compared to Going from δ down to 1 1+δ in Fig. 3 , the sensitivity to smallscale initial power increases substantially. In the transformed fields, although each individual final mode still retains little memory of its initial phase and amplitude, as quantified by the propagator (Wang et al. 2011) , small-scale spikes do leave behind obvious bumps at approximately their initial scale. There is a tradeoff on large scales, though: diagonal entries decease slightly, and off-diagonal terms fluctuate increasingly from zero. Large-scale modes, exceeding the scales of typical displacements, are fixed in P δ by mass conservation, but after a transformation, this is no longer assured, so some fluctuations in large-scale mode amplitudes occur. However, there seems to be no systematic trend in these fluctuations; averaging over many realizations of phases, it seems that these off-diagonal elements would average to zero.
TOY MODEL FOR POWER SPREADING
A toy model of G Gauss(δ) ij based on Lagrangian dynamics captures its behavior qualitatively. The model, which does not explicitly consider the Gaussianization process, is that initial fluctuations expand or contract according to the local density, and that the final P Gauss(δ) manages to pick up every fluctuation at the scales where it has expanded or contracted in final conditions. In reality, some initial fluctuations collapse, or otherwise escape detection by P Gauss(δ) , but the approximation here is that they do not.
Consider fluctuations imprinted on initial pixels of equal Lagrangian size that expand or contract according to the local density. In the ZA, ∇q · Ψ = −δ lin , where Ψ = x − q is the Lagrangian displacement field, and δ lin is the linearly extrapolated initial density. Approximating each pixel's expansion or contraction as isotropic, with Lagrangian displacement-divergence 'stretching' parameter ψ ≡ ∇q · Ψ, each of its 3 dimensions will scale by a factor 1 + ψ/3. On logarithmic plots such as Figs. 3 and 4 , a fluctuation occupying pixels that stretch in such a way gets shifted by s ≡ − ln(1 + ψ/3), the minus sign because of the reciprocal from working in Fourier space.
A Gaussian PDF of ψ, with variance σ, can be transformed into a mass-weighted (Lagrangian volume) PDF of s in the ZA:
where P denotes a probability distribution. Alternatively, a spherical-collapse approximation can be used for the behavior of ψ, where ψz is its ZA value (Mohayaee et al. 2006; Neyrinck 2013) ,
This uses an approximation for the evolution of a volume element found by Bernardeau (1994) , valid in the limit of low matter density. It gives the following distribution of s:
Both Eqs. (2) and (4) can be approximated by a Gaussian of dispersion σ/3 for small σ. The final panels of Figs. 3 and 4 show Gij in this model. The assumption is that Eq. (4) gives the shapes of the curves into which spikes broaden in Fig. 3 . Each j row is normalized so that all initial fluctuations contribute to some final wavenumber, i.e. so that for all j, ΣiG Model ij = 1. Physically, this would describe Gij for a density variable that manages to capture all Lagrangian volumes, both expanding and contracting. It is not surprising that G Model ij has higher amplitude on small scales than any measured Gij, since some fluctuations doubtless evade notice by any final power spectrum, i.e. ΣiGij < 1 generally. We estimate σ 2 in Eq. (4) as the variance in top-hat spheres of radius 2π/kj in linear theory. This model is quite naive; for instance, it assumes an equal-Lagrangian-volume (i.e. mass) weighting, not an Eulerian equal-volume-weighting. Still, the model captures the qualitative behavior of G Gauss(δ) ij , although it may underestimate the variance at low kj, and overestimates G Gauss(δ) ij along the diagonal.
COVARIANCE MATRICES AND INFORMATION
Gij can be used to estimate power-spectrum covariances, as well. Usually, covariance matrices are measured directly from ensembles of final density fields, and it is interesting to compare this approach with the result of directly tracking initial-conditions degrees of freedom. A linear model of a fluctuation away from the mean in the final-conditions ln Pi (investigated instead of Pi for algebraic simplicity) is, summing over repeated indices, . The non-Gaussian part of the δ power-spectrum covariance T ij , as measured from G δ ij using the linear-response model of Eq. (6), and using an 'α model' approximation to T ij found in (Neyrinck 2011b) . Because of the steep increase, we use a sinh −1 transform for plotting, which becomes logarithmic for large values of its argument. While the α model should not be taken too seriously as it is only an approximation, the qualitative agreement (except, perhaps, far from the diagonal) between the two plots suggests that the linear-response model captures most of the relevant effects.
giving
Since the Gaussian C init ij
where Ni is the number of modes in bin i,
Now, suppose we want to estimate all ln P init i from the final power spectrum. The Fisher matrix Fij to use to predict constraints on this initial power in bins i and j would be
or
So the covariance matrix of parameters that consist of the initial power spectrum in bins is just the initial, Gaussian power-spectrum covariance matrix. This suggests no Fisher-information loss! However, this calculation assumes that the final power spectrum is an entirely deterministic, invertible, linear transformation of the initial power spectrum, with no sources of noise. This is not the case; it neglects at least a couple of things: the non-linear coupling of pairs of power-spectrum spikes, and realization-to-realization fluctuations in the Gij matrix, which can depend on both the power spectrum itself, and also on mode correlations (present even in a Gaussian field) that affect the halo mass function, which substantially affects translinear-scale power, at least in the halo model (Neyrinck et al. 2006) .
One neglected factor that can be investigated in a straightforward extension of the present framework is the non-linear coupling of spike pairs. But this would involve a simulation for each pair of wavenumber bins, i.e. with 23 bins, 23 × 22 = 506 additional simulations. We plan to run this brute-force ensemble in future work. For now, we compare the covariance matrix from Eq. (5) to one estimated otherwise. 6), and from the fluctuating-multiplicativebias model of Neyrinck (2011b) , a rather accurate approximation to the covariance as measured from the Coyote Universe simulations (Lawrence et al. 2010 ). In this model, the non-Gaussian covariance is given by T δ ij = α(NiNj) 1/2 , where α is the fractional realization-to-realization variance of the nonlinear densityfield variance in nonlinear-scale cells. We use α = 0.0035 for this plot, which is α at z = 0 as found by Neyrinck (2011b) , scaled to the (256h −1 Mpc) 3 volume of the present simulations. We emphasize that the α model is approximate, but qualitatively, it agrees with the linear-response model rather well, suggesting that additional terms in the covariance may indeed be subdominant. The main discrepancies are in highly off-diagonal terms.
CONCLUSIONS
We used an N -body experiment to track where initial powerspectrum features get deposited in final-conditions density power spectra. For the usual overdensity field δ, our results qualitatively agree with the common wisdom that initial power migrates from large to small scales. However, this seems to be largely because the δ field is dominated by overdense spikes. When the density is transformed to have a more-Gaussian PDF, increasing the statistical weight of low-density regions (where patches imprinted with initial fluctuations expand rather than contract in comoving coordinates), initial spikes spread rather symmetrically, both upward and downward in scale. In fact, in P 1/(1+δ) , almost exclusively sensitive to underdense regions, initially small scales are magnified (AS13). In these power spectra, initial small-scale spikes leave much more evidence at z = 0 than in P δ .
The spread of power in the Gaussianized variables such as ln(1 + δ) is qualitatively captured by a toy model we give, in which patches imprinted with initial fluctuations expand or contract according to a spherical-collapse model. In the future, it would be interesting to refine this model for greater accuracy, and investigate whether it might be modified successfully to other power spectra.
We also begin to apply our results to the theoretical question of how degrees of freedom present in the initial density field, essentially a sum of many spikes such as the ones we use, disappear from the final-conditions, coarse-grained density field. However, this will require further measurements, because in our framework, fluctuations in the final power spectrum are a linear, invertible transformation of the initial power spectrum, given by a matrix Gij. In reality, though, information is lost because of a few neglected effects, which we will analyze in future work. We do, however, find that Gij gives a rather accurate description of the P δ covariance matrix, suggesting that one of these effects (the nonlinear coupling of spike pairs) is not dominant. Thus, 'ringing' the initial power spectrum as we do offers an interesting technique to estimate power-spectrum covariances and Fisher information, by tracking the true, initial degrees of freedom in the Universe.
