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authors.
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Program Committee of IMYCS’88 and to the Computer and Automation 
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AN EXTENSION OF THE KROHN-RHODES DECOMPOSITION
OF AUTOMATA
Zoltán Esik
Bolyai Institute, A. József University 
Aradi V .  tere 1, Szeged, 6720, Hungary
Abstract. The notion of an irreducible semigroup has been funda­
mental to the Krohn-Rhodes decomposition. In this paper we 
study a similar concept and point out its equivalence with the 
Krohn-Rhodes irreducibility. We then use the new aspect of ir­
reducible semigroups to provide cascade decompositions of auto­
mata in a situation when a strict•letter-to-letter replacement 
is essential. The results are stated in terms of completeness 
theorems. Our terminology follows [10], so that the cascade 
composition is referred to as the a,Q-product.
1. BASIC NOTIONS
For a finite nonempty set X, let X* denote the free mono­
id of all words over X, including the empty word A. We set X+ = 
= X*-{ A} and XA = XUi A}.
An automaton is a triple A = (A,X,<5) with finite nonempty
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sets A (states), X (input letters) and transition 6 :AxX+A. The 
function 6 extends to a map A*X*-»-A as usual. Given a word 
u€X*, define the mapping u^ :A->-A by au^ = &(a,u), 'for all a€A. 
We set S ^ ( A ) = {u^:u€X*} and S (A ) = {u^:u€X+}. S^iA) is called 
the characteristic monoid of A, while S ( A) is the semigroup of A.
Our fundamental notion is the aQ-product of automata. Let 
At = (At,X^,6t), t = l,...,n, n^O, be automata. For each t, 
let ф^:А^х . . .хА^_^хх->-Х* be a (feedback) function, where X is a 
new finite nonempty set. The a ^-product A = A^ x ...хА^(х,ф) is 
defined to be the automaton (A,X,6), where A = A^x...*An and
ő ( (a. , . . . , a ),x) = (6,(a,,u.,),...,0 (a ,u )),1 ' n ' 1 1 '  1 ' n n n
ut — ф^(э.^,.««,а^,х), t — l,...,n,
for all (a^,...,an)€A and x€X. In the special case that each 
ф^ maps into X+ (X^,Xt) , we obtain the notion of the a ^-product 
(a*-product, a^-product). Let К be any class of automata. We 
define :
if
Pg(K):= all a*-products of automata from K,
H (K):= all homomorphic images of automata from K,
$(K):= all subautomata of automata from K.
The operators P*,Pq and Pq are defined likewise and correspond 
to the formations of a^-products, a^-products and oiQ-products. 
In this paper the main object of study is the combination H£P, 
where P is any of the above product operators.
As defined here, the a^-product is obtained as a special 
case of each of the following: a*-product, a^-product and 
a^-product. Moreover, any a^-product or a^-product is an
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ŰQ-product. It is however important to note that the converse 
also holds. For an automaton A = (A,X,<5) define A* =
= (A,S^ (A ) , 6*) with 6*(a,u^) = au^, for all a€A and u€X*. Simi­
larly, let A+ = (A,S(A), 6 + ) and AX = (А,{хд :xÉXÀ},бХ), where 
б+ (а,ид) = ő(a,u) and 6^(a,xA) = 6 (a,x) for every a€A, u£X+ 
and x£X^. If К is a class of automata and z is any modifier *,
+ or X, then we have pz (K) = Pg(Kz), so that the ctg-product 
can be defined in terms of the a.g-product.
The aQ-product is equivalent to either one of the follow­
ing: loop-free product [12], series-parallel composition [1], cascade 
composition [1,11]. Our terminology follows [10]. The index 0 
indicates that the otg-product is the bottom of a hierarchy 
connecting the loop-free product to the Gluskov-type product. The 
hierarchy of a^-products is the subject of [10]. The automaton 
A* corresponds to the transformation monoid of an automaton A and
A is just the transformation semigroup of A. The operators Pa 0
and P thus correspond to the wreath product of transformationa0
semigroups and/or monoids, see [5]
2. COMPLETENESS
The Krohn-Rhodes Decomposition Theorem, that we recall 
below, is a basis for studying the ag-product. But first we 
need some definitions.
Let S and T be (finite) semigroups. It is said that S di­
vides T, written S<T, if and only if S is a homomorphic image 
of a subsemigroup of T. Following [1], a semigroup S is called 
irreducible, if for every nonempty class К and automaton
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A€H2Pq (K), the condition S<S(A) implies that S<S(B) for some 
B€K. As in [1], by we denote the monoid with two right zero 
elements. The divisors of are the trivial semigroup UQ, the 
two-element monoid with a right zero element and the two 
element right zero semigroup t^. The semigroups lb, 
i = 0,1,2,3, are cay.ed units. Recall that a group G is simple 
if it has no nontrivial proper normal subgroup.
Let S be a semigroup and S"*- the smallest monoid contain­
ing S as a subsemigroup. We define Aut(S) = (S^,S.,6) with 
ő(s,t) = st, for all s€S^ and t€S. If S is a class of semi­
groups then let Aut (S ) = {Aut (S) :S€5 } .
A permutation automaton is an automaton A such that (A) is 
a group. Equivalently, A = (A,X,ő) is a permutation automaton 
if and only if is a permutation for each x€X. A discrete 
automaton is an automaton as above with Хд the identical mapping 
A+A for each x€X.
Theorem 1. Krohn-Rhpdes Decomposition Theorem, (i) Let A be an 
automaton and G the class of those simple groups G with 
G<S(A). Then A€ H£P^(Aut(Guíü^ } )). If A is a permutation au­
tomaton which is not discrete, then A€H£PQ (Aut(G)).
(ii) The irreducible semigroups are the simple groups and 
the units.
Let К and be two classes of automata and take any vari­
ant of the ŰQ-product. Let P be the corresponding product op­
erator. We say that is a^-complete ( a* - complete ,.. .) for К
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if /OCHí?P(Kq ). In particular, an a^-complete (a*-complete, . . . ) 
class for the class of all automata is called an a^-complete 
(a*-complete,...) class.
Let G be a nonempty class of simple groups. For 
i = 0,1,2,3, define K± (G) = H£P (Aut (GUilb) ) ) and K (G ) =
= H^PQ (Aut(G U{U 2,U2})) . To avoid trivial situations, when 
writing Kq (G), we shall alway assume that G contains a non­
trivial simple group.
Corollary 2. A class К of automata is a^-complete (otg — 
complete) for K^(G), i = 0,1,2,3, if and only if the following 
hold:
(i) For every G€G there is A€K with G<S(A) (G<S^ (A ) ) .
(ii) There is an automaton A€K with UL<S(A) (U^<S^(A)).
К is a^-complete (a*-complete) for K^^(G) if and only if 
К satisfies (i) and (ii) with i = 1,2.
Notice that the conditions G<S(A) and G<S1 (A) are equiv­
alent for any group G and automaton A. For various .formaliza­
tions and proofs of the Krohn-Rhodes Decomposition Theorem and 
Corollary 2, see [1,5,10,11,13]. By the Krohn-Rhodes Decompo­
sition Theorem, an automaton A belongs to (G ) if and only 
if, for every simple group G with G<S(A) we have G<H for some 
H€G. The class Kq (G) consists of all permutation automata in 
(G). For further characterizations see [5], the references 
contained in [5], as well as [14,15]. When G is the clasa of 
all simple groups, K^(G) is the class of all automata.
Corollary 3. A class К is otp-complete (a*-complete) if 
and only if the following hold:
(1 ) For^every ('simple^ group G there is A€J( with G<S(A).
(ii) There is A€/C with U^<S(A) (U^S-^A)).
The conditions involved in Corollaries 2 and 3 are 
only necessary for dp-completeness. For some particular cases, 
necessary and sufficient conditions were obtained in [4,7,8]. 
The following concept was first suggested in [6] and further 
examined in [3,7]. Let S be a semigroup and A =  (A,X,6) and 
automaton. Put S | ' 1S(A) for an integer n£l if and only if 
there exist a subsemigroup T of S(A) and an onto homomorphism 
'FîT’+S such that ¥ 1 ( s) П (u u€Xn}^0, for all s€S. Here Xn de­
notes the set of all words over X with length n. We say that S 
divides S(A) in equal length, denoted S|S(A), if and only if,
S| ^ S ( A )  for some n.
The I-irreducible semigroups are now defined in the same 
way as irreducible semigroups. A semigroup S is said to be 
! -irreducible if and only if, for every nonempty К and 
A€H£Pq (K), S I S (A ) implies the existence of an automaton BGK 
with S I S (B).
Theorem 4. [7] A semigroup is |-irreducible if and only
if it is irreducible.
By a counter we mean an automaton C =J n
(x},6), where n^l and 5(a.,x) = a... ,l l+l mod n
({aQ,. . . ^},
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Theorem 5. [3] If S | ^ S ( A )  then Aut (S) € H£P Q
Aut(U2),Ai.
An automaton A = (A,X,ő) is called strongly connected, if for 
each pair of states a,b€A there is a word u€X* with 6(a,u) = b. 
Moreover, A is unambigous if and only if- <5(a,x) = 6(a,y) for all 
a€A and x,y€X. Otherwise A is called umbigous. Using Theorems 4 
and 5, the following results can be proved:
Theorem 6. 97] Let G be a nonempty class of simple groups
and К a class of automata such that H$Pq (K) contains the 
counters. Assume the following, where i = 2 or i = 3 :
(i) For every G€G there is A€K with G |S(A).
(ii) There is A€K with U^JS(A).
(iii) H£Pq (K) contains a strongly connected umbigous 
automaton.
Then К is dp-complete for K^(G). Assuming (i), (iii) and 
(ii) for i = 1 and i = 2, it follows that К is a^-complete for 
K12(G) .
Theorem 7. [7] Let G be a class of simple groups that
contains the groups of prime order. A class К is a^-complete 
for K^(G), i = 2,3, if and only if the three conditions below 
hold:
(i) For every G€G there is A£K with G |S(A ).
(ii) There is A€K with U^|S(A).
(iii) H£Pq (K) contains the counters and at least one
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strongly connected ambigous automaton.
Moreover, К is a^-complete for K-^ (^G) if and only if each 
of (i), (ii) with i = 1,2 and (iii) holds.
It should be noted that for a nonabelian simple group G 
and an automaton A, the two conditions G<S(A) and G|S(A) are 
equivalent. This follows from a strong result in [2], see also
[7] for a direct proof. Thus, (i) of Theorem 6 or 7 can be 
devided into two parts: (i1) For every nonabelian G€G there is 
A€Kwith G<S(A); (i2) For every abelian G€G there is A€K with
G| S (A) . On the other hand, it is obvious that lb<S(A) if and 
only if It IS (A) , for each unit semigroup. Thus we can replace 
the condition U^|S(A) by tt<S(A) in Theorem 6 and Theorem 7. 
Taking into account the above remarks and the fact that each 
group is embedded in a nonabelian simple group, Theorem 7 
readily implies the following characterization of (^-complete 
classes that strengthens the main result of [8]:
f
Corollary 8. [3] A class К is a^-complete if and only if
the following are true:
(i) For every (simple) group G there is A€K with
G<S(A) .
(ii) There is A€K with U^<S(A).
(iii) HßP (К) contains the counters and at least one
a 0
strongly connected ambigous automaton.
Theorem 7 and -Corollary 8 are in a sense the best poss-
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ible results. Here we point out this fact only for Corollary 
8, for Theorem 7 see [7]. Let us call a class КQ critical if 
for every K, (i) and (ii) of Corollary 8 together with the 
stipulation KqC_ H£Pq (K ) imply that К is ciQ-complete.
Theorem 9. [4] A clas's Kq is critical if and only if
HSPq (Kq) contains the counters and at least one strongly con­
nected ambigous automaton.
We now turn our attention to the a^-product. Note that 
K (G)ÇHSP^ (К) is and only if K, (G )Ç ( K) .^ OCq j u
Theorem 10. [9] Let G be a nonempty class of simple
groups and К any class of automata. К is. a^-complete for (G ) 
if and only if the following hold:
(i) For every G€G there is A€K with G<S(A).
(ii) There is A€K with U^S-^A).
(iii) К is not counter-free.
Here the last condition means that К contains an auto­
maton (A, X, <5 ) , which has distinct states ag,...,a n^2, and
an input letter x with 6(a.,x) = a . , . , , for alli' l+l mod n'
i = 0,...,n-l. It is easily seen that К is not counter free if 
and only if there is a nontrivial counter in H£Pq (K). it 
should be noted that, in [9], Theorem 10 is stated in a somewhat
weaker form.
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Corollary 11. [9] A class К is dp-complete if and only if
the following are true:
(i) For every (simple) group G there is A€K with G<S(A). 
(ii) There is A€K with U-^S^iA).
(iii) К is not counter-free.
3. VARIETIES
^et К be a class of automata. If К is closed under the 
foimation of dp-products, subautomata and homomorphic images, 
then К is called an a ^-variety. Similarly, for z = *, + ,A, an
o.7^-variety is a class К satisfying Pq (K)^K, $(K.)CК and H(K)C_K.
It is known that for each class K, HSPq (K) is the smallest 
oiQ-variety including K. Analogous fact is true for a^-varieties. 
It follows from our definition that each a*-variety is an 
dp-variety and also an dp-variety, furthermore, dp-varieties 
and dp-varieties are dp-varieties. The converse direction 
fails, yet it holds that every 'large' dp-variety is an dp-var­
iety. By Zp, where p is a prime number, we denote a cyclic 
group of order p.
t .
Theorem 12. [6] Every dp-variety containing Aut(U0) and
each automaton AutiZ^), where p is any prime, is an dp-variety.
The essence of Theorem 12 is that there is a bijective 
correspondence between 'large' dp-varieties and 'large' closed 
classes of transformation semigroups in the sense of [5]. The
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ŰQ-variety I/q = (Aut ( Z^:p is prime})) is just the
class K2 (G) with G consisting of the cyclic groups of prime 
order. Moreover, I/q is the class of all automata that could be 
called locally solvable, see [14,15].
Corollary 13. [6] Every otg-variety containing the auto­
maton Aut(U.,) and all the automata Aut(Z ) for prime numbers 
j P
p is an a*-variety.
Note that- each a„-variety l/ with Aut(U0)€l/ and Aut(Z ) €1/и 3 p
for each prime p is of the form (G) with G containing the 
abelian simple groups. The smallest such a^-variety is ident­
ified as the class of solvable automata.
Theorem 14. [6] If an a^-variety contains AutfU^) and a
nontrivial counter, then it is an a^-variety.
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A Survey of Two-Dimensional Automata Theory
Katsushi Inoue and Itsuo Takanami
/
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Abstract. The main purpose of this paper is to survey several properties of alternating, non- 
deterministic, and deterministic two-dimensional Turing machines (including two-dimensional finite 
automata and marker automata), and to briefly survey cellular types of two-dimensional automata.
1. Introduction
During the past thirty years, many investigations about automata on a one-dimensional tape (i.e., 
string) have been made (for example, see [25]). On the other hand, since Bium and Hewitt [3] 
studied two-dimensional finite automata and marker automata, several researchers have been inves­
tigating a lot of properties about automata on a two-dimensional tape .
The main purpose of this paper is to survey main results of two-dimensional sequential automata 
obtained since [3], and to give several open problems. Chapter 2 concerns alternating, nondeter- 
ministic, and deterministic two-dimensional Turing machines (including finite automata and marker 
automata). Section 2.1 gives preliminaries necessary for the subsequent discussions. Section 2.2 
gives a difference among alternating, nondeterministic, and deterministic machines. Section 2.3 
gives a difference between three-way and four-way machines. Section 2.4 states space complexity 
results of two-dimensional Turing machines. Sections 2.5 and 2.6 states closure properties and 
decision problems, respectively. Section 2.7 concerns recognition of connected pictures. Section 
2.8 states other topics. Chapter 3 briefly surveys cellular types of two-dimensional automata.
2. Alternating. Nondeterministic, and Deterministic Turing Machines
This chapter concerns alternating, nondeterministic, and deterministic two-dimensional Turing 
machines, including two-dimensional finite automata and marker automata.
2.1. Preliminaries
Let 2 be a finite set of symbols. A two-dimensional tape over 2 is a two-dimensional rectan­
gular array of elements of 2 . The set of all two-dimensional tapes over 2 is denoted by 2
22
For a tape xe 2 l2>, we let Qi(x) be the nuaber of rows of x and й2(х) be the number of columns 
of x. If 1<Д< iii(x) and l<.j<S2 (x), we let x(i,j) denote the symbol in x with coordinates (i,j). 
Furthermore, we define
x K i . j M i ’.j’)!,
when l<.i<.i ’ <ûi (x) and ’iil2 (x), as the two-dimensional tape z satisfying the following: (i)
üi(z)=i’-i+l and Q2 (z)=j ’-j + 1. (ii) for each k,r ( l<k<ili ( z ), 1<.r<ü2 ( z ) ], z( k, r )=x(k+ i-1, r+j-1 ).
We now give some definitions of two-dimensional alternating Turing machines.
Definition 2.1. A two-dimensional alternating Turing machine (ATM) is a seven-tuple M=(Q,qo,U,F, 
2 ,Г ,Ô ), where (1) Q is a finite set of states. (2) qoe Q is the initial state. (3) US Q is the 
set of universal states. (4) FS 0 is the set of accepting states. (5) 2 is a finite input al­
phabet (#£ 2 is the boundary symbol ). (6) Г is a finite storage tape alphabet (Be Г is the
blank symbol), and (7) â S (QX (2 U {#))X Г )X (QX (Г -(B))X ( left, right, up, down , no move ) X 
{'left,right,no move}) is the next move relation.
A state q in Q-U is said to be existential. As shown in Fig.l, the machine M has. a read-only 
rectangular input tape with boundary symbols "#" and one semi-infinite storage tape, initially 
blank. Of course, M has a finite control, an input head, and a storage tape head. A position is 
assigned to each cell of the storage tape, as shown in Fig.l. A step of M consists of reading one 
symbol from each tape, writing a symbol on the storage tape, moving the input and storage heads in 
specified directions ( left,right,up,down,or no move for input head, and left,right, or no move for 
storage head),and entering a new state, in accordance with the next move relation <i' .
A configuration of an ATM M=(Q,qo ,U,F, 2 , Г , ä ) is an element of 2 1 2 > X (NU {0} )2 X Sm , where Sm=Q 
X (r-{B})*XN, and N denotes the set of ail positive integers. The first component x of a con­
figuration c=(x,(i,j),(q,a ,k)) represents the input to M. The second component (i,j) of c repre­
sents the input head position. The third component (q,a ,k) of c represents the state of the 
finite control, nonblank contents of the storage tape, and the storage-head position. If q is 
the state associated with configuration c, then c is said to be universal (existential, accepting) 
configuration if q is a universal (existential, accepting) state. The initial configuration of M 
on input x is In(x) = (x, ( 1,1 ), (qo , A ,1 ) ) , where Л. denotes the empty string. We write c ^  c1 and 
say c* is a successor of c if configuration c’ follows from configuration c in one step of M, ac­
cording to the transition rules â . A computation tree of M is a finite, nonempty labeled tree 
with the properties,
Fig. 1. Two-dimensional alternating Turing machine.
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(1) each node тс of the tree is labeled with a configuration Й ( x ),
(2) if тс is an internal node (a nonleaf) of the tree, й ( те ) is universal, and
{c I Û (тс ) ^  c) = {ci, . . . ,Ck ), 
then тс has exactly к children p i .... . к such thatû (p i)=ci,
(3) if тс is an internal node of the tree and Û ( тс ) is existential, then тс has exactly one 
child p such that û (tc ) ^  Û ( p ).
An accepting conputation tree of M on x is a conputation tree whose root is labeled with In(x) and 
whose leaves are all labeled with accepting configurations. We say that M accepts x if there is- 
an accepting conputation tree of M on input x. Define T(M)={x€ X 12> | M accepts x).
A three-way two-dinensional alternating Turing nachine (TATM) is an ATM whose input head can 
nove left, right, or down, but not up.
A two-diwensional nondeterninistic__Turing nachine (NTM) (a three-way two-dinensional nondeter-
ninistic Turing nachine (TNTM)) is an ATM (TATM) which has no universal state. A two-dinensional 
deterninistic Turing nachine (DTM) (a three-way two-dinensional deterninistic Turing nachine 
(TDTM)) is an ATM (TATM) whose configurations each have at nost one successor.
Let L(n,n):N2-»R be a function with two variables n and n, where R denotes all non-negative real 
nunbers. With each ATM (TATM,NTM,TNTM,DTM,TDTM) M we associate a space conplexity function SPACE 
which takes configuration c=(x,(i,j),(q,a ,k)) to natural nunbers. Let SPACE(c)=the length of a . 
We say that M is L(n.n) space-bounded if for all n,n>l and for all x withSii(x)=n and D 2 (x)-n, if 
x is accepted by M, then there is an accepting conputation tree of M on input x such that, -for 
each node тг of the tree, SPACE( Û ( тс ) )< f L(n,n ) 1 . By "ATM(L(n ,n ))" ( "TATM( L(n,n ) ) " , 
"NTM(L(n,n))", "TNTM(L(n,n))", "DTM(L(n,n))", "TDTM(L(n,n) )") we denote an L(n,n) space bounded 
ATM (TATM, NTM, TNTM, DTM, TDTM).
We are also interested in two-dinensional Turing nachines M whose input tapes are restricted to 
square ones. Let L(n):N-»-R be a function with one variable n. We say that M is L(n) space-bounded 
if for all nil and for all x withfil(x)= й г (x)=n, if x is accepted by M, then there is an accept­
ing conputation tree of M on x such that, for each node n of the tree, SPACE(û (tc ) )<.L(m). By 
"ATMS(L(n))" ("TATM®(L(n))", "NTM*(L(n))", "TNTM®(L(n))", "DTM®(L(n))", "TDTM®(L(n))") we denote 
an L(n) space-bounded ATM (TATM, NTM, TNTM, DTM, TDTM) whose input tapes are restricted to square 
ones.
For any constant kiO,a к space-bounded ATM (NTM, DTM) is- called a two-dinensional alternating 
(nondeterministic, deterninistic) finite autonaton. denoted by "AFA" ("NFA", "DFA"). A three-way 
AFA (NFA, DFA) is denoted by "TAFA" ("TNFA", "TDFA"). For any positive integer k, a two- 
dinensional alternating (nondeterninistic. deterninistic) k-narker autonaton. denoted by "AMA(k)" 
("NMA(k)", "DMA(k)"), is an AFA (NFA, DFA) which can use к narkers on the input tape. By "AFA*" we 
denote an AFA whose input tapes are restricted to square ones. NFA®, DFA®, etc., have the sane 
neaning. Define
X [ATM(L(n,n))] = {T I T=T(M) for sone ATM(L(n,n)) M), and 
X [ATM®(L(n))] = {T I T=T(M) for sone ATM®(L(n)) M).
X  [NTM(L(n,n))], X [NTM®(L(n))], X [AFA], JSfAFA®], etc., have the sane neaning.
The following concepts are u^ed in the subsequent discussions.
Definition 2.2. A function L(n):N-»R (L(u,n) : N2-» R) is called two-dinens-ionallv space construc­
tible if there is a DTM® (DTM) M such that (i) for each ni.1 (n,nil) and for each input tape x with
üi(x) = й2(х)=п ( й2(x )=n and йг(х)=п), M uses at nost Г L(n) T ( f L(n,n) 1 ) cells of the storage
tape, (ii) for each nil (n,nil), there exists sone input tape x with üj(x)= йг(х)=п ( й4(х)=п and
й2(х)=п) on which M halts after its storage head has narked off exactly Г L(n) 1 ( Г L(n,n) 3 ) 
cells of the storage tape, and (iii) for each n>l (n,ni.l), when given any input tape x with й2(х) =
- 2k -
Qz (x )=m ( Sii(x)=« and &2 (x)=n), M never halts without Barking off exactly I L(m) 1 ( Г L(a,n) I )
cells of the storage tape.
Definition 2.3. A function L(a):N-»R (L(a,n):N2-»R) is called two-diBensionallv fully space con­
structible if there exists a DTM* (DTM) M which, for each m>.l (a,n>l) and for each input tape x 
with (x) = fi2 (x)=a (fti (x)=a and й2 (x)=n), aakes use of exactly Г L(m) 1 ( Г L(m,n) 1 ) cells of the 
storage tape and halts.
Notation 2.1. Let f(n) and g(n) be any functions with one variable n. We write f(n)<<g(n) when 
lián«» f(n)/g(n)=0.
2.2. Д__Difference among Alternating. Nondeterainistic, and Deterainistic Machines
This section states a difference aaong the accepting powers of alternating, nondeterministic, and 
deterainistic aachines. For the one-diaensional case, it is well known 111,24,69] that the follow­
ing theorea holds.
Theorea 2.1. For any function L(n)4<loglog n, L(n) space-bounded two-way alternating, nondeter- 
ainistic, and deterainistic Turing aachines are all equivalent to one-way deterministic finite 
autoaata in accepting power.
We first show that a different situation occurs for the two-dimensional case. Let Ti = (x€ {0,l)lii>
I 3 a>l[ Qi ( x ) - Û2 (x)=m & 3 i(l<i<m-l)[x[ (i, 1), (i ,a>) ] = x[ (m,l),(m,m)]]]) and T2 = {xe {0,1}‘2> | 3 
a20[ Üi (x )= Û2(x )=2b+1 & х(в+1,в+1)=1(i.e., the center symbol of x is 1)]]. It is shown in [58,59] 
that Ti€2e[TAFAe]-je[NTMe(L(a))] and T2 e X  [TNFA»]-2£ [DTM“ (L(a) ) ] for any function L(m)?<log a. 
Thus we have
Theorea 2.2. For any function L(a)<<log a, (1) X [DTMS(L(a))]5 X  [NTMS(L(m))]v X  [ATM“(L(a ))], 
and (2) X  [TDTM*(L(m))]fX [TNTM*(L(a)) ] £ Jő [TATM*(L(a))].
Corollary 2.1 [3,58,59,89]. X  [DFA* ] Ç X  [NFA® ] 5 X  [AFA® ] and X  [TDFA® ] Ç X  [TNFAS ]$ J£ [ TAFA® ].
For the three-way case, we can show that the following stronger results hold.
Theorea 2.3. (1) X  [TDTM-(L(m))]Ç X [TNTM®(L(m))]Ç X [TATM®(L(m))] for any function L(m)<<m2, (2) 
X  [TDTM(L(a,n))]Ç X  [TNTM(L(m,n)) ] Ç X  [TATM(L(a,n])] for each L(m,n)e ( f(m)X g(n), f(m)+g(n)), 
where f(m):N-®R is a function such that f(a)<<a, and g(n):N-*R is a monotone nondecreasing func­
tion which is fully space constructible [25], and (3) X  [TDTM(L(m,n))]i X  [TNTM(L(m,n ))]S X 
(TATM(L(a,n))] for each L(a,n)e [f(в)X g(n), f(m)+g(n)}, where f(m):N-*R is a function, and g(n):N 
-*R is a function such that g(n)<<s.
Proof. (1): See [44,58].
(2) : In [44], it is shown that X  [TDTM( L( m , n ) ) ] £ X  [TNTM( L( m , n) ) ]. Below, we show that X 
[TNTM(L(a,n))]Ç JS[TATM(L(m,n))]. Let T[g] = [x€ [0,1}( 2 > | 3 n>l[ Si(x]=2x2 I sin) 1 и й2(х)=п b 
(the top and bottom halves of x are the saae)]}. It is easy to show that T[g]€ X  [TATM(g(n])]. The 
claim follows from this and from the fact [44] that T[g]? X [TNTM(L(a,n) ) ] for each L(m,n)6(f(a) 
Xg(n), f ( a ) +g( n ) ].
(3) : In [44], it is shown that X  [ TDTM ( L( a , n ) ) ] ÿ X  [TNTM( L ( m, n ) ) ] . Below, we show that X
[TNTM(L(a,n] )]Ç X  [TATM( L(a,n) ) ]. Let Тз = [х€ [0,1}‘ 2 > | Ü!(x)=2 & (the first and second rows of x
are the same)). It is easy to show that Тз € JS [TAFA]. The claim follows from this and from the 
fact [44] that Тз£ X  [TNTM(L(m,n))] for each L(m,n ) € {f(а)X g(n), f(m)+g(n)>.
For four-way Turing machines on nonsquare tapes, we have
Theorem 2.4. ( 1 ) X  [NTM( L(a,n) ) ] Ç X  [ ATM( L(m,n) ) ] for each L(a,n) e { f ( в) X g(n), f(m)+g(n)}, where 
f(a):N-»R is a function such that f(a)<<log a, and g(n):N-wR is a aonotone nondecreasing function 
which is fully space constructible. (2) X  [NTM(L(a,n))]$ X ÍATM(L(a,n))] for each L( m,n)€ (f(в)X 
g(n), f(a)+g(n)), where f(m):N-*R is a aonotone nondecreasing function which is fully space con-
25
structible, and g(n):N-»R is a function such that g(n)<<log n.
Proof. Vie only prove (1), because the proof of (2) is sinilar. Let x€[0,l}'2> and Û2(x)=n (n>l). 
When Sii(x) is divided by 2 Г *<n> 1 , we call
x[(j-1 )2 Г *<“) 1 +1,1),(j2 Г ein) 1 ,n)]
the j-th g(n)-block of x for each j (Kje. ûi (x)/2 Г e»n> 1 ). We say that x has exactly к g(n)- 
blocks if 0.2(x)=n and Q.i (x)=k2 Г *( n > 1 for some positive integer k>l. Let T(g) = {x€ {0,1 }< 2 > | (3 
n>l)(3 к>.2)[ (x has exactly к g(n)-blocks) & 3 j(2<.j<k) [the first and j-th g(n)-blocks of x are 
identical]]}. It is easy to show that T(g) e X  [ ATM(g(n) ) ]. On the other hand, we can show, by 
using the sane technique as in the proof of Lemma 3.3 in [45], that T(g)£ X  (NTM(L(m,n))] for each 
L(m,n) G [f(m)X g(n), f(m)+g(n)). Thus (1) follows.
It is well known [3] that one-dimensional 1-marker automata are equivalent to one-dimensional 
finite automata. For the two-dimensional case, a different situation occurs. Let Ti be the set 
described above. We can show that Ti € X  [DMA( 1 ) ]-«ä£ [NFA]. Let T4 = {x6 [0,1 )l 2 * | 3 m>l[ ili(x)=2m & 
Яг(х)=ш & (the top and bottom halves of x are the same)]}. It is shown in [29,113] that T4 e
[NMA(1 ) ]-JS[DMA(1)]. Thus we have
Theorem 2.5. (1) There exists a set in «Sß [ DMA ( 1 ) ], but not in J6[NFA], and (2) X  [ DMA ( 1) ] Ç J2
[NMA(1)].
Savitch [91] showed that for any fully space constructible function L(n)>log n, L(n) space- 
bounded one-dimensional nondeterministic Turing machines can be simulated by L2(n) space-bounded 
one-dimensional deterministic Turing machines. By using the same technique as in [91], we can show 
that a similar result also holds for the two-dimensional case.
Theorem 2.6. For any two-dimensionally fully space constructible function L(m)>.log m (L(m,n)2log 
m + log n), Jß[NTM8(L(m))]S Jő [DTM8 (L2 (m) ) ] ( X  [ NTM( L(m,n) ) ] £ X  [DTM(L2 ( m.n ) ) ] ).
Open problems: 11) For any two-dimensionally fully space constructible function L(m)>.log m 
(L(m,n)>log a + log n), X  [DTM8(L(m))]£ X  [NTM8(L(m))]£ X  [ATM-(L(m))] ( X  [DTM( L ( m, n ) ) ] £ X  
[NTM( L(m, n) ) ] £ X  [ ATM(L( m,n ) ) ] ) ? (2) Let f(m) and g(n) be the functions described in Theorem 
2.4(1) or Theorem 2.4(2). Then X  [DTM(L(m,n) ) ] £ ■£ [ NTM( L( a , n ) ) ] for each L(m,n)e { f ( в ) X g(n), 
f(m)+g(n)}? (3) Is there a set in JßfNFA], but not in JS[DMA(1)] ? (4) For any k2l, ,£[DMA(k)]£
.£[NMA(k)]£ X  [AMA(k) ] ?
2.3. Three-wav versus Four-wav
This section states a relationship between the accepting powers of three-way machines and four­
way machines.
As shown in Theorem 2.1, for the one-dimensional case, L(n) space-bounded one-way and two-way 
Turing machines are equivalent for any L(n)<<loglog n. We shall below show that a different situa­
tion occurs for the two-dimensional case. Let Ts = (x€ [0,1 )<2> | 3 m>l [ üi(x)= йг (х) = 2т & 
(x[(1,1),(l,a)] is the reversal of x[(1,m+l),(1,2m)])]). It is shown in [64] that Ts € X [DFAS]-J2 
[TATM8(L(m))] for any function L(m)<<log m. On the other hand, as stated in Section 2.2, Ti e X  
[TAFA8]-«£ [NTM8(L(m))] for any L(m)<<log m. From these facts, for example, we have
Theorem 2.7. For any function L(m)<<log m, (1) X  [TXTM8(L(m))]Ç X  [XTM8 (L(m ) )] for each Xe 
[D,N,A], (2) X  [DTM8(L(m))] is incomparable with X (TNTM8(L(m))] and X  [TATM8(L(m))], and (3) X  
[NTM8(L(m))] is incomparable with X [TATM8(L(m))].
Remark 2.1. It is shown in [44] that Theorem 2.7(1) can be strengthened as follows: " X  
[TXTM8 (L(m) )]£ X  [XTM8 (L(m) ) ] for each Xe(D,N) and each function L(m)<<m2." It is obvious that 
X [TXTM8(L(m))]= X  [XTM8(L(m))] for each L(m)>m2.
Remark 2.2. By using the same technique as in the proof of the fact [74] that L(n) space-bounded
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one-way and two-way alternating Turing machines are equivalent for any L(n)>log n, we can show 
that X  [TATM* (L(a) ) ]=X [ATM* (L(■) ) ] for any function L(a)>log ■.
For nonsquare tapes, we have
Theorem 2.8. (1) X  [TXTM( L(a,n) ) ] £ X  [ XTM( L( a, n) ) ] for each X€{D,N) and each L( m , n ) e { f (в ) X 
g(n), f(m)+g(n)), where f(a) and g(n)' are the functions described in Theorem 2.3(2) or Theorem
2.3(3), (2) X  [TATM(L(a,n ))]$ X  [ATM(L(a,n))] for each L(a,n)e {f (в)X g(n), f(a) + g(n)}, where 
f(a):N-»R is a function such that f(a)<<log a, and g(n):N-»R is a aonotone nondecreasing function 
which is fully space constructible, and (3) X  [TATM(L(a,n))]= X [ATM(L(a,n))] for any function 
L(a,n)J>log a.
Proof. See [44] for (1). We leave the proof of (3) to the reader. We below show that (2) holds. 
Let T(g) be the set described in the proof of Theorea 2.4 (1). As stated in the proof of Theorea 
2.4(1), T ( g ) € X [ATM(g(n) ) ]. On the other hand, we can show, by using the same technique as in 
the proof of Leaaa 4.2 in [64], that T( g ) £ X  [TATM( L( a , n ) ) ] for each L( a, n ) € ( f ( a ) X g( n ) , 
f(a)+g(n)). Thus it follows that (2) holds.
It is natural to ask how auch space is required for three-way aachines to siaulate four-way 
aachines. The following two theoreas answer this question»
Theorea 2.9. (1) n log n (n2) space is necessary and sufficient for TDTM’s to simulate DFA’s 
(NFA’s) (see [48,83]). (2) n space is necessary and sufficient for TNTM’s to simulate DFA’s and 
NFA’s (see [57]). (3) 2 в(п loe n> (2*(>t)) space is necessary and sufficient for TDTM’s to simu- 
late DMA(l)'s (NMA(l)’s) (see [67]). (4) n log n (n2) space is necessary and sufficient for TNTM’s 
to siaulate DMA(l)’s (NMA(l)’s) (see [67]). (In this theorea, note that n denotes the number of 
coluans of tapes. )
2.4. Two-Diaensionallv Space Constructible Functions and Space Complexity Results
This section concerns two-diaensionally space constructible functions and space complexity 
hierarchy. We state these subjects only for square tapes. (See [78,80,82] for the case of non­
square tapes.) It is well known [24] that in the one-dimensional case, there exists no space con­
structible function which grows more slowly than the order of loglog n, thus no space hierarchy of 
language acceptability exists below space complexity loglog n. Below, we state that a different 
situation occurs for the two-dimensional case.
We consider the following three functions:
log*241 >a=log*1 > ( log* k> a)
(ii) exp*0=1, exp*(m+1 )=2**p#"
(iii) log*a=ain[x| exp*x>m}.
The following theorea demonstrates that there exist two-dimensionally space constructible func­
tions which grow aore slowly than the order of loglog a.
Theorea 2.10 [78,82]. The functions logkm (k: any natural nuaber) and log*m are two-diaensionally 
space constructible.
More generally, we have
Theorem 2.11 [78,82]. Let f(m):N-*N be any aonotone nondecreasing total recursive function such 
that li».»f(a)=oo . Then, there exists a two-diaensionally space constructible and aonotone non- 
decreasing function L(a) such that (i) L(a)<f(a) and (ii) lia*«»L(a)=oo .
It is shown in [105] that there exists no fully space constructible function which grows more
(1) Jß [AFA]£ JS[TNTM(n )] ? (2) X [AMA(1)]£ X  [TNTM(2°<n>)] ?
(i)
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slowly than the order of log n. It is unknown whether or not there exists a two-dimensionally 
fully space constructible function which grows «ore slowly than the order of log ■.
For the one-dimensional case, the following three important theorems concerning space complexity 
hierarchy of Turing machines are known. (By X  [ 1NTM(L(n) )'] (X  [lDTM(L(n) ) ] ) we denote the class of 
languages accepted by L(n) space-bounded one-dimensional nondeterministic (deterministic) Turing 
machines [25].)
Theorem 2.12 [102].Let L(n) be a space function. For any constant c>0 and each Xe {D,N(, X 
[ lXTM(L(n) ) ]=X [ lXTM(c-L(n) ) ].
Theorem 2.13 [102]. Let Li(n) and Lî(n) be any space constructible functions such that limi^. 
Li (ni )/L2 (m )=0 and Lî(ni)/iog ш > к  ( i=l, 2, • ••) for some increasing sequence of natural numbers 
[m] and-for some constant k>0. Then there exists a language in X  [ 1DTM( L2 (n) ) ], but not in X  
[1DTM(Li(n))].
Theorem 2.14 [24]. Let Li(n) and L2 (n) be space constructible functions such that limiw  
Li (m )/L2 (ni )=0 and L2(m)/log ni<l/2 for some increasing sequence of natural numbers {m}. Then 
there exists a language in, X  [ 1DTM.(L2 (n) ) ], but not in X  [ lDTM(Li (n) ) ].
By using the ideas similar to those of the proofs of Theorems 2.12 and Theorem 2ЛЗ, we can prove 
the following two-dimensional analogues to these theorems.
Theorem 2.15. Let L(m) be a space function. For any constant c>0 and each Xe {D,N,A),
X  [ XTM3 ( L ( m ) ) ] -X [ XTM3 ( cL ( m ) ) ].
Theorem 2.16 [78,80]. Let L2(m) be a two-dimensionally space constructible function. Suppose that 
lirni«« Li(mi)/L2(mi)=0 and L2(mi)>k-log mi (i=l,2,•* -) for some increasing sequence of natural num­
bers [mi] and for some constant k>0. Then there exists a set in X  [DTM* (L2 (m) ) ] but not in X  
[DTM3(Li(m))].
Recently, It is shown in [28,103] that for each space constructible function L(n)>.log n, X  
[ 1NTM(L(n) ) ] is closed un\ier complementation. This result can be extended to the two-dimensional 
case. By using these facts, we can extend Theorem 2.13 and Theorem 2.16 to the nondeterministic 
case [21].
The following theorem, which is a two-dimensional analogue to Theorem 2.14, cannot be proved by 
the same idea as in the proof of Theorem 2.14.
Theorem 2.17 [78,80]. Let L2(m) be a two-dimensionally space constructible function. Suppose that 
limi*» Li (mi )/L2 (mi )=0, 1 imi«, L2 ( mi ) =oo , and L2(mi)<k-log mi ( i = 1,2 , • • • ) for some increasing 
sequence of natural numbers (mi) and for some constant k>0. Then there exist« a set in X 
[BTM3(L2(m))], but not in X  [DTM3(Li(m))].
The following theorem, which is a nondeterministic version of Theorem 2.17, is proved in [60]. 
Theorem 2.18 [60]. Let L2 (m) be a two-dimensionally space constructible function such that 
L2 (m)<.log m. Suppose that lima.«, Li (m)/L2 (m)=0. Then there exists a set in X  [NTM3 ( L2 (m) ) ] (in 
fact, in X  [DTM3(L2(m))]) but not in X  [NTM3(Li(m))].
From Theorem 2.10 and Theorem 2.18, we have the following corollary, which implies that in the 
two-dimensional case, there is an infinite hierarchy of acceptabilities even for space complexity 
classes below loglog m.
Corollary 2.2. For any constant c>0, each ke N, and each Xe (D,N],
X  [XFA3 ]=JS [XTM3 (c) ]£ ■••Ç X  (XTM3 ( log* k* l ) m) ] Ç X  [XTM3 ( log' *■> m ) ] ■ • •
Open problem: Do results analogous to Theorems 2.16 and 2.17 hold for ATM3 ?,
2.5 Closure properties
This section presents only closure properties of the classes of sets accepted by several types of
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two-dimensional finite automata. (See [41,44,45,48,106] for closure properties of the classes of 
sets accepted by space-bounded two-dimensional Turing machines.) It is well known [25] that the 
class of sets accepted by one-dimensional finite automata is closed under many operations , in­
cluding Boolean operations. We below demonstrate that a different situation occurs for two- 
dimensional finite automata. We first define several operations over two-dimensional tapes.
Definition 2.4. Let
an... ain bn... bin1
x=. , and y=. . .
S a  1 . . .  àm  n b e  * 1 . . .  b e  ’ n *
Then the rotation x* of x and the row reflection xRS of x are given by Fig.2 and Fig.3, respec­
tively. A row cyclic shift of x is any two-dimensional tape of the form of Fig.4 for some l<k<m 
(not that for k=m this is x itself), and a column cyclic shift of x is any two-dimensional tape of 
the form of Fig.5 for some lik<n (not that for k=n this is x itself). The row catenation x ê y  is 
defined only when n=n’ and is given by Fig. 6, and the column catenation х ф у  is defined only when 
m=m’ and is given by Fig.7.
a>i...an ak* l, l. .. ak* l, n an... ain ai,k>l...ain an...aik
San« • .ain £W 1 . . . San
a n . . . ain
Fig.2 . .
a*  1 . . • S a n a *  , k* 1 . ,• <S an  a «  1 . ,. . Oak
b i  1 . . . b l n
Fig 5.
a* 1.. . a*n
b* ’ 1, .. b* ’ n
ail...ain bil... bin
. . . Fig.4
ail...ain
Fig.6
S a l .  . . S a n  b a l .  . . b a n ’
Fig.3 Fig.7
Definition 2.5. Let S and S’ be two sets of two-dimensional tapes. Then 
S8 = (x* I xe S) ( rotation of S),
SRB = {X8B I x6 S) (row reflection of S),
SEC=(y| y is a row cyclic shift of some x€ S) (row cyclic closure of S),
Scc = [y I y is a column cyclic shift of some x£S) (column cyclic closure of S).
S©S' = [x©y| x in S,y in S’] (row catenation).
SG>S’ = {x(Dy| x in S,y in S’) ( column catenation ).
S* = Ui>iSi (row closure).
S* = Ui>iSi (column closure).
where Si=S, S2=S©S,..., Si.i=Si©S, and Sl=S, S2=S<DS.... S»*l=S»<DS.
For three-way finite automata, we have
Theorem 2.19. (1) J6[TDFA] is not closed under union, intersection, rotation, row reflection, row 
and column cyclic closures, row and column catenations, or row and column closures 
[44,45,48,56,106]. (2) Jő [TNFA] is closed under union, row catenation, and row closure, but not
closed under intersection, complementation, rotation, row and column cyclic closures, column 
catenation, or column closure [44,45,56,106]. (3) J6[TAFA] is closed under union and intersection, 
but not closed under rotation, row reflection, row and column cyclic closures, row and column 
catenations, or row and column closures [64,68].
Open problems: (1) Are Jő [TDFA] and JŐ [TAFA] closed under complementation ? (2) Is X  [TNFA] 
closed under row reflection ?
For four-way finite automata, we have
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Theoren 2.20. (l)Jß[DFA] is closed under Boolean operations, rotation and row reflection, but not 
closed under row and colunn cyclic closures, row and column catenations, or row and column 
closures (41,42,51]. (2)JŐ[NFA] is closed under union, intersection, rotation, and row reflection, 
but not closed under row and column cyclic closures, row and column catenations, or row and column 
closures [41,51,52]. (3) Jő [AFA] is closed under union and intersection, rotation, and row reflec­
tion.
Remark 2.3. That X [DFA] is closed under Boolean operations can be proved by using the technique 
in [96].
Open Probiens: (1) Is JS[NFA] closed under complementation ? (2) Is X  [AFA] closed under com­
plementation, row and column cyclic closures, row and column catenations, and row and column 
closures ? ,
2.6. Decision Problems
This section concerns decision problems of two-dimensional finite automata. It is well known [25] 
that many decision problems of one-dimensional finite automata are decidable. As suggested by the 
following theorem, most of decision problems of four-way two-dimensional finite automata are un- 
decidable.
Theorem 2.21 [3,111]. The emptiness and universe problems for DFA’s are undecidable even for a 
one-letter alphabet.
We below state some decision problems of three-way finite automata. For each X€(D,N,A], let 
TXFA(O) denote a TXFA which operates on two-dimensional tapes over a one-letter alphabet. The fol­
lowing two theorems are all that have been obtained for three-way finite automata by now.
Theorem 2.22 [49]. (1) The emptiness and universe problems for TDFA(0)’s are decidable. (2) The 
emptiness problem for TNFA(0)’s is decidable. (3) The universe, inclusion, and equivalence 
problems for TNFA’s are undecidable.
Theorem 2.23 [70]. (1) The disjointness, inclusion, and equivalence problems for TDFA(0)’s are
decidable. (2) The disjointness and inclusion problems for TDFA’s are undecidable.
Open problems: (1) Are the emptiness, universe, and equivalence problems for TDFA’s decidable ?
(2) Are the universe, inclusion, and equivalence problems for TNFA(0)’s and TAFA(0)’s decidable ?
(3) Is the emptiness problem for TAFA(0)’s decidable ?
2.7. Recognizabilitv of Connected Pictures
Let Tc be the set of all two-dimensional connected pictures [53,89]. It is interesting to inves­
tigate how much space is required for two-dimensional Turing machines to accept Tc. For this 
problem, we have
Theorem 2.24. (1) n space is necessary and sufficient for TDTM’s and TNTM’s to accept Tc (see
[116]). (2) Tc € JŐ[AFA] (see [58]). (3) Tc€ X  [DMA(1)] (see [3,89]). (4) Tc8£ X  [TATM8(L(m) ) ] for 
any L(m)<<log m, where Tc8 denotes the set of all the square connected pictures (see [64]).
Open problem: Tc€JS[DFA] or Tc€Jß[NFA] ?
2.8. Other Topics
In this section, we list up other topics and related references about sequential automata on a 
two-dimensional tape.
(1) Maze (or labyrinth) search problems: see [1,4,5,7,8,9,10,22,75,104].
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(2) Characterizations of one-dimensional languages by two-dimensional automata: see 
[20,29,32,33].
(3) A relationship between two-dimensional automata and two-dimensional array grammars: see 
[19,30,73,76,79,84,89,99,115].
(4) Properties of special types of two-dimensional Turing machines (two-dimensional pushdown 
automata, stack automata, multi-counter automata, multihead automata, and marker automata): see 
[3,27,46,47,55,56,78,81,89,94,95,113].
(5) Parallel, time, space, and reversal complexities of two-dimensional alternating multihead 
Turing machines: see [26,50,58,59].
(6) Properties of two-dimensional finite automata over a one-letter alphabet: see [36,40,70].
(7) Properties of two-dimensional automata on a nonrectangular tape: see [77,88,89].
(8) A relationship between two-dimensional alternating finite automata and cellular types of two- 
dimensional automata: see [62,63,65,66].
The most interesting problem in the future is to investigate time complexity hierarchy of two- 
dimensional Turing machines.
Two-dimensional (or array) grammars are not discussed here. For this subject, see the excellent 
book of Rosenfeld [89] and the excellent surveys of Siromoney [97,98].
3. Cellular Types of Two-Dimensional Automata
Many authors investigated language acceptability of one-dimensional cellular automata (for ex­
ample, see [6,12,14,101,114]). On the other hand, cellular automata on a two-dimensional tape are 
being investigated not only in the viewpoint of formal language theory but also in the viewpoint 
of pattern recognition. Cellular automata on a two-dimensional tape can be classified into three 
types.
The first type, called a two-dimensional cellular automaton (CA for short), is investigated in 
[2,13,17,29,31,34,35,37,39,53,61-63,65,71,72,87,89,100,112]. CA’s make use of two-dimensional cel­
lular arrays. It is shown, for example, that (1) the set Tc of all two-dimensional connected pic­
tures can be accepted by deterministic CA’s in linear time [2], (2) the majority problem can be 
solved by deterministic CA’s in linear time, and thus the set of all the two-dimensional tapes 
over [0,1] with positive Euler number can be accepted by deterministic CA’s in linear time [100],
(3) the two-dimensional packing problem can be solved by deterministic CA’s in linear time [71],
(4) NFA’s can be simulated by deterministic CA’s in linear time [72], and (5) AFA’s can be simu­
lated by deterministic CA’s in constant state change [62]. (The notion of state change complexity 
was first introduced in [114]. Many properties of two-dimensional on-line tessellation acceptors 
(OTA’s for short) introduced in [29,35] are investigated in [29,31,34,35,37,39,53,65,112]. The OTA 
is a restricted type of CA in which cells do not make transitions at every time step; rather, a 
transition ’wave’ passes once diagonally across the array. It is shown, for example, that (1) non- 
deterministic OTA’s are more powerful than NFA’s, and deterministic OTA’s are incomparable (in ac­
cepting power) with NFA’s and DFA’s [29,35], (2) the set Tc described above cannot be accepted by 
deterministic OTA’s [53], and (3) deterministic OTA’s can be used as two-dimensional pattern 
matching machines [112]. In [17], a generalization of CA’s in which each cell is a space-bounded 
Turing machine rather than a finite automaton, is introduced. Fast algorithms are given for pei—  
forming various basic image processing tasks by such automata.
The second type of cellular automata on a two-dimensional tape is investigated in (15,30- 
33,37,38,57,66,78,89,90,92,93,99,107-110].Two typical models of this type are parailel/sequential
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array automata (PSA’s) [90] and one-dimensional bounded cellular acceptors (BCA’s) [92,107-130]. 
The PSA makes use of one-dimensional (e.g., horizontal) cellular array which can move, as a unit, 
in the vertical direction, and accepts a tape if the ieftmost cell (i.e., the cell which reads the 
first column of the tape) enters an accepting state in some time. The BCA is a restricted type of 
one-way PSA in which the cellular array moves downwards each time step, and the BCA accepts a tape 
if the state configuration of the cellular array just after it has completely scanned the tape is 
an element of the specified regular set (called the accepting configuration set). It is shown, for 
example, that (1) nondeterministic one-way PSA’s are more powerful than deterministic ones, two- 
way PSA’s are more powerful than one-way PSA’s, and To is accepted by deterministic one-way PSA’s
[90], (2) deterministic one-way PSA’s are incomparable with NFA’s and DFA’s [15,48], (3) one-way 
PSA’s are more powerful than OTA’s [35], (4) nondeterministic BCA’s are equivalent to nondeter­
ministic OTA’s, and deterministic BCA’s are incomparable with deterministic OTA’s and DFA’s 
[31,57]. See [30,99] for a relationship between PSA’s and two-dimensional grammars, and see 
[37,38] for closure properties of PSA’s. An extension of BCA’s in which the accepting configura­
tion set is a context-free language, context-sensitive language, or phrase structure language, is 
introduced in [107-110].
The third type, called a pyramid cellular acceptor (PCA), is investigated in 
[16,18,43,54,85,86,89]. The PCA is a pyramid stack of two-dimensional cellular arrays, where the 
bottom array has size 2" by 2n, the next lowest 2n_l by 2n_l, and so forth, the (n+l)st layer con­
sisting of a single cell, called the root. Each cell has nine neighbors —  four son cells in a 2- 
by-2 block in the level below, four brother cells in the current level, and one father cell in the 
level above. The transition function of each cell maps 10-tuples of states into states —  or sets 
of states, in the nondeterministic case. An input tape is stored as initial states of the bottom 
array; the upper-level cells are initialized to a quiescent state. The root is the accepting 
state. A bottom-up pyramid cellular acceptor (UPCA) is a PCA in which the next state of a cell 
depends only on the current states of that cell and its four sons. It is shown, for example, that
(1) both nondeterministic PCA’s and nondeterministic UPCA’s are equivalent to nondeterministic 
CA’S [16,85,89], (2) nondeterministic UPCA’s are more powerful than deterministic UPCA’s [85,89], 
(3) nondeterministic UPCA’s can simulate nondeterministic OTA’s, thus NFA’s in O(diameter) time 
[54,86], and (4) 0(diameter X log diameter) time (0((diameter)2) time ) is necessary for deter­
ministic UPCA’s to simulate DFA’s (NFA’s) [54]. See the excellent book [89] of Eosenfeld for image 
processing task by PCA’s and UPCA’s.
Open problems:
(1) Can AFA’s be simulated by deterministic CA’s in linear time ?
(2) Can AFA’s be simulated by nondeterministic OTA’s ?
(3) Are deterministic CA’s equivalent to nondeterministic CA’s ?
(4) Is Tc accepted by nondeterministic OTA’s or deterministic UPCA’s ?
(5) Is Tc accepted by nondeterministic UPCA’s in diameter time ?
(6) Can DFA’s, NFA’s, or AFA’s be simulated by deterministic UPCA’s ?
4. Conclusions
In this paper, we surveyed several aspects of two-dimensional automata theory. We believe that 
there are many problems about two-dimensional automata to solve in the future. We hope that this 
survey will activate the investigation of two-dimensional automata theory.
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I. Introduction
T his  lecture con ta ins a co llection  o f  restu lts  rela ting  and  connec ting  fo rm al languages w ith  
co m plex ity  theory . It is one aim  o f  this w ork to show , h ow  com plex ty  theory  serves as  a 
unifying fram ew ork integrating m any approaches and resu lts w hich seem  to  be unrelated a t first 
sight. Thus we are in terested  in exploring and crossing the border betw een the theory o f  fo rm al 
languages and com plex ity  theory  as presen ted  in [48]. (W e do  not deal here  w ith a lgorithm s, 
com m unication com plexity, V LSI system s, o r relativizations.)
W e assum e the reader to  be fam iliar w ith the basic notions o f  form al languages and com plexity  
theory  as contained in [23]. A  very detailed survey o f com plexity  theory is given in the excellen t 
book  [66] o f  W agner and W echsung in  1986. In particular, w e w ill use w ithou t explanation the 
fo llow ing  form alism s:
- off-line, m ultitape turing m achines and their com plexity  m easures
- determ inism , nondeterm inism , and alternation
- the Chom sky hierarchy, O L system s, m acro-languages, and stack autom ata
- the o( ) and 0 ( ) notation.
Ju st to  avoid confusions, w e specify  the notation /v / fo r the length  o f  a w ord  v and A. fo r the 
em pty  word.
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This paper is d iv ided  in to  four parts. T he  firs t section is th is introduction. P art II contains some 
aspects o f  sequential com plexity  theory. Section Ш, the m ain  part o f  this w ork , describes some 
connections betw een form al languages and  com plexity theory . F inally  P art IV  collects som e 
recent results o f  parallel com plexity theory.
II. Sequential complexity
The beginning o f  com plexity theory can be determ ined by the  discovery o f  arbitrarily hard sets; 
that is for every com putable function f  there  exists a set L  such that every  algorithm  A solving 
the w ord problem  o f L  takes at least tim e f(/v/) for in fin ite ly  m any v. T h is approach, to
say L e  D tim e(f(n)) i f  L  is recogn izab le  w ith in  f(/v/) s teps fo r a lm ost all inpu ts v by som e 
algorithm  for L, is ca lled  the w orst case  approach and is the m ost frequen tly  used m ethod o f 
com plexity theory com pared w ith average case analysis or generally stochastic methods.
In this w ay there  w as a phase o f  c o m p lex ity  theory, in  w hich  one tried  to  determ ine the 
'abso lu te com plex ity ' o f  a problem , i.e . g iven  a p rob lem  P, find  a tim e  bound f  such that
P e  Dtim e(f) and P e  D tim e (g) for any g e  o(f). A statem ent o f the type P e  D tim e(f) gives an 
upper bound fo r the runn ing  tim e n ecessary  to solve p and is usually  p roved  by exhibiting  an 
algorithm  for P runn ing  in time f. The p rob lem  is to prove low er bounds, i.e. statem ents o f  the
type P«? D tim e (g). U ntil now there is no  general theory o r system atic m ethod  to obtain low er 
bounds. T here  ex ist som e single resu lts  w hich  perta in  to  special se ts, under m ore o r less 
restricting assum ptions with a m ore o r less restricted m achine model.
A w ay to  cope w ith  th is  situa tion  is  to  com pare the  com p lex ity  o f  p rob lem s by using  
reducibilities and com pleteness.
W e call a m apping f:X * —»Y*, w here X  and  Y are finite a lphabets, 'L O G SPA C E  com putable '
(resp. 'PO LTIM E com putable '), if  there is  a Turing-M achine M  w ich, started  w ith som e v e  X* 
on its read only input tape, com putes and p rin ts ,f(v) on its w rite  only ou tpu t tape, consum ing no 
m ore than 0 (log(/v/)) space on its w orking  tapes (resp. perform ing  no m ore than p(/v/) steps for 
som e polynom ial p).
A  set L ^ X *  is m any-one 'LO G -reducible ' to  a set M ^ Y * , deno ted  by L  < £ ;M , if  there exists a
LO G SPA C E com putable m apping f: X  * —»Y* such that v e  L  if  and on ly  if  f(v) e  M holds for 
all
v e  X*. If  w e require f  to be PO LTIM E com putable, instead, w e get 'PO L-reducibility ' denoted
Уby L < ^ M . If  no t otherw ise stated we w ill use  in the fo llow ing L O G -reducibilities and drop the 
prefix  'LOG'. T he 'LO G -closure ' o f a c lass o f  languages A is denoted by
LOG(A) :={LBMe Д :L<^M}.
Proposition 2.1
For every class A w e have LO G (C o-A ):=C o-LO G (A ) and  L O G (LO G (A ))=LO G (A ).
H ere C o-A :={X *\L  I 3 L ,X :L c X * ,L e A } .
T hus w e try to  determ ine the 'relative com plexity ' o f  a problem , i.e. g iven  a problem  P find a
class A such tha t P e  A and  P is А -com plete . H ere P e  A is a 'rela tive u p p e r bound ' and the
A -co m p le ten ess  o f  P is a 'relative low er bound ' fo r the com plexity  o f  P. A  M otivation  for 
analysing rela tive com plexities is that a re la tive  low er bound becom es an absolu te one, as soon 
as the corresponding com parision o f com plexity  classes is solved: if  a p rob lem  P is com plete for
a c lass A and i f  A is no t contained  in D T IM E (f(n)), then for som e c> o  P e  D T IM E (f(n c )). 
U nfortunately , the status o f  very m any im portan t c lass inclusions is unknow n. Even w orse, 
're la tiv iza tio n  re su lt ' (e ssen tia lly  th is  m ean s  co n sid e rin g  tim e o r  ta p e -b o u n d ed  T uring  
reducibilities instead o f com plexity classes) indicate that nearly all know n p ro o f m ethods cannot 
an sw er these  q u estio n s  ([7]). N everthe less , co m p le ten ess  resu lts  are  a va luab le  tool to 
characterize com plexities o f  problem s by infering class properties to com plete  problem s.
T ypical classes in com plexity  theory are PSPACE:=uk > l :D SPA CE(nk ), NP:=
u k > l :N T I M E ( n k ) ,P := u k > l :D T I M E ( n k ), A L := N S P A C E (logn), and  L := D S P A C E (lo g n ).
T hese  c lasses fo rm  a h ierarchy : L çN L çPçN P çP SP A C E . A lth o u g h  m ost researchers
believe this h ierarchy  to  be proper, i.e. that all inclusions are strict, NL^PSPACE is the only 
know n inequality  here. H ence, equalities like  L=NP o r P=PSPACE still m ay hold. A ll these 
c lasses are c losed  under L O G -reducib ility , i.e. L O G (P S P A C E )=  P S P A C E ,...,L O G (L )= L , 
and possess w ell know n com plete sets:
- True quantified boolean formulae: the set TQBF o f  all tru e  quan tified  boolean 
form ulae is PSPACE-com plete ([57]),
- Satisfiability: the set SAT o f  all satisfiab le  (= true ex isten tia lly  quan tified) boolean 
form ulae is A P-com plete  ([13]),
- Circuit value problem: the set CVP o f  all p airs o f a boo lean  c ircu it and an input 
assignem ent such that a designated output yields the value true is P -com plete  ([34]),
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- Graph-accessability problem: the set GAP  o f  all d irec ted  g raphs w ith designated  
source and sink such  that there exists a path from  source to sink is A L -com plete ([54]),
and
- the trivial set {1} is  L-com plete.
A n im portant research top ic  o f  com plexity theory is the polynom ial hierarchy as defined in  [46] 
by  oracle machines. It can  be characterized by bounded quantification and by alternating Turing 
m ach ines  (see [10], [57], [68]): A set L  is an e lem en t o r the  k.-th  level o f  the po lynom ial
6>
hierarchy , denoted by  E n , i f  there exist a set M e P  and a  po lynom ial p such  that L = { v B x j,
/x ]/< p (/v /): V x2,/x2/< p (/v /): ...Q xk ,/xk /^p(/v /): (v ,x i„ ..,x ]c)e M } , w here Q  denotes В fo r odd
 ^ (P &
к , and  V otherw ise. F u rth e r on, set П  к  : =  C o-Ek- T he c lasses E k  and П к  are c losed  under 
LO G -reducibility and possess com plete sets, w hich are re la ted  to TQBF (see [68])". It is an open 
question  w hether the po ly n o m ia l hierarchy is  proper, i.e. in fin ite , w hich is assum ed by  m ost 
researchers.
A s an attem pt to construct a  LO G SPA C E bounded analogy , C handra et al. defined in [10] the 
logarithm ic alternation h ie ra rchy  w ith the help o f  a lternating  Turing m achines. T o pu t a space 
bound  on oracle m ach ines o r bounded quantification is n o t abvious and led  a t first back  to  the 
polynom ial hierarchy (see [36], [57], [40]). Later on, a logarithm ic quantification hierarchy and 
a logarithm ic oracle h ie ra rchy  w ere found. B ut w hile the fo rm er coincides w ith the logarithm ic 
a lternation  hierarchy ([41]), the la ter contains the w hole logarithm ic alternation hierarchy in  its 
second level ([52]). A gain , the com m on believe assum ed these hierarchies to be proper, a t least 
u n til 1986. B ut since then  th ings changed  d ram atica lly : in  O ctober 1986 the logarithm ic  
a lternation  hierarchy co llap sed  to its second level ([43]). T hen  in A pril 1987 this resu lt w as 
im p ro v ed  by Schöning  a n d  W agner in  [55]. T hey  sh o w e d  that the second  levels  o f  the 
log a rith m ic  alternation  h ie ra rch y  and the  logarithm ic  o rac le  h ierarchy  co incide , thereby  
co llapsing  the logarithm ic oracle  hierarchy to its second level. Finally, in  July  1987 Im m erm an 
show ed  ‘4  closure u n d e r com plem ent o f  nondeterm in istic  space classes ([27])! H ence  the 
h ie ra rch ies m entioned ab o v e  all collapse to  the ir first lev e l NL  = C o-NL. Surprising ly , this 
resu lt was found independently  in  April 1987 by R. Szelepcsényi ([62]) from  Bratislava, bu t get 
no t public before late 1987.
III. Formal languages
T his  section contains a co llec tion  o f  results from  the in terface betw een form al language theory 
and com plexity. (M ore details and related results concerning this topic m ay be found in [48] or
[66]). O ut o f the huge abundance o f  form al languages w e selected the C hom sky-languages, the 
con tex t-free  fam ilies o f  L indenm ayer languages, the  index  and  m acro  languages, and  som e 
classes o f  stack languages. The com plexities o f  several dedidable p roplem s fo r these fam ilies 
have been characterized by show ing these problem s to  be com plete for w ell-know n com plexity  
classes. In  this w ay com plex ity  theo ry  serves as a  un ify ing  fram ew ork  and re la tes  d iffe ren t 
fam ilies o f  form al languages thereby giving new  insigh ts  and a better understanding o f  form al 
language theory.
T his section is d iv ided  in to  three parts. F irst o f  all, w e consider the m em bersh ip  p rob lem  for 
classes of.languages. W e do  not consider the general m em bership  problem , i.e. the case that the 
language generating gram m ar is not fixed, but part o f  the input. V ery often it is equivalent to  the 
em ptiness problem , w hich is investigated in the second part o f  this section. Finally, w e consider 
shortly the com plexities o f operations on  form al languages.
1) The membership problem
In  the  fo llo w in g  the  fam ilie s  o f  the  co n tex t-sen s itiv e , d e te rm in is tic  co n te x t-se n s itiv e , 
co n tex t-free , d e te rm in is tic  co n tex t-free , linear, an d  re g u la r  lan g u ag es  are d e n o te d  by 
CS,DLBA, CF, DCF, LIN and REG, respectively . T he  type 0 languages, i.e. the recu rs ive  
enum erable languages, are not considered, since they stric tly  contain  the decidable languages, 
w hich in  turn are a p roper superset fo r any com plexity class.
S ince linear bounded autom ata correspond to linear space bounded turing m achines w e have CS 
= N SPA C E (n) and DLBA  = DSPACE(n). A pplying reducib ilities  o f  the type f(v) = v#P (/y/), 
w here p is a polynom ial, w e get 
Proposition 3.1
L O G (C S ) = LO G  (DLBA) = PSPACE.
C oncerning context-free languages w e know  by [69] CF  ç  D TIM E (n^).
Proposition 3.2
L O G (C F ) ç P .
N ow  le t D A P D A (log  n) (resp . N A P D A (log  n)) be  the  c lass  o f  languages a c c e p te d  by 
d e te rm in is tic  (resp . n o n d e te rm in is tic )  push -dow n  au to m a ta  w ith  a tw o-w ay  in p u t tape  
augm ented  w ith a logarithm ically  space bounded w ork ing  tape. T he fo llow ing  resu lt o f  Cook 
im plies proposition  3.2.
Theorem 3.3 ([12])
D A PD A (log n) =  N A PD A (log  n) =  P.
Sudborough charac te rized  the d ifference betw een L O G (C F ) and P by p u ttin g  a polynom ial 
bo u n d  on the ru n n in g  tim e o f  au g m e n te d  p u sh -d o w n  au to m ata , d e fin in g  the c la sse s  
DAPDApj-(log n) and NAPDApj^log n):
Theorem 3.4 ([61])
LO G  (DCF) = DAPDAppOog n) and L O G (C F ) = N A P D A ^ lo g  n).
The best space bound fo r recognition o f  context-free languages is still given by the algorithm  o f 
Lew is, Steam s, and H artm anis:
Theorem 3.5 ([45])
L O G (C F ) c  D S P A C E (log2n).
S ince P  and D S P A C E (lo g2n) seem  to  be incom parab le , C F  should  n o t be expected  to  be 
com plete either fo r P  o r  D SPA C E(log2n). C oncerning sim ultaneous resou rce  bounds, Cook 
show ed
Theorem 3.6 ([14])
LO G  (D C F) c  D TIM ESPA C E(PO L, log2n),
w here  D T IM E S P A C E .(/■,#) (resp. N T IM E S P A C E (/,g j) deno tes the c lass  o f  all languages 
recogn izab le  be d e te rm in is tic  (resp. nond eterm in istic ) T u rin g m ach in es  w ith  g -bounded  
w orkingtapes and a runningtim e bounded by f  and PO L m eans the union over all polynom ials. 
For context-free languages only L O G (C F ) c  NTEM ESPACE (PO L ,log2n) is known.
T he fam ilies o f  the  determ in istic  co n tex t-free  languages and  o f  the lin e a r  languages are 
incom parable and the  sam e seems to ho ld  fo r their LO G -closures, since Sudborough w as able 
to show
Theorem 3.7 ([59])
L O G  (LIN) =NL 
Som e remarks:
i) The same result holds true for the fam ily o f  nondeterm inistic one-counter languages.
ii) Theorem s 3.7 and  3.5 imply the fam ous result o f  Savitch N SPA C E(f) ç  D SPA C E(f2 ) for 
log(n) e  0 ( f (n ) )  ([54]). It is rem ark ab le  that the a lgo rithm  o f  L ew is , S tearns, and 
Hartm anis is considerably  older than that o f  Savitch.
iii) T he  result o f  Im m erm an -S ze lep csén y i im p lies  w ith  the help  o f  p ro p o sitio n  2 .1 : 
L O G (C o-LIN) = LO G  (LIN).
F inally , we have L O G (F F G ) = L because o f  REG  ç  L.
The results of this part are summarized in the following diagram:
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PSP АСЕ = L O G (C S ) = LO G  (DLBA)
NP
D SPA C E(log n2) P = D A PD A (log n)= N APD AG og n)
D TIM ESPA C E(PO L, log2n) N A F D A pjflog  n) = L O G (C F)
D A P D A p ^ lo g  n) =  LOG (D C F) NL = LOG(LFV)
L = LOGiREG)
W e see that Chom sky languages fit in n icely  in the ex isting  fram ew ork  o f  com plexity  classes. 
The sam e holds true for the m any types o f  L indenm ayer Languages. A m ong their w ide varie ty  
w e cite result characterizing thé com plexities o f languages generated by the follow ing classes o f 
co n tex t-free  L -system s. ETOL, EOL, EDTOL, and  EDOL.  (T he defin itions  o f  these  
fam ilies o f  languages m ay be found e.g. in ([51]).
Theorem 3.8
a) L O G (ETOL) = NP ([63]),
b) LO G  (EOL) = LO G  (C F ) ([60]),
c) LO G  {EDTOL) = NL ([32]), and
d )  L O G(EDOL) = L ([60]).
R em ark: i) although EOL and EDTOL are incom parab le , T heorem  1.8 indicates- tha t E O L  
languages m ight have m ore d ifficult parsing problem s than E D T O L  languages. T h is re la tion  
turns, if  w e consider the trio 's , i.e. the c losure un d er nonerasing  hom om orphism s, inverse  
hom om orphism s, and in tersections w ith regular sets, M{EOL) and M {EDTOL) genera ted  by 
EOL resp . EDTOL. W e then have LO G  (M{EOL)) = LO G  (C F ) and  LOG(M(EDTOL)) = 
NP (see [39]). N ote th a t bo th  EOL and EDTOL are c losed  u nder hom om orph ism s and  
intersections w ith regular sets.
ii) There are a lo t o f  resu lts  exam ining  the com plex ities  o f con tro lled  L system s and  m ore 
general parallel rew riting  m echanism s (see e.g. [4], [5] o r [38]).
T he fam ily  Index o f  indexed  languages by A ho ([1]) w as show n by  F ischer to  co inc ide  w ith 
the fam ily  OI o f outside in  m acro languages ([17]). F ischer also defined  the inside-ou t m acro  
languages, constitu ting  the fam ily  10, and show ed these  tw o c lasses to be incom parab le . 
C om plexity results indicate that OI seem s to have harder m em bership problem s than 10.
44
Theorem 3.9
a) L O G (0 /)  = NP  (see  [63])
b) L O G (/0 )  = L O G (C F )([6]),
F inally , w e c o n s id e r  the  fam ilies o f  lan g u ag es accep ted  by no n d eterm in istic  nestedstack  
au tom ata , n o n d e te rm in is tic  stack au to m ata , nondeterm in istic  n o n eras in g  stack  au tom ata , 
n o n d e te rm in is tic  c h e c k in g  stack  au to m a ta , de te rm in istic  s tack  a u to m a ta , d e te rm in is tic  
ncoerasing  stack au tom ata , and determ in istic  checking  stack autom ata(all restric ted  to have a 
one-w ay  input tape), deno ted  by 1-N N stSA , 1NSA, 1-N N eSA , 1-N CSA , 1-D SA , 1-D N eSA ,
and  1-DCSA as d e fin e d  in [2], [19], [20], and  [21]. O bv iously  these c lasses  fu lfill 1-DX ç
1-NX for X e  [SA , N eS A , C SA ] and 1-X C SA  ç  1-XNeSA c  1-XSA fo r X e  [D , N ] , as w ell
as 1-NSA £  1-N N stSA .
B y 1-NNstSA = INDEX  ([2]) and the ex istence  o f  iVP-com plete stes in 1-N CSA  ([56]) w e get 
Theorem 3.10
LO G ( 1 -NCS A )= L O G ( 1 -NNeS A )=LO G ( 1 -N S A )= L O G (l -N N stS  A)=NP 
and for the determ inistic case
Theorem 3.11
a) L O G ( l- D S A ) c F ( [ 1 9 ] )
b) L O G (l-D C S A )= L ([25]).
Rem arks: i) for the au tom ata types occuring in this subsection also alternating versions exist (see 
e.g. [10], [29], [35], [37]).
ii) S ince all the fam ilies  o f  formal languages occuring in this subsection are contained  in N P , a 
na tu ra l question  to  a sk  is: are there any  'reasonab le ' fam ilies  o f  fo rm al languages w ith  a 
decidable em ptiness p rob lem  and m em bersh ip  problem s w hich are likely to  lie  outside o f  NP. 
(An 'unreasonable ' fam ily  o f  this type w ould  be HFIL, the class o f  all hom om orphic im ages o f 
languages generated by  IL systems w ith a finite, possibly em pty set o f axiom s: On the one hand 
the em ptiness p ro b lem  o f  HFIL is sim ple, since we only have to check  the set o f  axiom s for 
em ptiness, w hile on  the  o ther hand HFIL co incides w ith the set o r all recursively  enum erable 
languages!).
2) The emptiness problem
For a class X  o f languages given by som e language generating devices o f  type X  w e denote by 
0-X the nonem ptiness problem  o f this class: given an object A  o f  type X  determ ine w hether A 
genera te  does no t the  em pty  set. T here  m ig h t be d ifficu lties i f  X  is rep resen ted  by several 
m echanism s w ith d iffe ren t properties (see e.g . rem ark ii) at the end o f the firs t subsection). But 
in ou r case this on ly  affects the class X = REG, w here we assum e that recu lar sets are given by
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(non)determ in istic  fin ite  au tom ata and  no t by regu lar expressions, i.e, the types o f  language 
generating devices are D FA  and N FA .
In these em ptiness problem s all occuring  autom ata are assum ed to  have an in p u t tape w ith  one 
one-w ay  reading head. (Tw o-w ay o r tw o-head autom ata in nearly  all cases have an undecidable 
em p tin ess  p roblem . T hus the em p tin ess  p rob lem  o f  CS is u n d ec idab le ). T here is a v ery  
in teresting connection betw een the com plexities o f  the em ptiness problem  for one-w ay autom ata 
and  the m em bership problem  o f tw o-w ay autom ata (as already noted by Flunt in [24]) in that the 
com plexity  o f  the em ptiness problem  for one-w ay autom ata o f  type X  very  often  coincides w ith 
the cm plexity  o f  languages accepted  by  tw o-w ay au tom ata o f  type X. T h is transition from  the 
one-w ay to the tw o-w ay case form s an im portant bridge betw een the theory o f  formal languages 
and  com plexity  theory.
S ince  w e are in terested  in L O G -closures o f language c lasses it is reaso n ab le  to investiga te  
tw o -w ay  au tom ata  equ ipped  w ith  add itiona l m em ory  o f  logarithm ic  size  (or equ ivalen tly  
tw o -w ay  m u lti-h ead  au tom ata). T hus w e co n sid e r c la sse s  NAX( log  n) and  L>AAT(log n) 
deno ting  the fam ilies o f  languages accep ted  by nondeterm inistic  resp. determ inistic  tw o-w ay  
au tom ata o f type X  augm ented w ith a logarithm ically bounded w orking tape (see [12]).
T hese  classes are c losed  under L O G -reducib ilities, i.e. LOGOAAA^log n) =  A A X (log n)) and 
L O G (Z M X (log  n)) = DAX{log  n).
T he context-free languages are a good exam ple for the m entioned connection between em ptiness 
problem s and m em bership in tw o-w ay languages.
Theorem 3.12
a) ( LO G  (0-CF) = L O G (0-DCF) = P  ([31]),
b) NAPDA(\og n) = DAPDA (log n) =  P  ([12]).
Theorem 3.13
a) L O G (0-L JW ) = L O G (0 -A F A ) = L O G (0-DFA) = NL ([30]),
b) NAP DA  i- tu rn ilo g  n) = NL  ([26 ]),
c) NAFA(log n) = NL  and  DAFA(log  n) = L (obvious).
H ere  F D A i^ u m  denotes push -dow n  autom ata , w hich m ake at m ost one  reversal on th e ir
push-dow n.This.(one-w ay) device exactly  recognizes the linear languages.
C on cern in g  O L  system s w e rem ark  tha t ETOL  (resp . EOL ) co in c id es  w ith  the c la ss  o f  
languages recignized by CSPD (resp. R PA C ) autom ata ([64] resp. [50]). W e then have
Theorem 3.14
a) L O G  (0-ETOL) = LO G  {0-EDTOL) = NACSPD( log  n) = PSP ACE  ([33], 64])
b) NP  £  L O G (0-EOL) = NARPAC(log n) ç  PSPACE([4 4 ]),
c) L O G (0-EDOL) = N P ([33]).
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Open question, is it possib le  to locate 0-EOL in the polynom ial hierarchy?
Theorem 3.15 ([24])
L O G (0-OI) = EXPOLYTIME. = u k > o :  D T IM E ^ 1* ) .
R em ark: The algorithm  to  solve 0-IO in  [17] and [1] runs in polynom ial tim e (as m entioned in
[24]) bu t is not correct. E lse theorem  3 .14  w ould im ply  P = PSPACE. A correct a lgorithm  
m ay be found in [3]. 0-IO  should be expolytim e-com plete, too.
A ll types o f stack au tom ata  but the checking  stack show the close connection between em ptiness 
and tw o-w ay m em bership m entioned above.
Theorem 3.16
a) L O G (0 -A A s/S A ) - LO G  (0 -A S  A ) =  LO G  (0 D S A )  = EXPOLYTIME ([24]),
b) NANstSA (LOG N ) NASA (log n) =  DASA (log n) = EXPOLYTIME  ([8], [25]),
c) LOG(0-NNeSA) = LOG(0-DNeSA) = PSPACE ([24]),
d) NANeSA(\og n) =  DANeSA(log n) =  PSPACE ([25]),
e) A A C S A (log  n) = PSPACE  ([25]),
f) DACSA (log n) = L ([25]).
R em arks: i) 0-DCSA is A L -hard  by T heorem  2.2.
ii)The checking stack autom ata is one o f the few  m odels in com plexity  theory, w here 
determ inism  and nondeterm inism  are provably in equivalent.
3) Operations on formal languages
T his subsection gives a  sho rt survey on  results, characteriz ing  com plex ity  classes by form al 
language operators. W e consider the fo llow ing operations on  fam ilies o f  form al languages:
i) K leene closure: A *: =  [L * IL eA ],
ii) nonerasing  hom om orphism s: H ^(A ): =  [h(L )IL eA , h is a nonerasing  hom om orphism ],
iii) iterated  shuffle (see e .g . [28]): A ^: =  {L^ ILeA}.
Further on , let 1-L be the  set o f all languages accepted by LO G SPA C E turing m achines w ith an 
one-w ay input tape.
Theorem 3.17 ([18], [40], [47], [67])
i) NL  = LO G (L*),
ii) NL = L O G (H ^ ( l-L ) ) ,
iii) NP = LO G ( % ( £ ) ) ,
iv) NP  = L O G (L Î) .
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Rem arks:
i) NL  and NP  are characterized  by these operations since NL  closed u nder * and NP  in
/
addition under and t .
ii) F o r arb itrary  hom om orphism s H (L ) co incides w ith  the class all recu rs iv e ly  enum erab le  
languages, w hich in turn is closed under X.
Theorem  3.17 suggest the question for language operations chracterizing com plexity  classes like 
P, PSPACE, EXPOLYTIME  etc. This question seem s to  be related to the  search fo r fam ilies 
o f  fo rm al languages, w hich  are com p le te  fo r these  co m plex ity  c la sse s . C o n cern ing  the 
com plexity  class L O G (C F), a m odification o f  iterated insertion yields an operation В fulfilling
L O G (C F ) = L O G (L B ) and L O G (C F )B c L O G (C F ) (see [42]).
Theorem  3.17 is interesting in particular for giving the possibility  to characterize several w ays o f 
rela tiv iz ing  com plexity  classes. W e state this resu lt w ithout explain ing the  details, but re fe r to 
[40] instead.
Theorem 3.18
for arbitrary language class A we have
i) (R uzzo - Sim on - T om pa relativization): NL<A> = LO G  (L(A)*)
ii) (Ládner-L ynch relativization): NL(A) = LO G  (H ^(1-L(A ))),
iii) NP(A) = L O G (H x(L (A ))).
IV. Parallel Complexity
A very  fast grow ing area o f com plexity theory is the field o f  synchronous prallel com putations. 
([15]) gives a very  good sum m ary o f  th is topic). This section  is to give som e o f  those results 
w hich concern form al languages.
In spite o f  the m any different m odels o f com plexity  theory fo r describing paralle l com putations, 
there  occurs as a ru le  the phenom enon o f  paralle l tim e bounded co m p lex ity  classes being 
polynom ially  related  to sequential space bounded com plexity  classes. T his led to  the declaration 
o f  the Parallel Computation Thesis, that every  reasonable m odel o f parallel com putation show s 
this behaviour (see [57] and [22]).
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In the following w e consider three main m odels o f parallel com plexity theory:
- p ara lle l ran d o m  access  m ach ines  w ith  sev era l w ay s o f  se ttlin g  read  and  w rite  
conflicts. In particu lar w e are interested in C R C W -,C R EW -, and 
C R O W -PR A M 's (see [16]).
- B oo lean  c irc u its  w ith  bounded , sem i-u n b o u n d e d , o r u n b o u n d ed  F A N -IN  (see 
[15] [65]).
- A lternating turing  m achines ([10]) bounded in tim e, space, or depth o f  alternation.
T he  close  rela tion  b e tw e e n  these apparen tly  d iffe re n t dev ices  can b e  seen  by the three 
characterizations o f the c lass AC 1 (see [15]) by
i) a lte rn a tin g  L O G S  P A C E  tu rin g  m a c h in e s  th e  a lte rn a tio n  d e p th  o f  w h ich  is  
logarithm ically bounded,
ii) unbounded F A N -IN  circuits o f logarithm ic depth, and 
in) logarithm ically tim e-bounded C R CW -PRA M 's
W e state this as
Theorem 4.1 ([11], [15], [58])
A C 1 := A S P A C E D E P T H (log  n, log  n) =  U N B O U N D E D S IZ E D E P T H (P O L , log  n) = 
CRCW -PRAM TTM E(log n).
H ere PO L again deno tes the union over all p o ly n o m ia ls .  (A ctually, in stead  o f  log  n often  it
should  read и  c > 0 : c • log  n) by V enkatesw aran ([65]) L O G (C F ) coincides w ith the class o f 
a ll languages re c o g n iz a b le  by un ifo rm  sem iu n b o u n d ed  c ircu its  o f  p o ly n o m ia l size and 
logarithm ic depth. (H ere sem i unbounded m eans that the fan-in  o f all and-G ates is bounded by 
som e constant):
Theorem 4.2 ([65])
L O G (C F) = SEM IU N B O U N D ED SIZ ED EPTH (PO L, log  n).
T his reproves the know n fact C F  £  AC 1, i.e. that context-free languages can  be recognized in 
logarithm ic time on a CRCW -PRA M .
Follow ing the ideas o f  Im m erm an-Szelepcsényi and using Theorem  2 B orodin  et.al. succeeded 
in  show ing the closure o f  L O G (C F) under com plem ent.
Theorem 4.3 ([9])
C o-L O G (C F) = LO G  (C F ).
Rem ark: It is possible to  show  this result d irectly  w ithout using Boolan circuits (see [42]).
T he fam ily  UCF o f  unam biguous con tex t-free  language can be recogn ized  in  logarithm ic 
TIM E on a CREW -PRA M .
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Theorem 4.4 ([53]):
LOG{UCF) ç  C R EW -PR A M TIM E (log n).
H ere the follow ing questions seem to be interesting:
- Is L O G(UCF) closed under com plem ent?
C an  th e se  c la sse s  be c h a ra c te r iz e d  in  te rm s  o f  B oo lean  c irc u its  o r seq u en tia l 
automata?
T hat po lynom ial tim e bounded D A P D A (log  n)'s are n o t an answ er to  the last question , is 
indicated by the follow ing surprising equality:
Theorem 4.5 ([16])
LO G  (D C F) = C R O W -PR A M TIM E (log n).
It should  be rem arked , that T heorem  3 .6  can be phrased  in  term s o f  para lle l com plexity , since 
D TIM ESPA C E (PO L ,log2n) = B O U N D E D SIZ E W ID T H  (PO L, log2 n) ([49]).
Q uestion: A re there sim ilar parallel representations o f  the o ther form al languages m entioned  in 
subsection П.1?
References:
[1] A .A ho: Indexed  g ram m ars - an ex tension  o f  co n tex t-free  g ram m ars, J. A ssoc. 
C om p. M ach. 15 (1968), 647-671.
[2] A .A ho: N ested stack au tom ata , J. Assoc. C om put. M ach. 16 (1969), 383-406.
£3] J. A lbert: Ü ber in d iz ie rte  u n d  m -B lo ck -in d iz ie rte  G ram m atik en , D isse rta tio n ,
U niversitä t K arlsruhe, 1976, (in G erm an).
[4] P. A sve ld : Ite ra ted  C o n te x t-In d ep en d en t R ew ritin g , P h .D . thesis, T ech n isch e  
H ogeschool Tw ente, 1978.
[5] R . A sv e ld : S p a c e -b o u n d e d  co m p le x ity  c la sse s  an d  ite ra te d  d e te rm in is tic  
substitu tions, Inform , and  C ontro l 44 (1980), 282-299.
[6] P. A sveld: T im e ans space com plexity  o f  in side-ou t m acro  languages, In ternat. J. 
C om put. M ath. 10 (1981), 3-14.
[7] T. B aker, J. G ill, R. S o lovay : R elativ izations o f  the P =  ? N P  question, S IA M  J. 
C om p. 4 (1975), 431-442.
50
[8] C. B een: T w o-w ay nested stack autom ata are equivalent to tw o-w ay stack autom ata, 
J. Com p. S ystem  Sei. 10 (1975), 317-339.
[9] A. B orod in , S. C ook, P. D ym ond , W . R uzzo , M . T om pa: T w o  app lications o f  
com plem entation via inductive counting, Technical Report 87-10-01, D epartm ent o f 
Com puter Science, U niversity o f  W ashington, 1987
[10] A. C handra, D . K ozen, L. S tockm eyer: A lternation , J. A ssoc. C om put. M ach. 28  
(1981), 114-133.
[11] A. C h an d ra , L. S tockm eyer, U . V ishkin: C om plex ity  th e o ry  fo r u n b ounded  
FA N -IN  Parallelism , Proc. o f  23rd  FOCS (1982), 1-13.
[12] S. C ook: C h arac te riza tio n s  o f  pushdow n m ach ines  in te rm s o f  tim e-bounded  
com puters, J. A ssoc, C om put. M ach. 18 (1971), 4-18.
[13] S. Cook: T h e  com plexity  o f  theorem  proving procedures, Proc. o f  the 3rd A nnual 
ACM  Sym p. on  Theory o f  C om puting, 1971, 151-158.
[14] S. Cook: D eterm in istic  C FL 's are accepted sim ultaneously  in  po lynom ial tim e and 
log squared space, Proc. o f  the 1 lth e  A nnual A C M  Symp. on T heory  o f  Com puting, 
1979, 338-345 .
[15] S. Cook: A  taxonom y o f  p rob lem s w ith fast para lle l a lgorithm s, Inform ation  and 
Control 64 (1985), 2-22.
[16] P. D ym ond, W . Ruzzo: P arallel RM S w ith ow ned  global m em ory  and dterm inistic 
contex t-free language recogn ition , Proc. o f  13th IC A L P  (1987), Springer L N C S  
233, 95-104.
[17] M.J. F ischer, G ram m ars w ith M acro-like P roduction , Ph.D . thesis, H arvard U niv ., 
1968.
[18] P. F lajolet, J. S teyaert: C om plex ity  o f classes o f  languages and  operators, IR IA  
Laboria, R ap. de R echerche N o. 92, Nov. 1974.
[19] S. G insburg , S. G reibach , M . H arrison: S tack  au tom ata  and com pliling , J. o f 
Assoc. C om p. M ach. 14 (1967) 172-201.
[20] S. G insburg , S. G reibach , M . H arrison: O ne-w ay  stack au tom ata , J. o f  A ssoc. 
Comp. M ach. 14 (1967), 389-418.
[2 f] S. G reibach: C hecking au tom ata  and one-w ay stack  languages, J. Com p. System  
Sei. 3 (1969), 196-217.
[22] J.-W . H ong: O n sim ilarity  and  duality  o f com puta tion , Inform , and C ontrol 62
(1984), 109-128.
[23] J. H o p cro ft, J. U llm an: In tro d u c tio n  to  A u to m a ta  T h eo ry , L an g u ag es, and  
Com putation, A ddison-W esley, R eading M ass., 1979.
[24] H. Hunt: O n th e  com plex ity  o f  fin ite , p u shdow n , and  stack  au tom ata , M ath . 
Systems T h eo ry  10 (1976), 33 - 52.
51
[25] О. Ibarra: C h arac te riza tio n s  o f  som e T ape  and T im e  C o m plex ity  Cla o f 
T uringm achines in T erm s o f  M ultihead  and A uxiliary  S tack  A utom ata, J.U om p. 
System s Sei. 5 (1971), 88 - 1,17.
[26] О . Ib a rra , S. K im , L. R o s ie r: S p ace  and  tim e e f f ic ie n t  s im u la tio n s  and  
characterizations o f  som e restric ted  c lasses o f  PD A s, P roc. o f  the 11th EA TC S 
In te rn a tio n a l C o lloqu ium  on  A utom ata , L anguages an d  P ro g ram m ing , 1984, 
S pringer LN C S 172, 247 - 259.
[27] N . Im m erm an: N o ndeterm in is tic  space is c losed  u n d er com p lem en t, T echn ical 
R eport 552, Y ale U niversity , 1987.
[28] M . Jantzen: The pow er od synchronizing  operations on strings, Theoret. Com put. 
Sei. 14 (1981), 127 - 154.
[29] B. J. Jenner, B. K irsig : C harac teriz ing  the  po lynom ial h ie ra rch y  by  a lternating  
auxiliary  pushdow n autom ata , Proc. o f  5 th  STA CS (1988), S p ringer LN CS 294, 
1 1 8 -1 2 5 .
[30] N. Jones: Space-bounded reducib ility  am ong com binato ria l p roblem s, J. Com put. 
System  Sei. 11, (1975), 68 - 85.
[31] N . Jones, W . L aaser: C om ple te  p rob lem s fo r d e te rm in is tic  po ly n o m ia l tim e, 
Theoret. Com put. Sei. 3, (1977), 105 - 117.
[32] N. Jones, S. Skyum : R e c o g n i t io n ^  determ inistic  E T O L  languages in  logarithm ic 
space, Inform , and C ontrol 35, (1977), 177 - 181.
[33] N. Jones, S. Skyum : C om plex ity  o f  som e problem s concern ing  L system s, M ath. 
System s T heory 13, (1979), 29 - 43.
[34] R. Ladner, T he circuit value p rob lem  is log space com plete  fo r P, S IG A C T N EW S 
7, (1975), 18 - 20.
[35] R. Ladner, R. L ipton, L. S tockm eyer: A lternating  pushdow n and  stack autom ata, 
SIA M  J. C om put. 13 (1984), 135 - 155.
[36] R. Ladner, N. Lynch: R ela tiv iza tion  o f  questions about log  space com putab ility , 
M ath. System s T heory 10 (1976), 19 - 32.
[37] R. L adner, L. S tockm eyer, R. L ipton: A lte rna tion  bounded  aux iliary  pushdow n 
autom ata, Inform , and C ontro l 62 (1984),-93 - 108.
[38] K .-J. L ange: C ontex t-free  con tro lled  E T O L  system s, P roc. o f  9 th  IC A L P 1983, 
S pringer LN C S 154 , 723 - 733.
[39] K .-J. Lange: L  System s and  N LO G -R eductions, in T h e  be ok o f  L ', G. R ozenberg  
and A. Salom aa (Eds.), Springer V erlag,'B erlin , 19á6, 245 - 252.
[40] K .-J. Lange: 'N ichtdeterm inistische R eduktionen  und logarithm ische H ierarchien ', 
Technical R eport No. 119, 1986, Fachbereich  Inform atik, U niversitä t H am burg, (in 
G erm an).
52
[41] K.-J. Lange: T w o  characterizations o f  the logarithm ic alternation hierarchy, Proc. o f  
MFCS 86 (1986), Springer LN CS 233, 518 - 526.
[42] K.-J. Lange: O n  the com plexity o f  iterated insertion, In preparation, 1988.
[43] K.-J. Lange, B . Jenner, В. K irsig: The logarithm ic alternation  h ierarchy  collapses': 
A I L =a I ^ ' ,  P roc. o f 14th IC A L P (1987), S p ringer LN C S 267, 531 - 541.
[44] K.-J. Lange, M . Schudy: A further ling betw een fo rm al languages and com plexity  
theory, E A T C S Bull. 33 (1987), 67 - 71.
[45] P. Lewis, R. S team s, J. H artm anis: M em ory B ounds fo r recognition  o f  context-free 
and context-sensitive languages, Proc. 6th A nnual IE E E  Symp. on Sw itching C ircuit 
Theory and L ogical Design, 1965, 191 - 209.
[46] A. M eyer, L. S tockm eyer: T he equivalence p rob lem  fo r regu lar expressions w ith 
squaring req u ire s  exponential space, Proc. o f the 13th A nnual IEEE  Sym posium  on 
Switching and  A utom ata Theory 1972, 125 - 129.
[47] B. M onien: A b o it the determ in istic  sim ulation  o f  n ondeterm in istic  (log n )-tape 
bounded T u rin g  m achines, 2 -te  T I F ach tagung  A u to m aten th eo rie  und  F orm ale  
Sprachen, 1975, Springer LN C S 33, 118 - 126.
[48] B. M onien, I. Sudborough: T he in terface tew een language theory  and  com plexity  
theory, in "F o rm al L anguages - P erspectives and  O pen  P roblem s" ed ited  by R. 
Book, A cadem ic Press, N ew  Y ork, 1980, 287 - 324.
[49] N. Pippenger: O n sim ultaneous resource bounds, Proc. o f  20th FO C S (1979), 307 - 
311.
[50] G. R ozenberg : O n a fam ily  o f  accep to rs  fo r som e c lasses  o f  dev e lo p m en ta l 
languages, In t. J. Com put. M ath. 4 (1974), 199 - 228.
[51] G. R ozenberg , A. Salom aa: T he M athem atical T heo ry  o f  L  System s, A cadem ic 
Press, N ew  Y o rk , 1980.
[52] W . R uzzo, J. S im on, M . T om pa: S pace-B ounded  h ie ra rch ies  and  p robab ilis tic  
com putations, J. Com put. System  Sei. 28 (1984), 216 - 230.
[53] W . R ytter: 'P a ra lle l tim e. 0 (L O G  N) reco g n itio n  o f  unam biguous con tex t-free  
languages', In fo rm ation  and  C om putation 73 (1987), 75 - 86.
[54] W. S av itch : R e la tio n sh ip s  be tw een  n o n d e te rm in is tic  and d e te rm in is tic  tape  
com plexities, J. Com put. System  Sei. 4 (1970), 177 - 192.
[55] U. S chöning , К . W agner: C ollapsing  o rac le  h ie ra rch ies , cesnsus functions and  
logarithm ically  m any queries, Proc. o f  5th STA CS (1988), S pringer LN CS 294, 91
- 97 :
[56] E. Shamir, C. Beeri: Checking stacks and context-free program m ed gram m ars accept 
p-com pete languages, Proc. o f  the 2nd  In terna tiona l C o lloqu ium  on  A utom ata, 
Languages, and  P rogram m ing, 1974, Springer L N C S 14, 277 - 283.
53
[57] L. S tockm eyer, A. M eyer: W ord  p roblem s requiring  exponen tia l tim e: p relim inary  
report, Proc. o f  the 5th A nnual A C M  Sym posium  on T heory o f  C om puting, 1973, 1 
- 9.
[58] L. S tockm eyer, C. V ishkin: S im ulation o f  random  access m achines by circuits, Siam  
J. on com puting  13 (1984), 409 - 422.
[59] I. Sudborough: A note o n  tape-bounded com plexity  classes and  linear contex t-free 
languages, J. A ssoc. C om put. M ach. 22 (1975), 499 - 500.
[60] I. Sudborough: The com plexity  o f  the m em bersh ip  problem  fo r som e extensions o f  
con tex t-free  languages, Internat. J. Com put. M ath. SEC T A 6 (1977), 191 - 215.
[61] I. Sudborough: On the tape com plexity  o f  determ inistic  con tex t-free  languages, J. 
A ssoc. C om put. M ach. 25 (1978), 405 - 414.
[62] R. S c z e le p c sé n y i: T he  m e th o d  o f  fo rc in g  fo r  n o n d e te rm in is tic  au to m a ta , 
E A T C S -B ull. 33 (1987), 96  - 100.
[63] J. van L eeuw en: The m em bersh ip  question  fo r E T O L -languages is po lynom ially  
com plete , Inform . Process. Lett. 3 (1975), 138 - 143.
[64] J. van L eeuw en: V ariations o f a new  m achine m odel, Proc. o f  17th FOCS (1976), 
228 - 235.
[65] H. V enkatesw aran : P roperties tha t charac te rize  L O G C FL , P roc. o f  19th ST O C  
(1987), 141 - 150.
[66] K. W agner, G. W echsung: C om putational com plexity , V EB  D eutscher V erlag  der 
W issenschaften , Berlin, 1986.
[67] M. W arm uth , D. H aussier: On the com plexity  o f  iterated shuffle, J. Com p. System s 
Sei. 28 (1984), 345 - 358.
[68] C. W rathall: Com plete sets and the polynom ial h ierarchy, T heoret. Com put. Sei. 3 
(1976), 23 - 33.
[69] D. Y ounger: R ecognition  and p a rs in g  o f  co n tex t-free  lan g u ag es in tim e N ^, 
Inform ation  and Control 10 (1987), 189 - 208.

55
IM Y C S ’88, Smolenice Castle, November 1^-18, 1988.
COMMUTATIONS and LANGUAGE FAMILIES!
Michel Latteux
L.I.F.L., University of Lille Flandres Artois.
ABSTRACT This survey presents some results concerning total commutations, 
partial commutations and semi-commutations in connection with the families of rational 
and algebraic languages and more generaly with (faithful) rational cones..
INTAODUCTION
The study o f free  partia lly  com m utative m onoids has been in itia ted  by 
C artier and F o a ta [ l l ]  .It happened that words on partially  co m m u ta tiv e  a lp h a b e ts  
becam e o f in terest to com pu ter sc ie n tis ts  s tu d y in g  p ro b lem s o f  co n cu rren c y  
contro l.T hus, traces languages, which are subsets o f a free partially  com m utative 
m onoid, have been proposed  by M azurkiew icz [44] as a tool fo r describ ing  the 
behav iour o f  concurren t program  schem es. R ecently  several surveys deal w ith 
p a rtia lly  com m utative  m ono ids  (A albersberg  and R ozenberg  [1], B erste l and 
S akarov itch  [7], Cori [19], M azurkiew icz [45], Perrin  [51] ) .O ther results on this 
su b jec t can be found in [21 ,22 ,23 ,24 ,48] .W e shall focus here  on (p a r tia l)  
com m utations which are unary operations on languages associated with p a r t i a l l y  
com m utative alphabets . W e shall exam ine also the sem i-com m utation  opera tio n  
which is a useful and natural extension of the partial com m utation operation .
A partially  com m utative alphabet is a couple (A ,0) w here A is an alphabet 
and 9, the com m utation  re la tion , is a sym étrie and irre flex iv e  b inary re la tio n  
over A. A ssociated  to the com m utation rela tion  0, one can define a m apping  
f0 :2A " 2a * by : for every language L over the alphabet A, f0(L) is the set o f w o rd s
equ ivalen t to some word in L for the congruence generated by 0 Thus f 0 is a 
unary operation on languages, called the partial com m utation associated to 0. It 
seem s useful to study th is  operation in connection w ith classical operations such 
as (faithful) rational transductions, shuffle and in tersection(see [6,28] for p r e c i s e  
defin itions o f  these opera tions)._______________________________________________________
■{"This work has been partially supported by the Programme de Recherche Coordonnée "Mathématiques et 
Informatique" du Ministère de la Recherche et de la Technologie.
56
Sinee partial com m utations genera lize  total com m utations, we shall start this 
study by recalling in section 1 the' m a in  results co n ce rn in g  fö ta l co m m u ta tio n s . 
For each of these results it is quite natural to w onder w hether it rem ains true for 
partia l com m utations. On one hand, th is  can raise new questions, on the o ther 
h an d  th is  po in ts  o u t im p o rtan t d if fe re n c e s  b e tw e e n  p a r t ia l  and  to ta l 
com m utations. The resu lts  presented in this section concern m ainly  rational and
algebraic  (or con tex t-free ) com m utative languages, ra tional cones gen era ted  by
com m utative languages and com m utatively  closed rational cones.
Section 2 is devo ted  to sem i-com m utations. I f  0 is an irreflexive binary
relation over an alphabet A, one' can consider the sem i-Thue system  whose the set
o f rules is [yx-» xy/(y,x) e 0}.For L c A * ,  fe(L) denotes the set o f words w hich can 
be derived in the sem i-Thue system from some word o f L .For instance, i f  A = (a ,b b  
0 = {(b,a)} and L = (ab )* , then fe (L ) ' is the sem i-D yck language over one pair of 
p a re n th e se s , a lan g u ag e  which o fte n  appears fo r d esc rib in g  sy nch ron iza tion  
processes. It is im portan t to note that here for u in A*, fp(u) is not an equivalent 
class. However, several results proved originally for partial com m utations r e m a in  
true  fo r sem i-com m utations.
In section 3 we shall present the m ain resu lts  on partia l com m utations
w hich  cannot be ex tended  to sem i-com m utations . In p a rtic u la r , tw o nice
c h a ra c te r iz a tio n s  o f  th e  fam ily  o f  ra tio n a l la n g u ag es  c lo se d  u n d e r 0 -
com m utations w ill be enonced. T he firs t one ,due  to O chm anski [49] uses 
operations which p reserve this fam ily. The second one, due to Z ielonka [61] deals 
w ith asynchronous autom ata, a new type o f finite autom aton.
1. TOTAL COMMUTATIONS
We shall firs t exam ine com m utative  languages, tha t is , languages closed 
u n d er to ta l c o m m u ta tio n s . C o m m u ta tiv e  ra tio n a l la n g u a g e s  adm it s im p le  
characteriza tions. In p articu la r ra tio n a l unary languages have been studied  by 
Salomaa [58] :
P r o p o s i t i o n  Let R be a language over the alphabet A = {a}.Then the 
following properties are equivalent:
i) R is rational,
ii) R is a finite union of languages of the form xy* with x,y in a*,
iii) R=F u Gz* where z is in a* and F,G are finite subsets of a*.
Let us consider now  the a lphabet A = { a 1? a 2, . . , a n ) and a com m utative 
ra tio n a l language R c A * .  Then, R =C om (K ) is the com m utative closure o f the 
rational language K = R n  a *a  * .  ■ ■ a * which is a finite union o f languages o f the 
form R 1R 2...R n where V i e  [1, . . , n],Rj_ is a rational language included in a ■ . 
From the above proposition, it follows that R is a finite union o f languages o f the 
form C o m ^ y *  . . x n y * )  where V i e  [1 , . . ,n), x i> y j . e a i  • B ut> for commutative 
languages L,M, C o m (L M )= L  ш M, the  shuffle o f  L and M. T his im plies the 
fo llow ing  ch arac te riza tio n  o f  com m utative rational languages:
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P r o p o s i t i o n  Let R be a language over the alphabet A = {a. 1, a 2, . . } a n) ■ 
Then R is a commutative rational language if and only if R is a finite union of 
languages of the form x •« . . .  ^ Xny* where Vie{i,..,rú, *2 >У±е*±-
Моте recently , a necessary  and su ffic ien t condition  fo r the  ra tionality  o f 
com m utative languages has been established[41] :
P r o p o s i t i o n  Let R be a commutative language over the alphabet A. Then 
R is rational if and only if there exists a positive integer N such that for each и e 
R and for each xe A, lulx >N implies u(xN)* C.R.
Let R be a rational language. By looking at its syntactic m onoid it is easy to 
determ ine w hether R is a com m utative language(m ore g en era lly , it p erm its  to 
find the la rg est sem i-com m utation 0 such that fe(R )=R ).O n the o ther hand, it is 
undecidab le  to determ ine w hether an a lgebraic  lan g u ag e  is  c o m m u ta tiv e [12]. 
M ore d iff ic u lt is to de te rm in e  w h e th er C om (R ) rem ains ra tio n a l. H ow ever,
G insburg  and S pan ier[29], and G ohon[31] have proved the decidab ility  o f th is
p rob lem .In  the  p a rticu la r case  w here R=F* w ith F a fin ite  language over the 
alphabet A, one can verify th a t Com (F*) is rational if and only if  for each xe A, 
F n x  + *  0 . It is an open p ro b lem  to fin d  s im ila r  c o n d it io n s  fo r p a r t ia l  
com m utations (see[56] ).But in [5] , a decidable necessary and su ffic ien t cond ition  
on F  is given which is equivalent to . the algebraicity  o f C om (F *). C onversely, it 
co u ld  be in teresting  to have a sim ple characterization  o f com m utative  languages 
of the form F* with F a finite language. A necessary condition is that u_1F* =(A 1)*
for some u in F*and some in teger t  [42] ,but this condition is  not su ffic ien t.In
connection w ith this problem , note that a language L* is com m utative if  and only 
if  Com(L L>L2) c L * (m o re  generally L* is closed under a sem i-com m utation 0 if  and 
only if  fe(L  U L 2)C  L*).
L et u s  consider now the fam ily o f algebraic languages. Parikh 's t h e o r e m  
asserts that Com (Alg)=Com (Rat), that is, for each algebraic language L there e x is ts  
a rational language R such that Com(L)=Com(R). Clearly R is no t included in L but 
B la ttner and Latteux [9] have proved that one can find a bounded language 
included in L with the sam e com m utative im age (see [32] fo r a proof o f th is 
property  in a larger fam ily):
P r o p o s i t i o n  The algebraic languages are Parikh-bounded. That is, for 
every algebraic language L there exist words y , . ,y such that Com(L) = 
Com(Lr)y* , .y*).
The links between com m utative and bounded languages appear also in an 
old conjecture known as the F liess conjecture. A language L over the alphabet 
A = {-a1,. a 2 , . . , a n ] is said to b e  a B -CF language if for every permutation a  o f
[ l , . . , n ] ,  % (2| ......3 j (n, €  Alg. The Fliess conjecture was: Every com m utative
B-CF language is algebraic (see [3,53]). This conjecture ho lds for three le tte rs  
alphabets([43], [50], [52] ) and for arbitrary alphabets when the language is o f th e
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fo rm  C om (F P *) w ith F,P fin ite  languages [5]. R ecen tly , K ortela inen  ;36] h a s  
disproved this con jec tu re  with the language :
Ko=Com ((a^a2a 3a |t)*) kJ {u e { a ^ a g , a 3 , a j * /  Iu I * I u  I a + I u  | a + | u  | a }.
Then Ko n ( a 1a 2) * ( a 1a 3)* (a1a i>)* = { ( а 1а 2)П( а 1а 3)П( а 1а ь )П /n>0} <t Alq, but it can be 
verified  that Ко is  a com m utative B-CF language. In this exam ple C (K o ) ,th e  
rational cone generated  by Ко contains a  non algebraic bounded lan g u ag e . H ence 
it can be con jec tu red  that every non  algebraic com m utative language dom inates 
by rational tran sd u c tio n  a non a lgeb ra ic  bounded language. S ince C ( C o m ) , th e  
x a tiona l cone g en e ra ted  by c o m m u ta tiv e  la n g u a g e s  c o n ta in s  on ly  P a rik h -
bounded languages one can show tha t this conjecture is equivalent to:
C o n j e c t u r e  A commutative language LC.A* is algebraic if and only if 
vVv • ■ >Уп eA*} Lny* . ,y* is algebraic.
The best know n exam ple o f algebraic com m utative language is the la n g u a g e  
D * = C o m ((a b )* ) .  This language is not o f finite in d e x  or equivalently  it is not a 
q u a s ira tio n a l la n g u a g e  and it is quite natural to  w onder if  there  ex ist non
ra tiona l algebraic com m utative languages o f  fin ite  index. M ore g e n e ra lly , one 
can try to determ ine those sub fam ilies  o f Alg fo r w hich com m utativ ity  im plies 
ra tio n a lity . By u s in g  the  second  c h a ra c te r iz a tio n  o f  c o m m u ta tiv e  ra tio n a l 
languages given above and d iffe ren t pum ping lem m as it has been shown t h a t  
every  com m utative linear language is rational [25] and that every c o m m u ta t iv e  
restric ted  one-counter language is rational [41] .In  order to prove that every
algebraic  com m utative language o f  fin ite  index is rational [35], K orte la inen  has 
proved  an im portant property o f the family C om (R at).T his fam ily has a m in im a l  
language for rational transduction, nam ely the language d*= ( a + b )* -D  * :
P r o p o s i t i o n  If L is a non rational commutative language in C( Dp, the 
rational cone generated byf>* , then C(L) = C( Dp.
Since the fam ily  o f finite index algebraic languages is a rational cone and 
that the language d* is not of. finite index [40], it follows:
P r o p o s i t i o n  Every algebraic commutative language of finite index is 
rational.
The above resu lts  show that a lot of algebraic languages do not dom inate 
any non rational com m utative language. C onversely , it is show n in [38] t h a t  
several algebraic languages do not belong to C (C om ), the rational cone generated 
by the family o f arb itrary  com m utative languages. F o r instance, the fam ilies o f 
lin ea r languages and o f restric ted  one-coun ter lan g u ag es  are not inc luded  in C (Com ). Thus A lg does not posses  any com m u ta tiv e  g en era to r(a  com m utative  
language L such that C (L)=Alg). H ow ever it could  happen that there exists an 
a lgeb ra ic  com m utative language w hich  dom inates ev ery  a lg eb ra ic  com m utative  
language by rational transductions. N ote that the language D* cannot be such a
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cand idate  since the algebraic language C o m ((ab )* (ac)* (b c)* ) t C ( D p  [38] and the 
follow ing conjecture appears in [39]:
CONJECTURE The rational cone generated by the family of algebraic 
commutative languages is not principal.
G insburg  and S p an ie r have stated  in[301 the  sam e co n jec tu re  fo r the 
rational cone generated by C o m ( Ä a t ) , th e  fam ily o f  the com m utative closures o f 
ra tional languages. This have been solved positively in [37] w here it was proved 
that C ( C o m ( & a t ) ) i s  equal to C n (C\), the in tersec tion  c losed  rational cone 
generated  by the language C j = {a nb n/n>0}. S ince an in tersec tion  closed ra tional 
cone L  is com m utatively closed the- Com(L) C L  ) if  and only if  C ie  L  [37] , it 
fo llow s that C ( C o m ( R a t ) )  is the sm allest com m utatively closed rational c o n e .  
M oreover we have the equality : C ( C o m ( R a t) )  = 3"C sa(Cc m ( î l a t )  A R a t ) ,  that is
every language in C ( C o m ( í l a t ) )  is the image by a sf-Ictly alphabetic (i.e. length 
preserving) hom om orphism  o f the intersection o f a language in C o m ( í la t )  w ith a 
rational language. If  we consider R a t n , the fam ily o f  rational languages defined  
on n letters alphabets, C o m ( R a tn ) generates a principal rational cone[34]. M ore 
p rec ise ly , C om ((a i a 2 . . a n )*) and C om ((d2b 2 )* . - ( a n b n )*) are two genera to rs o f 
C (C o m (R a tn)).
Let us consider now С (С о m  ), the rational cone generated by C o m ,  the 
fam ily  of arbitrary com m utative languages. Then C ( C o m )  = 3Ï* sa(Com A fiat) =C n ( U n ) ,  the in tersection  closed  rational cone genera ted  by U n ,  the fam ily o f
u n ary  languages (lan g u ag es  defined  on a one le tte r  a lp h ab e t) [33]. T h e  
in te rsec tio n  is m andatory since every algebraic com m utative language in 0  ( U n )  
is rational; but C ( U n )  con tains a non rational algebraic language [4]. L as tly ,
every  language in C o m re> the  fam ily o f recu rs iv e ly  enum erab le  com m utative
languages can be obtained from the language S Q E = [anb n /n> 0] by in tersection
and rational transductions [60] hence we get the equality C (C o n tre )  = C n (S Q E ).
2. SEM I-COMMUTATIONS
S e m i-c o m m u ta tio n s  w h ic h  have been in tro d u ced  by C lerbout in her
thesis[12 ](see  also [15 ,16 ,59]) correspond to particu la r rew riting  system s, in  such 
system s, the rules are o f the form ba -» ab where a and b are two different le t te r s .  
This implies the existence o f  some useful "derivation" lemmas. The first one due to 
C lerbout [12] states that the im age o f a word by a sem i-com m uta tion  can be 
reconstruc ted  from  the im ages by this sem i-com m utation o f the p ro jections o f 
th is word on the tw o letters subalphabets. Let us consider a sem i-com m utation f0 
on the alphabet A. For a,b in A, 7la b  denotes the projection on the alphabet [a ,b ] .
P r o p o s i t i o n  (P ro jec tio n  Lem m a) Let fg be a semi-commutation on an 
alphabet A. For u,v e A*, v efg(u) if and only if V a,be A, Ka b(v) e fg(7ta ь(и)).
It is often useful to consider words which do not contain  tw o occurrences o f
the sam e le tte r. For tha t,w e  can use a gsm w hich  num éro tés the  d if f e r e n t
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occurrences o f the sam e letter [55]. M ore p rec ise ly , for every  positive in teger k, 
if  we define:
-  The alphabet Ak=A x {.l,...,k},
- The sem i-com m utation relation 0k={((a,i),(b ,j)) e Ak x Ak /  (a,b) e 0] ,
- The gsm tium k by: num k(€) = E and V u e A* ,  a e A , num k(ua) = n u m k(u )(a ,s)
with s=m f(k, I u a  I a ).
then , we can state:
Pro p o s i t io n  {N um érotation  L em m a) Let fg be a semi-commutation on an 
alphabet A. For u,v e A*, v efo(u) if and only if numk (v) £ fek(numk(u) ).
In particular, i f  -k> ju  I, num k(u) do not contain two occurrences o f the same 
le tter. Now, by using  the two prev ious lem m as it can be proved  other useful 
results. For instance, iri{46J, it is shown that i f  xy e f0 (uv), there exist x i ,x 2, y 1(y2 
e A * such that x ty a e fe(u ), x2y 2e f©(v), x e  f0 (X ix 2X y e  f© (y iy 2) and for e v e ry  
le tte r  ae а 1р Ь (у !>  (the set of the le tte rs  occuring in y i) ,  and for every le tter b 
6 a lp h (x 2), (а>Ъ)е0. In {18], it is proved that if uv and u V  e fe (w ), With Com(u) = 
Com(u'), then there exist <t,z e A * such that tz e T0(w), u,u' e f0(t), v ,v 'e f0(z). Hence, 
uv' and u'v beleng to f0(w ) .
T w o  subcases o f  sem i-com m utations are particu la rly  in teresting . W hen th e  
re la tio n  -0 is sym m etric, we get partial com m utations w hich are linked  w ith the 
theory o f trace languages. If  m oreover 0 = A x A - 0 is an equ ivalence  rela tion  
corresponding to a partition  [ A i , . . . ,A k )  of A, we get partitionned  c o m m u ta t io n s  
( s e e  [14] ). Then, for every u e A * * f 0 (u ) =щ  (u )  ш ... ^  n k (u )  , where n j is  the 
p ro jec tion  on the subalphabet A}. The com position o f partitionned  com m utations 
have been studied in [13,55] and several problem s remain open on this subject.
For a  language family L , SC(L) (resp. PC(L), P(L) ) denotes the  fam ily  o f the 
languages o f the form  f0 (L) where L  e  L and f© is a sem i-com m utation (resp. a 
pa rtia l com m utation , a partitionned  com m utation  ). T hen , in f in ite  h ie ra rch ies  
are obtained from the fam ily of ra tional languages since V k e  IN , Pk + 1 ( :R o .t)-  
S C k( ï i a t ) *  0 ( Pk (J L a t)  is, by definition equal to P( Pk( R a t ) )  [12]. M oreover, every 
(fa ith fu l) rational cone closed under partitionned  com m utations is closed under 
sem i-co m m u ta tio n s[12] and an in te rsec tio n  c losed  (fa ith fu l)  ra tio n a l cone i s  
c losed  under p a rtitionned  com m utations if  and only if  it contains the language 
Copy = [uu /  u e (a+ b )* } [1 4 ], Sipce it is easy to verify that C f( P ( R .a t ) )  Is closed 
under in tersection, we get that C n (Copy), known as the fam ily  M Ù L T I-R E SE T [10], 
is the sm allest faithfu l rational cone c lo sed  u n d e r se m i-c o m m u ta tio n . M ore 
p r e c i s e ly :
Proposition The family MULTI-RESET=én(Copy) is equal to 3~Csa(P(&at)Aflat). 
Hence, MULTI-RESET is the smallest faithful rational cone.^ ctosed under semi­
commutation.
S in c e  Cn ( C o p y )  is equal to r.e ., the fam ily o f recursively  e n u m e r a b l e  
languages, we can deduce that r.e.= 3"C a (P (JL » t)  л  R a t )  is the smallest rational 
cone closed under sem i-com m utation [14].
j
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Let us consider, now, 0-closed ra tional languages R i ,  R2 c  A * ( fß (R i) = R j for i= 
1,2). Then, fe (R i u  R 2 ) = f0< R i)  u  f0 (R 2 ) e R -a t ,  and f e ( R iR 2) is also a ra t io n a l  
language[16].In  order to obtain a su fficien t condition for the rationality  o f f0 ( R * )  
we need the notion o f non-com m utation graph o f 0, noted (A ,0 ). The vertices o f 
(A ,0  ) are the letters o f A and (b,a) is an edge iff  (b,a) e 0. If, for every u in R j ,  
(alph(u), 0 ), the partial subgraph o f  (A ,0), co rresponding  to the  le tte rs  occurring  
in the word u, is strongly connected, then f0(R *  ) is a rational language [16]. M ore 
genera ly .M etiv ie r [46] has estab lished  the follow ing result:
P r o p o s i t io n  Let R c  A* be a rational language such that for every iterating 
factor и of R, -the partial subgraph (alph(u), в) is strongly connected. Then fe(R ) 
is a rational language.
The non-com m utation  graph o f  0 perm its also to charac te rize  the w ords u 
such that f0 (u* ) is an algebraic language [18]:
P r o p o s i t i o n  For и in A* the language fe(u*) is algebraic if and only if the 
partial subgraph (alph(u), в) has at most two strongly connected components.
O f p articu la r in te re s t are the  a lgeb rico -ra tiona l sem i-com m uta tions  w hich , 
by defin ition , transform  rational languages .in algebraic languages. These s e m i-  
com m utations adm it the fo llow ing characterization  [17]:
P r o p o s i t i o n  The semi-commutation fe is algebrico-rational if and only if for 
every (a,b)e в there do not exist c,de A-{a,b} such that (a,c) and 
(d,b)e в.
3. PARTIAL COMMUTfiTJANS
In th is section , we shall m ention  several im p o rta n t r e s u lts  c o n c e rn in g  
partia l com m utations w hich do not ex ist fo r sem i-com m uta tions. F irs tly , the 
"em bedding  theorem " due to C lerbout and Latteux [14](see also [51]) shows that 
partitionned  com m utations play a cen tral role for studying partia l com m utations:
P r o p o s i t i o n  Let fe be a partial commutation over the alphabet A. Then, 
there exist a partitionned commutation fe’ over the alphabet В = A x A and a 
morphism g: A* ->B* such that: V u,v e A*, v e fe(u) if and only if g(v) e fe'{g(u)).
Let a 1, a 2 , . . , a n be an ordering o f the alphabet A. The characterization of 
c o m m u ta tiv e  r a t io n a l  la n g u a g e s  g iven  at the f ir s t  sec tio n  im plies tha t a 
com m utative language L is rational if  and only if  L n a * a * . . . a *  is rational. The 
language К = a * a *, . . a ^  is the set o f minimal words for the total commutation in 
the sense tha t a word u is in К if  u  is the sm allest elem ent o f  Com (u) fo r the 
lexicographical ordering  o f A*, Now, if  f0 is a partial com m utation, one says that a 
word u is 0 -m inim al if  it is the sm allest elem ent o f f©(u) fo r th e  lex icog raph ica l 
ordering o f  A*. Then M in(A*) denotes the set o f 0-m inim al w ords. C learly, M in(A *) 
is a rational language since its com plem ent is equal to the union fo r all (aj.aj) e 0
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and i<j of the languages A ^ a jA ^ a iA *  where Aj =  { as e A /  ( a i ,a s) e  0}. Then, for
J  j| j *  jjj
every  rational language R C A , Min(R) = M in(A ) n  R is rational. O chm anski has 
proved in [49] that the converse is true for 0-c lo sed  languages:
Proposftian Let fe be a partial commutation over the alphabet A and Rc. A* 
a в-closed language . Then R is rational if and only if Min(R) is rational.
This proposition is useful for the proof o f the c h a ra c te r iz a tio n  theo rem  o f 
O chm anski[49] w hich asserts that the family o f 0 -c lo sed  rational languages over 
the alphabet A is the closure o f  the family o f e lem en ta ry  languages (lan g u ag es  
included in A и  {e } ) under som e operations on languages. These opera tions are 
the  union,the 0 -p roduct w hich, fo r R ,R 'c A * g i v e s  fe(R R ') and a new operation , 
the asynchronous s tar operation which is defined below . For u in A*, let us take 
A i , . . . , A s , the m axim al subalphabets o f alph(u) such that the graphs ( A i,0 )  are 
strong ly  connected. Then AS(-u) denotes the set {n i ( u ) , . . . ,n s (u)} where for i in
[1 ......s ] ,  Яд(и) is the projection o f u on the alphabet A ,. For R c  A*, AS(R) = [v g
AS(u) /  u g  R } and the asynchronous star of R is equal to fe (A S (R )* ).
Proposition The family of в-closed rational languages is the smallest 
family of languages containing the family of elementary languages and closed 
under union, 0-producr and the asynchronous star operation.
Now, if  we consider the fam ily f0 ( R a t ( A *)), that is [f0 (R> /  R rational, 
R c A * } .  This fam ily is closed under union but, genera lly , it is not. closed under 
com plem ent. However, if  0 is the total com m utation, f e (R .a t(A * ) )= C o m (R a t(A * ) )  is 
closed under the boolean operations- [26,27]. Partial com m utations for w hich th is 
p roperty  holds have been characterized  in [2 ,8 ,57]:
Proposition Let fe be a partial commutation over the alphabet A. Then
fo(1lat(A*)) is closed under the boolean operations if and only if в и {(a,a) I a e A} 
is an equivalence relation.
An im portan t ch a ra c te riz a tio n  o f 0 -c losed  ra tio n a l languages has been 
g iven  by Z ielonka in term s o f asynchronous au tom ata , a special type o f  fin ite  
determ inistic  au tom aton[61]. A 0 -asynchronous autom aton is such that if  (a,b) g  0, 
then for every state q, the state reached by reading ab from q is necessarily  the 
sam e that the s ta te  reached  by read ing  ba from  q. H ence, the lan g u ag e  
recognized by a 0 -asy n ch ro n o u s  au tom aton  is su re ly  a 0 -c lo s e d  ra t io n a l  
language. Roughly, in such an autom aton, the sta tes  are n-tuples, each le tte r o f 
the alphabet A can only rise to a given subset o f the com ponents o f the states and 
tw o perm utting le tters cannot rise to the same com ponent. Let us give a p recise  
defin ition  of this type o f autom aton:
A в-asynchronous automaton is a couple ( Д ,у ) ,  where A  = (A ,Q ,qo,4»,F) is a 
fin ite  determ inistic autom aton w ith  Q = Q ix . . .x Q n and у is a mapping from A to 
the family of subsets o f [ l , . . . ,n ]  such that:
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-9 is equal to {(a,b) g  AxA /  y(a) n  7(b) = 0 },
-V a g  A, q g  Q and it y(a), the i1*1 com ponent of q*a, noted [q*a]i, is equal to
[q li,
-V a g  A „q, q’G Q, if  V íg y(a), [q]j = [q']i, then V íg y(a), [q*a]j = [q'*a]i.
The d ifficu lt part o f the theorem  o f Z ielonka consis ts  in  defin ing  a 0- 
asynchronous automaton for a given 0 -c losed  rational lan g u ag es:
P r o p o s i t i o n  The family of в-closed rational languages is equal to the 
family of languages recognized by в-asynchronous automata.
S ince, several attem pts have been m ade to give s im p le r proofs fo r th is 
resu lt[47 ,56]. The m ain lesson o f these attem pts is to show the intrinsic d ifficulty  
o f this theorem . In [20], it is slightly extended. Indeed, it is proved that every 0 - 
closed ra tional language can be recognized  by a 0 -a sy n c h ro n o u s  a u to m a to n  
(A, y) in w hich у 'Ч О  contains at m ost tw o elem ents. A t la s t, the no tion  of 
v irtu a lly  asynch ronous au tom aton  is in troduced in [54]: a finite determ inistic
au tom aton  is v ir tu a lly  0 -asynch ronous if  it can be tra n sfo rm e d  into a 0 - 
asynchronous one only by renam ing its states. A simple algorithm  is then given 
to  d e te rm in e  w h e th e r  a f in ite  d e te rm in is t ic  a u to m a to n  is v ir tu a lly  0 - 
asynchronous and if  the answ er is positive , the corresponding  © - a s y n c h r o n o u s  
autom aton is easily built.
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. A b s t r a c t
I n  t h i s  p a p e r  w e  c o n s i d e r  s o m e  o f  t h e  r e c t a n g l e  p r o b l e m s  t h a t  h a v e  b e e n  
s t u d i e d  i n  t h e  l i t e r a t u r e  o f  c o m p u t a t i o n a l  g e o m e t r y .  O u r  a i m  i s  t o  d e m o n s t r a t e  
t h a t  a l t h o u g h  r e c t a n g l e s  a r e ,  p e r h a p s ,  t h e  s i m p l e s t  o f  g e o m e t r i c a l  f i g u r e s ,  t h e y  
o c c u r  n a t u r a l l y  i n  m a n y  s i t u a t i o n s  a n d ,  t h u s  t h e y  a r e  a  r i c h  s o u r c e  f o r  i n t r i g u i n g  
a n d  c h a l l e n g i n g  p r o b l e m s .
1 In tro d u ctio n
A t i t le  such  as “T h e  R iches as R e c ta n g le s” su g g e s ts  th a t  th e re  m a y  b e  sequels  su c h  as 
“T h e  T re a su re s  o f  T ria n g le s” , “T h e  Q u a n d rie s  o f Q u a d r ila te ra ls ” , a n d  “T h e  H o rro rs  
o f O c ta g o n s” to  n a m e  b u t  a  few . I be lieve  th is  to  b e  th e  case fo r so m e  o f th e se  to p ic s , 
s ince  like re c ta n g le s  som e o f th e m  o ccu r p ro fu se ly  in  th e  rea l w o rld . B u t,  if th is  is 
th e  case, w hy  h a v e  I chosen  re c ta n g le s  firs t?
I have  tw o  re sp o n se s  to  th is  q u es tio n . F ir s t ,  I h av e  s tu d ie d  m a n y  re c ta n g le  p ro b ­
lem s over th e  la s t  te n  y e a rs  a n d , th e re fo re , c la im  som e e x p e r tis e  w ith  th e m . A n d , 
seco n d , a  re c ta n g le  is th e  s im p le s t p o ly g o n  a p a r t  fro m  th e  sq u a re , w h ic h  is a  sp e c ia l 
case  o f a  re c ta n g le . W hy  is th is  so? B ecau se  re c ta n g le s  have  fo u r s id es , b u t  th e se  
s id es  have  o n ly  tw o  o r ie n ta tio n s , a n d  th e ir  an g les  a re  all r ig h t a n g le s . (A tr ia n g le  h a s  
few er s ides, b u t  i t  h a s  m o re  o r ie n ta tio n s  a n d  m o re  ang les.)
W e c o n s id e r  so m e  p ro b le m s  for re c ta n g le s  t h a t  have  been  s tu d ie d  in  c o m p u ta tio n a l 
g e o m e try  a n d  so m e th a t  h av e  n o t. O u r h o p e  is t h a t  th e  re a d e r  w ill o b ta in  a  l i t t le  of 
th e  flavor o f th e  ty p e s  of q u e s tio n s , th e  ty p e s  o f re s u lts , a n d  th e  ty p e s  o f a p p ro a c h e s  
t h a t  a re  to  b e  fo u n d  in  th is  ra p id ly  g row ing  a re a . In  o th e r  w o rd s , w e u se  re c ta n g le s  
to  p ro v id e  th e  r e a d e r  w ith  th e  flavor o f c o m p u ta tio n a l g eom etry . 1
1 T h e  t e r m  c o m p u t a t i o n a l  g e o m e t r y  h a s  b e e n  i n  u s e  i n  t h e  a r e a s  o f  c o m p u t e r  g r a p h i c s  a n d  s o l i d  
m o d e l i n g  f o r  m a n y  y e a r s  w i t h  a  m o r e  r e s t r i c t i v e  m e a n i n g .  W e  a r e  i n t e r e s t e d  i n  c o m p u t a t i o n a l  a s p e c t s  
o f  c o m b i n a t o r i a l  g e o m e t r y  p r o b l e m s  h e r e .
6 8
2 W hat A r e  R ecta n g les
W e assu m e  th a t  r e c ta n g le s  are  g iven b y  q u a d ru p le s  o f th e  fo rm  (xieft,xright,ybottom, Vtop) 
th a t  d e te rm in e  th e i r  c o rn e r  p o in ts . H ence , we a ssu m e  th e y  have  s ides p a ra l le l  to  th e  
tw o axes in tw o -d im e n s io n a l space. F o r th e  p u rp o se s  o f th is  p a p e r  w e a ssu m e  th a t  all 
c o o rd in a te  values a r e  in te g ra l. A re c ta n g le  w ith  s id es  p a ra lle l to  th e  ax es  is te rm e d  
isothetic o r orthogonal. M any  p ro b le m s  involve is o th e tic  se ts  of re c ta n g le s .
G iven  two re c ta n g le s  Rl — [x],х\,у'ь,у\), i =  1, 2 , w e say  th a t  R1 is a  zoom or 
homothet of R2 if [x\ — xj)(y2—yl) — (x2 — x])[y]—yl), t h a t  is, one is a  m a g n if ic a tio n  of 
th e  o th e r . It is c le a r  t h a t  every  s q u a re  is a  zoom  of ev ery  o th e r  sq u a re , b u t  th is  is n o t 
t r u e  fo r rec tan g les . T h e re fo re , for re c ta n g le s  w e m a y  w ish  to  r e s tr ic t  o u r  a t te n t io n  
to  th o se  rec tan g les  in  a  h o m o th e tic  c lass  g e n e ra te d  by  som e g iven  re c ta n g le . T h e  
m o s t re s tr ic te d  c la ss  o f  rec tan g les  w e m ig h t c o n s id e r  a re  th o se  c o n s is tin g  o f a  sing le 
re c ta n g le  o r a s in g le  tile. In  th is  case , w e c o n s id e r on ly  translates o f su c h  a  se t.
T h ro u g h o u t th is  p a p e r ,  as is u s u a l ,  w e use th e  te rm  to  m e an  e i th e r  th e  c lo sed  se t 
o f p o in ts  it defines o r  i t s  b o u n d a ry  a lo n e ; th e  m e a n in g  w ill alw ays b e  c le a r  fro m  th e  
c o n te x t.
3 T he C o m b in a to r ia l-C o m p u ta tio n a l R e la tio n sh ip
W e b e g in  by e x p lo rin g  th e  d ifferences b e tw e e n  th e  c o m b in a to r ia l a p p ro a c h  a n d  th e  
c o m p u ta tio n a l a p p ro a c h  to  g eo m etric  p ro b le m s. E ssen tia lly , c o m b in a to r ic s  c h a ra c ­
te rizes  w hen  a  p r o p e r ty  occurs, w h e re a s  c o m p u ta tio n  co m p u tes  w h e n  a  p ro p e r ty  
o ccu rs , a lm ost o c c u rs , o r  d o esn ’t  o ccu r.
As o u r first e x a m p le , consider th e  fo llow ing  th e o re m . (N ote  th a t  w e a ssu m e  all 
re c ta n g le s  are is o th e tic  th ro u g h o u t th e  re m a in d e r  o f th is  p a p e r .)
T h e o r e m  3 .1  Given n rectangles in the plane, they share a common point (or have a 
nonempty intersection) if and only if every pair share a common point (or intersect).
C o m p u ta tio n a lly , w e m ig h t  tu rn  th is  in to :
P r o b l e m  3 .1  Given n rectangles in the plane, do they share a common point? How 
fast can this be determined?
If th e  rec tan g les  h a v e  an  e m p ty  in te rse c tio n  as th e  ones in  F ig u re  1 do  it is 
u n c le a r  how  to  p ro c e e d  co m b in a to ria lly , b u t  c o m p u ta tio n a lly  w e c an  eas ily  w eaken  
th e  q u es tio n .
P r o b l e m  3 .2  Given n rectangles in the plane, what is the maximum number of them 
that share a common point?
T h is  v a lu e  is called  th e  thickness of th e  re c ta n g le s ; in  F ig u re  1 th e  th ic k n e ss  is th re e . If 
w e c an  solve th e  th ic k n e s s  p ro b lem  effic ien tly , it  sh o u ld  b e  c lear th a t  we c a n  so lve th e  
co m m o n  p o in t p ro b le m  a s  efficiently. T h is  follow s b y  o b se rv in g  th a t  th e  n  re c ta n g le s  
sh a re  a  com m on p o in t  if  a n d  only  if th e ir  th ick n ess  is n .
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F ig u re  1: S om e o r th o g o n a l re c ta n g le s .
A d iffe ren t a p p ro a c h  is fo u n d  by  c o n s id e rin g  th e  c o m m o n  p o in t (w hen  it e x is ts )  
r a th e r  th a n  th e  re c ta n g le s  th a t  s h a re  it . G iven  n re c ta n g le s  a n d  a  p o in t p , all r e c t ­
ang les c o n ta in in g  p  a re  sa id  to  b e  stabbed by  p. T h is  gives rise  to :
P r o b l e m  3 .3  Given n rectangles in the plane and a point p, which rectangles does 
p stab?
T h is  is an  e x a m p le  o f a  searching p ro b le m . A lso , th is  p a r t ic u la r  p ro b le m  is a  
fu n d a m e n ta l  one , so  w e r e tu r n  to  it  in  S ec tion  4.
In  o rd e r  to  c o n s id e r  a  second  w eak en ed  v e rs io n  o f P ro b le m  3.1, w e firs t in t ro d u c e  
a n  in te rm e d ia te  p ro b le m .
P r o b l e m  3 .4  Given n rectangles in the plane and a set P of points, is every rectangle 
stabbed by at least one point in P? (We say that P  s ta b s  the rectangles if this is the 
case.)
N ow  w e tu r n  to  th e  se c o n d  w eak en ed  vers io n  o f P ro b le m  3.1.
P r o b l e m  3 .5  Given n rectangles in the plane, determine a smallest set P of points 
that stabs the rectangles.
To see th a t  th is  is a  w eak en ed  v e rs io n  of P ro b le m  3.1 o b se rv e  th a t  th e  n  re c ta n g le s  
s h a re  a  co m m o n  p o in t  o r a re  p a irw ise  d is jo in t if a n d  o n ly  if th e  sm a lle s t se t P  o f p o in ts  
th a t  s ta b s  th e m  h a s  size  1 o r n , re sp ec tiv e ly . W e say  th a t  ffP is th e  stabbing number 
of th e  g iven  re c ta n g le s . T h e  re c ta n g le s  in F ig u re  1 h av e  s ta b b in g  n u m b e r  th re e .  T h e  
p ro b le m  c a n  also  b e  v iew ed  as a  th u m b ta c k  p ro b le m . G iven  n n o tice s , w h a t is th e  
few est th u m b ta c k s  n e e d e d  to  a t ta c h  th e m  to  a  n o tic e b o a rd  w ith  a  p a r t ic u la r  o v e rla p
\
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p a t te r n .  O f c o u rs e , in  p ra c tic e , th e  n o tic e s  m ig h t r o ta te  a n d  w e w o u ld  like to  p re v e n t 
th is . We can  p re v e n t  ro ta t io n  o f n o tic e s  by  u s in g  a t  le a s t tw o  th u m b ta c k s  fo r each  
n o tice . T h is  g ives r is e  to :
P r o b l e m  3 .6  Given n rectangles in the plane, determine a smallest set P of points 
such that each rectangle is stabbed by at least two disjoint points from P. (We say 
each rectangle is 2 - s ta b b e d  and P 2-stabs the rectangles.
T h e  rec tan g le s  in  F ig u re  1 have  a  2 -s ta b b in g  n u m b e r  of six .
W e can  w eak en  o u r  concerns ev e n  fu r th e r  by  look ing  a t  g ro u p s  o f  fixed  size th a t  
sh a re  a  co m m o n  p o in t .  P e rh a p s , th e  m o s t obv ious g ro u p  size is tw o , in  w h ich  case  
we have:
P r o b l e m  3 .7  T h e  R e c t a n g l e  I n t e r s e c t i o n  P r o b l e m
Given n rectangles in the plane, determine all intersecting pairs.
T h is  p ro b le m  w a s  m y  in itia tio n  in to  th e  field of c o m p u ta tio n a l g eo m etry . T o g e th e r  
w ith  J o n  B en tley  ( b u t  m ore  o f J o n  th a n  o f m e) we p ro v ed  in  [ l ] :
T h e o r e m  3 .2  The R.I.P. for n rectangles can be solved in 0{a +  n l o g n )  time and 
0(n log n) space, where a is the number of answers or intersecting pairs.
If к =  0 ( n 2), th is  a lg o r ith m  o u tp e rfo rm s  th e  na ive  a lg o r ith m  t h a t  e x a m in e s  th e  
p a irs . O u r a lg o r i th m  w as s u b se q u e n tly  im p ro v ed  by  E d e ls b ru n n e r  a n d  M c C re ig h t 
in d e p en d en tly . T h e y  b o th  show ed  t h a t  O (n ) sp ace  to  b e  su ffic ien t (see [4,5,8]), b u t  
M c C re ig h t’s s o lu tio n  d id  n o t have  a  p ro v a b le  w o rst case  tim e  b o u n d  o f 0(a + n log n ) .  
L a te r ,  M c C re ig h t g a v e  a  second  a l te rn a t iv e  a p p ro a c h  th a t  a lso  m e t th e s e  o p tim a l t im e  
a n d  sp ace  b o u n d s ; see  [9].
T h e  in te re s tin g  p o in t  a b o u t th e s e  a lg o rith m s  is th a t  th e y  in t ro d u c e d  novel d a ta  
s tru c tu re s  to  th e  c o m p u te r  science c o m m u n ity  —  th e  segment tree, th e  range tree, th e  
interval tree, a n d  th e  priority search tree —  th a t  have  b eco m e b a s ic  d a ta  s tru c tu re s  
in  m a n y  o th e r  c o m p u ta tio n a l g e o m e try  a lg o rith m s .
T h e  o rig in a l m o tiv a t io n  for th e  R .I .P . w as fro m  th e  a re a  o f V L S I d es ig n  check ing , 
in  th is  s e ttin g , c o m p o n e n ts , w ires , a n d  in p u t -o u tp u t  p a d s  c o u ld , a t  th a t  t im e , b e  
v iew ed  as re c ta n g le s . H ence, b e tw e e n  d iffe re n t layers o f th e  ch ip  so m e  in te rse c tio n s  
w ere essen tia l, w h ile  o th e rs  w ere d e s ig n  fa u lts . F in d in g  all p a irw ise  in te rse c tio n s  so  
th a t  th e se  co u ld  b e  e x a m in e d  in  m o re  d e ta il  w as one o f th e  d es ig n  check ing  s te p s .
C o rre sp o n d in g  to  th e  n  re c ta n g le s  in  th e  p la n e  we have th e ir  rectangle intersection 
graph in  w h ich  re c ta n g le s  are  n o d e s  a n d  tw o  n o d es  a re  in c id e n t to  th e  sam e  edge if 
th e  a sso c ia ted  re c ta n g le s  in te rse c t. In  F ig u re  2 we d isp la y  th e  re c ta n g le  in te rse c tio n  
g ra p h  o f th e  re c ta n g le s  in F ig u re  1. T h e  R .I .P . is e q u iv a len t to  d e te rm in in g  th e  
re c ta n g le  in te rs e c tio n  g ra p h  of th e  g iven  re c ta n g le s . T h is  s im p le  n o tio n  leads  to  a  
n o n tr iv ia l c o m b in a to r ia l  p ro b lem :
P r o b l e m  3 .8  Characterize the rectangle intersection graphs.
T h e  o n e -d im e n s io n a l vers ion  of th is  p ro b le m , for line seg m en ts , h a s  b e e n  w ell s tu d ie d . 
In  th is  case we o b ta in  interval graphs w h ich  have  m a n y  d iffe re n t c h a ra c te r iz a tio n s ; 
see [12].
T h e  g ra p h - th e o re tic  view  of re c ta n g le s  leads n a tu ra lly  to :
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F ig u re  2: A  re c ta n g le  in te rse c tio n  g ra p h .
P r o b l e m  3 .9  Given n rectangles in the plane, determine their connected components 
(in the rectangle intersection graph sense).
T h is  is y e t a n o th e r  im p o r ta n t  p ro b le m  in V L S I d esig n . I t  c a n  b e  so lv ed  u s in g  th e  
s ta n d a r d  a lg o rith m s  of g ra p h  th e o ry . T h is  leads to  s o lu tio n s  t h a t  re q u ire  0(a +  n) 
t im e , w h e re  a is th e  n u m b e r  o f p a irw ise  in te rse c tio n s . W h e n  a =  w ( n lo g n ) ,  th is  
s o lu tio n  te c h n iq u e  c an  b e  im p ro v e d  su b s ta n tia lly . T h e  b a s ic  id e a  is to  avo id  th e  
e x p lic it c o n s tru c t io n  o f th e  in te rs e c tio n  g ra p h . E d e ls b ru n n e r  e t  a l. [6] p roved :
T h e o r e m  3 .3  Given n rectangles in the plane, their connected components can be 
computed in 0 (n  log n ) time and 0[n) space.
4 S ta b b in g  Search
R eca ll t h a t  in  th is  p ro b le m  w e a r e  g iven  n  re c ta n g le s  a n d  a  q u e ry  p o in t .  We w ish  to  
d e te rm in e  all re c ta n g le s  th a t  th e  q u e ry  p o in t s ta b s .
C le a rly , if th is  is all we a re  g iven  we c a n n o t do b e t te r  th a n  e x h a u s tiv é  se a rc h  
—  te s t  each  re c ta n g le  to  see if it  is s ta b b e d  by  th e  q u e ry  p o in t .  H ow ever, u su a lly  
w e e x p e c t m a n y  q u e ry  p o in ts , n o t  ju s t  one. In  th is  case , w e c a n  do  b e t te r  by  pre­
conditioning or preprocessing th e  re c ta n g le s  in  som e w ay. F o r e x a m p le , e x te n d  all 
h o r iz o n ta l edges o f th e  re c ta n g le s  to  p a r t i t io n  th e  p la n e  in to  a t  m o s t 2n  +  1 h o r iz o n ­
ta l  s la b s ; see F ig u re  3. E ach  h o r iz o n ta l s lab  is im m e d ia te ly  p a r t i t io n e d  in to  a t  m o s t 
2 n  +  1 cells by  th e  re c ta n g le ’s v e r tic a l edges a n d  each  re c ta n g le  h a s  b e e n  p a r t i t io n e d  
in to  a  n u m b e r  o f cells th a t  on ly  in te rs e c t a t  th e ir  b o u n d a r ie s . T h e re fo re , we a sso c ia te  
w ith  e a c h  cell, in  eac h  h o r iz o n ta l s la b , th e  “n a m e s ” o f th e  re c ta n g le s  t h a t  th e y  b e lo n g  
to . >
G iv en  a  q u e ry  p o in t p = (x , y ), w e c an  p e rfo rm  b in a ry  se a rc h  w ith  y to  d e te rm in e  
th e  s la b  in  w h ich  it lies. (A ssu m in g  th a t  w e keep th e  у-c o o rd in a te s  o f th e  s la b s  in  
s o r te d  o rd e r  in  a n  a rray .) S im ila rly , once w e know  th e  s la b  t h a t  c o n ta in s  y, w e c a n  
p e rfo rm  a  b in a ry  se a rc h  w ith  x w ith in  th e  s la b  to  d e te rm in e  th e  cell t h a t  c o n ta in s  p.
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F ig u re  3: T h e  s la b s  in d u c ed  by  so m e re c ta n g le s .
T h is  slab  te c h n iq u e  p ro v id es  0(a + lo g n ) q u e ry  tim e , w h ere  a is th e  n u m b e r  
o f an sw ers . U n fo r tu n a te ly , it  re q u ire s  0 ( n 3) sp a c e  in  th e  w o rs t case  a n d , th e re fo re , 
0[nz) tim e  to  p re p ro c e s s  th e  re c ta n g le s . T h e  re a d e r  is in v ite d  to  p ro v id e  n  re c ta n g le s  
t h a t  ach ieve th is  b o u n d .
C a n  we do b e t te r ?  F o r tu n a te ly , yes we can . O b se rv e  th a t  a n  o r th o g o n a l r e c t­
a n g le  c an  be defin ed  as  th e  c ro s s -p ro d u c t of th e  tw o  in te rv a ls  g iven  by  its  x- a n d  
у -p ro je c tio n s . M o reo v e r, a  p o in t p =  (x ,y )  is in  a  re c ta n g le  R  if a n d  o n ly  if x is in  
i ts  x -p ro je c tio n  a n d  y is in its  у-p ro je c tio n . T h is  su g g e s ts  an  a p p ro a c h , s im ila r  to  
th e  s la b  tech n iq u e , e x c e p t th a t  w e f irs t p e rfo rm  a  b in a ry  se a rc h  on  th e  y -p ro je c tio n s  
o f  th e  rec tang les . S eco n d , we p e rfo rm  a  b in a ry  se a rc h  on  th e  x -p ro je c tio n s  o f o n ly  
th o s e  rec tan g les  t h a t  w ere  n o t e x c lu d e d  in th e  f irs t s e a rc h . T h e  re s u lt in g  re c ta n g le s  
m u s t  b e  s ta b b e d  b y  p a n d  n o n e  o f th e  exc luded  re c ta n g le s  a re . U sing  tre e  d a ta  s t ru c ­
tu r e s  f irs t p ro p o sed  b y  E d e ls b ru n n e r , Six, a n d  W ood  [4,5,15] th e  re c ta n g le s  c an  b e  
p re p ro c e s se d  in 0 (n  lo g2 n) tim e  to  g ive a  s t r u c tu re  t h a t  re q u ire s  O ( n lo g n )  sp ace . 
F u r th e rm o re ,  a s ta b b in g  q u ery  c a n  b e  solved in  О (a +  log2 n) tim e . T h is  s t r u c tu re  
is , e ssen tia lly , a s e a rc h  tre e  for у- in te rv a ls  an d  each  n o d e  is a  second-level sea rch  tre e  
fo r x -in te rv a ls .
I t  is possib le to  d o  even  b e t te r  th a n  th is  by  on ce  m o re  ch an g in g  o u r  v iew  o f 
th e  p ro b le m . C o n s id e r  th e  s im p le r  s ta b b in g  p ro b le m  in  w h ich  we a re  on ly  g iven  y- 
in te rv a ls  on th e  у-a x is ,  r a th e r  th a n  re c ta n g le s  p la ced  a rb itra r i ly . T h e n , th is  p ro b le m  
c a n  b e  solved w ith  O ( n lo g n )  p re p ro c e ss in g  tim e  a n d  O (n )  sp ace  u s in g  th e  s t r u c tu re  
o f  e i th e r  E d e ls b ru n n e r  [3] o r M c C re ig h t [9]. In  b o th  cases , th e  q u e ry  tim e  is 0[a + 
log n ) ;  th e  b es t w e c a n  h o p e  for in th e  w o rs t case  w ith  a  c o m p a riso n -b a se d  m o d e l o f 
c o m p u ta tio n .
B u t  now  co n s id e r a  m o d if ic a tio n  o f th is  p ro b le m  in  w h ich  у- in te rv a ls  a re  in se r te d
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a n d  d e le te d  o v er t im e  a n d  w e w a n t to  a sk  historical stabbing queries. T h a t  is , we 
give a  у-v a lu e  a n d  a  tim e  t a n d  w e w a n t a ll у- in te rv a ls  th a t  e x is t a t  tim e  t a n d  are  
s ta b b e d  b y  y . A  l i t t le  th o u g h t  show s t h a t  th e  tw o -d im e n s io n a l sp a c e - t im e  c h a r t  for 
th e  у- in te rv a ls  co n s is ts  o f a  s e t o f re c ta n g le s . In  th is  fra m e w o rk  a  re c ta n g le  d e n o te s  
th e  e x is te n c e  o f a  у-in te rv a l fo r a  p e r io d  o f t im e  a n d  th e  h is to r ic a l s ta b b in g  q u e ry  
is n o th in g  m o re  n o r  less th a n  a  s ta b b in g  q u e ry  w ith  th e  p o in t  ( i ,y ) .  B ased  o n  th is  
id e a , S a rn a k  a n d  T a r ja n  [13] u se d  persistent search structures to  so lve th e  s ta b b in g  
q u e ry  p ro b le m  efficiently .
Y et one  m o re  a p p ro a c h  to  th e  p ro b le m  undeT  d iscu ss io n  is b a s e d  on  a n o th e r  s im p le  
o b se rv a tio n . T h e  b o u n d a r ie s  o f th e  re c ta n g le s  p a r t i t io n  th e  p la n e  in to  su b d iv is io n s . 
In  th is  s e t t in g  th e  s ta b b in g  q u e ry  becom es: In  w h ich  su b d iv is io n  does th e  g iven  
p o in t lie? T h is  is a  bas ic  p ro b le m  th a t  h a s  b e e n  s tu d ie d  in te n se ly  since  th e  d aw n  
o f c o m p u ta t io n a l  g e o m e try  a n d  is u su a lly  k n o w n  as th e  p o in t  lo c a tio n  (in  a  p la n a r  
su b d iv is io n )  p ro b le m .
T h e  in te re s te d  re a d e r  s h o u ld  c o n su lt th e  te x ts  by  P r e p a r a ta  a n d  S h am o s [lb ] a n d  
E d e ls b ru n n e r  [2] a n d  th e  p a p e r  o f S a rn a k  a n d  T a r ja n  [13] a n d  th e  re fe ren ces  th e re in .
A ll o f th e  ab o v e  m e n tio n e d  m a te r ia l  is c o n c e rn e d  w ith  w o rs t case  a n d  a m o rt iz e d  
case  b e h a v io r . T h u s ,  it  leaves o p en  th e  q u e s tio n  o f w h e th e r  th e re  a re  s o lu tio n s  th a t  
do  w ell o n  a v e ra g e  a n d  a re  ea sy  to  im p le m e n t in  p ra c t ic a l s i tu a t io n s .  W e c o n c lu d e  
th is  se c tio n  b y  e x a m in in g  th re e  v a r ia n ts  o f th e  g en e ra l s ta b b in g  p ro b le m .
T h e  f irs t v a r ia n t  o ccu rs  w h en  m u ltip le  w indow s a re  a llo w ed  in  a  w ork  s t a t io n  
e n v iro n m e n t.
P r o b l e m  4 .1  T h e  W i n d o w  S e le c t io n  P r o b l e m
Given n rectangles (-or windows)- and a point p, determine the closest rectangle that 
p stabs.
T h in k  o f th e  re c ta n g le s  as  c a rp e ts  on  th e  floor a n d  th e  q u e ry  p o in t as so m eo n e  
s ta n d in g  o n  th e m ,  th e n  th e  an sw er to  th e  q u e ry  w ill b e  th e  c a r p e t  t h a t  th e  p e r s o n  is 
to u c h in g  (W e a ssu m e  p o in t  fe e t.)  O r, a l te rn a te ly , th e  w indow s a re  h a n g in g  in  th re e -  
sp ace  r a th e r  th a n  in  th e  p la n e  a n d  th e  an sw er to  th e  q u e ry  is th e  c lo ses t w in d o w  to 
th e  o b se rv e r  t h a t  is s ta b b e d  by  th e  p o in t .  B ased  on  th is  in te rp re ta t io n  w e c a n  u s e  ou r 
f irs t a p p ro a c h  w h e re  we a lso  keep  a  s o r te d  lis t o f re c ta n g le s  a s s o c ia te d  w ith  e a c h  cell. 
T h e  seco n d  a p p ro a c h  c a n  a lso  be  m o d ified  to  ta k e  in to  a c c o u n t th e  th i r d  c o o rd in a te , 
b u t  th is  m e a n s  t h a t  th e  p re p ro c e ss in g  tim e  b eco m es 0 (n  lo g3 n ) a n d  th e  q u e ry  tim e 
b eco m es О (a +  lo g3 n) in  th e  w o rs t case . W h e th e r  th e  o th e r  a p p ro a c h e s  c a n  be 
m o d ified  to  g ive effic ien t so lu tio n s  is n o t  so c lea r. A lso , in  p ra c t ic e  th e  w in d o w s  are 
c h a n g in g  d y n a m ic a lly  —  s m in k  ing , e x p a n d in g , tr a n s la t in g ,  b e in g  rem o v ed , a n d  being  
a d d e d . W e a re  c u r re n t ly  re c o n s id e rin g  th is  p ro b le m , s ince  w e know  of n o  m e th o d  
th a t  is g o o d  u n d e r  all c irc u m sta n c e s .
T h e  se c o n d  v a r ia n t  is a lso  m o tiv a te d  by  a  w ork  s ta t io n  e n v iro n m e n t, n a m e ly , th e  
p ro b le m  o f m e n u  se lec tio n .
P r o b l e m  4 . 2  T h e  M e n u  S e l e c t i o n  P r o b l e m
Given n disjoint rectangles in the plane and a query point p, determine whether p 
stabs a rectangle and if so, which one.
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T h e  m o tiv a tio n  fo r p ro b lem  is ob v io u s, all P C ’s use  n u  se le c tio n , to  som e 
e x te n t,  as a  s y s te m  la n g u ag e ; p e rh a p s  th e  M a c in to s h  is th e  m o s t th o ro u g h  ex am p le . 
M enus are  re c ta n g le s  a n d  a  s ta b b in g  q u e ry  is a  c u rso r .
S ince th e  x- a n d  у -p ro jec tio n s  o f  th e  re c ta n g le s  re s u lt  in O (n ) in te rv a ls , th e  f irs t 
a n d  second  a p p ro a c h e s  a re  no b e t te r  th a n  befo re , e x c e p t th a t  th e  n u m b e r  o f an sw ers  
does n o t a p p e a r  in  th e  tim e  b o u n d s . B u t w e, ty p ica lly , c a n n o t a ffo rd  th e  sp ace  
o v erh ead . F ie ld  [7] g a v e  a  so lu tio n  u s in g  h a sh in g  t h a t  h as  0 (1 )  e x p e c te d  q u e ry  tim e  
a n d ^ e q u ire s  0 (n ) s p a c e .
T h e  th ird  v a r ia n t  is found  in o n e  a p p ro a c h  to  q u e ry in g  in  a  g eo g ra p h ic  d a ta b a s e .
P r o b l e m  4 .3  Given n rectangles in the plane and a query rectangle, determine all 
rectangles the query rectangle stabs.
T h is  p ro b lem  w as m o tiv a te d  by ra n g e  queries  in  a  g eo g rap h ic  d a ta b a s e  fo r B ad en - 
W ü rtte m b e rg  in  W e s t G erm any . B o u n d in g  re c ta n g le s  w ere u se d  to  s u r ro u n d  th e  
m u n ic ip a litie s  o f th is  p ro v in ce , y ie ld in g  1211 re c ta n g le s  a n d  in  a  seco n d  m o re  d e ta ile d  
s i tu a tio n  48,500 re c ta n g le s  w ere o b ta in e d . In  b o th  cases , th e  q u e ry  o f m o s t in te re s t 
w as th e  ran g e  q u e ry  o r  rec tan g le  q u ery .
T h is  p ro b le m  is e a s ily  solved u s in g  th e  te c h n iq u e s  o f [3,4], b u t  it  re q u ire s  О (a +  
log3 n) tim e  a n d  O (n - lo g n )  space. In  a  p ra c tic a l e n v iro n m e n t th is  is u n a c c e p ta b le .
R ecen tly , Six a n d  W id m ay er [14] in tro d u c e d  a  m e th o d  b a se d  on  th e  g r id  file of 
[10] w h ich  is v e ry  p ro m is in g  for la rg e  d a ta b a s e s  o f re c ta n g le s . H ow ever, one  h o p es  
th a t  som e fu r th e r  im p ro v e m e n t is p o ss ib le .
T h e  s ta b b in g  q u e ry  con tinues to  fa sc in a te  a lg o rith m ic is ts , s in ce  i t  is a n  easy  
p ro b le m  to  g ra sp , y e t  g o o d  efficient so lu tio n s  seem  to  b e  d ifficu lt to  find .
5 C o n clu d in g  R em arks
W e have only  to u c h e d  th e  su rface o f re c ta n g le  p ro b le m s  a n d  so lu tio n s ; th e re  a re  m a n y  
m o re  th a t  are w a it in g  to  be ex p lo re d  o r w hose p re s e n t so lu tio n s  a re  w a it in g  to  be  
im proved .
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RELOADING AND RESTRUCTURING OF NETWORK DATA BASES.
A. BODUNOV.
Computins Center of the USSR Academy 
of Sciences, Moscow. USSR.
Restructuring is an important stage in data bases 
exploitation. Restructuring using the reloading is one oF the 
restructuring methods.
Furthermore, reloading in itselF plays an important role 
in the process oF data base exploitation. It helps to solve a 
collect garbage problem in the modiFied data base and allows 
one to transFer the data base to some other place in the 
external memory or From one computer to another.
The proposed method allows the reloading process and 
restructuring oF network data bases to be automatized. The 
method has been realized on the Family oF compatible Compass 
DBMSs based on the CODASYL proposals LZ1.
The traditional approach to restructuring and 
reloading oF network data bases
Most reseach work devoted to data bases restructuring 
describe a three stage restructuring process:
1. the unloading oF the data base to a serial File in some 
standard Format;
2. the conversion oF the data base scheme and perhaps
change oF the data File received in the previous stage;*
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3. the loading of a new data base from the serial file.
The idea that a user should specify his restructur 1 пя by 
means of the two non-procedural languages (a "data diflnltlon 
language" and a "data conversion language") is popular £11.
The method of un load ina of a complex network data base 
structure is known C31. The main point is to choose several 
tree structures from the network structure and unload 
separately each structure into the serial file.
Un load ina is realized in the following way: all members 
are unloaded behind their owner records. The data base key is 
be ina recorded in the serial file after each record
occurrence. The data base keys of the set member occurrences 
are be ina recorded for every set connect ina tree structures 
after unloading of the owner occurrence into the file.
Loading of a new data base is realized in two stages. 
During the first stage the tree structures are loaded from 
the file and simultanlously a temporary file of new data base 
keys indexed by the old data base keys is created. After that 
the sets which connect the loaded tree structures are 
created. That is the way the network data base is created.
This approach to unloading and reloading of data bases 
has a number of disadvantages. The most considerable 
disadvantage is that one has to carry out a sufficiently deep 
analysis of the data base scheme in order to find tree 
structures.
Basic principles of the proposed method for unloading 
and reloading of data bases
The method proposed in this work is free from the above 
disadvantage. The diagram explaining the basic principles of 
the method is given in figure 1. Ue should point out that 
each of the stages of unloading and loading of data bases 
consists of two parts.
Unloading stage
In the first stage all types of data base records are 
unloaded in text files. The record type unloading program 
uses information about the types of data base records from
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the data dictionary directory system. At the same time the 
special data base N1 (SDB-1) is beins loaded. The SDB-t 
scheme is shown in fisure 2. Set order ina elements are shown 
by inlined lines. The name of every data base record type is 
loaded into the RECORDTYPE record. The data base key of every 
occurrence for the ai ven record type and the ordinal number 
of the aiven record occurrence in the serial file are loaded 
into the KEYNUMBER record.
The second stase of unloadina (the stase of unloadina of 
data base sets) is executed after all data base records have 
been unloaded in the files and the SDB-1 has been loaded. 
This stase is executed by the set unloadina proaram 
(see fia. 1). The result of the proaram work is the FN file 
which structure will have the followina form:
<SNAM1> <0N> <MN> <MN> <MN> RI <0N> <MN> <MN> <MN> R2 
<SNAH2> <0N> <MN> <MN> <MN> R1 <0N> <MN> <MN> <MN>.. <EOF>, 
where
SHAME - set name;
ON - set owner record occurrence number:
MN - set member record occurrence number;
R1 - separator between unloaded occurrences of a set type;
R2 - separator between set types.
ON and MN are ordinal numbers, occurrences of records have 
these numbers in the serial files received in the previous 
stase of unload ins. The set unloadina proaram receives these 
numbers from SDB-1.
After completina the record type unloadina proaram and 
the set ini load ina proaram the network data base is 
transformed into some serial text files. In this case 
invisible for the user the data base key in a network data 
base is transformed into some number and becomes visible,
i. e. the network data base is practically reduced to a 
relational form representina several files with record types 
and the file sav ina relations between records.
Load i na stase
The data base loadins consists of the followina two 
stases:
1. the load ina of all occurrences of all record types
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regardless of their set relations;
2. the restoration of the sets in the data base.
Loading begins with the creation of a data base loading 
program by the DBMS special means.
Before data loading is realized the generated program 
makes temporary meta-information correction for the data base 
to be loaded. This correction consists in the following:
1. all "AUTOMATIC" sets are made "MANUAL";
2. for all sets, with owner selection this .selection 
4s abolished;
3. for loop sets the set owner selection is made by the data 
base key of the owner.
This correction acts only during the work of loading 
program. After that the data base loading of the information 
received in the unloading stage is executed. Simultaneously 
the loading of the special data base N2 (SDB-2) which scheme 
is shown in figure 3 is being executed. The only difference 
between SDB-2 and SDB-1 is the KEYS set ordered by the NUMBER 
element. The set creation program is intended for relating 
record occurrences into sets (see fig. \). This program uses 
the FN file and the DBMS data dictionary directory system. 
For every set the set errat ion program f inds the data base 
keys of the owner and member in SDB-2 by numbers from the FN 
file and connects the records with these data base keys. 
After the set creation program is completed the new data base 
will be received.
Application of the method for restructuring 
of network data bases
One may choose the following forms of data base scheme 
restrusturing:
1. the change of insertion mode in a set;
2. the change of disconnection mode from a set:
3. the change of set selection mode;
4. the creation of record type;
5. the record type deletion;
6. the creation of an element of existed record:
7. the record element deletion;
8. the creation of a set (owner and member record
types exists In the data base);
9. the set type deletion with savins owner and member 
record types;
10. the change of set ordering.
It will be noted that the first four kinds of data base 
scheme restructuring need no physical data base 
reorganization. In order to execute any of the first four 
kinds of restructuring it is enough to retranslate a new 
description of the data base scheme and to create new 
subschemes.
In most DBMSs it is impossible to execute other kinds of 
scheme change without physical data base reorganization. But 
the execution of it offers no dlfficulties, if the method of 
unloading and reloading suggested in the work is used. It is 
enough to unload the part of the data base which is being 
restructured, to change data base scheme, to create a new 
subscheme or subschemes and to load the data base.
In all the cases mentioned above the data base scheme 
and subscheme changes are executed by standard DBMS means. 
All other restructuring actions are automatically executed by 
the data base loading program and set creation program.
Merits of the proposed method
First of all it is necessary to note a sufficiently high 
degree of automation of the proposed method. The data base 
unloading and loading programs are adjusted to the user 
subscheme and all necessary actions are automatically
executed. All the user has to do is practically to make the
necessary changes in the data base scheme ( in case they are 
needed).
In comparison with the traditional approach to reloading 
and restructuring the proposed method does not require any 
complex analysis of the data base scheme and does not 
require saving of the old data base keys in the process of 
creating a new data base.
Data base key conversion to an abstract ordinal number 
makes the data base key independent of the type of the
computer. Together with the unloading of a data base to a
series of serial files it ensures the simplicity of the data
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base transfer to the other kinds of computers.
The condition of the unloaded data base will be more 
compact than unfolded condition since the indexes by means of 
which the sets are created are not unloaded into the file. 
Thus it will be convenient to use the unloaded data base 
presentation for the creation of data base archives.
It should be noted in the conclusion that the method is 
universal and can be easily applied to different network 
DBMSs.
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ABSTRACT: The hierarchy of language families generated by 
deterministic types of pure context-free, pure matrix. rure 
programmed and pure random context grammars with and without 
erasing rules is determined. Further we locate these classes 
in the hierarchy of language families generated by the 
corresponding nondeterministic versions.
0. INTRODUCTION
The most investigated language class is the context-free one. 
However, a lot of aspects which are of interest (e.g. in the 
theory of programming languages) one cannot describe by con­
text -free grammars only. Therefore a series of grammars with 
regulated rewriting nd context-free core rules has been in­
troduced.
In /1/ J. Dassow explored the hierarchy 
families of regulated rewriting in order 
differences between the mechanisms which 
we consider sets of words over a termina
of some pure language 
■to determine the 
often disappear if 
.1 alphabet since all
8 8
the intermediate steps of the derivation are disregarded. 
Further, these pure languages are of interest for themselves 
by the following two facts:
- the intermediate steps are important for the syntax analy­
sis ,
- pure grammars form a sequential counterpart to the 
L systems (with regulation).
Hence it is natural to ask for the hierarchy of language 
classes generated by deterministic versions of those grammars 
with regulated rewriting. This is the main goal of this paper 
where especially the following three types of regulated de­
vices are considered: matrix grammars, programmed grammars, 
and random context grammars.
We assume that the readers are familiar with the basic notions 
of formal language the.ory and have some information on re­
gulated rewriting (e.g. see /2/, /3/).
1. DEFIKITIOHS
We give the formal definitions of the pure versions of the 
above mentioned grammars. In the following definitions, let 
V be an alphabet, and let S be a finite subset of V+.
A pure context-free grammar is a triple G = (V, P, S) where 
P is a finite subset of V XV (as usually, its elements are 
written as a-»-w instead of (a,w)) . We say that x e V+ 
directly derives y £ V* in G (written as x=^y) iff
x = x^ax2 for some a£V, x1,x2 £ Vs , and y = x^ Y/Xg, 
and there is a rule a —»-we P.
denotes the reflexive and transitive closure of=fc. . The 
language generated by G is defined as 
L(G) = [ y : z-^>y for some zí S | .
A pure matrix grammar is a quadruple G = (V, Ы, S, P) where 
M is a finite set of finite sequences of productions,
К = [ m1, m2,..., m^ J ,
mi= (ai1~*~wi1’ ai2—^  wi2* * * * * air ( i ) ~ wir(i) ^ * 
a-j^V, wj_j£ 1^"i-t, tíej ^ r  (i), and F in a subset of 
occurrences of rules in M.
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Then, for 1 í i -t, we say that У iff
оIIX У -] —** У 2 — ^ • • •
v/here
yd-i ■ Zj1aiôZd2»
for some Zj1,Zj26VÍÍ or
( i )
= Zj1WijZ,j2
a. . does not occur in y. ^, a. . id — .£P, and h  ■ yj-r
The language L(G) generated by G is defined as the set of
all words у which are obtained by iterated applications of 
matrices (elements of M) to words of S and all intermediate 
words (yi in the above notation) of these applications of 
matrices in M. If we need occurrences of rules in P for 
the rewriting process we use the so-called appearance 
checking mode. Otherwise, iff P = 0 we say that G is de­
fined without appearance checking.
By P(M) we denote the set of all occurrences of matrices
in M.
A ".«re programmed grammar is a triple G = (A, P, 3) where 
P is a finite set of rules of the form 
(b: a— w, E(b), F(b))
where b is a label of the production, .as V, w.-fe V , and 3(b) 
and P(b) are subsets of the set of labels.
The language L(G) consists of all words y such that there 
is a derivation
b1 b2 b3 bn-1
\ryn-1 — p- уb n
и
n
where z€S, (Ь± : Si, Ih) 
and for 1 i.st n,
are rules in F, ié.n,
*i-1 = Zi1 aizi.2 * 4  = zi1wizi2 for some 7 7 ér VхZi1 ,iJi2& " »
and bi+1£ (if i< n)
or
does not occur in yjL__1, у. = У 1_1 , and bi+i^ •
Whenever P(b) = 0 for all productions in I, we have c 
grammar without appearance checking, again.
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A pure random context grammar is a triple G = (V, P, S) 
where I is a finite set of productions of the form 
(a—*-vv, Q, R), a€V, w6V*, V, R £ V  . .
We say that x =p-y iff
X = z^azg* У = z.jWZ2» (a— *-w, Q., H)£P
z1,z2 ^Vx, z^z2 contains all letters of Q, and Zj\ z 2
contains no letter of H.
The language L(G) is defined as
L(G) r [y : z for some z€ 3 } ,
again.
Analogously, we say that a random context grammar is without 
appearance checking iff E = 0 for all productions in p.
These definitions are the most general ones, i.e. rules of 
the form a — ► X  are allowed. A grammar is refered to be 
Л -free iff Л  is forbidden-on the right hand side of any 
core rule.
We set
(pCF) = I L(G) : G is a pure context-free grammar }
(pCP'Л ) = j 1(G) : G is a pure context-free \ -free
grammar } .
By (pM, GP, ac), (pP, CP, ac), (pRC, OP, ac) we denote the 
families of languages obtained by pure matrix, pure programmed, 
and pure random context grammars, respectively. If we omit 
ac in this notation, we consider the corresponding families 
generated by grammars without appearance checking. If we have 
Л -free grammars, we write CP\A instead of CP, again.
A grammar is called deterministic iff it satisfies the follo­
wing condition: If a— and a—*-w2 are core rules occur­
ring in P or P(M), then w.j = w2 .
By (pDCF), (рВСРлА), (pDJC, Y, ß  ) for Xé (ivl, P, kc}, 
YS/CP, 0РЧЛ] , ß ■= ac or empty we denote the corresponding 
families of languages generated by the deterministic versions 
of these grammars.
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2. RESULTS
The main result of the paper will bo presented in a figure. 
There is used the following notation: Whenever there is an 
arrow between two language families, the language family at 
the head of the ax-row properly contains the language family 
at the base of the arrow. If there is no explicit path from 
one language family to another, these language families are 
incomparable.
Theorem.: The hierarchy shown in Figure 1 holds.
Concerning the language family (pDCF) which is not contained 
in Figure 1 we have the following facts;
U )  (p.DCF'A) S  (pDCF) СГ (pCF^A) = (pCF) .
(ii) For X<£{m , F, RC ] , we have 
(pDCF) СГ (pDXjCF) .
We note that the following problems are open:
1. Is the inclusion (pDCF4 A) (pDCF) proper?
2, It is not known whether, for X£ {&., F, RC } , = ас or
empty, (pDCF) ^ (pDX,CF^A, ß )  ^ 0 or
(pDCF) £  (pDX, CFN Л» (2* ) hold..
The proof of the Theorem follows by a combination of lemmas 
of t-he following and similar form.
Lemma: For Xé {b!, P, RC J ,
(pCF^A) N (pDX,CF,ac) Ф 0 .
P-roof of the Lemma: ..e consider the 1- ng.uage
Lq = j xcxR : {a,b}*}
where xR is the mirror image of x. Obviously, the pure con­
text-free grammar
G0 = ( { a, b, c ], { c — аса, c bcp j , jcl )
generates LQ. Therefore L0£(pCF^A).
à (plí,Су?,ае). Let us assume that ;L * L(G) for some pure О о
determini-etic .matrix grammar G = (V, F, S, F) with context- 
free core rules, be consider the word anean for a suffi­
ciently large integer n such that anean <^S. Then 4
I
tow i
i
Figure 1
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there has'to exist a word z € Lq which directly produces
ancan4 S. Since we can rewrite only one symbol in each de­
rivation step, z has to be of the form arca1 , r< n (r>n 
is impossible since only one symbol can be rewritten, and 
r = n is not of interest since we can assume that z £ ancan). 
Then we applied a rule of the form c-^aBcaB, s^1, to z.
Now let us consider a word ' bmcbm where m is chosen such 
that bmcbm is not an axiom, again. By the same arguments 
as above we can verify that there has to be a rule of the
4“ 4-form c b cb , t£1, in I (LI). This contradicts the de­
terminism of G.
(pDï» CF, ac) and LQ ^(pDfíC, GF, ac) can be proved 
analogously.
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THE SYNCHRONIZATION AND MESSAGE EXCHANGE MECHANISM IN THE 
REAL TIME DISTRIBUTED OPERATING SYSTEM PARUS
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ABSTRACT: The paper deals with the description of 
synchronization mechanism and that of message exchange 
between processes in the distributed real-time system PARUS. 
Processes communicate through local ports whose links are 
described at an additionally introduced stage of system 
development. The PARUS allows processes to wait for 
situations - complex logical combinations of events - which 
can essentially increase the efficiency of an operating 
system.
i. INTRODUCTION
Communication and synchronization mechanisms 
significantly affect the efficiency of a real-time 
distributed operating system, DOS, and feasibility of 
autonomous designing its separate components. Therefore, in 
designing the PARUS DOS [i] great attention has been paid to
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communication and synchronization means.
It is Known that a large program is most conveniently 
developed fractionally. To achieve this, it should be 
divided into components and each of them is to be programmed 
and debugged, then the program is to be constructed as a 
configuration of these components [2], PARUS offers means 
for developing separate components (Pascal-like component 
programming language) and those for their correct joining 
(configuration language). Components (processes) are 
developed separately and independently from the environment 
in which they are to be used; In other words, the components 
do not need data for adapting them to specific stations or 
partners. This information is contained in the 
configuration program.
The processes communicate through local ports. This 
makes It possible to receive and send messages without 
specifying sender and receiver addresses. This is the m a m  
advantage of communicating through the ports. Consequently, 
for development of a process interface with the others 
processes the semantics and formats of messages in local 
ports are sufficient. The local ports of the processes are 
linked in the configuration program. Linking the local
ports means defining input ports where messages written in 
the output ports are to be delivered.
The DOS efficiency is of great importance in many 
real-time systems. The proposed mechanism of situations and 
that of packet transmission make PARUS highly efficient.
2. PORTS
*
In a number of existing systems the processes or tasks 
communicate synchronously. with a message having been sent 
or an entry called, the sending process waits till the sent 
message is received (and even processed in the Ada system) 
by the communication partner. The basic advantage of 
synchronous communication Is bellved to be the ease of
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understanding and checking the program functioning [3]. 
Synchronous communication constrains, however, the potential 
parallelism of process execution and does not support 
broadcasts although modern communication channels make 
broadcasting possible. Programming real-time applications 
using synchronous communication requires additional 
intermediary processes to realize asynchronous communication
[3]. As a result, the total overhead of the processor time 
for synchronization, communication, and process context 
switching becomes inadmissible for real-time systems.
PARUS supports the asynchronous interaction scheme of 
processes. It is due to the fact that this scheme is free 
of the above-mentioned disadvantages, and, if necessary, the 
synchronous communication can be efficiently implemented by 
an asynchronous one. In asynchronous communication the 
execution of the process which has sent a message is 
continued whether or not this message is expected by the 
receiver. The processes exchange messages through ports. 
The ports are classified into input and output ones. A 
process sends messages into the environment through output 
ports and receives messages from the environment through 
input ports.
The messages transmitted to a process are buffered in 
its input ports. The process may receive these messages 
from the ports using conditional or unconditional requests. 
If there are already buffered messages in one of the ports, 
then both conditional and unconditional requests cause one 
of them to be chosen and transmitted to thç process. If 
there are no buffered messages, then unconditional requests 
result in blocking the process until a message arrives in 
the port, while conditional requests allow its continuation. 
Thus, unconditional requests may be used when the arrival of 
a message has to be waited for, and conditional requests 
when the execution may be continued even if no message has 
arrived.
Input ports incorporate packets for buffering arriving
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messages. The number of packets is limited for every port 
and is defined by the port description in the configuration 
program. Packets with buffered messages are referred to as 
filled, and the others as empty. The filled packets are 
transmitted from the port to the process either in FIFO (as 
they arrive) or LIFO (inverse) order. If a message has 
arrived to the port and there are no empty packets 
available, the message is rejected in the FIFO port and 
buffered by erasing the earliest message in LIFO port.
When receiving a message in a process data area the 
packet (buffer) address rather than its content may be 
copied. As a result, the process receives the packet 
itself. Once the data in the packet has been used, the 
process returns it into the port as an empty one (so as not 
to deprive the port of buffers). In the case of long 
messages the elimination of their rewriting from the buffer 
into the process data area improves the system efficiency.
The output port has a single packet. To send a message 
into the port, process should have a reference to that 
packet, write a message in it and send it to the output 
port. If the communicating input and output ports are in 
the same station, then, whatever the message length, the 
communication is an exchange of the addresses of the filled 
packet from output port and the empty packet from the input 
port. In communicating the ports simply exchange packets. 
Note that direct packet exchange is only feasible with one 
communicant while for communication with the others the 
message has to be rewritten.
The links between ports are established in the 
configuration program statically. Several output ports may 
be linked to several input ports. Therefore it is necessary 
to support the so-called library processes which can receive 
initial data from several partners and return the results of 
processing this data to the sender.
For library processes the readdressed port mechanism
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has been introduced in PARUS. The port is referred to as 
readdressed if it is not statically linked with other ports 
but is in the readdressing list of some port. In 
communicating ports with nonempty readdressing lists the 
links between appropriate ports of these lists are 
established automatically. The readdressing list of output 
port may include only an input port and that of the input 
port, only the output port of the same process.
In the existing systems where components communicate 
through ports the library process design is facilitated by 
including additional request-reply transactions [3]. In 
PARUS the readdressed port mechanism makes it possible for 
the components to send and receive replies as usual messages 
because the readdressing lists are defined in the 
configuration program rather than in components. 
Consequently, the environment for the process is completely 
described by semantics and formats of received and 
transmitted messages and there is no necessity to 
distinguish between messages and replies to messages.
3. SITUATIONS
The processes, as a rule, are cyclic programs. In a 
general case for execution of every cycle it is necessary 
to have input data generated by several other processes. 
Communicating only through ports, the processes may need 
messages from several input ports. In this case the process 
is blocked until the messages needed arrive.
In a distributed system various communication objects 
are employed for the processes to communicate. In every 
case, however, the process may wait for at one time one data 
only from one communication object or an alternative group 
of these objects. Early in the cycle, n process activations 
and blockings may be required for awaiting data from n 
communication objects because it is necessary to declare n 
times that data are expected, if these data have not arrived
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the process is blocked and when they do it is activated. 
Blocking and activating consume much time and their 
execution on every occasion is undesirable for a real-time 
DOS. The situation mechanism in PARUS eliminates redundant 
act-ivations. The process may receive n messages and be 
blocked just once. The situation mechanism is use.ful when 
the process needs one or several messages from a group of 
ports in order to execute the cycle.
A  situation is determined as a logical combination of 
local events in the process. A  local event for the process 
is either reception of a message from a port or the elapsing 
of a time interval. A  process without intermediate 
activations may await an arbitrary situation which is 
represented in the conjunctive normal form as 
A q & Aj & . . & A]{
where Aj is (ejQ V e^ V . . V ej„) and e^ is an event.
The range of situations is rather wide. Thus 
expressions such as 
(a & b) V (c & d)
may be transformed into conjunctive form,
(a V c) & (b V с) & (a V d) & (b V d).
In waiting for a situation every event ejj is assigned 
a binary code with the i-th bit set and the others bits 
cleared (event e^ is encoded as 2*). If an event is
specified several times in a situation, then it is encoded 
independently every time and the resultant code of the event 
is obtained by the logical "OR" of these codes. What is 
important is that in different situations the same event may 
be encoded in different ways. The situation is assigned a 
code which is the logical "OR" of codes of events in it. 
Occurrence of an event is marked by clearing the bits in the 
situation code to which set bits correspond in the event
code (this is done by one computer instruction). The
situation is satisfied when its code is cleared.
Thus, situation formulas can be translated into
situation codes before the DOS starts operating rather than
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interpreted at run-time. In this way the implementation of 
the situation mechanism is significantly facilitated and its 
application field is expanded.
In numerous systems [2, 3] the statements of
alternative input from several communication objects make it 
possible to access options which are currently acceptable. 
Thus the SELECT statment of Ada does this by guarded 
commands. The situations mechanism also makes it possible 
to dynamically eliminate events from the situation depending 
on the conditions at run-time.
4. CONCLUSION
The paper contains consideration of the situation 
mechanism and that of the readdressed ports which are 
realized in the PARUS operating distributed system. The 
former coordinates efficiently and flexibly the execution of 
processes in a distributed system and latter stringently 
controls library processes in communication through ports.
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ABSTRACT: In this paper, an extension of the g rid -file  structure is introduced which makes i t  
possible to substantially decrease the number of disk accesses performed during the resolution of 
range or partial-match queries. An analysis of such decrease is presented for both the general and a 
particular case.
1. INTRODUCTION
D e a l i n g  w i t h  a  g r e a t  a m o u n t  o f  i n f o r m a t i o n  s p e c i f i e d  b y  m u l t i p l e  a c c e s s  k e y  
r e c o r d s  ( m u l t i d i m e n s i o n a l  d a t a )  a n d  s t o r e d  in  b u c k e t s  o n  m a s s  m e m o r y  ( s u c h  
a s  d i s k )  h a s  p u t  in  e v i d e n c e  t h e  w e a k n e s s  o f  t r a d i t i o n a l  d a t a  s t r u c t u r e s  
a p p l i e d  t o  i n t e r a c t i v e  i n f o r m a t i o n  s y s t e m s  w h i c h  f r e q u e n t l y  r e q u i r e  t o  
p e r f o r m  i n s e r t i o n s ,  d e l e t i o n s  a n d  t o  a n s w e r  t o  e x a c t - m a t c h  q u e r i e s ,  r a n g e  
q u e r i e s  a n d  p a r t i a l - m a t c h  q u e r i e s .
In t h i s  c o n t e x t ,  t h e  e f f i c i e n c y  o f  a  d a t a  s t r u c t u r e  in  s t o r i n g ,  s e a r c h i n g  a n d  
u p d a t i n g  i n f o r m a t i o n  o n  d i s k  i s  m e a s u r e d  in  t e r m s  o f  t h e  n u m b e r  o f  d i s k  
a c c e s s e s  n e c e s s a r y  t o  p e r f o r m  a  s i n g l e  o p e r a t i o n ,  w h e r e  e a c h  a c c e s s  i n v o l v e s  
a  c e r t a i n  a m o u n t  o f  i n f o r m a t i o n ,  s t o r e d  in  t h e  s a m e  b u c k e t .
M o r e o v e r ,  t o  a n s w e r  r a n g e  q u e r i e s ,  t h e  s t r u c t u r e s  h a v e  t o  r e s p e c t  " a s  m u c h  
a s  p o s s i b l e "  t h e  a d j a c e n c y  r e l a t i o n  ( c o n t i g u i t y ) .
In o t h e r  w o r d s ,  r e c o r d s  a s s o c i a t e d  w i t h  k e y s  w h i c h  a r e  c o n t i g u o u s  i n  t h e  
l o g i c a l  k e y  s p a c e ,  m u s t  b e  s t o r e d  in  t h e  s a m e  o r  i n  c o n t i g u o u s  b u c k e t s .
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In s u c h  a  w a y  a  r a n g e  q u e r y  i n v o l v i n g  n r e c o r d s  c o u l d  p e r f o r m ,  i n  t h e  b e s t  
c a s e ,  n/b a c c e s s e s  t o  r e t r i e v e  i n f o r m a t i o n  ( w h e r e  b i s  t h e  b u c k e t  s i z e ) .
T h i s  d e p e n d s  o n  t h e  q u e r y  s t r u c t u r e  a n d  o n  t h e  k e y  d i s t r i b u t i o n  in  t h e  l o g i c a l  
k e y  s p a c e .
im a g e s  of:
q u e ry
in fo rm a tio n
b u ck e t
F i g u r e  1:
In f i g u r e  1, a n  e x a m p l e  o f  a  q u e r y  w i t h  t h i s  g o o d  p e r f o r m a n c e  i s  s h o w n .
D a t a  a r e  i d e n t i f i e d  b y  t w o  k e y s  (X , ,X2 ) a n d  i f  t w o  d a t a  a r e  a d j a c e n t  i n  t h e  
l o g i c a l  k e y  s p a c e ,  t h e y  a r e  s t o r e d  in  t h e  s a m e ' o r  i n  t w o  a d j a c e n t  b u c k e t s ,  i n  
t h i s  c a s e  t h e  r e c t a n g l e  q u e r y  s e l e c t i n g  n r e c o r d s  r e q u i r e s  n/b a c c e s s e s .
T h e  p e r f o r m a n c e  o f  t h e  d a t a  s t r u c t u r e s  f o r  r a n g e  o r  p a r t i a l - m a t c h  q u e r i e s  o n  
d i s k  d e p e n d s  o n  t h e  c a p a b i l i t y  t o  r e a l i z e  a n d  p r e s e r v e  c o n t i g u i t y  o f  a d j a c e n t  
d a t a  in  t h e  l o g i c a l  k e y  s p a c e .
T h i s  r e s t r i c t i o n  s t r o n g l y  l i m i t s  t h e  u s e  o f  t r e e  s t r u c t u r e s [ 6 ] [ 7 ] :  f o r  e x a m p l e ,  
t h e  m u l t i d i m e n s i o n a l - B - t r e e s  [4] ,  i n t r o d u c e d  a s  e x t e n s i o n s  o f  В - t r e e s ,  a r e  
i n e f f i c i e n t  f o r  w h a t  c o n c e r n s  t h e  e x e c u t i o n  o f  q u e r i e s  w h i c h  i n v o l v e  s e t s  o f  
b u c k e t s  c o n t a i n i n g  k e y s  a d j a c e n t  in  t h e  l o g i c a l  k e y  s p a c e .
In t h i s  c a s e ,  s i n c e  b u c k e t s  a r e  s t o r e d  on  t r e e  n o d e s ,  in  o r d e r  t o  r e t r i e v e  a l l  
r e q u i r e d  i n f o r m a t i o n  i t  i s  n e c e s s a r y  t o  v i s i t  m a n y  t i m e s  t h e  t r e e  s t r u c t u r e .  
M o r e o v e r ,  n e i g h b o r  k e y s  m a y  n o t  b e  s t o r e d  in  n e i g h b o r  s u b t r e e s ,  b e c a u s e  t h e  
m u l t i d i m e n s i o n a l - B - t r e e  c a n n o t  r e p r e s e n t  a  t o t a l  o r d e r  on  t h e  l o g i c a l  k e y  
s p a c e .
T h e  s a m e  c o n s i d e r a t i o n s  c a n  b e  d e r i v e d  f o r  o t h e r  t r e e - s t r u c t u r e s  s u c h  a s  k - d  
t r e e s  [8] ,  R - t r e e s  [ 10] ,  q u a d - t r e e s  [ 1 1 ]
A s  f a r  a s  t r i e  s t r u c t u r e s  a r e  c o n c e r n e d ,  i t  i s  p o s s i b l e  t o  o b s e r v e  t h a t  t h e y  
f a i l  w h e n  p a r t i a l - m a t c h  q u e r i e s  a r e  c o n s i d e r e d  [ 6 ] [ 7 ] ,  w h i l e  i n v e r t e d  f i l e s  a r e  
i n e f f e c t i v e  w h e n  w e  p e r f o r m  r a n g e  q u e r i e s  i n v o l v i n g  w i d e  i n t e r v a l  o n  
s e c o n d a r y  k e y s  [6] [7 ] ,
T h e  m o s t  e f f i c i e n t  s t r u c t u r e  f o r  t h i s  k i n d  o f  p r o b l e m s  i s  t h e  g r i d - f i l e  
[ 1 ] [3] [5 ] [6 ] [7 ] [9 ] :  i t  g e n e r a l i z e s  t h e  s t a n d a r d  s i n g l e  k e y  r e t r i e v a l  h a s h  
t e c h n i q u e s  t o  m u l t i d i m e n s i o n a l  d a t a ,  a s s u r i n g  t h e  c o n t i g u i t y  o f  t h e  s t o r e d  
i n f o r m a t i o n  a n d  a n s w e r i n g  t o  e x a c t  m a t c h  q u e r i e s  w i t h  a  s i n g l e  a c c e s s  t o  
m a s s  m e m o r y .
105
B u t  t h e  g r i d - f i l e  c a n  t u r n  o u t  t o  b e  i n e f f i c i e n t  f o r  p a r t i c u l a r  r a n g e  q u e r i e s ,  
s i n c e  i t  i m p o s e s  a  f i x e d  p a r t i t i o n  o n  t h e  i n f o r m a t i o n :  in  f i g u r e  2  w e  c a n  s e e  
a n  e x a m p l e  in  w h i c h  n i s  t h e  n u m b e r  o f  a c c e s s e s  t o  r e t r i e v e  n r e c o r d s
T h i s  p o o r  b e h a v i o u r  d e p e n d s  o n  t h e  f a c t  t h a t  t h e  c o n s i d e r e d  q u e r y  i s  
r e p r e s e n t e d  b y  a  r e c t a n g l e  in  w h i c h  t h e  p e r i m e t e r  a n d  t h e  s u r f a c e  i n v o l v e  t h e  
s a m e  n u m b e r  o f  b u c k e t s  a n d ,  t h u s ,  f o r c e s  t h e  s y s t e m  t o  t r a n s f e r  i n  c e n t r a l  
m e m o r y  a  l a r g e  f r a c t i o n  o f  n o n  m e a n i n g f u l  d a t a .
T h i s  s i t u a t i o n  i n d u c e s  a  l o s s  i n  p e r f o r m a n c e  p r o p o r t i o n a l  t o  t h e  i n c r e a s e  o f  
t h e  r a t e  b e t w e e n  n o n  m e a n i n g f u l  a n d  m e a n i n g f u l  i n f o r m a t i o n .
F i g u r e  3  p r e s e n t s  t h i s  s i t u a t i o n :  h e r e  t h e  n o n  m e a n i n g f u l  s e t  h a s  l e s s  
i n f l u e n c e  o n  t h e  p e r f o r m a n c e  b e c a u s e  t h e  n u m b e r  o f  a c c e s s e s  t e n d s  t o  n/b 
a n y w a y .
F i g u r e  3: X1
In t h i s  p a p e r  w e  p r e s e n t  a  d a t a  s t r u c t u r e  t h a t  c u t s  d o w n  t h e  a m o u n t  o f  
m e a n i n g l e s s  i n f o r m a t i o n  r e t r i e v e d  b y  a  q u e r y ,  in  o r d e r  t o  l i m i t  t h e  n u m b e r  o f  
d i s k  a c c e s s e s .
F u r t h e r m o r e ,  w e  w i l l  c o m p a r e  t h e  b e h a v i o u r  o f  t h e  n e w  s t r u c t u r e  w i t h  t h e  
o r i g i n a l  g r i d - f i l e  b o t h  in  t h e  w o r s t  a n d  in  t h e  a v e r a g e  c a s e .
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2. GRID-FILE STRUCTURE
T h e  g r i d - f i l e  i s  c o n c e p t u a l l y  D a s e d  on  a  p a r t i t i o n  o f  t h e  l o g i c a l  k e y  s p a c e  
i n t o  s u b s p a c e s  w h i c h  a r e  a s s o c i a t e d  t o  b u c k e t s ,  s t o r e d  in  m a s s  m e m o r y . ,  
w h e r e  i n f o r m a t i o n  i s  p l a c e d .
L e t  S * Xi X X2 X . . . X Xn
b e  t h e  l o g i c a l  k e y  s p a c e  o f  t h e  r e c o r d s  s t o r e d  i n  t h e  f i l e ,  w h e r e  Х ь К г *  > • • 
a r e  t h e  d o m a i n s  o f  t h e  N k e y s  a n d  l e t
P - Pi ж P2 ж . . . X Pm
where Р,- {ри ,  P12, • • • ,Plki)
P2“ ÍP2 b  P22; • • • >Р2кг)
Pn“ (PNb PN2 ; • • • ,PnÜ
b e  a  p a r t i t i o n  o f  t h e  l o g i c a l  k e y  s p a c e .
i n  s u c h  p a r t i t i o n  Pj r e p r e s e n t s  t h e  s e t  o f  v a l u e s  t h a t  i d e n t i f y  t h e  b o r d e r s  o f  
t h e  i n t e r v a l s  in  w h i c h  t h e  j - t h  d i m e n s i o n  i s  p a r t i t i o n e d .
M o r e o v e r ,  l e t  u s  d e n o t e  a s  fl t h e  s e t  o f  r e f e r e n c e s  t o  d i s k  b u c k e t s .
N o w ,  t h e  g r i d - f i l e  m a n a g e r  s y s t e m  c a r r i e s  o u t  a  f u n c t i o n  w h i c h  m a p s  e a c h  
e l e m e n t  o f  t h e  l o g i c a l  k e y  s p a c e  t o  a n  e l e m e n t  o f  П, o r  a l t e r n a t i v e l y  w h i c h  
j o i n s  t h e  s i n g l e  i n f o r m a t i o n  i m a g e  o n  s t o  t h e  r e f e r e n c e  t o  t h e  b u c k e t  t h a t  
s t o r e s  it .
F : S —> (1 ; F ; (x i ,X2 , . . . ,хц) I —> \l
w h e r e  ц :  r e f e r e n c e  t o  t h e  b u c k e t  c o n t a i n i n g  t h e  r e c o r d  i d e n t i f i e d  b y  t h e  k e y  
v a l u e s  ( X1, X2 ; . . .  , x n ) .
T h i s  f u n c t i o n  i s  d e f i n e d  a s  t h e  c o m p o s i t i o n  o f  t w o  f u n c t i o n s ,  t h e  f i r s t  w i t h  v 
d o m a i n  S a n d  c o d o m a i n  P, t h e  o t h e r  w i t h  d o m a i n  P a n d  c o d o m a i n  П.
M o r e o v e r ,  f u n c t i o n  Fi i s  c o m p o u n d e d  by  N f u n c t i o n s  Fn,Fi2 , .. .-,Fin t h a t  
d e t e r m i n e ,  c o m p o n e n t  by  c o m p o n e n t ,  t h e  e l e m e n t  o f  t h e  p a r t i t i o n  t o  w h i c h  t h e  
i n f o r m a t i o n  r e f e r e n c e d  by  ( * ь * 2 > . . .  , x n ) b e l o n g s -
On  t h e  o t h e r  s i d e ,  f u n c t i o n  F2 a s s o c i a t e s  e a c h  e l e m e n t  o f  t h e  p a r t i t i o n  t o  t h e  
r e f e r e n c e  t o  t h e  b u c k e t  c o n t a i n i n g  i t s  e l e m e n t s .
F = F, 0 F2 ; Fí : S —> P ; F2 : P — > П
Fi (xbX2, . . .  , xn) ж (p ijP2 j • • • >pn) ; F2 ( p b  P2 « • • • j pn ) s ft ;
Fl (xi,X2, . . . ,Xn ) - (F i i (x i) jF i2(x2) ,  . . . jFin( xn)) = (PhP2» • ■ « jPn)
where p j : compact representation of pjb
T h e  f u n c t i o n  F, t o  w h i c h  w e  r e f e r  a s  “f i n d - f u n c t i o n " ,  i s  p h y s i c a l l y  r e p r e s e n t e d  
b y  N d y n a m i c  a r r a y s  ( f o r  F n , F i 2 , . . .  , F m )
V , [ 1 . . K i J ,  V2 [ 1 . . K 2 ] ,  • • • ,  VN [ 1 . . K H ]  
in  w h i c h  t h e  g e n e r i c  c e l l  Vh[J] c o n t a i n s  t h e  u p p e r  l i m i t  o f  t h e  J - t h  p a r t i t i o n  
e l e m e n t  a c c o r d i n g  t o  H - t h  d i m e n s i o n  o f  t h e  s p a c e  (phj>> a n d  b y  o n e  d y n a m i c  N -  
d i m e n s i o n a l  m a t r i x  f o r  F2
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in  w h i c h  e v e r y  c e l l  c o n t a i n s  a  r e f e r e n c e  t o  m a s s  m e m o r y .
F i n a l l y ,  w e  c a n  o b s e r v e  t h a t  t h e  f i n d - f u n c t i o n  f i r s t  d e t e r m i n e s  a l l  p j  b y  a  
s e a r c h  o n  a r r a y s  V j , t h e n ,  b y  t h e  l o o k  u p  t a b l e  G, c a r r i e s  o u t  t h e  r e f e r e n c e  t o  
t h e  b u c k e t  c o n t a i n i n g  t h e  r e q u i r e d  i n f o r m a t i o n  ( o f  c o u r s e  i f  t h e  d a t a  i s  n o t  
p r e s e n t  t h e n  t h e  s y s t e m  c a r r i e s  o u t  t h e  b u c k e t  in  w h i c h  t h e  i n f o r m a t i o n  
w o u l d  b e  s t o r e d ) .
I t  i s  w o r t h  n o t i n g  t h a t  t h e r e  i s  no  b i j e c t i v e  c o r r e s p o n d e n c e  b e t w e e n  P ' s  
e l e m e n t s  a n d  l i s  e l e m e n t s :  t h e  g r i d - f i l e  i m p o s e s  t h a t  a l l  r e c o r d s  b e l o n g i n g  t o  
t h e  s a m e  p a r t i t i o n ' s  e l e m e n t  h a v e  t o  b e  s t o r e d  i n  t h e  s a m e  b u c k e t ,  b u t  r e c o r d s  
s t o r e d  in  t h e  s a m e  b u c k e t  m a y  b e l o n g  t o  d i f f e r e n t  p a r t i t i o n ' s  e l e m e n t ,
T h i s  s o l u t i o n  i s  i m p o s e d  t o  a v o i d  b u c k e t  p r o l i f e r a t i o n  i n  m a s s  m e m o r y  w i t h  a  
s m a l l  o c c u p a t i o n  r a t e .
L e t  u s  n o w  b r i e f l y  c o n s i d e r  h o w  t h e  t y p i c a l  o p e r a t i o n s  a r e  p e r f o r m e d  o n  a  
g r i d - f i l e .
2.1 INSERTION
If  a  n e w  r e c o r d  h a s  t o  b e  i n s e r t e d ,  t h e  f i n d - f u n c t i o n  d e t e r m i n e s  w h a t  i s  t h e  
b u c k e t  i n t e r e s t e d  b y  t h e  i n s e r t i o n .
If  t h e  i n s e r t i o n  d o e s  n o t  c a u s e  a  b u c k e t  o v e r f l o w ,  t h e  o p e r a t i o n  e n d s  
4 n o r m a l l y ;  o n  t h e  c o n t r a r y ,  i f  i t  c a u s e s  a  b u c k e t  o v e r f l o w ,  w e  m u s t  d e t e r m i n e  
a  s p l i t t i n g - v a l u e  in  o r d e r  t o  s h a r e  in t w o  b u c k e t s  t h e  i n f o r m a t i o n  c o n t a i n e d  
in  t h e  f u l l  o ne .
T h e  c h o i c e  o f  t h e  s p l i t t i n g - v a l u e  d i f f e r s  i n  d é p e n d a n c e  o f  w h i c h  k i n d  o f  f i l e  
m a n a g e m e n t  p o l i c y  i s  a d o p t e d  [2 ] [7 ] [9 ]  a n d  d e p e n d s  o n  w h e t h e r  o n l y  o n e  o r  
m o r e  r e f e r e n c e s  o f  G p o i n t  t o  t h e  f u l l  b u c k e t [ 7 ] [ 2 j .
In t h e  f i r s t  c a s e  s o m e  o f  s u c h  r e f e r e n c e s  w i l l  b e  u s e d  t o  p o i n t  t h e  n e w  
b u c k e t ,  o t h e r w i s e ,  t h e  g r i d - f i l e  m a n a g e m e n t  s y s t e m  w i l l  p r o v i d e  t o  s p r e a d  
t h e  a r r a y s  p r o p e r l y .
2 . 2  DELETION
T h i s  o p e r a t i o n  e v o l v e s  in  a  d u a l  w a y  w i t h  r e s p e c t  t o  i n s e r t i o n :  i f  t w o  b o r d e r -  
b u c k e t s  h a v e  l e s s  i n f o r m a t i o n  t h a n  t h e  c a p a c i t y  o f  a  s i n g l e  b u c k e t ,  t h e n  t h e  
s y s t e m  m e r g e s  t h e  d a t a  c o n t a i n e d  in  t h e  b u c k e t s  a n d ,  e v e n t u a l l y ,  c o n t r a c t s  
t h e  d i r e c t o r y .
2 . 3  FIND
T h e  m e t h o d  u s e d  t o  f i n d  a  s i n g l e  i n f o r m a t i o n  ( a n s w e r  t o  a  e x a c t - m a t c h  
q u e r y )  i s  f u l l y  e x p l a i n e d  in  t h e  t h e o r e t i c a l  p r e s e n t a t i o n  o f  g r i d - f i l e  a b o v e .  
T h e r e f o r e  w e  w i l l  c o n s i d e r  o n l y  t h e  p r o c e d u r e s  t h e  s y s t e m  u s e s  t o  a n s w e r  
t o  r a n g e  a n d  p a r t i a l - m a t c h  q u e r i e s .
If  w e  h a v e  t o  r e t r i e v e  i n f o r m a t i o n  in  o r d e r  t o  a n s w e r  a  p a r t i a l - m a t c h  q u e r y ,  
w h o s e  i m a g e  m a p p e d  o n  t h e  l o g i c a l  k e y  s p a c e  I s  t h e  s u b s p a c e  o r t h o g o n a l  t o  
t h e  d i m e n s i o n s  r e l a t i v e  t o  t h e  k e y s  s p e c i f i c a t e d  i n  t h e  q u e r y ,  t h e n  w e  m u s t  
g a t h e r  a l l  t h e  b u c k e t s  w h o s e  r e f e r e n c e s  b e l o n g  t o  t h e  c e l l s  o f  G w h o s e  i n d i c e s  
a r e  F 1U1 ( xu 1 ) , . . . ,  F 1 Uc ( xuc  ) ■
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On t h e  o t h e r  h a n d ,  i f  a  r a n g e  q u e r y  i s  t o  b e  p e r f o r m e d ,  a  N - d i m e n s i o n a l  
h y p e r - r e c t a n g l e  i s  s p e c i f i e d  a n d  a l l  b u c k e t s  a r e  t o  b e  g a t h e r e d  w h o s e  i m a g e  
o n  t h e  l o g i c a l  k e y  s p a c e  i n t e r s e c t e d  t h e  q u e r y ' s  i m a g e  
F r o m  t h e  d e f i n i t i o n  o f  t h e  l a s t  t w o  k i n d s  o f  q u e r i e s  i t  i s  p o s s i b l e  t o  n o t e  
t h a t  t h e  p a r t i a l - m a t c h  q u e r y  i s  i n d e e d  a  p a r t i c u l a r  r a n g e - q u e r y  i n  w h i c h  s o m e  
d i m e n s i o n s  a r e  b o u n d e d  a n d  t h e  o t h e r s  h a v e  t h e  s a m e  r a n g e  o f  t h e  s p a c e ;  In 
t h e  c o n t i n u a t i o n  w e  w i l l  t r e a t  t h e m  in  t h e  s a m e  m a n n e r .
3. A MODIFIED GRID-FILE TO INCREASE THE EFFICIENCY OF 
INFORMATION RETRIEVAL.
S i n c e ,  in  o r d e r  t o  a n s w e r  a  r a n g e - q u e r y ,  t h e  s y s t e m  i s  o f t e n  f o r c e d  t o  
t r a n s f e r  in  m a i n  m e m o r y  a  s e t  o f  n o t  m e a n i n g f u l  d a t a ,  o u r  a i m  i s  t o  m i n i m i z e  
s u c h  r e d u n d a n t  s e t .
F i g u r e  2  p r e s e n t s  s u c h  a  k i n d  o f  s i t u a t i o n ,  t h a t  b e c o m e s  c r i t i c a l  i f  w e  w o r k  
o n  a n  i n t e r a c t i v e  a p p l i c a t i o n  i n  w h i c h  q u e r i e s  i n v o l v e  o n l y  f e w  b u c k e t s  t h a t  
a r e  c h a r a c t e r i z e d  t o  h a v e  t h e  a r e a  o f  t h e  s a m e  s i z e  o f  t h e  p e r i m e t e r ,  
m e a s u r e d  in  n u m b e r  o f  b u c k e t s  i n v o l v e d .
In o r d e r  t o  t a c k l e  t h i s  p r o b l e m  t h e o r e t i c a l l y  w e  m o d e l  t h e  s h i f t  o f  a  f l o a t i n g  
g r i d  t o  f r a m e  t h e  q u e r y ' s  r e c t a n g l e  i n t o  a  m i n i m a l  n u m b e r  o f  N - d i m e n s i o n a l  
i n t e r v a l s .
im age  o f
q u e ry
P h y s i c a l l y  t h i s  o p e r a t i o n  w o u l d  r e q u i r e  t h e  d u p l i c a t i o n  o f  d a t a  s t o r e d  in  t h e  
f i l e  a n d  t h e  c r e a t i o n  o f  a n e w  l o g i c a l  k e y  s p a c e  p a r t i t i o n .
I t  i n v o l v e s  t h a t  t h e  s y s t e m  d e t e r m i n e s  n e w  d i f f e r e n t  s p l i t t i n g - v a l u e s ,  s o  
t h a t  n o  n e w  b u c k e t  c o n t a i n s  t h e  s a m e  i n f o r m a t i o n  o f  t h e  b u c k e t s  o f  t h e  f i r s t  
p a r t i t i o n .
T h i s  r e s u l t s  i n  a  c e r t a i n  n u m b e r  o f  f i l e  r e p l i e s  ( m a i n t a i n e d  a t  
i n s e r t i o n / d e l e t i o n  t i m e )  w h i c h  a p p r o x i m a t e  t h e  i d e a l  s o l u t i o n  c o n s i d e r e d  
a b o v e .
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T h e  i m p l e m e n t a t i o n  o f  s u c h  a p p r o a c h  d e p e n d s  o n  t h e  a d o p t e d  b u c k e t  
m a n a g e m e n t  p o l i c y .
I f  N i e v e r g e l t ' s  a p p r o a c h  i s  c o n s i d e r e d  [7]  t h e  d e t e r m i n a t i o n  o f  s p l i t t i n g -  
v a l u e s  i s  p e r f o r m e d  b y  c h o o s i n g  t h e  m e d i a n  v a l u e  b e t w e e n  t h e  s p l i t t i n g -  
v a l u e s  p r e v i o u s l y  d e t e r m i n e d ,  i n d e p e n d e n t l y  f r o m  t h e  k e y  d i s t r i b u t i o n  o n  t h e  
s p a c e .
In t h i s  c a s e  w e  d e t e r m i n e  t h e  n e w  g r i d  s p l i t t i n g - v a l u e s  s h i f t i n g  t h e  o r i g i n a l  
g r i d  s p l i t t i n g - v a l u e s  o f  a  f i x e d  q u a n t i t y  6.
N o w ,  i n  o r d e r  t o  e v a l u a t e  t h e  n u m b e r  o f  a c c e s s e s  t h e  m e t h o d  a l l o w s  t o  s a v e ,  
w e  g i v e  t h e  f o l l o w i n g  l e m m a ,  w h o s e  p r o o f  i s  g i v e n  i n  [2]:
l e m m a  1
К i К
G i v e n  a  f u n c t i o n  Qfl ■Xqi £q ;  , such that Oiqil and ]Tqh»1 > v a l u ej = 1 h=1
o f  QM i s  m a x i m u m  i f f  a l l  qh e l e m e n t s  a r e  e q u a l  In o t h e r  w o r d s
Qfl is maximum <===> v  l,J q |  3 q j  = 1 /K  .
TMQJiein 1
If  a  o n e - d i m e n s i o n a l  s p a c e  w i t h  u n i f o r m  k e y  d i s t r i b u t i o n  i s  c o n s i d e r e d ,  t h e  
a v e r a g e  s a v e  i t  i s  p o s s i b l e  t o  o b t a i n  t h r o u g h  t h e  r e p l y  a n d  d i s t r i b u t i o n  o f  
i n f o r m a t i o n  in  К g r i d s  i s
QM= ( K - D / 2 K
S k e t c h  o f  p r o o f -
In t h e  f i r s t  s t e p  l e t  u s  d e f i n e  in  m a t h e m a t i c a l  t e r m s  t h e  a v e r a g e  s a v e ,  
c l e a r l y ,  t h e  q u e r y ' s  i m a g e  o n t o  a  o n e - d i m e n s i o n a l  s p a c e  i s  a n  i n t e r v a l .
T h e  n u m b e r  o f  b u c k e t s  t h a t  i t  i s  n e c e s s a r y  t o  d r a w  in  o r d e r  t o  a n s w e r  t o  a  
q u e r y ,  in  r e l a t i o n  w i t h  t h e  R - t h  g r i d ,  i s  g i v e n  b y  t h e  f o l l o w i n g  e x p r e s s i o n  
nR - L + 2r( p 1, p2 ) - [ ( l /s)+fmin] + 1 + ZR(pt ,P2)
w h e r e  1: w i d t h  o f  t h e  q u e r y  ( d e f i n e d  by  t h e  m e a s u r e  u n i t  o f  d i m e n s i o n ) ,
s: w i d t h  o f  t h e  p a g e s  ( d e f i n e d  in  t h e  s a m e  u n i t ,  t h e  b u c k e t ' s  i m a g e s  
a r e  i s o m o r p h i c  b e c a u s e  a  u n i f o r m  k e y  d i s t r i b u t i o n  i s  c o n s i d e r e d  [2].
fmin m i n  (fp> , w h e r e  f R: d i s t a n c e  b e t w e e n  p ,  a n d  t h e  R - t h  g r i d
URiK
s p l i t t i n g - v a l u e  a t  t h e  l e f t  t o  p , ;
ZR: t h a t  w e  w i l l  c a l l  i n v a s i o n - f u n c t i o n ,  i s  d e f i n e d  a s  f o l l o w s :  ZR= 0  i f  
t h e  i n t e r v a l  i s  c o n t a i n e d  i n  [ 0 / s ) + f min]+ 1 c o n t i g u o u s  e l e m e n t s  of  R - t h  
p a r t i t i o n ,  w h i l e  ZR= l  i f  t h e  q u e r y  i m a g e  i n v a d e s  t h e  ( L + l ) - t h  e l e m e n t  t o o .
n o  -
M --------- s---------- *
F i g u r e  5
•1s t  g r i d  
. 2 n d  g r i d  
3 r d  g r i d
^6y  o b s e r v i n g  f i g u r e  5  i t  i s  p o s s i b l e  t o  n o t e  t h a t  e a c h  g r i d  i d e n t i f i e s  К 
s u b s e t s  f o r  e a c h  o r i g i n a l  p a r t i t i o n  e l e m e n t ,  w h o s e  b o r d e r  i s  m a r k e d  by  t h e  
g e n e r i c  p a r t i t i o n  s p l i t t i n g - v a l u e  i n s i d e  t h e  o r i g i n a l  p a r t i t i o n  e l e m e n t .
W e  w i l l  c a l l  Ci  t h e  s e t  o f  i n t e r v a l s  i n c l u d e d  b e t w e e n  t h e  s p l i t t i n g - v a l u e s  o f  
o r i g i n a l  g r i d  ( r t ) a n d  t h e  s e c o n d  g r i d  o n e s  ( r 2 ), CR t h e  o n e  In  w h i c h  t h e  
e l e m e n t s  a r e  t h e  i n t e r v a l s  i n c l u d e d  b e t w e e n  r R a n d  r R+1 ( r R< p t s r R+1).
A l s o  w e  c a n  e x p r e s s  t h e  i n v a s i o n - f u n c t i o n  m  r e l a t i o n  w i t h  p ,  a n d . p 2 .
Zr( P i ,p 2) -
0 if rR<P,irR+1 <p2 i h  !+ S
0 i f r j < p , i r J+1 & r , < p 2 <;rR & J<-R
1 if r j < P i i r J+1 & r R<p2 i f j  & J < R
0 i f r j < p , i r J+1 & r j < p 2 i r ^ s  & J < R
1 if гн < р ^ г н+1 &  r i < p 2 s r H -& R<H
0 i f Пн<р,^гн+1 & r H<p2 m R & R<H
1 i f W i ^ H +1 & Г л <Р2ЙГт+3 & R<H
w h e r e  r ^ s  i s t h e  r i g h t  l i m i t  o f  CK
F o r m a l l y ,  w e  c a n  d e f i n e  t h e  s a v e  b y  t h e  f o l l o w i n g  c o n d i t i o n  
3  R: Or < n t , i . e ,  3 R:- ZR(p1/p2) < Z1(p1,p2) 
w h e r e  t h e  i n d e x  1 i s  u s e d  t o  r e f e r  t o  t h e  o r i g i n a l  g r i d .
U s i n g  t h i s  d e f i n i t i o n  w e  c a n  i n t r o d u c e  t h e  s a v e  f u n c t i o n  (QR), t h a t  e x p r e s s e s  
t h e  n u m b e r  o f  a c c e s s e s  t o  m a s s  m e m o r y  w e  s a v e  i f  w e  c h o o s e  t h e  R - t h  
p a r t i t i o n  r a t h e r  t h a n  t h e  o r i g i n a l
i f  n 3 <; n R
if  гц > n R
A n d  w e  c a n  d e r i v e  t h a t :
-  1 1 1
f  1 i f  r j < p , £ r j + , & J V P j S r j  & J i 2
Qr<P, ,P2W
^ 0  o t h e r w i s e
T h e n  t h e  s a v e  f u n c t i o n  r e s u l t s  Q= m a x  q r
1 <RiK
N o w  i f  w e  w a n t  a n  e s t i m a t i o n  o f  t h e  a v e r a g e  s a v e ,  w e  h a v e  t o  e v a l u a t e  t h e  
p r o b a b i l i t y  t h a t  e a c h  p o i n t  b e l o n g s  t o  t h o s e  s e t s  w h o s e  c o m b i n a t i o n  g i v e s  a  
c o n t r i b u t e  d i f f e r e n t  f r o m  z e r o  t o  t h e  s a v e - f u n c t i o n .
D e n o t i n g  a s  q R t h e  p r o b a b i l i t y  t h a t  p b e l o n g s  t o  CR, w e  c a n  d e r i v e ,  b y  t h e  
d e f i n i t i o n  o f  QR( p , , p 2 ) , t h a t  0 R= l  i f  p ,  b e l o n g s  t o  CR a n d  jp2 b e l o n g s  t o  t h e
R-1
u n i o n  o f  C ] , . . . ,  CR_| .  ( p j  6  CR &. p_2 e  U  Cj )
i* i
К i
H e n c e ,  t h e  a v e r a g e  s a v e  i s  g i v e n  b y  Qtt ■ X u  I p , .
R e p l a c i n g  in  t h e  a v e r a g e  s a v e  e x p r e s s i o n  t h e  r e s u l t s  o f  L e m m a  1 w e  o b t a i n  
t h a t  t h e  a v e r a g e  s a v e  i s  g t v e n b . y  QM = (K - 1  ) / 2 K  q.erd.
T№ £ m _2
J f  a  b i d i m e n s i o n a l  s p a c e  w i t h  u n i f o r m  k e y s  d i s t r i b u t i o n  i s  c o n s i d e r e d ,  ihe 
a v e r a g e  s a v e  i t  i s  p o s s i b l e  t o  o b t a i n  t h r o u g h  t h e  r e p l y  a n d  d i s t r i b u t i o n ' o f  
i n f o r m a t i o n  in  К g r i d s  i s
ПМ / , ,  , ~  , (K2 - K + l ) ( * - 0 2  ( 1 5 < 2 - 1 9 ^ 2 ) ( K - 1 ) 2  ( 2 K - D 0 C - 1 )
Qn _ IL 1+ L 2J  f ( 6 K ( K_ , ) ) ( ^  + ( 4 f f K ( K - 1 J ) < K 2 )  + ÓK3 ' +
+ I L 1 - L 2 I , ( E H  ) ( < - ! )  1 12K3
0C-2)(K-1 )(IC-1 )2 
8^K3<1C-1 ) j
w i t h  L j :  q u e r y ' s  j - t h  d i m e n s i o n  w i d t h ,  d e f i n e d  a s \ £ h e  n u m b e r  o f  p a r t i t i o n  
e l e m e n t s  i n t e r s e c  t i n g ' t h e  q u e r y  i m a g e  m a p p e d  o n  t h e  l o g i c a l  k e y  s p a c e .
$ k e t £ h  o f  p r o o f:
T h e  p r o o f  i s  s i m i l a r  t o  t h a t  o f  t h e o r e m  1.
L e m m a  1 g i v e s  a n  i n d i c a t i o n  a b o u t  t h e  v a l u e  o f  t h e  6 q u a n t i t y :  s i n c e  w e , h a v e  
s h o w n  t h a t  t h e  m a x i m u m  s a v e  i s  o b t a i n e d  w h e n  t h e  i n t e r v a l s ,  d e t e r m i n e d  
t h r o u g h  t h e  i n t e r s e c t i o n  b e t w e e n  t h e  К g r i d s ,  a r e  e q u a l ,  t h e n  f> w i l l  b e  g iver»  
by:
6q<j > -  3 <j > q /  К
\
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( w i t h  w i d t h  o f  i m a g e  o f  o r i g i n a l  g r i d  b u c k e t s  a l o n g  t h e  j - t h  d i m e n s i o n ,  
e x p r e s s e d  in  t h e  c o r r i s p o n d e n t  m e a s u r e  u n i t ) .
T h i s  m e a n s  t h a t  t h e  q - t h  g r i d  w i l l  a s s u m e  a s  s p l i t t i n g - v a l u e s  t h e  o r i g i n a l  
g r i d  s p l i t t i n g - v a l u e s  p l u s  Sq <J >
\
orig inal g rid j - t h  g rid
F i g u r a  6
F r o m  t h e o r e m  2  w e  o b t a i n ,  b y  v a r y i n g  t h e  n u m b e r  o f  g r i d s  a n d  in  f u n c t i o n  o f  
q u e r y  d i m e n s i o n s  L I  a n d  L2:
K - 2  — > Qfl = 0 . 1 9  ( LI  + L2 )
K=3 - >  Qfl e 0 . 2 7  ( L 1 + L 2 )
K=5 - - >  Qfl E 0 . 3 5  ( L 1 + L 2 )
K=10 - >  Qfl E 0 . 1 1  ( L 1 + L 2 )
ч
I im 0П e 0 , 1 8  ( L 1 + L 2 )
к — >«o
i f  w e  w a n t  t o  e v a l u a t e  t h e  p e r c e n t u a i  s a v e  (QM%),  w e  h a v e  t o  d i v i d e  OM b y  
t h e  a v e r a g e  n u m b e r  o f  p i c k e d  b u c k e t s ,  g i v e n  b y  ( L 1 * L 2 ) .
B u t  in  t h e  h y p o t e s i s  o f  i n t e r a c t i v e  a p p l i c a t i o n s ,  r a n g e  q u e r i e s  i n v o l v e  o n l y  a  
f e w  n e i g h b o u r  b u c k e t s  a n d  ( L I +L 2 )  a s  t h e  s a m e  m a g n i t u d e  t h a n  ( L 1 * 1 2 ) .
S o  t h e  a v e r a g e  p e r c e n t  s a v e  i s  a r o u n d  3 0 %  w i t h  o n l y  t h r e e  f i l e  r e p r o d u c t i o n s ,  
w h i l e  t h e  a s y m p t o t i c  l i m i t  i s  a  l i t t l e  l e s s  t h a n  5 0 % .
F r o m  t h i s  f o r m u l a  w e  c a n  a l s o  s e e  t h a t  t h e  b e h a v i o u r  o f  o u r  s t r u c t u r e  i s  
b e t t e r  o r  e q u a l  t o  t h e  o r i g i n a l  g r i d - f i l e ,  b u t  t h e  a v e r a g e  s a v e  d e c r e a s e s  i f  
( L 1 + L 2 )  «  ( L 1 * L 2 ) .
In o t h e r  w o r d ,  i n  a b s e n c e  o f  t h e  h y p o t e s i s  o f  i n t e r a c t i v i t y ,  w e  e x p e c t  t h a t  
t h e  d a t a  s t r u c t u r e s  t e n d  t o  h a v e  t h e  s a m e  b e h a v i o u r .
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T o  s h o w  t h i s  w e  u s e  t h e  f o l l o w i n g  l e m m a ,  w h o s e  p r o o f  i s  in  [2] ,  a n d  t h e o r e m
3.
L e m m a  2  >
T h e  a v e r a g e  w i d t h  o f  a  q u e r y  e d g e  i s  g i v e n  b y  t h e  e v a l u a t i o n  o f  t h e  a v e r a g e  
d i s t a n c e  b e t w e e n  t w o  p o i n t s  t h a t  a r e  s t o c h a s t i c a l l y  a r r a n g e d  o n  a n  i n t e r v a l  
w i t h  u n i f o r m  d i s t r i b u t i o n  a n d ,  i f  t h e  l e n g t h  o f  t h e  i n t e r v a l  i s  e q u a l  t o  N, s u c h  
a v e r a g e  w i d t h  i s  g i v e n  by  N / 2 .
T h e o r e m  3
T h e  e x p r e s s i o n  t h a t  d e t e r m i n e s  t h e  m e d i u m  p e r c e n t  s a v e  i f  w e  d o  n o t  m a k e
a n y  h y p o t h e s i s  o n  t h e  d i m e n s i o n  o f  t h e  q u e r i e s  i s  g i v e n  b y
.....................  (23K2-2?K+10 ) (К- l )2 (2K-1) (K-1) .
Qfl* = 4/H ( ------- -------------------- + ------- ^ 3 ------  >
i s k 3 ( i; - i )
S k e t c h  o f  p r o o f ;
I t  d e r i v e s  f r o m  t h e o r e m  2  a n d  l e m m a  2  a b o v e ,  a n d  b y  a s s u m i n g  N i s N2 , w h e r e  
Nj i s  t h e  n u m b e r  o f  s p l i t s  a l o n g  t h e  i - t h  d i m e n s i o n .
F r o m  s u c h  f o r m u l a  w e  c a n  d e r i v e  t h a t ,  i n  p r e s e n c e  o f  a p p l i c a t i o n s  t h a t  
i n v o l v e  a r b i t r a r i l y  l a r g e  q u e r i e s ,  t h e  m e d i u m  p e r c e n t  s a v e  h a s  o r d e r  
0 ( Q M % ) = 1 / N  w i t h  r e s p e c t  t o  t h e  n u m b e r  o f  s p l i t s  i n  a  g e n e r i c  d i m e n s i o n  o f  t h e  
s p a c e .
4. CONCLUSION
In o r d e r  t o  s a v e  d i s k  a c c e s s e s  w h e n  r a n g e  o r  p a r t i a l  m a t c h  q u e r i e s  a r e  
p e r f o r m e d ,  w e  h a v e  i n t r o d u c e d  a  n e w  s t r u c t u r e  d e r i v e d  f r o m  t h e  g r i d - f i l e  
t h r o u g h  a  f i n i t e  n u m b e r  o f  d u p l i c a t i o n s  a n d  a  d i f f e r e n t  d i s t r i b u t i o n  o f  t h e  
i n f o r m a t i o n  in  t h e  b u c k e t s .
T h e  r e s u l t s ,  o b t a i n e d  t h r o u g h  t h e  a n a l y s i s  p r e s e n t e d  i n  t h e  p r e v i o u s  
c h a p t e r s ,  h a v e  s h o w n  t h a t  t h e  n e w  d a t a  s t r u c t u r e  p r e s e n t s  i t s  b e s t  b e h a v i o u r  
w h e n  i t  i s  a p p l i e d  t o  i n t e r a c t i v e  e n v i r o n m e n t s ,  w h i l e  t h e  a v e r a g e  s a v e  
I n c r e a s e s  w i t h  t h e  n u m b e r  o f  t h e  g r i d s  r e p l i e d .
On t h e  o t h e r  s i d e ,  a s  w e  e x p e c t e d ,  a t  t h e  i n c r e a s e  o f  t h e  s i z e  o f  t h e  q u e r y ,  
t h e  n e w  d a t a  s t r u c t u r e  t e n d s ,  a s y m p t o t i c a l l y ,  t o  b e h a v e  l i k e  t h e  o r i g i n a l  g r i d -  
f i l e ,  e v e n  i f  i t s  b e h a v i o u r  r e m a i n s  a l w a y s  b e t t e r  o r  e q u a l  t h a n  t h a t  o f  t h e  
g r i d - f i l e .
A n  i n t e r e s t i n g  o p e n  p r o b l e m  i n t r o d u c e d  by- t h e  n e w  d a t a  s t r u c t u r e  d e r i v e s  
f r o m  t h e  f a c t  t h a t  r e p l i e s  o f  i n f o r m a t i o n  r e q u i r e  a  g r e a t  a m o u n t  o f  d i s k ,  
s p a c e ,  s o  t h a t  i t  r e m a i n s  t o  v e r i f y  w h e t h e r  i t  i s  p o s s i b l e  t o  s a v e  m a s s  
m e m o r y  s p a c e  w i t h o u t  l o s i n g  t h e  o b t a i n e d  b e n e f i t s .
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PARALLEL CONFLICT-FREE ACCESS TO EXTENDED BINARY TREES
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1. INTRODUCTION
In general parallel memory schemes are .designed for obtai­
ning conflict-free access to arrangements of cells th-at belong 
to a specified set of data templates- In ease of a .single 
template T the smallest number of memory modules needed ob­
viously is N = IT I (the size of T), but more modules may be 
required. In general the problem arises of finding the smal­
lest number of memory modules for storing data so as to have 
conflict-free access for a set of templates of interest.
A lot.of research work has been done in designing parallel 
memories to access arrays and array-like data structures 
[ 1 ,-2,5,7,9—11 ,13,15,173* Trees are another important data 
structure in computer science [8]. It is an interesting prob­
lem to design parallel, memories to access trees or tree-like 
data structures [ 3 - 6 , 1 2 , 1 4 - 1 7 ] .  In recent papers [ 3 , 4 ]  we have
1 1 6
investigated the parallel access to complete subtrees' of 
trees.
The aim of this paper is to investigate the parallel con­
flict-free access to complete extended binary subtrees of 
binary trees.
The extended binary tree [8] is the fundamental data struc­
ture in modern logic programming languages, like LISP and 
PROLOG. Therefore the results of this paper are assumed to be 
of significant interest for the design of specialized hardware 
structures for future parallel artificial intelligence machines.
Consider a labelled binary tree such that the immediate 
successors of the node 5c are 2x+1 , 2x+2, and the label of the
root is 0. The level of a node is defined by initially letting 
the root be at level 1. The level of every node is one more 
than the level of its immediate predecessor. The height t of a 
tree is defined as the maximum level, of any node in the tree.
Parallel access to extended binary trees means the con­
flict-free access to all the 2t - 1 nodes of a complete 
extended binary subtree of height t with an arbitrary node x 
as root, as shown in figure 1. We consider left-, right- and
Fig.1 Labelled complete extended binary subtrees of height 7 
with 13 nodes in a complete binary tree
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By definition a binary tree is called a complete extended 
binary tree if it contains exactly two nodes in each level, 
exactly one of them is a. leaf (except of the root level which 
contains no leaf and the last level which contains two leafs).
2. RECURSIVELY LINEAR MODULE ASSIGNMENT FUNCTIONS
A memory module assignment function S is a mapping from the 
set of the labels of an extended binary tree to the N memory 
modules.We denote the set of indices of memory modules by 
%  = {0,1,...,N—1 } .
A recursively linear module assignment function S for bina­
ry trees is given by the following recurrence equations
s ( o )  = о
S(2x+1) = a S(x) + b mod N, (1)
S(2x+2) = c S(x) + d
where a,b,c,d are integers with 0 < a,b,c,d < N.
The following example is illustrative.
Example 1 ♦ The special recursively linear module assignment 
function S with 
S(0) = 0
S(2x+1) = S(x) + 1 mod 10
S(2x+2) = S(x) + 4
allows the conflict-free access to all 7 nodes of an arbitrary
complete left- or right-extended binary subtree of height 4. 
The relating 20 subtrees are the following:
-  1 1 8  -
height t of a complete binary tree is possible with N = 2t - 1 
memory modules using the recursively linear module assignment 
function S ✓
S(0) = 0
S(2x+1) = S(x) + 1 mod '(2t-1).
S(2x+2) = S(x) + t
The proof is given in an extended version of this paper [16].
A similar result [16] can be given for complete right- 
extended subtrees by simply exchanging the left- and right 
successor function parts in (3).
Theorem 2, A parallel conflict-free access to all the 2t - 1 
nodes of an arbitrary complete left- or right-extended binary 
subtree of height t (t > 3) of a complete binary tree is 
possible with N = 2t + 2 memory modules using the recursive­
ly linear module assignment function S 
S(0) = 0
SC2x+1 ) = SCx) + 1 mod (2t+2). (2)
SC 2x+2) = SCx) + t
Remark. In the case t = 3 the recursively linear module
assignment function C5) can be taken modulo N = 2t + 1 =7. 
The proof is given in an extended version [16] of this paper.
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3. RECURSIVELY NONLINEAR MODULE ASSIGNMENT FUNCTIONS
Although the recursively linear module assignment function 
S according to (2)
- is easy to implement in hardware,
- needs only three more memory modules than accessed nodes,
- and allows the conflict-free access to complete left- a.nd 
right-extended binary subtrees,
it does not allow the conflict-free access to general-extendet 
binary subtrees, in general. The following theorem shows ho’ 
the number of memory modules can be further reduced and com­
plete general-extended binary subtree access is possible b; 
use of a nonlinear module assignment function.
Theorem 4. A parallel conflict-free access to all the 2t - 
nodes of an arbitrary complete left-, right- or general-exten­
ded binary subtree of height t (t > 2) of a complete binar; 
tree is possible with N = 2t memory modules using the recur­
sively (nonlinear) module assignment function S given b} 
S(0) = .0 mod N and the table
S(x) 0 1 2 3 4 5 6 7 8 • • • 2t-3 2t-2
S(2x+1) 1 3 3 5 5 7 7 9 9 • • • 2t-1 2t-1
S(2x+2) 2 4 4 6 6 8 8 10 10 • • • 0 0
The proof is shortly illustrated by the following figure 2. 
and is given in an extended version [16] of this paper. Star­
ting with S(0) = 0 mod N we obtain the structure of the 
complete binary tree in figure 2. Then obviously every 
complete left-, right- or general binary extended subtree 
access is possible. Two examples are marked with bold*lines.
*M -À
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A PARTIALLY PERSISTENT DATA STRUCTURE FOR 
THE SET-UNION PROBLEM WITH BACKTRACKING
CARLO GAIBISSO - Istitnto di Analisi dei Sistemi ed Informatics del CNR, 
Viale Marnom 30, 00185 Roma, Italy.
ABSTRACT: An extension of the well known Set-Union problem is 
considered, where searching in the history of the partition and backtracking over 
the Union operations are possible. A partially persistent data structure. is 
presented which maintains a partition of an n - item set and performs each 
Union, each Find and each search in the past in ОUg n )  time per operation, at 
the same time allowing to backtrack over the sequence of Unions in constant time. 
The space complexity of such a structure is О {rí).
1. INTRODUCTION
The Set - Union problem and its variants has been extensively studied in recent 
years [1,2,3,5, 6, 7,8,9,10,11,12,13,14,15,16,17],
The original problem was [10] to mantain a representation of a partition of a 
set S  => {1, 2,... ,  n } under the following two operations:
Union (X, Y, Z) : return a new partition of S  in which subsets X and Y are 
merged into one subset Z * X и Y ;
Find (x) : given an item x  s  S , return the name of the (unique) subset 
containing x.
Initially, each element is assumed to be a singleton.
A first naive solution, proposed by Gallér and Fischer [8] . requires 0(1) time 
per Union and 0(л  ) time per Find m the worst case.
This bound has been remarkably improved by the use of techniques of balanced 
linking (link by rank, link by size) [8, 15], which made it possible to derive 
solutions requiring 0(1) time per Union and 0  Ug n) time per Find in the worst 
case.
The best solution with this type of approach is due to Blum [2] and requires 
0 (lg n /  Iglg n ) single operation worst -case time complexity.
After the introducing of the path compression technique [1], the problem has 
been extensively studied from the point of view of worst-case time on sequences of 
Union and Find operations [3,10,15], i.e. of the amortized complexity of operations 
[141.
The best solution in this direction has been given in [15]: it requires (Xn) space 
and 0(лга(л7 + n ,n  ) + n ) running time, where m is the number of Find 
operation performed and а ( . . , . . )  is a very slowly increasing function related to 
the inverse of Ackermann's function. In such a paper it was also proved that 
such a complexity is also a lower bound for a very general class of algorithms.
As an extension Mannila and Ukkonen [11] proposed a variant of this problem, 
relevant in the framework of logic programming interpreters design, introducing 
a new operation defmed as follows:
Deuni<m:undo the last Union performed, i.e. return to the state immediately 
preceding the execution of such Union.
In such a paper, an algorithm is presented which is efficient with respect to 
amortized time complexity.
Successively, Westbrook and Taijan [17] completely characterized such 
problem giving a Ig n /  JgJg n upper bound of the amortized complexity and 
proving that such bound is also a lower bound for the class of separable 
algorithms.
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Gambosi, Italiano and Talamo [9] also considered a generalization of such 
problem to the case where a (real) weight is associated to each Union and the 
Deunion operation is substituted by:
Backtrack: returns to the state immediately before the execution of the Union 
of largest weight thus far performed.
The solution presented in [9] makes it possible to perform Unions in (X Iglg n ), 
Finds in О {lg n )  and Backtracks in 0(1) time per operation, using a data 
structure with 0 (n) space complexity.
Gaibisso, Gambosi and Talamo [7] introduced a partially persistent [4] version 
of the classical Set-Union problem which allows a search m the history of the 
partition. They introduced a new kind of Find, referred to as PFind, defined as
follows:
PFind (x, k): given an -item x  G S , return the name of the (unique) subset 
containing x  just after the к  - th Union operation was 
performed.
Such operation includes the usual Find as a particular case.
I
The partially persistent data structure presented m such a paper mantams a 
partition of an n - item set performing each Union in 0(1) and each PFind in 
0(lg n) worst case time, while the space complexity is 0 (/?).
In this paper a further extension of the Set-Union problem is considered-where 
both searching in the history of the partition and backtracking over the sequence 
of Union operations are possible.
Motivations for the study of the Union-PFind-Backtrack problem may. for 
example, arise from the implementation of search heuristics in the framework of 
Prolog environment design.
The main results of the paper are concerned with the worst-case per operation 
analysis of the Union, PFind and Backtrack operations: it is shown how to 
perform each Backtrack m 0(1), each Umon and PFind in 0 Ug n )  worst-case 
times, using a partially persistent data structure which requires 0 (n ) space 
complexity.
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The remainder of this paper is organized as follows. In section 2 a data 
structure for the Union-PFind-Backtrack problem is introduced, in section 3- its 
worst-case time and space complexity are anlysed. Section 4 contains some 
concluding remarks.
2. THE DATA STRUCTURE.
Recalling the concepts introduced in the last section, the problem considered is 
that of maintaining a representation of a partition of a set *5'= { 1 , 2 , n } under 
the following three operations:
Union (X, Y, Z) : return a new partition of *5* in which subsets X and Y are 
merged into one subset Z = X и Y;
PFind(xjk) : given an item r e  5 ,  return the name of the (unique) subset 
containing X just after the к  - th Umon operation was 
performed;
Backtrack(k) : return to the state just after the к  - tó Union operation was 
performed.
In the sequel a Union will be referred to as "valid" if it has not been undone by- 
backtracking and as 'Void" otherwise.
It is not difficult to see that at any time the actual partition is the same that 
would have been resulted from simply applying the currently valid Unions to the 
initial set of singletons, in exactly the same order in which such Unions were 
performed in the actual sequence: this individuate a virtual sequence, referred to 
as VS, of valid Unions. At any time is henceforth possible to univocally denote 
each valid Union by the ordinal number it gets in that virtual sequence.
Furthermore it can be proved that each Union, as long as it remains valid, 
maintains the same ordinal number it was given at the time of its execution.
Since if the parameter к  exceeds the number n ‘ of operations currently in 
VS, then it cannot refer to void Unions: it follows that PFind(^) and Backtack(^), 
for к2 n', reduce respectively to PFind ( n ' }and Backtrack ( / ? '  )•
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As a consequence, it is worth noting that once a Backtracked) has been 
performed the к  - th Union in VS can be considered the last Union performed
A data structure able to support the Union, Find PFind and Backtrack 
operations is now introduced: as m most of the algorithms which deal with 
versions of the Set-Union problem, each set of the partition is maintained as a tree 
whose root contains the name of the set. When a Union is performed exactly one 
link between two nodes is introduced which is associated to such an operation: 
recalling the previously given definitions, of valid and void Union, also a link is 
said to be valid or void according to its corresponding Union and hence valid links 
return a connection which has not yet been cancelled by backtracking.
In order to support the PFind and Backtrack operations such a structure has 
been modified in the following way:
- if a link has been introduced by the i-th Union operation performed such a 
link is marked with the integer / . The mark associated to a link /  will be 
referred to as Mark (/);
- each node p  in the data structure has an associated dictionary Dictionary^), 
such that each item in Dictionary^) corresponds to a link 1 entering p  and 
stores the name and the rank associated to such a node after the Union 
introducing 1 was performed. Initially, each node p  has an associated 
dictionary whith only one item (0,0, n).
- each link m the data structure is directly accessible by means of an (л-lMtem 
array. "Access".Two indices "ivalid" and "imax" allow insertions in the array- 
in such a w-ay that Access [ / ] , 1 й i  й ivalid » points to the link introduced by
the / - th. valid Union in the virtual sequence of Unions performed while 
Access [y ], iyalid + 1 W  S imax, points to a void link, if it exists. In other 
words iyalid and imax point respectively to the last valid and the last void
links inserted. It is worth noting that in such a way the validity of a link 1 
can be tested in constant time by simply comparing Mark(/ ) with ivahd- 
Initially ivalid я imax = 0-
In the sequel Root(X) will refer to the root of the tree representing subset X in 
the data structure.
The different operations can now be implemented as follows:
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Union (X, Y, Z): first of all if iValid < imax then at least one void link is
present in the structure. In such a case consider the void link 1 from node p ‘ to 
node p  pointed to by Access[iValid + 1] and delete link /  from the data structure
and the node corresponding to 1 from Dictionary(/> ).
For what concerns the rank and the name associated to p  before 1 was 
introduced in the data structure, it is worth noting that they can be retrieved in 
Dictionary^?) stored in the item corresponding to the live link entering p  most 
recently added, i.e. in the node which stores the maximum mark less than iValid- 
Set, in any case, iValidt0 Valid + 1 and imax t0 the maximum between Valid 
and imax itself; enter a new link (Root(X), Root(Y)) or (Root(X), Root(Y)) according 
to the linking by rank strategy and store a pointer to such a link in Access UvalicP- 
Finally add a new item ( ivalid» Z. r  ) in Dictionary (Root (Y)), where r  is the 
new rank of Root (Y) after the Union operation has been performed.
Figures 2.1a and 2.1b show how the structure evolves when a Union operation 
is performed.
PFind(x,k) ; starting from node x  , which belong to some tree T, traverse the 
path from this node to Root (T) until:
1) a node p  is reached such that either p  = Root (T) or
2) for the (unique) link 1 outgoing from p  the condition Mark(/) > к holds 
(since the parameter к  cannot refer to void Unions the above mentioned 
condition also tests link validity).
Let D = { x  I x -  Mark ( /  ), 1 enters p , 1 is a valid link, x  £  к  }, then 
return the name stored by the node corresponding to the link Z » max D 
in Dictionary (p).
BacktracKk) : set Validto k-
3. WORST-CASE TME AND SPACE COMPLEXITY ANALISYS.
As far the worst-case time and space complexity are concerned, the following 
theorem can be stated:
Theorem:
with the previously introduced structure it is possible to perform:
a) the Union operation in OUg ni) worst case time;
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b) the PFind operation in OU g  rí) worst case time;
c) the Backtrack operation in 0(1) worst case time;
d) the amount of the space to store the data structure is S(n) * 0in).
Let us first note that it is possible to easily implement each dictionary in such a 
way that inserting an item, deleting an item and searching for an item all require 
0Ug m  ) worst case time, where m  is the number of items in the dictionary' . 
Furtheimore, since the number of links, void or valid, in the data structure 
cannot exceed n -1 , one for each item in the array Access , the sum of items in 
the dictionaries, and consequently the number of items in a single dictionary, is
007).
It is now possible to prove the theorem.
Proof:
a) implementing each Umon operation requires, a constant number of 
insert, delete, and search operations onto the dictionaries associated to 
the data structure nodes: each one of such operations requires (X lg n) 
time. Moreover a constant number of updates on the- data structure and 
the indices are performed, which require constant time. Thus each 
Union operation can be performed in 0( lg ri) worst case time;
b) each PFmd(^, к  ) implies two searches in the structure:
the first search, starting from node x  to locate a node p  such that either 
p  is the root of the tree containing x , or for its outgoing link /the
condition Mark(/) > к  holds. This search obviously takes 0( lg rí) time.
•
The other search is performed in Dictionary^) in order to access the 
name of the- subset containing item x  just after the к  - th Union 
operation was performed: also this second search takes 0  {lgrí) time.
Hence each PFind operation takes 0( log rí) time;
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c) trivial;
d) since the number of the nodes m the trees representing the whole 
partition, the number of items in the dictionaries and the array 
dimension all are 0(л  ), the space complexity of the whole data 
structure is obviously 0(л).
4. CONCLUSIONS
In this paper an extension of the Set-Union problem has been considered, 
where searching m the history of the partition and backtracking over the Union 
operations are possible.
A partially persistent data structure which support each Union and each 
search in the past in О ( lg  n) time per operation and allows backtracking in 0(1) 
time, has been proposed. The space required to implement such a structure is 
0(л).
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Abstract. A picture description is a word over the alphabet 
{u,d,r,l,î,l} with the following interpretation: "move one
unit line up (down, right, left, resp.) from the current 
point" for letter u (d,r,l, resp.) and "lift (sink) the pen" 
y for 1 (1) . The set of unit lines traversed with sunk pen is 
the picture described. A set of pictures given by a set of 
picture descriptions generated by a context-free grammar is 
called a context-free (chain code) picture language.
I
We show that the membership problem and the superpicture prob­
lem are undecidable for context-free and for linear context- 
free picture languages, while the subpicture problem is de­
cidable. This result is in contrast to the situation for reg­
ular picture languages and for context-free picture languages 
generated without using a "lift the pen"-symbol. For these 
classes all three problems are known to be decidable, and the 
subpicture problem is harder than the superpicture problem 
(NP-complete instead of polynomial).
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1. INTRODUCTION
There are various approaches to questions of picture descrip­
tion and pattern recognition that apply the knowledge of for­
mal language and automata theory. Acceptor concepts for array 
picture languages are investigated in [1}. A close connection 
between string language theory and picture language theory can 
be established following a suggestion of [7] to interprète a 
string as a traversal of a picture through its subpatterns. 
The concept of chain code introduced in [2] can be viewed as 
an interesting special case thereof. Basically it allows to 
traverse a picture in the plane using eight directions as 
shown in Fig.1.1a. Additional features allow to lift the pen 
to take it to a new position and sink it again. Subsequent 
papers simplify the concept using only an alphabet of four 
letters, {u,d,r,l} , corresponding to the four directions up, 
down, right, left. For example, the word "urrrddurrldl" de­
scribes the picture shown in Fig. 1.1b..
Fig.1.1a Fig.1.1b
A hierarchy of picture languages analogous to the- classical 
Chomsky hierarchy is established in [4]. The membership prob­
lem is shown to be NP-complete by [8] and [3] for,regular and 
context-free chain code picture languages (i.e. sets of pic­
tures described by words in regular resp. context-free string 
languages). The subpicture problem and the superpicture prob­
lem (decide for a picture and a language, whether the picture 
is subpicture resp. superpicture of a picture described in the 
language) are shown to be decidable for context-free languages 
in [4].
The investigation of the class of general picture languages, 
that allow "invisible lines", i.e. that are generated by gram­
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mars over {u,d, г , 1, t , 4- } is started in [9]. It is proven that 
the membership and the subpicture problem are NP-complete for 
regular picture languages both in the restricted and in the 
general concept, and that the superpicture problem is solvable 
in polynomial time. For the restricted concept the superpic­
ture problem of context-free picture languages is also solv­
able in polynomial time by an algorithm in [6], but for the 
general concept we will show that the superpicture problem is 
undecidable. Even for a linear context-free picture language 
the membership and the superpicture problem will turn out to 
be undecidable. In contrast to this we state without proof 
here that the subpicture problem is decidable in NP time for 
all context-free picture languages [10].
We will first give some basic definitions (Section 2). In Sec­
tion 3 we simulate a two-counter-machine by a linear grammar 
and a set of pictures. Thereby we show that the membership and 
the superpicture problem are undecidable for linear context- 
free picture languages. Finally (Section 4) we add some re­
marks concerning possible variants of the description concept.
2. BASIC DEFINITIONS AND ELEMENTARY PROPERTIES
Let Z be the set of integers and N the set of nonnegative 
integers. We adopt the basic definitions of formal language 
theory. Definitions about pictures and picture languages will 
be given informally, rigorous definitions can be found in the 
literature cited above. An attached picture is a finite set of 
unit lines in the two-dimensional integer grid. An (unattach­
ed) picture is an equivalence class of attached pictures, 
where two attached pictures are equivalent if they differ only 
by their relative position in Z2 , but the shape is the same.
The best investigated picture description alphabet so far is 
the set of unit vectors {u,d,r,l} , where u = (0,1) , d = 
(0,-1) , r = (1,0) , 1 = (0,-1) . However, it can be used to 
describe connected pictures only. To describe possibly discon­
nected pictures one may join the set of states {t,l} to the
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alphabet, where Î indicates lifting the pen and i indi­
cates sinking the pen. A state-letter occurring in a word 
specifies the state of the sequence of moves indicated by the 
subsequent vector-letters. For example in the word "urtllldl" 
the moves indicated by the subword "11" are executed with 
lifted pen and the other with sunk pen, see Fig.2.1.
Ï Г r x г к Г *J Г
u ur urtl urîll urîllld urîlUdl
Fig.2.1 "x" indicates the current position of the pen
The picture described by a word we{u,d,r,1,t ,i}* is denoted 
by pic(w) . Any grammar G (regular, linear, context-free, 
etc.) generates its string language L(G) and the corre­
sponding picture language Pic(G) := {pic(w) | weL(G)} (regu­
lar, linear, context-free, etc.). We define the language of 
all superpictures with respect to G as Super(G) : = {p'I p' 
is superpicture of some pePic(G)} and the language of all 
subpictures as Sub(G):={p'| p' is subpicture of some 
pePic(G)} .
/
Intuitively speaking, drawing a picture according to a deriva­
tion in a linear grammar can be done using two cursors: The
first one works according to the letters left of the variable
and the second one according to the letters right of the vari-
able, in opposite 
figure:
direction. For an example see the following
S tx ta
4 rAu ^X h
4 rurrBlrru - П х TÍ
4 rurrdrrArrdlrru 
4 rurrdrrrrrrrdlrru
 ^ Î 1
-J 1____
OJ 
—zu
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3. SIMULATING A TWO-COUNTER-MACHINE
In this section we introduce the notion of a two-counter-ma­
chine . From [5] we know how to simulate a Turing machine by a 
two-counter-machine. We present an idea to simulate a two- 
counter-machine by a linear grammar and a set of pictures. 
This allows to transfer results about Turing machines to lin­
ear picture languages, specifically we obtain that the mem­
bership problem and the superpicture problem are undecidable.
A two-counter-machine (tern) works with two integer counters 
and a finite memory. Each of the counters may be incremented 
or decremented or tested for zero, so the set of elementary 
commands is C, = {ind, inc2, deci, dec2, ifl, if2} . To be 
precise, C is the set of partial functions from Z2 to Z2 
given by incl(m,n)=(m+l,n), decl(m,n)=(m-l,n), if1(0,n)=(0,n) 
and ifl(m,n) is undefined for m+0 ; the other commands work 
analogously on the second component. A tem is a tuple M = 
(Q,g0,6,F) , where Q is a finite set of control states, q0€Q 
is the initial state, F£Q is the set of final states, and the 
transition relation 6 is a subset of QXCXQ . Intuitively 
speaking, a triple (q,c,q')€Ô indicates that for control 
state q the tem may carry out command c and change control 
to the state q' . We define the mapping of M as 
fM : Z2->Pot ( Z2 ) given by fM (m,n) = {c-^ 0 . . .0cx ( (m,n) ) I there is 
a word (q0 ,Ci,qi) (qx,c2,q2 )... (q-t-i, ct , qt ) e 6 * with qteF} . 
For example to multiply with 2 we need a machine DUP with 
fn>up(m,0) = {(2m,0)> for every meN . A solution of this 
problem is the tem DUP = ({qo,qx,...,q5},qo,6,{qs}) with 6 
given by
(q° ,decl,q^)
(qi ,inc2,q2 )
(q2,inc2,qo)
(qo ,ifl,q> )
(Чз ,dec2,q4 )
(q4,incl,q 3 )
( q3,if2,q>)
]
shift the value of the first counter to the 
second and duplicate it 
assure that the above operation is finished 
shift the value of the second counter to 
the first one
assure that the above operation is finished
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In an analogous way one can construct a machine that multi­
plies with an arbitrary fixed integer instead of 2 or di­
vides by an arbitrary fixed integer. Combining such multipli­
cation machines and division machines Minski [5] builds a tern 
to simulate a Turing machine. The concept of Minski is differ­
ent from our concept, as he allows nonnegative integers for 
the counters only, i.e. a dec-command is defined for positive 
value of its counter only. Note that with this change of mean­
ing we still have fDxji»(in, 0 )={ ( 2m, 0 ) > for every meN . The 
functions computed by the multiplication machines and division 
machines of [5] are not affected within this relevant range 
either. Therefore, we can carry over [5, Theorem 1] to our 
machine concept and obtain the following
3.1 Proposition Every Turing machine T over the alphabet
{0,1} is represented by a tem M in the following sense: If
and only if T , started at the x-th square of its tape with 
the binary number к as input, may reach a final state, then
2x
fM ((2k3 ,0)) is nonempty.
3.2 Theorem For every tem M there is a linear grammar G 
such that for every meN the following assertions are equi­
valent:
(i) fM (m,O)*0
(ii) pic(dtrmlr)ePic(G)
(iii) pic(dtrmlr)eSuper(G)
Proof An arbitrary tem can easily be transformed equivalently 
such that it stops with empty counters only. So for fM (m,0)*0 
we assume w. 1. o. g. fM (m,0)={(0,0)} . Let p=pic(dtrmlr) . 
The vertical line in p is called the zero-mark and will be 
drawn by the grammar G using the word z:=lud as often as 
there is a test for zero in a corresponding computation. The 
horizontal line is called the input mark and will be drawn 
on]” in the first step. Recall that drawing a picture accord­
ing to a derivation in a linear grammar can be understood as 
drawing it with two cursors. The main idea of the proof is to 
represent the values of the counters of M as positions of
the cursors relative to the -mari- and will bo expiai J li. 
the following. For M=(Q,q0f6,F) we choose a new start symbol 
S together with the set Q as variables for G and the 
following set of productions:
S -+ lq0z 
q -+ trq' 
q -+ tlq' 
q -+ zq' 
q -+ X
(initiatory rule) 
for (q,incl,q' ) eô q ■+ q'tl 
for (q,decl,q')€б q -> q'tr
for (q,ifl,q')eô q -> q'z
for qeF (final rules)
for (q,inc2,q')€б 
for (q,dec2,q')eô 
for (q,if2,q')e6
Given a successful computation of M on input (m,0) we con­
struct a derivation of G as follows: In the first step apply 
the initiatory rule, in the (i+l)-st step apply the rule cor­
responding to the i-th step of the computation for ie{l,..., 
n}, (where n is the length of the computation,) and in the 
(n+2)-nd step finish with a rule of the form q+X . Since the 
computation ends in a final state, a suitable rule of the form 
q-+X must exist. A final rule of this form means that both 
cursors used to draw the picture according to the derivation 
meet in the same vertex in the last step. Define this vertex 
as zero and remember that M accepts with value zero in both 
counters. Then it is easily seen by induction that in every 
step the values of the counters are the same as the positions 
of the cursors. This has two consequences: On the one hand the 
first step of the derivation will leave the cursors in posi­
tions m and 0 , so by definition of the initiatory rule in 
the first step the picture p ‘is drawn. On the other hand a 
rule of the form q-*zq' can be applied only when the first 
cursor is at vertex zero, since a triple (q,ifl,q') can be 
applied in a successful computation only when the first count­
er holds value zero. So an application of that rule always 
means redrawing the zero-mark, but never adding further lines 
to the picture drawn in the derivation. By a similar reason a 
rule of the form q-*q'z can be applied only when the second 
cursor is at vertex zero and no new lines are added to the 
picture. The remaining rules use penup-mode only, so the 
derivation draws the picture p . This shows that (i) implies 
(ii). Trivially, (ii) implies (iii), so it remains to show
that (iii) implies (i).
Let an art itrary derivation in G of a subpicture of p be 
given. By construction of G the first step and only the 
first step is an application of the initiatory rule and the 
last and only the last step is an application of a final 
rule . Omitting these two steps we can construct a computation 
of M according to the above table. We have to show that this 
is a successful computation on input (m,0) .
By definition of the initiatory rule two lines are drawn in 
the first step of the derivation, that is, both lines of p . 
In the same way as above a correspondence between the values 
of the counters and the positions of the cursors relative to 
the zero-mark is established for all steps of the computation. 
An application of a rul-e of the form q+q'z is allowed only 
if the second cursor is positioned exactly at the zero-mark, 
because in any other case a third line would be added to the 
picture. This position of the cursor indicates that the second 
counter contains the value zero, so in this situation a triple 
(q,if2,q')eS may be used in a computation of M . By an anal­
ogous argument, an application of a triple (q,ifl,q')e6 oc­
curs only when the first counter contains value zero. The last 
step of the derivation is a rule of the form q->\ , which 
means that the computation ends in a final state. @
From Proposition (3.1) we know that there is a two-counter­
machine M such that emptiness of fM (m,0) is undecidable. 
Hence Theorem (3.2) implies the following
3.3 Corollary There is a linear chain code picture language 
for which the membership problem and the superpicture problem 
are undecidable.
To transfer the above results to strictly one-dimensional lan­
guages one may redefine the grammar G using rrr instead of 
r , 111 instead of 1 , the zeromark z^irrll , the initia­
tory rule S -+ ltllq0z and prove the following
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3.4 Theorem For every tcm M there is a linear grammar G 
over {r,l,t,1} such that for every meN the following as­
sertions are equivalent:
(i) fM (m,O)*0
(ii) pic(rrtr3mlr)€Pic(G)
(iii) pic (rrtr3l4 r  ) eSuper (G)
While the membership problem is decidable for context-free 
picture languages without invisible lines (over {u,d,r,l> [4, 
Theorem 5.1]) and even decidable in polynomial time for pic­
ture languages over {r,l,d} [11], we have shown that there
is a linear picture language over {r,l,f,1} for which the 
membership problem is undecidable. In contrast to this, [4, 
Theorem 5.3] can easily be transfered from languages over 
{u,d,r,l} to arbitrary context-free picture languages [10]. 
So we have the following
3.5 Fact The subpicture problem is decidable for context-free 
chain code picture languages.
4. DISCUSSION
It is easy to extend our concept of a picture language to more 
than two dimensions, to add features like colours or diagonal 
lines, or to switch to a triangle grid instead of the square 
grid: All such changes have no effect on the presented re­
sults. It is more interesting to consider the restricted class 
of "stripe" picture languages, which are essentially one-di­
mensional. Regular picture languages consisting of pictures 
all fitting into a stripe of fixed width are "éasy", since 
they can be simulated by regular string languages [8, Lemma 
5.8], so membership problem, subpicture problem, and superpic­
ture problem are decidable for these languages in linear time
[9]. But for a strictly one-dimensional picture language gen­
erated by a linear grammar we have shown undecidability of the 
membership and tlie superpicture problem. Are there any lan­
guage classes which are significantly "richer" than regular
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languages such that the membership problem is decidable? For 
the class of languages accepted by automata with a finite con­
trol and one counter it is straight forward to prove unde­
cidability in the same manner as in Theorem 3.2 (draw the pic­
ture using one cursor, its position represents a second count­
er) .
The length of a shortest description of a picture in a regular 
language is quadraticaly bounded in the extension of the de­
scribed picture [9]. A similar result for linear and for con­
text-free languages without penup is known [8], but for linear 
and for context-free picture languages in general no such 
bound can exist, since any such bound would immediately give 
rise to a decision procedure for the membership problem.
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ON AUTOMATA WITH VARIABLE HUMBER OF HEADS
J u r a j  H r o m k o v i c ,  L a d i s l a v  J a n i g a ,  V á c l a v  K o u b e k
O e p t .  o f  T h e o r .  C y b e r n e t i c s ,  C o m e n i u s  U n i v e r s i t y ,
8 4 2  1 5  B r a t i s l a v a ,  C z e c h o s l o v a k i a
M o r a v a n u  6 8 ,  1 6 9  0 0  P r a h a  6 ,  C z e c h o s l o v a k i a
C o m p u t i n g  C e n t r e ,  C h a r l e s  U n i v e r s i t y ,
M a l o s t r a n s k é  n á m .  2 5 ,  1 1 8  0 0  P r a h a  1 ,  C z e c h o s l o v a k i a
1. A B S T R A C T
We  i n v e s t i g a t e  m u l t i h e a d  a u t o m a t a  w h o s e  n u m b e r  o f  h e a d s  
i s  g i v e n  a s  a  f u n c t i o n  o f  s i z e  o f  i n p u t  d a t a  t o  b e  a n a l y z e d . ,
We  r e l a t e  t h e  c o m p u t a t i o n a l  p o w e r  o f  t h e s e  a u t o m a t a  w i t h  t h e  
p o w e r  o f  o t h e r  t y p e s  o f  m a c h i n e s .  We  e x t e n d  s o m e  r e s u l t s  k n o w n  
f o r  m u l t i h e a d  a u t o m a t a  w i t h  f i x e d  n u m b e r  o f  h e a d s  t o  t h e  c a s e  
o f  v a r i a b l e  n u m b e r  o f  h e a d s .  I n  t h i s  d r a f t  w e  g i v e  o n l y  
o u t l i n e s  o f  t h e  p r o o f s .
2. I N T R O D U C T I O N
M u l t i h e a d  a u t o m a t a  r e p r e s e n t s  a  s i m p l e  a n d  c o m m o n l y  
i n v e s t i g a t e d  m o d e l  o f  c o m p u t i n g  m a c h i n e s .  E v e n  i f  t h e y  a r e  
r a t h e r  s i m p l e  a n d  i n  g e n e r a l  l e s s  p o w e r f u l l  t h a n  o t h e r  
m o d e l s  o f  c o m p u t i n g  m a c h i n e s  t h e y  a r e  r a t h e r  d i f f i c u l t  t o  
a n a l y z e .  T h e r e  a r e  s e v e r a l  p r o b l e m s  r e l a t e d  w i t h  c l a s s e s  o f  
l a n g u a g e s  r e c o g n i z e d  b y  m u l t i h e a d  a u t o m a t a ,  e . g .  t h e  p r o b l & m  
w h e t h e r  t h e  d e t e r m i n i s t i c  a u t o m a t a  r e c o g n i z e  t h e  s a m e  l a n g u ­
a g e s  a s  t h e  n o n d e t e r m i n i s t i c  o n e s  ( v e r s i o n  o f  L B A ) .  T h e
/a u t o m a t a  a r e  a  g o o d  m o d e l  o f  a  m a c h i n e  o p e r a t i n g  o v e r  a  r a t h e r  l a r g e  d a t a  
w h e n  i t  c a n  a c c e s s  o n l y  a  l i m i t e d  p o r t i o n  o f  t h e m  a t  e a c h  m o m e n t  o f  
c o m p u t a t i o n .  A u t o m a t a  w i t h  f i x e d  n u m b e r  o f  h e a d s  a r e  o f  c o n c e r n  w h e n  t h e  
s i z e  o f  t h e  l i m i t e d  a c c e s s i b l e  p o r t i o n  o f  d a t a  i s  f i x e d  t o o ,  i n  t h e  o t h e r  
c a s e  w h e n  t h e  s i z e  o f  a c c e s s i b l e  p o r t i o n  c a n  v a r y  a s  a  f u n c t i o n  o f  s i z e  
o f  i n p u t  d a t a  t h e  a u t o m a t a  w i t h  v a r i a b l e  n u m b e r  o f  h e a d s  b e c o m e  t o  b e  m o r e  
i n t e r e s t i n g .  I n  t h i s  p a p e r  w e  d e f i n e  t h e m  f o r m a l l y  a n d  w e  i n v e s t i g a t e  t h e i r  
p r o p e r t i e s .  We r e l a t e  t h e m  t o  s p a c e  b o u n d e d  T u r i n g  m a c h i n e s  a n d  e x t e n d  
s e v e r a l  r e s u l t s  k n o w n  f o r  m a c h i n e s  w i t h  f i x e d  n u m b e r  o f  h e a d s .  R e c a l l  f o r  
c o m p l e t e n e s s  t h a t  t h e  m u l t i h e a d a  a u t o m a t a  w i t h  f i x e d  n u m b e r  o f  h e a d s  
c o r r e s p o n d  f u l l y  t o  l o g s p a c e  b o u n d e d  T u r i n g  m a c h i n e s  ( c a n  s i m u l a t e  e a c h  
o t h e r  p r e s e r v i n g  d e t e r m i n a n c y  i f  n e c e s s a r y ) ,  s e e  | 1 J . F o r  p r e c i s e  
d e f i n i t i o n s  a n d  c o m m o n l y  k n o w n  f a c t s  s e e  ] l , 2 | .
3. D E F I N I T I O N S  A N D  B A S I C  F A C T S
I n  t h i s  s e c t i o n  w e  d e f i n e  a u t o m a t a  w i t h  v a r i a b l e  n u m b e r  o f  h e a d s .  T h e  
f o r m a l  d e f i n i t i o n  i s  o b v i o u s ,  t h e  r e s u l t i n g  p r o b l e m  i s  t h a t  t h e  c o m p u t a t i o ­
n a l  p o w e r  o f  s u c h  a u t o m a t a  c a n  b e  r e p r e s e n t e d  n o t  o n l y  b y  t h e  n u m b e r  o f  
h e a d s  t h e y  a r e  a l l o w e d  t o  u s e  b u t  c a n  b e  h i d d e n  i n  t h e  " n e x t  s t e p "  f u n c t i o n  
a s  w e l l .  T h i s  i s  c l e a r  s i n c e  t h e  n e x t  s t e p  f u n c t i o n  m u s t  m a n a g e  a  p o s s i b l y  
g r o w i n g  n u m b e r  o f  h e a d s  a n d  c a n n o t  b e  r e p r e s e n t e d  b y  a  f i n i t e  t a b l e .  D u r i n g  
t h i s  p a p e r  w e  a r e  i n t e r e s t e d  i n  d e t e r m i n i s t i c  a u t o m a t a  b u t  t h e  c a s e s  o f  
n o n d e t e r m i n i s t i c  o n e s  a r e  f u l l y  a n a l o g o u s ,  t h e  d i f f e r e n c e s  a r e  p o i n t e d  o u t  
i f  n e c e s s a r y .  T h e  f o l l o w i n g  d e f i n i t i o n  i n t r o d u c e s  a u t o m a t a  w i t h  v a r i a b l e  
n u m b e r  o f  h e a d s .
Definition 1. f ( n ) - h e a d e d  a u t o m - a t a  a n d  T u r i n g  m a c h i n e s .
( 1 )  L e t  f  b e  a  n o n d e c r e a s i n g  f u n c t i o n  f r o m  N t o  N .  A n  f ( n ) -
headed automaton M i s  t h e  d e v i c e  w h i c h  h a s  a n  i n p u t  t a p e  
c o n t a i n i n g  t h e  i n p u t  w o r d  b e t w e e n  t w o  e n d m a r k e r s  ( " * ■ "  a n d  
"S") a n d  o n  w h i c h  f ( n )  h e a d s  m o v e  i n d e p e n d e n t l y  ( p r o v i d e d  
t h e  l e n g t h  o f  a c t u a l  i n p u t  w o r d  i s  n )  u n d e r  t h e  f o l l o w i n g  
c o n t r o l  :
( a )  M h a s  a  f i n i t e  s t a t e  s p a c e  Q w i t h  a  s t a r t i n g  s t a t e  
q r  a n d  t h e  s e t  o f  f i n a l  s t a t e s  F d i s t i n g u i s h e d .
( b )  M h a s  a  t r a n s i t i o n  f u n c t i o n  <T w h i c h  f o r  e v e r y  i n p u t  
o f  l e n g t h  n  i s  a  f u n c t ' u n  o f  t h e  f o r m :
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( c )  t h e r e  e x i s t s  a  M e a l y  a u t o m a t o n  s u c h  c h a t  i n p u t  
a n d  o u t p u t  h e a d s  c a n  d o  £ - m o v e s  c o m p u t i n g  ú .
E v e r y  s t e p s  o f  M s  c o m p u t a t i o n  o v e r  a n  i n p u t  w o r d  i s  
c h a r a c t e r i z e d  b y  t h e  M s  c u r r e n t  s t a t e  a n d  t h e  o r d e r e d  
c o l l e c t i o n  o f  s y m b o l s  r e a d  b y  i t s  h e a d s .  M b e i n g  i n  s t a t e  
q  a n d  r e a d i n g  a ^ , . . . , 3 ^ ^  b y  i t s  h e a d s  o p e r a t e s  s o  
t h a t  i f  J ( a ^ ,  . . . , a ^ ^ n ^ , q )  = < p  , m o v e ^  , . . . , m o v e f  ^  R t i i e n  
t h e  n e w  M s  s t a t e  w i l l  b e  p  a n d  a l l  h e a d s  m o v e  a c c o r d ­
i n g  t o  t h e  c o r r e s p o n d i n g  m o v e  v a l u e  ( m o v e s  o u t s i d e  t h e  
a r e a  c o n t a i n e d  b e t w e e n  e n d m a r k e r s  a r e  n o t  a l l o w e d ) .  M 
s t a r t s  i n  i t s  s t a r t i n g  s t a t e  h a v i n g  a l l  h e a d s  o n  t h e  l e f t  
e n d m a r k e r  а с а  a c c e p t s  w h e n  r e a c h e s  b y  a l l  o f  i t s  h e a d s  t h e  
r i g h t  e r u m a r k e r  i n  я  f i n a l  s t a t e  f r o m  F .
( 2 )  T h e  l a n g u a g e  L ( M )  recognized by M i s  t h e  s e t  o f  a l l  
w o r d s  w f r o m  A ^  s u c h  t h a t  M a c c e p t s  J w *  .
( 3 N We  s a y  t h a t  a  h e a d  i s  one-way i f  i t s  c o r r e s p o n d i n g  m o v e  
v a l u e  c o n  b e  " r i g h t "  o r  " n o n e "  o n l y .
(4) A h e a d  i s  s a i d  t o  b e  blind i f  i t  i s  a b l e  t o  r e c o g n i z e
e n d m a r k e r s  o n l y  ( p r e c i s e l y  i t  m e a n s  t h a t  t h e  t r a n s i t i o n  
f u n c t i o n  d o e s  n o t  d e p e n d  o n  v a l u e s  r e a d  b y  t h e  h e a d  e x c e p t  
f o r  a n d  ' $ " ) .
( 3 )  F o r  real -time automata w e  r e q e s t  o n l y  r e a c h i n g  o f  a  f i n a l  
s t a t ^  f o r  a c c e p t i n g  a n d  i n p u t  w o r d .
( 6 )  A n a l o g o u s l y  w e  d e f i n e  f(n)-headed h(n)-space bounded
Turing machines, s u c h  m a c h i n e s  h a v e  o n e  i n p u t  t a p e  o n  w h i c h  
a  t w o - w a y  r e a d - o n l y  h e a d  m o v e s  a n d  a  w o r k i n g  t a p e  o n  w h i c h  
m o v e  f ( n )  i n d e p e n d e n t  h e a d s  ( p r o v i d e d  i n p u t  t a p e  c o n t a i n s  
a  w o r d  o f  l e n g t h  n  )  w i t h i n  a n  a r e a  o f  l e n g t h  h ( n )  
c o n t a i n e d  b e t w e e n  e n d m a r k e r s  " J "  a n d  ( t h u s  \ m o v e s
o n  t h e  w o r f i n g  t a p e ) .  T h e  h e a d s  a r e  a l l o w e d  t o  c h a n g e  t h e  
c o n t e n t  o f  t h e  c a l l  t h e y  a r e  s c a n n i n g  a s  w e l l .
( 7 )  We  s a y  t h a t  t h e  transition function o f  a  f ( n ) - h e a d e d  
T u r i n g  m a c h i n e  i s  o f  complexity h ( n )  . i f  t h e r e  i s  a  
T u r i n g  m a c h i n e  c o m p u t i n g  i t  i n  s p a c e  b o u n d  h ( n )  w h e r e  n  
i s  t h e  s i z e  o f  i n p u t .
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( 8 )  Nondeterministic machines (or automata) a r e  d e f i n e d  i n  a  
s t a n d a r d  w a y  u s i n g  t r a n s i t i o n  r e l a t i o n  i n s t e a d  o f  f u n c t i o n .  
I n  t h i k  c a s e  a u t o m a t a  c a n  m a k e  a  c h o i s e  h o w  t o  c o n t i n u e .
( 9 )  F o r  a l l  a u t o m a t a  w e  s u p p o s e  t h a t  conflicting situations 
( t w o  h e a d s  w a n t  t o  r e w r i t e  a  u n i q u e  c e l l  i n  a  d i f f e r e n t  
m a n n e r , . . . )  r e s u l t  i n  h a l t i n g  a n d  r e j e c t i n g  t h e  i n p u t .
( 1 0 )  F o r  a  f u n c t i o n  f ,  f-OFA w i l l  d e n o t e  t h e  s e t  o f  a l l  f ( n ) -  
h e a d e d  f i n i t e  s t a t e  a u t o m a t a .  (f,g)-TM w i l l  s t a n d  f o r  t h e  
c l a s s  o f  f ( n ) - h e a d e d  g ( n )  s p a c e  b o u n d e d  T u r i n g  m a c h i n e s .  
F u r t h e r ,  (f,g,h)-TM d e n o t e s  f ( n ) - h e a d e d ,  g ( n )  s p a c e  b o u n d e d  
T u r i n g  m a c h i n e  w i t h  t h e  t r a n s i t i o n  f u n c t i o n  o f  c o m p l e x i t y  
h ( n ) .  T h e  c o r r e s p o n d i n g  c l a s s e s  o f  n o n d e t e r m i n i s t i c  m a c h i ­
n e s  a r e  d e n o t e d  b y  f-NFA, (f,g)-NTM, a n d  (f,g,h)-NTM.
T h e  f o l l o w i g  t w o  t h e o r e m s  a r e  t r i v i a l  c o n s e q u e n c e s  o f  t h e  f a c t  t h a t  t h e  
t r a n s i t i o n  f u n c t i o n  c a n  h i d e  a  g r e a t  d e a l  o f  c o m p u t a t i o n a l  p o w e r .  D e n o t e  b y  
i d  t h e  i d e n t i t y  f u n c t i o n  o f  t h e  s e t  o f  a l l  n a t u r a l  n u m b e r s ,  d e n o t e  b y  jn 
t h e  c o n s t a n t  m a p p i n g  o f  t h e  s e t  o f  a l l  n a t u r a l  n u m b e r s  i n t o  i t s e l f  t o  n .
Theorem 2 .  F o r  e v e r y  ( e v e n  n o n r e c u r s i v e )  l a n g u a g e  L t h e r e  i s  
a  ( i d , 0 ) - T M  r e c o g n i z i n g  L i n  r e a l  t i m e .
Theorem 3 .  F o r  e v e r y  u n b o u n d e d  f u n c t i o n  f  t h e r e  i s  a  
l a n g u a g e  w h i c h  i s  n o t  r e c u r i v e l y  e n u m e r a b l e  a n d  w h i c h  i s  
r e c o g n i z e d  b y  s o m e  ( f , ß ) - D F A  i n  r e a l  t i m e .
Theorem 4. F o r  e v e r y  l a n g u a g e  L e S P A C E ( f ( n ) )  t h e r e  e x i s t s  a  
f u n c t i o n  g ( n )  = 0 ( f ( n ) / l o g  n )  a n d  t h e r e  e x i s t s  a  g - D F A  w i t h
o n e  o n e - w a y h e a d a n d a l l o t h e r  h e a d - s  b l i n d  s u c h  t h a t L (  M ) = L  .
Theorem 5. L e t M b e a  g - D F A ,  t h e n  L ( M )  G S P A C E ( g ( n ) l o g  n ) .
Theorem 6. L e t M b e a  ( f , g , h ) - T M  t h e n
L ( M ) 6  S P A C E t f ( n ) l o g ( g ( n ) ) , g ( n ) , h ( n ) ] .
Theorem 7. L e t  L €  S P A C E ( f ( n ) ) ,  a n d  g , h  b e  n o n d e c r e a s i n g  
f u n c t i o n s  w i t h  g ( n ) / l o g ( h ( n )  )  = i l ( f ( n ) . ) .  T h e n  t h e r e  e x i s t s  a
( S ) h , J . ) - T M  w i t h  b l i n d  h e a d s  o n  t h e  w o r k i n g  t a p e  a n d  o n e  o n e ­
w a y  i n p u t  h e a d  s u c h  t h a t  L  = L ( M ) .
T h e  c r u t i a l  p o i n t  w h e n  i n v e s t i g a t i n g  a u t o m a t a  w i t h  i n c r e a s i n g  n u m b e r  
o f  h e a d s  c o n s i s t s  i n  t h e  f a c t  t h a t  t h e  c o m p l e x i t y  o f  t h e  t r a n s i t i o n  f u n c t i ­
o n s  h i d e s  a  g r e a t  d e a l  o f  c o m p u t a t i o n a l  p o w e r  o f  t h e s e  a u t o m a t a .  
T o  t h e  e n d  o f  t h i s  s e c t i o n  w e  s u m m a r i z e  u n d e r  w h i c h  ( r e s t r i c t i ­
v e )  c o n d i t i o n s  o u r  r e s u l t s  w i l l  h o l d  a s  w e l l .  F i r s t  o n e  c a n  
d e r i v e  t h a t  i t  i s  i m m a t e r i a l  w h e t h e r  t h e  h e a d s  c a n  r e c o g n i z e  a n  
e v e n t u a l  c o i n c i d e n c e  o n  t h e  i n p u t  t a p e .  M o r e o v e r ,  i t  i s  i m m a t e ­
r i a l  w h e t h e r  t h e  s e t  o f  s y m b o l s  r e a d  b y  c o r r e s p o n d i n g  h e a d s  i s  
s u p p o s e d  t o  b e  o r d e r e d  ( e a c h  s y m b o l  b e i n g  l a b e l l e d  b y  t h e  h e a d  
b y  w h i c h  i t  i s  s c a n n e d )  o r  n o t  ( o n l y  i n f o r m a t i o n  a b o u t  w h a t  
s y m b o l s  a r e  c u r r e n t l y  r e a d  b u t  n o t  b y  w h i c h  h e a d s ) .  I n  t h i s  c a s e  
t h e  i n f o r m a t i o n  a b o u t  w h a t  h e a d s  h a v e  b e e n  m o v i n g  i n  t h e  p r e ­
c e d i n g  s t e p  i s  r e q u i r e d ,  t o o .
O n e  m o r e  s u b s t a n t i a l  r e s t r i c t i o n  c o n s i s t s  i n  t h e  f a c t  t h a t  o n e  c a n  
m a n a g e  a  g r o w i n g  n u m b e r  o f  h e a d s  i n  a  v e r y  s i m i l a r  m a n n e r  t o  t h e  c a s e  w h e n  
t h e  n u m b e r  i s  f i x e d  b e f o r e h a n d .  I t  c a n  b e  d o n e  w h e n  o n l y  a  l i m i t e d  n u m b e r  
o f  h e a d s  a r e  m a n a g e d  f r e e l y  a n d  t h e  r e s t  o f  t h e  h e a d s  a r e  m a n a g e d  i n  c o m m o n ,
i . e .  b y  d e f i n i n g  w h a t  i s  t h e  c o m m o n  b e h a v i o u r  o f  a l l  " o t h e r "  h e a d s .  T h e  m o r e  
p r e c i s e  d e f i n i t i o n  o f  s u c h  " s y m e t r i c a l  o r  q u a s i  f i n i t e "  a u t o m a t a  f o l l o w s .
Definition 8 .  S y m e t r i c a l  a n d  q u a s i - f i n i t e  f - h e a d  a u t o m a t a .
A n  f ( n ) - h e a d e d  a u t o m a t o n  M i s  s a i d  t o  b e  symetrical i f  t h eо / \
t r a n s i t i o n  f u n c t i o n  i  i s  a  m a p p i n g  f r o m  A 1 ^ ;  x  Q x t l ß f t ,  
r i g h t , n o n e  ] ^  ^ n  ^ s u c h  t h a t  f o r  e v e r y  i c Q  x  { . l e f  t , r i g h t , n o n e }  ^  ^' n '> 
f o r  e v e r y  a ^  > • • • > ( n )  £ A ,  a n d  e v e r y  p e r m u t a t i o n  Ÿ  o f  t h e
s e t  { l , 2 , . . .  , f ( n )  3 w e  h a v e  J (  a  ^ , . . . , a f  ^  , A) = ( a f r ( 1 ) ,  • • • ,
a < j j . ( f ( n ) ) , A ) .  I f  t h e  c u r r e n t  s t a t e  o f  M i s  q ,  t h e  i - t h  h e a d
r e a d s  t h e  l e t t e r  a ^  a n d  t h e  p r e v i o u s  m o v e  o f  t h e  i - t h  h e a d  
w a s  m o v e .  t h e n  t h e  n e x t  c o n f i g u r a t i o n  o f  M i s  d e t e r m i n e d  b y  
í ( a ^  , . . . , a ^  ^ n  ^ , q  , m o v e ^  , . . . , m o v e j  ) .  A t  t h e  b e g i n n i n g  w e
a s s u m e  t h e  p r e v i o u s  m o v e  o f  e v e r y  h e a d  w a s  " n o n e " .
A n  f ( n ) - h e a d e d  a u t o m a t o n  M i s  s a i d  t o  b e  k-quasi-finite 
f ( n ) - h e a d e d  w h e r e  к  i s  a  n a t u r a l  n u m b e r  i f f  t h e  t r a n s i t i o n  
f u n c t i o n  o f  M f u l f i l s  t h e  f o l l o w i n g :
( 1 )  A t  e v e r y  s t e p  o f  c o m p u t a t i o n  o f  M o n  a n  i n p u t  x  o f
l e n g t h  n  t h e r e  a r e  e x a c t l y  к  h e a d s  ( a c t i v e  h e a d s )  w h i c h
a r e  m a n a g e d  b y  a  f i n i t e  s t a t e  c o n t r o l .  T h e  r e m a i n i n g  
( f ( n ) - k )  h e a d s  a r e  m a n a g e d  i n  c o m m o n  s o  t h a t  t h e y  a r e  a l l  
a l l o w e d  i n  t h e  s a m e  t i m e  t o  c o n t i n u e  i n  p r e v i o u s  m o v e s ,
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s t o p ,  m o v e  t o  t h e  r i g h t  o r  t o  t h e  l e f t ,  t h e  s y m b o l s  t h e y  
a r e  s c a n n i n g  b e i n g  c o m p l e t e l y  i m m a t e r i a l  f o r  t h e  f u n c t i o n  
o f  M .
( 2 )  T h e  h e a d s  o f  M a r e  n u m b e r e d  f r o m  1 t h r o u g h  f ( n )  a n d  t h e  
s e t  o f  к  a c t i v e  h e a d s  i s  u p d a t e d  d y n a m i c a l l y  a t  e v e r y  s t e p  
s o  t h a t  e v e r y  h e a d  i  w h i c h  i s  a c t i v e  c a n  b e  r e p l a c e d  b y  
s o m e  i n a c t i v e  h e a d  w i t h  g r e a t e s t  n u m b e r  l e s s  t h a n  i  o r  
w i t h  t h e  s m a l l e s t  n u m b e r  g r e a t e r  t h a n  i  d e p e n d i n g  o n  t h e  
c h o i c e .
( 3 )  T h e  s t a r t i n g  s e t  o f  a c t i v e  h e a d s  o f  M i s  [ l , . . . , k ] .
Corollary 9. F o r  e v e r y  L £ S P A C E ( f ( n ) ) t h e r e  e x i s t  g  = 
0 ( f ( n ) / l o g  n )  a n d  a  n a t u r a l  n u m b e r  к  s u c h  t h a t  t h e r e  e x i s t  a  
s y m m e t r i c a l  g - D F A  a n d  a  k - q u a s i - f i n i t e  g - D F A  М2 w i t h
o n e  o n e - w a y  h e a d  a n d  a l l  o t h e r  h e a d s  b l i n d  s u c h  t h a t  L ( M ^ )  = 
L ( M 2 )  = L .
4. R E A L - T I M E  f ( n ) - H E A D E D  A U T O M A T A
I n  t h i s  s e c t i o n  w e  g e n e r a l i z e  r e s u l t s  f o r  a u t o m a t a  w i t h  f i x e d  n u m b e r  
o f  h e a d s  f r o m  13 1 a n d  o b t a i n  f u l l  a n a l o g i e s  f o r  f ( n ) - h e a d e d  a u t o m a t a  f o r  
f  s u f f i c i e n t l y  s m a l l  f u n c t i o n s  ( g r o w i n g  s l o w l y ) .
Definition 10. L e t  f  b e  a  f u n c t i o n .  T h e n  R ( f )  w i l l  d e n o t e  
t h e  c l a s s  o f  a l l  l a n g u a g e s  r e c o g n i z e d  b y  d e t e r m i n i s t i c  f ( n ) - h e a -  
d e d  a u t o m a t a  i n  r e a l - t i m e .  N R ( f )  w i l l  s t a n d  f o r  t h e  n o n d e t e r m i -  
n i s t i c  a n a l o g y  o f  R ( f ) .  I f  g  i s  a n o t h e r  ( n o n d e c r e a s i n g )  
f u n c t i o n  t h e n  N R ( f , g )  w i l l  s t a n d  f o r  t h e  c l a s s o f  a l l  l a n g u a g e s  
r e c o g n i z e d  b y  f ( n ) - h e a d e d  a u t o m a t a  u s i n g  a t .  m o s t  g ( n )  n o n d e -  
t e r m i n i s t i c  s t e p s  ( p r o v i d e d  t h e  s i z e  o f  i n p u t  i s  n ) .
F o r  t w o  f u n c t i o n s  f  a n d  g ,  f < g  w i l l  d e n o t e  t h e  f a c t  
t h a t  f  g r o w s  s l o w l y  t h a n  g  ( i . e .  l i m  f ( n ) / g ( n )  = 0 ) .
Theorem 11. L e t  f < g 4 1 o g .  T h e n  R ( f )  r e s p e c t i v e l y  N R ( f )  i s  
p r o p e r l y  c o n t a i n e d  i n  R ( g )  r e s p e c t i v e l y  N R ( g ) .
L e t  g < h < l o g  a n d  f > g .  T h e n  f o r  f < l o g  w e  h a v e  N R ( f , g )  i s  
p r o p e r l y  c o n t a i n e d  i n  N R ( f , h ) .
P r o o f  . T h e s e  r e s u l t s  f o l l o w s  f r o m  a n a l o g i e s  f r o m  | 3 |  w h e r e  
t h e y  a r e  p r o v e d  f o r  a u t o m a t a  w i t h  f i x e d  n u m b e r  o f  h e a d s .  W h i l e
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t h e  p r o o f s  i n  1 3 1 a r e  o a s e d  o n  l a n g u a g e s  c o n t a i n i n g  s e r i e s  o f  
f i x e d  l e n g t h  o f  p a l i n d r o m e s  s e p a r a t e d  b y  s o m e  m a r k e r s  t h e  a b o v e  
r e s u l t s  a r e  o b t a i n e d  w h e n  s e r i e s  o f  i n c r e a s i n g  l e n g t h  a r e  
c o n s i d e r e d .  T h e  b a s i c  r e s u l t s  f r o m  | 3 , 4 | s t a t e  t h a t  a n  a u t o m a t o n  
w h i c h  h a s  t o  r e c o g n i z e  a  l a n g u a g e  c o n t a i n i n g  s e r i e s  o f  
p a l i n d r o m e s  o f  l e n g t h  к  m u s t  h a v e  a t  l e a s t  k + 1  h e a d s  a n d  
t h e  p r o o f s  w o r k  f o r  t h e  c a s e  o f  u n l i m i t e d  n u m b e r  o f  h e a d s  a s  
w e l l .  I n  t h i s  c a s e  t h e  f a c t  t h a t  a n  a u t o m a t o n  c a n  r e c o g n i z e  
s e r i e s  o f  h ( n )  p a l i n d r o m e s  o n l y  i f  t h e  n u m b e r  o f  i t s  h e a d s  i s  
n o t  e s s e n t i a l l y  s m a l l e r  t h a n  h ( n ) . f o l l o w s .
5 .  L O W E R  B O U N D  T E C H N I Q U E  F O R  D E V I C E S  W I T H  
M U R I  A B L E  N U M B E R  O F  H E A D S .
T h e  l a s t  s e c t i o n  o f  t h i s  p a p e r  i s  d e v o t e d  t o  t h e  d e v e l o p m e n t  o f  a  
l o w e r  b o u n d  t e c h n i q u e  f o r  d e v i c e s  w i t h  v a r i a b l e  n u m b e r  o f  h e a d s .  T h e  l o w e r  
b o u n d  t e c h n i q u e  i n t r o d u c e d  b e l o w i s  a  g e n e r a l i z a t i o n  o f  c r o s s i n g  s e q u e n c e  
t e c h n i q u e  p r e s e n t e d  f o r  m u l t i h e a d  T u r i n g  m a c h i n e s  i n  15 , 8 1 a n d  m u l t i h e a d  
a u t o m a t a  i n  | 3 , 6 , 7 , 9 | .  We  n o t e  t h a t  i t  i s  i n d e p e n d e n t  o n  t h e  
c o m p l e x i t y  o f  t r a n s i t i o n  f u n c t i o n .
L e t ,  f o r  a n y  c o m p u t i n g  d e v i c e  А ,  Н д ,  Э д ,  Т д  b e  f u n c t i o n s  
d e n o t i n g  t h e  h e a d ,  s p a c e ,  a n d  t i m e  c o m p l e x i t y  o f  A r e s p e c t i v e l y .  
L e t  ©  b e  t h e  B o o l e a n  s u m  o p e r a t o r  ( s u m  m o d  2 ) .  L e t
S  = î . x 1 2 m x 7 2 m . . . 2 m x  2 Z I X .  e  Í 0 , l ]  m , Ц  x .  = 0 m , m i l ,  r M ,  
l  z  г  l  i = i  1
г
z  ^  1 } , w h e r e  \ ©  x .  = 0 m m e a n s  t h a t  x ,  . ©  ©  x  . =  0  f o r
i -1 1 1J 1 u
j  = l , . . . , m  a n d  x i  = x ^ - . . х ^  f o r  i  = Д , . . . , г  .
L e t  f  a n d  g  b e  s o m e  f u n c t i o n s  f r o m  N t o  N s u c h  t h a t  n - 2 f ( n ) g ( n )  
i  0  f o r  a l l  n  e N .  We  s h a l l  c o n s i d e r  l a n g u a g e s
>g(n), g ( n -) x 2 2 9 ( ' n -) . . . 2 g ( ' n ^ x , / _ N2 9 ^ n ') + Z < : n )S ( f  , g )  = [ x 1 2 -  z -  . . . ^ -  * f ( n )
l o , l } 9  ^ n  ^ f o r  i  = l , . . . , f ( n ) ,  z ( n )  = n  -  2 f ( n ) g ( n )
x i  = 0 g ( n )  } Q S .
П ^  1 , X ^ fe
Theorem 12. L e t  A b e  a  n o n d e t e r m i n i s t i c  T u r i n g  m a c h i n e  s u c h  
t h a t  S ( f , g ) Ç  L ( A ) E S  f o r  s o m e  f u n c t i o n s  f ,  a n d  g  f r o m  N t o  N
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s u c h  t h a t  n / 2  n - 2 f ( n ) g ( n )  ^ 0 .  L e t  A h a s  q  s t a t e s  a n d  к  
w o r k i n g  s y m b o l s .  T h e n  t h e r e  i s  a n  m e N  s u c h  t h a t  f o r  a l l  n ^ m
( i )  3 2 1 o g 2 ( m a x î . k  , q î  ) Н д ( п ) Т д ( п )  ( H A ( n ) l o g 2 n + S A ( n )  )  ^ .  n g ( n )  o r
( i i )  3 2 ( Н д ( п ) ) 3 Т д ( п )  A  n f ( n )  .
C o r o l l a r y  1 3 .  L e t  A b e  a  n o n d e t e r m i n i s t i c  T u r i n g  m a c i n e  s u c h  
t h a t  L ( A )  = S( Ln1 / 2 J,Ln1 / 2 / 2 j ) .  T h e n
н д ( п ) Т д ( п )  (  ( И д С п )  ) 2  +  Н д ( п ) 1 о д 2 п  +  S A ( n ) )  й. П (  п 3 / / 2 ) .
C o n c l u d i n g  t h i s  p a p e r  l e t  u s  s h o w  t h a t  t h e  l o w e r  b o u n d  p r e s e n t e d  
a b o v e  i s  a l m o s t  o p t i m a l .
L e m m a  1 4 .  T h e r e  i s  a n  f ( n ) - h e a d e d  a u t o m a t o n  r e c o g n i z i n g  
S ( f , g )  i n  l i h e a r  t i m e  f o r  a n y  f u n c t i o n  g  c o n s t r u c t i b l e  i n  
l i n e a r  t i m e  b y  f ( n ) - h e a d e d  a u t o m a t a .
L e m m a  1 5 .  T h e r e  i s  a  o n e - h e a d e d  g ( n ) - s p a c e  b o u n d e d  T u r i n g  
m a c h i n e  r e c o g n i z i n g  S ( f , g )  i n  l i n e a r  t i m e  f o r  a n y  l i n e a r  t i m e ,  
g ( n )  s p a c e  c o n s t r u c t i b l e  f u n c t i o n  f  .
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Introduction & Preliminaries We denote a two-dimensional deterministic 
(nondeterministic) one-marker automaton by "2-DMi" ("2-NMi"), and a three- 
way two-dimensional deterministic (nondeterministic) Turing machine by 
"TR2-D1M" ("TR2-NTW"). In this paper, we investigate the necessary and 
sufficient space for TR2-NTM’s and TR2-DTM’s to simulate 2-DMi’s and 2- 
NMi’s. The results are shown in Table 1, where n is the number of columns 
of rectangular input tapes. Compare those with the case of two- 
dimensional deterministic (nondeterministic) finite automaton which is 
denoted by "2-DF" ("2-NF") in the table.
Table 1. Necessary and sufficient space for Ys to simulate Xs. 
(a) X is O-marker [3-5]. (b) X is 1-marker.
X \ Y TR2-DTM TR2-NIM
2-DMi 2©  (n log n) ©  (n log n)
2-NMi 2©  (n2) ©  (nM
X\Y TR2-DTW TR2-NTM
2-DF © (n log n) 0 (n)
2-NF 0 (n2) © (n)
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In this paper, the detailed definitions of two-dimensional marker 
automata and ( space-bounded ) three-way two-dimensional Turing machines are 
omitted. If necessary, refer to [1,5].
Definition 2.1. Let 2 be a finite set of symbols. A tw o-d im en sion al 
ta p e over 2 is a two-dimensional rectangular array of elements of 2 .
The set of all two-dimensional tapes over 2 is denoted by 2 ( 21.
For a tape x €  2 <2), we let Q.x Ы) be the number of rows of x and Q,2 (x) 
be the number of columns of x. If Hi^Ü* (x) and H  j <0.2 (x ), we let x(i,j) 
denote the symbol in x with coordinates ( i , j ). Ptirthermore, we define
x[ (i,j),(i*,j*)],
when l<i<i'<!li (x) and 1< j< j ’ <0.2 (x) , as the two-dimensional tape z satisfy­
ing the following:
(i) &1 (z)=i’-i+l and 0,2 (z)=j’-j+l,
(ii) for each k,r [l<k<Qj. (z), 1_<г<йг (z) ], z(k,r)=x(k+i-l,r+j-l).
When a two-dimensional tape x is given to any two-dimensional automaton as 
an input, x is surrounded by the boundary symbol "#"s.
Definition 2.2. Let x be in 2  (2) and &2 [x)=n. When Gi (x) is divided by 
n , we call
x[((j— 1)n+1,1),(jn,n) ] 
an n -b lo c k  o f  x , for each j( l<jl&i (x)/n) .
Definition 2.3. For any two-dimensional automaton M with input alphabet
2 , define T(M) = {x€ 2 (2)| M accepts x] . Furthermore, define
[2-DMi] = {T I T=T(M) for some 2-DMx M] and
X  [2-NMi] = {T I T=T(M) for some 2-NMi M ] .
We similarly define X  [TR2-DTTl(L(m,n) ) ] (X  [ТК2-МШ(Ь(т,п) ) ] ) as the class 
of sets accepted by L(m,n) space-bounded TR2-DIMs {TR2-NITvls ) .
By using an ordinary technique, We can easily show that the following 
theorem holds.
Theorem 2.1. F or a n y  fu n c tio n  L (n )> lo g  n ,
X  [TR2-NW (L(n) ) ]  S  X  [T R 2-U m (2° <l («> >)}.
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3. Sufficient Space.
We first show that n log n space is sufficient for TR2-NrITi,s to simu­
late 2-DMi’s.
Theorem 3.1» Jg [2-DMi] ç  <£ [TR2-NTM(n lo g  n ) ] .
Proof. Suppose that a 2-DMi M is given. Let the set of states of M be S. 
We partition S into two disjoint subsets S + and S" which corresponds to 
the sets of states when M is holding and not holding the marker in the 
finite control, respectively. (Rigorously, neither S + nor S" contains the 
states in which the input head of M positions on the same cell as where 
the marker is placed. ) We assume that the initial state qo and the unique 
accepting state q a of M are both in S'. In order to make our proof clear, 
we also assume that M begins to move with its input head on the rightmost 
bottom boundary symbol # of an input tape and, when M accepts an input, it 
enters the accepting state at the rightmost bottom boundary symbol.
Suppose that an input tape x with Q* (x)=m and &2 (x)=n is given to M. 
For M and X, we define three types of mappings ft - i:S-X {0,1, .. . ,n+l}-*■ S- 
X {0,1, ... ,n+l}U { Û }, +i :S + X {0,1,.. .n+l}-»S + X {0,1, .. . ,n+l} U { Û }, and 
f + " i :S*X {0,1,. .. ,n+l}-» S _X {0,1, . . . ,n+l} U { Û } ( i=0,1, . . . ,m+l ) as fol­
lows .
ff ' i (O'. j)= ( (q-’ , j ’ ) : Suppose that we make M start from the con-
J  figuration ( q - ,(i— 1,j )) with no marker on
the input x ( i . e ,, we take away the marker 
from the input tape by force). After that, 
if M reaches the i-th row of x in some time, 
the configuration corresponding to the first 
arrival is (q-’,(i ,j ’));
fi : Starting from the configuration (q-,(i-l,jj)
with no marker on the input tape, M never 
reaches the i-th row of x.
ft + i(q+,j)= f (q+’ij’): Suppose that we make M start from the con- 
) figuration (q+,(i-1,j ) ). After that, if M
reaches the i-th row of x with its marker 
held in the finite control in some time (so, 
when M puts down the marker on the way, it
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must return to this position again and pick 
up the marker), the configuration c o r ­
r e s p o n d i n g  to t h e  f i r s t  a r r i v a l  is
(q+* »(i>j*));
^ Q. : Starting from the configuration (q+,(i-l,j))
with no marker on the tape, M never reaches 
the i-th row of x with its marker held in 
the finite control.
f+ -i(q->j)=
!
(q-’ , j ’ ) : Suppose that we make M start from the con­
figuration (q-,(i+l,j)) with no marker on 
the input tape ( i . e . , we take away the 
marker from the input tape by force). After 
that, if M reaches the i-th row of x in some 
time, the configuration corresponding to the 
first arrival is (q-’ , (i, j ’ ) ),
Q, : Starting from the configuration (q-,(i+l,j))
with no marker on the tape, M never reaches 
the i-th row of x.
Below, we show that there exists a TR2-NTM(n log n) M ’ such that 
T(M’)=T(M). Roughly speaking, while scanning from the top row down to the 
bottom row of the input, M ’ guesses and checks f+ ” i , constructs ff - -, and 
ft + i, and finally at the bottom row of the input, M ’ decides by using fT - 
m + 1 and whether or not M accepts x. (See Figure 1.) In order to
record these mappings for each i, 0(n) blocks of O(log n) size suffice, so 
totally 0(n log n) cells of the working tape suffice. More precisely, the 
working tape must be used as a "multi-track" tape. In the following dis­
cussion, we omit the detailed construction of the working tape of M ’.
First, set ft ~ о » ff * о to the fixed value Q. .
For i=0 to m+1, repeat the following. [ft _ i, ff ♦ i are already computed at 
the (i-l)st row.]
(0) Go to the i-th row; When i=0, assume the boundary symbols on the 
first row.
(1) Guess f* - i ; if i=m+l, set f+ -m+i to the fixed value & .
(2) [compute ft _ i + i from ft - i] When i^m+1, do the following: Assume
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that there is no marker on the input tape. For each (q-,j)€S_X 
{0,1, . . .,n+l), start to simulate M from the configuration (q- 
, (i,j)). While M moves only at the i-th row, behave just as M does. 
On the way of the simulation, if M would go up to the (i-l)st row at 
the k-th column and would enter the internal state p-, then search 
the table f1 - i to know the behavior of M above the i-th row. If the 
value fr-i(p-,k) is "ft", write "ft" into the block corresponding to 
ff*i+l(q-,j); If the value ft_i(p‘,k) is "(p-’,k’)", restart the 
simulation of M from the configuration (p-’ , (i,k*)). While continu­
ing to move in this way, if M would go down to the (i+l)st row, then 
write the pair of the internal state and column number just after 
that movement into the block corresponding to ft-i*i(q-,j) of the 
working tape. If M never goes down to the (i+l)st row (including 
the case when M enters a loop), then write "ft" into the correspon­
dent block.
(3) [compute ft+j+i from ft-i,ft+i, and f* -j ) When i/m+1, do the 
following: For each (q+,j)€S+X {0,l,...,n+l}, starting from the
configuration (q+,(i,j)), simulate M until M goes down to the 
(i+l)st row with the marker in the finite control. On the way of the 
simulation, if M would go up to the (i-l)st row with the marker 
held, then search the table ft+i to know the behavior of M above 
the i-th row. If this value of ff ♦ j is "ft", write "ft" into the 
block corresponding to f1 + i ♦ i (q-, j )-5 otherwise, restart the simula­
tion of M from the configuration on the i-th row determined by the 
table value. If M puts the marker down on the i-th row of the input 
tape, then record the column number of this position in some track 
of the working tape and start the simulation of M which has no 
marker in the finite control. After that, If M would go down to the 
(i + l)st row or would go up to the (i-l)st row, then search the 
respective table f* * i or ft_i to find the configuration in which M 
return to the i-th row again. (If M never returns to the i-th row, 
write "ft" into the block corresponding to ff♦i ♦ i(q+,j)) . From this 
configuration, restart the simulation of M. After that, if M 
returns to the position where M put down the marker previously and 
picks it up, then continue the simulation of M; otherwise write " ft " 
into the block corresponding to ( q♦, j ) . At some point of the 
simulation, If M goes down to the (i+l)st row with the marker held
in the finite -control, -write the pair of the internal state which M 
would enter just after that time and the row number of this head 
position into the block corresponding to ff + i +i(q+ , j) . If M never 
goes down to the (i+l)st row, then write "ft" into the correspondent 
block.
(4) (check f4 _ i-i from f1 - , ] When i/0, do the following: In order to
check that the table f * - i - 1 guessed on the previous row is consis­
tent with the table f*‘i (guessed at the present row), first newly 
compute a mapping f* ~ i -i, which is uniquely determined from f+ “ i and 
the content of the i-th row of the input. [Assume that there is no 
marker on the input tape. For each ( q -, j ) e S - X {Oj 1, . . ., n+1} , M ’ 
starts to simulate M from the configuration (q-,(i,j)). While M 
* moves only at the i-th row, M ’ behaves just as M does. On the way 
of the simulation, if M would go down to the (i+l)st row at the k-th 
column and would enter the internal state p*, then M ’ searches the 
table f*■ - i to know the behavior of M below the i-th row. If the 
value f4 -j(p-,k) is "ft", M ’ writes " Ö. " into the block correspond­
ing to f^ _-~ i - 1 (q-, j ) ; If the value f+ ~i(p-,k) is " (p_ ’ ,k' )” , M ’ re-
N
starts the simulation of M from the configuration (p - ' , ( i,kV) ) .
I * While continuing to move in this way, if M would go up to the il­
lést row, then M ’ writes the pair of the internal state and column
fnumber just after that movement into the block corresponding to f* ~
•
i _ 1 (q-, j ) of the working tape. If M never goes up to the (i-.l)st 
row (including the case when M enters a loop), then M ’ writes 
into the correspondent block.] After this computation, check that 
f * - j -1 is identical to the mapping f4, ~ i - i guessed at the previous 
row. If the equality holds, then continue the process; otherwise, 
reject and halt.
•
After the above procedure, on the (m+l)st row, M ’ begins to simulate M 
from the initial configuration (q+о,(m+1,n+l)) to decide whether or not M 
accepts the input after all. When M goes up to the m-th row with or 
without the marker, we can know how M returns again to the (m+l)st row, 
from ft+m+i or ftfm+i, respectively. If M never returns to the (m+l)st 
row again, then M' rejects and halts. If M returns to the (m+l)th row, 
then M ’ continues the simulation. MJ accepts the input x only if M ’ finds 
that M enters the accepting configuration (q+ a , (m+1 ,n+l ) ) .
■
,
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It will be obvious that T(M)=T{M’).
From Theorem 2.1 and Theorem 3.1, we get the following.
Corollary 3.1. £ [ 2 - D M i J Ç  Jg [IR2-DTM(2 °<a ,0 * °>) ] .
We next show that n 2 space is sufficient for TR2-NTM’s to simulate 2- 
NMi’s. The basic idea and outline of the proof are the same as those of 
Theorem 3.1.
Theorem 3.2. &  [2-NMi] Ç  Jß [TR2-NIN(n2 ) ] .
Proof. Suppose that a 2-NMi M and an input x with (xl=m and Û2 (x)=n are 
given. We take the same assumptions and notations for the states of M, 
initial and accepting configurations of M as in the proof of Theorem 3.1.
From M and x, we define three types of mappings gt - i:S-X |0,1,...,n+l}
-*.2s'x{o,i.... n + 1>, g l + i:S + X {0 ,l,...n+l}-»2 s+x{o,i.....n + 1>, and g*-i:S-
X {0,1,...,n+l}-> 2s” x{o,l,...,n + l) (i=0,l,...,m+l) as follows.
Suppose that we take away the marker of M from 
the input tape. Then, there exists a sequence of 
moves in which M starts from the configuration (q~ 
,(i — 1,j )) and reaches the i-th row of x in the 
configuration (q-’,(i»j ’ ) ) for the first time.
gf 4 1 (q+ , j )Э tq*’ ,j ’): There exists a sequence of moves in which M
starts from the configuration (q+,<i-l,j)) and 
reaches the i-th row of x in the configuration 
(q+,,(i,j’)) for the first time with its marker in 
the finite control (so, when M puts down the 
marker on the way, there exists a sequence of 
moves in which M returns to this position and 
picks up the marker).
g+ ‘i(q"ij)9 (q-’,j’): Suppose that we take away the marker from the in­
put tape. Then, there exists a sequence of moves 
in which M starts from the configuration (q- 
,(i+l,j)) and M reaches the i-th row of x in the 
configuration (q-^^i,!4)) for the first time.
Note that, in order to record these mappings for each i, totally 0(n2)
1 6 0
cells of working tape suffice. Roughly speaking, a TR2-NTM M 1 accepting 
T(M) acts as follows: While scanning from the top row down to the bottom 
row of the input, M ’ guesses and checks g+ - i, constructs gf " i and gt + i, 
and finally at the bottom row of the input, M ’ decides whether or not M 
accepts X by using gt “m + i and gf + m + i. The precise constructions of M* are 
oiranited here.
■
From Theorem 2.1 and Theorem 3.2, we get the following.
Corollary 3.2. &  [2-NMi ] s' Jg [TR2-DTM(2 °< ** >)].
4. Necessary space.
In this section, we show that the algorithms described in the previous 
section are optimal in seme sense. That is, those spaces are required for 
three-way Turing machines when the spaces depend only on one variable n 
(i.e ., the number of columns of the input tapes).
Lemma 4.1. Let Ti={x€ {0,1} < 2 > | 3 n>l[Q,2 (x)=n & (each row of x contains 
exactly one "1") & 3 k>2 [ (x has к n-blocks) & (the last n-block is equal 
to some other n-block)]]}. Then,
(1) Ti€ JS [2-DMi] and
(2) Ti£ JB [TR2-mW(2i-c»>)] (so, Ti£ X  [TR2-NTM(L(n) ) ] ) for any L:N-*R 
such that limn*» [L(n)/n log n]=0.
Proof. (1): We constructs a 2-DMi M accepting Ti as follows. Given an 
input x with Qz (x )=x , M first checks that each row of x contains exactly 
one "1" by horizontal sweep on each row and that x consists of к n-blocks 
for seme k>2 by zigzagging from top to bottom. Then, M tests whether seme 
n-block is identical to the last n-block (i.e., the k-th n-block) from top 
to bottom by utilizing its own marker, (See Figure 2.): In some n-block
and some row of this block, say j-th block and i-th row, M first puts the 
marker on the position where the input tape symbol is "1", then M starts a 
zigzag from the rightmost cell of the ith row of this block until it 
reaches the bottom boundary. M then goes back to "1" position on the i-th 
row of the last block. From this position, M vertically moves up until it 
encounters the marker previously put by itself or arrives at the top 
boundary. If M meets the marker again, then the i-th rows of the two
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blocks are identical and M proceeds to check the (i+l)st row of the two 
blocks. If M does not meet the marker, M can conclude that the j-th n- 
block and the last n-block are different and must go to the next n-block 
to test the equality. M accepts x, if M finds that some n-block are iden­
tical to the last block (this fact is recognized from the fact that when M 
reaches the bottom boundary, this is the rightmost position there). It is 
clear that T(M)=Ti.
(2): By using an analogous technique to [2,5], we can show that Part (2) 
holds, but the proof is lengthy and ommitted here.
■
Lemma 4.2. Let T 2=(x€ {0,1} < 2 > | 3n>l[Û2 (x)=n & 3k>2[(x has к n-blocks) 
& (the last n-block is equal to some other n-block)]]}. Then,
(1) T 2€o£[2-NMi],
(2) T 2£ Jß;[TR2-OTM(24"> ) ] (so, T 2* X  [TR2-NTM(L(n) ) ] ) for any L:N-*R 
such that lim^co [L(n)/n2]=0.
Proof. It is shown in [3] that Part (1) holds. From the same reason as 
in the proof of Lemma 4.1(2), we ommit the proof of Part (2).
■
From Lemma 4.1 and Lemma 4.2, we can conclude as follows.
Theorem 4.1. (1 ) To s im u la te  2-DM i’s ,  TR2-NTM’s  r e q u ir e Q  (n lo g  n ) space
and 1R2-DlT1’s  r e q u ir e  2 {i <B >°* ° > sp a ce . (2) To s im u la te  2-N M i's, TR2- 
VTM’s  r e q u ir e Q ( n 2) space and TR2-DlM’s  r e q u ir e  2 л < й ‘ > sp a ce .
5. Discussion.
In this paper, we have investigated how much space is required and suf­
fices for three-way Turing machines to simulate two-dimensional 1-marker 
automata on any vertically long input tapes. By a slight inprovement of 
the algorisms in the proofs of Theorem 3.1 and Theorem 3.2 when the number 
of rows are greater than the- number of columns of input tapes and extended 
argument of the proofs of Lemma 3.4 and Lemma 3.5 in [5], we can get the 
following results: the nesseeary and sufficient spaces for TR2-NTMs to 
simulate 2-DMi's and 2-NMj’s are
n-min{log m,log n] and n-min(m,n] (m>2), 
respectively, which are the most general expressions as the two-variable 
space-complexity function L(m,n) . These results will appear in a sub-
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sequent paper.
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1. INTRODUCTION
Since Diffie and Heilman introduced the idea of public key cryptography 
in (l) several new cryptosystems have .been proposed. At the same time 
difficulties in proving the security of systems have become obvious. Prob­
lems are encountered already when trying to state what is actually meant 
with a secure cryptosystem. Often systems are claimed to be safe just 
because their breaking "seems" to require resolving some intractable prob­
lem.
This paper investigates public key cryptosystems that encrypt the plain­
text in a bitwise manner using probabilistic encryption algorithms. Espe­
cially their security is discussed in view of complexity theory. We present 
a new public key system that is based on proposition logic. The system is 
shown optimal in the sense that any cryptanalytic method against it can be 
used to break other cryptosystems as well. Also we show that the existence 
of a polynomial time cryptanalytic -method against the system would impHy 
P=NPflCoNP. Finally, we discuss what these results do and what they do not 
mean. One purpose of the paper is to demonstrate -difficulties in measuring
the safety of ciphering.
The reader is adviced to consult (3) in order to become familiar with the 
standard terminology of cryptography used throughout the paper.
2. PROBABILISTIC ENCRYPTION
The notion of probabilistic encryption was first introduced by Goldwasser 
and Micali in (2). To encrypt a message we use a fair coin. The cryptotext 
depends not only on the plaintext- but also on the results of consecutive 
coin tosses. There are thus many possible cryptotexts for each plaintext. 
To simplify the discussion a rather restricted notion for a cryptosystem 
will be used.
A cryptosystem consists of the following components:
- a key space Kî-K^xK^. The keys are pairs (e,d) where e is the public 
encryption key in Kg and d is the corresponding secret decryption key in 
Kd . Both keys are represented by words over some fixed alphabet. With the 
size of a key (e,d) we mean the sum of the lengths of e and d as words.
- a cryptotext space C.
- encryption algorithms Eq and E^. Given an encryption key eeKe and a 
sequence xe{0,l} representing the coin tosses, they compute a cryptotext 
ceC. The cryptotext corresponding to bit i (= 0 or 1) and key (e,d) is any 
E^(e,x) where x is a binary word. Because we want the encryption to be fast 
the algorithms E^ and E^ should work in polynomial time with respect to the 
size of the key (e,d).
- a decryption algorithm D computing a function from KdxC to {0,1}, such 
that for each key (e,d), index i and sequence x of coin tosses we have 
D(d,Е^(е,х))=1. The algorithm D works in time polynimial in the size of the 
key (e,d).
Consider, for example, the well known quadratic residue system of Gold- 
wasser and Micali (2). In that system the private key d consists of two
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prime numbers p and q and the corresponding public key is their product 
N=pq. In this case the algorithms Eq , E^ and D work indeed in polynomial 
time with respect to logN, the size of the key.
3. COMPLEXITY OF CRYPTANALYSIS
This section investigates the problem encountered by a cryptanalyst. 
Suppose the eavesdropper knows only the public encryption key e and a 
cryptotext c. He wants to find out what is the bit that c is obtained from. 
The pair (e,c) forms a legal instance for cryptanalysisproblem. There are 
also illegal instances, that is, either e is not a possible encryption key, 
or c can not be obtained with e from either bit 0 or 1. The set of such 
instances is denoted by ILLEGAL, while LEGAL is the set of legal instances. 
The set LEGAL is further divided into two subsets, BIT^ and BIT^. The set 
BIT^ consists of legal instances (e,c) where с=Е^(е,х) for some x.
Recognizing instances that belong to BIT^ or BIT^ can be very hard - as 
hard as distinguishing LEGAL from ILLEGAL. But the cryptanalyst is not 
interested in how his method works on illegal instances because he knows 
his instances belong to LEGAL. For example in case of the quadratic resi­
due system he does not need to verify that e is indeed a product of two 
prime numbers and not a product of three or four primes. So the crypt­
analyst wishes to be able to recognize any sets Lq and L^ such that
(*) BIT. = L.D LEGAL for i=0 and 1.l i
The following theorem is an immediate consequence of our definition for a 
cryptosystem.
Theorem 1. For any cryptosystem there are Lq and L^ in NP satisfying (*).
Proof. Let L^ be the set of instances (e,c) recognized by the following 
nondeterministic algorithm: Guess a sequence x of coin tosses. If E^(e,x)=c 
then accept (e,c), otherwise reject it. Obviously, the instances (e,c) of 
LEGAL that are accepted by this algorithm are exactly the instances in 
BIT^. What happens on instances in ILLEGAL is not important. □
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4. AN NPfICoNP-SAFE CRYPTOSYSTEM
In this section a cryptosystem based on proposition logic is developed. 
In effect the system works as follows: The public encryption key consists
of two statements p^ and p^ of proposition calculus. The secret decryption 
key is some truth assignment for the variables in p^ and p^. The assignment 
makes p^ false and p^ true. The encryption of bit i is done by shuffling 
the statement p^ into an equivalent but different looking statement p^, 
which is the cryptotext. Decryption is done simply by computing the value 
of p^ with the secret truth assignment.
Let us look at the details.
Definition 1. The set P^ of proposition statements over the finite vari­
able set X is the smallest set such that
(1) T , F 6 P X ,
(2) X £ P X and
(3) if p,qePx then (~ip), (pVq) and (pAq)ePx .
Every mapping a : X-*{T,F} is called a truth assignment of the variables 
in X. The mapping a is in the traditional way extended into a mapping 
à : PX ~>-{T,F}, which gives truth values for proposition statements over X.
In practice unnecessary parentheses are omitted using the normal prece­
dences of connectives. The cryptosystem can now be defined.
Definition 2. Let X and Y be disjoint variable sets, a a truth assignment
Л A
of X, and Pq and p^ statements in P^yy such that 3(Pq )=F and ß(p^)=T (or 
vice versa) for every truth assignment 3 : XUY->-{T,F} with 3(x)=a(x) for 
each xeX. So, if the variables of X get their truth values from a, then the 
values of the variables of Y have no effect on the -values of p^ and p^.
The public encryption key consists of p^ and p^, while a constitutes the 
secret decryption key. The encryption of bit i is done by selecting an 
arbitrary truth assignment 6 of Y and substituting in p^ every yeY with 
6(y). After that the result is reduced and shuffled using the rules below 
until it is no longer recognizable. The rules are given in the form p ■+ q 
which tells that any occurence of p may be replaced by q. In the rules p,q 
and r mean arbitrary statements.
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I T ->» F “IF -> T
(TVp) T (FVp) P
(TAP) P (FA p) -> F
(p Vq) -► (qVp) (pAq) -* (qAp)
(p V(qVr)) (( p V q ) V r ) (pA (qA r)) ((pA q)A r)
(P Vp) P (pAp) -* P
(pVip) T (pAlp) F
The statement p£P^ obtained after the shuffling is the cryptotext. Ob­
viously it is equivalent to under the truth assignment a. Consequently, 
the decryption can be done by computing 6t(p).
The important question about how to construct keys p^, p^ and a is not 
considered here in detail. We just mention one possible approach. The 
variable sets X and Y are fixed and an arbitrary assignment a : X+{T,F} is 
selected. Then statements p^ and pj over the variable set Y are formed such 
that Pq is a contradiction and p' is a tautology. This may be done with the 
help of backward resolution, for instance. One should make sure that p' and
I ^p' include many occurrences of symbols T and F. Now, every T in p^ and p' 
is replaced with some variable x e X such that a(x)=T. Similarly we get rid 
of occurrences of F. The resulting statements over XUY are the public keys 
P0 and P]_*
In the following statement we make use of an ORACLE that is able to break 
our cryptosystem. When the ORACLE is called with a legal instance for the 
cryptanalysisproblem (that is, with public keys p^ and p^, and a possible 
cryptotext p) it returns the encrypted bit. With an illegal instance the 
ORACLE may work arbitrarily.
Theorem 2. Suppose Lq and L^ are languages in NP. There is a determinis­
tic polynomial time algorithm using ORACLE that, when given w in Lq a L^ 
( = (Lq ^  L-^ ) L/(L^\Lq )) , determines whether w e Lq or w£L^.
Proof. Because the satisfiability problem of propositional logic is NP-
X Xcomplete, statements q^, q ^ £ P^ can be constructed in polynomial time such
that q^ is satisfiable iff w e Lq and q^ is satisfiable iff w e L^ . Since w is
in L ^ a L.j there exists an assi-gnment a. : X->-{T,F} that makes either q^ or 
X u 1 и
q^ true, while the other is a contradiction.
\
1 6 8
Let Y be another variable set such that there is a bijection f : X-»-Y.
Y Y X XConstruct new statements q^, q^EPy replacing variables in and q^ with
their f-images.
X Y X YStatements (q^jAnq^ and (q^Al^g) constitute a legal encryption key with 
the assignment a as the secret decryption key. Namely, suppose without loss
- * X \ A Xof generality that qn is a contradiction and S(q..)=T. Then regardless what
и 1 X Y
values the variables of Y are given the statement (qnAnq,) gets value F and 
X Y и I
(q^ATqg) value T when the variables of X obtain their values from the
assignment a.
t _The trivial statement F is a possible cryptotext. If the assignment о 
used in encryption is accidently chosen so that each yeY gets the value 
a(f-\y)), then 6(“|q|)=F (still under the assumption a(q?)=T). This ob- 
viously implies that lq^ where variables of Y have been replaced with their
truth values can be reduced to F with the rules of definition 2, and thus
X Y X(qgAiqj) can be reduced first into (q^AF) and further into F.
Finally ORACLE is consulted with an instance consisting of p^Cq^Aiq^),
Pl=(q^AlqY) an(j p=p. Clearly weL^ where i is the answer of ORACLE. □
Suppose we have any cryptosystem in the sense of section 2. According to 
theorem 1 there are languages Lq and L^ in NP that separate sets BITq and 
BIT^ of the system. Theorem 2 with these Lq and L^ says that there is a 
polynomial time algorithm using ORACLE that finds the encrypted bit, when 
given a legal instance (e,c). So, our cryptosystem is optimal in the sense 
that cryptanalysisproblem of any other system can be reduced to its crypt­
analysis.
Another corollary of theorem 2 says that cryptanalysis of our system is
NPACoNP-hard. If L is a language in NRACoNP, theorem 2 may be applied with 
*
Lq=L and L^=Z ^ L .  The theorem says that there is a polynomial time algo­
rithm using ORACLE that solves the membership problem of L.
5. CONCLUSIONS
In section 4 a cryptosystem based on proposition calculus was presented. 
It was proved secure in the sense that the cryptanalysis problem encoun­
tered by an eavesdropper is NPACoNP-hard. Moreover, the system was showed 
optimal in the sense that any cryptanalytic method against it can be used
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to break other cryptosystems as well.
This seems quite excellent. But a closer inspection of the proof of 
theorem 2 makes one suspicious. A similar argument shows namely equivalent 
results for the following degenerate system:
The public key e consists of two statements p^ and p^ in proposition 
calculus. They are constructed so that one of them is a contradiction while 
the other is satisfiable. The secret key d equals к where p^ is the satis- 
fiable statement.
The encryption of a bit i is done as follows: First select an arbitrary
truth assignment for variables existing in p^ and compute its value under 
this assignment. If the result is T send a special mark *, else send the 
bit i itself.
The decryption algorithm simply changes * to к and leaves 0 and 1 un­
altered .
This is indeed a cryptosystem in the sense presented in section 2. It is 
trivial to prove a theorem similar to theorem 2. Yet no one can seriously 
claim that this system is safe: If there are many truth assignments that
make p^ true then the cryptanalyst can simply generate assignments until 
either p^ or p^ comes true, and so decide the meaning of *. On the other 
hand, if p^ is rarely true then the symbol * is not likely to occur as the 
cryptotext. (In general, no system with a small cryptotext space C can be 
secure.)
Unfortunately theorem 2 does not say anything more about the system of
*
section 4 than it says about this degenerate system. The problem is appar­
ent: The complexity theory as we used it deals with worst-case complexities 
- it says nothing about the complexity on the average. In a more accurate 
measure of safety the probabilities of different cryptotexts should be 
taken into account.
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A  N O T E  O N  T H E  C O M P U T A T I O N A L  C O M P L E X I T Y  O F  B R A C K E T I N G
A N D  R E L A T E D  P R O B L E M S *
M IR K O  K R IV Á N E K f
A bstract. It is shown that the problem of finding the minimum number of bracketing transfers in 
order to transform one bracketing to another bracketing is an N P -complete problem. This problem is 
related to problems on random walks and to the problem of a comparison of two (labeled) rooted trees. 
The latter problem is studied with connection to cluster analysis. Finally, one polynomially solvable class 
of bracketing problems is obtained.
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I .  I n t r o d u c t i o n  a n d  b a c k g r o u n d .  B racketing  problem s have a  long h isto ry  [8]. 
T hough  th e  m ain  em phasis was m ain ly  concen trated  on enum eration  problem s we shall 
be in te res ted  in  th e  com pu ta tiona l com plexity  of evaluation  of th e  d istance  betw een two 
given b racketings. F inally , using th e  concept of closed random  w alks we shall stress the  
connection  of b racke ting  problem s to  th e  problem  of com parison a n d  evaluation  of two 
labeled  ro o ted  trees. T h is  type  of p rob lem  is often  investigated  in  c lu ste r  analysis [6].
M ore precisely, th e  w ord w in th e  a lp h ab e t E = {(, )} is said  to  b e  a  bracketing if it is 
g enera ted  by th e  following rides :
S — » 5 5 |( 5 ) |Л ,
w here Л s tan d s  for an  em pty  word. T h e  set of all bracketings is  o ften  called the  Dycklan- 
guage an d  plays an  im p o rtan t paxt in  th e  theo ry  of form al languages [3]. T he abbreviation  
ll,i > 0,1 G E, denotes Let В (Bn, resp.) be  a set of all b racketings over E  (...of
» tim es
leng th  n , resp .). N ote th a t  n  is even. A bracketing b' G В is said  to  b e  a  sub-bracketing of 
b, w ritte n  b' C b, if V is a  p roper subw ord of b. T h e  nesting level of a  sub-bracketing V x>i 
b is th e  nu m b er of different sub-bracketings of b w hich contain  b' as th e ir  sub-bracketing. 
G iven tw o bracketings bi,b2 G Bn we say th a t bracketing  b2 arises from  bracketing  bi by 
one bracketing transfer if th e re  is a  sub-bracketing  b of b2 such th a t
b\ = xby and  e ither b2 =  x\bx2y, where x\x2 =  X ,
or b2 =  x y 1by2, where y \ y 2 =  у,  for x , x 2, y , y 1 G E + , X i , y 2 G E*.
By ß(b\ , b2) th e  m inim um  num ber of b racketing  transfers needed to  tran sfo rm  bi to  b2 will 
be deno ted , i.e.
ß(b\,b2) =  j if th e re  is a  sequence e*, s2, . . . ,  S j+ i of bracketings from  Bn such th a t 
bl = * l ,i> 2=  Sj,ß(Si,Si+i) =  1 f<?r i = 1 ,. . . , J.
F irs t we have th e  following stra igh tfo rw ard  lem m a :
* Extended abstract
f Institute for .Mathematics and Its Applications, University of Minnesota and Charles University, 
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LEMMA 1. The function ß is the distance measure on B n and (Bn,ß) is a metric 
space. □
T h e  underlying co m p u ta tio n a l p rob lem  B R  in  w hich lies our m ain  in te rest is s ta te d  
as follows :
INSTANCE : T w o bracketings 61,62 €  R n> positive  in teger к ;
Q U ESTIO N  : D oes it ho ld  th a t  /3(61, 62) <  к ?
O u r N P-com pleteness term inology is th a t  of [2].
I I .  C o m p le x ity  r e s u l t s .  F irs t we shall prove th e  following.
T h e o r e m  1.
The problem B R  is NP-complete.
f ,
Proof. Clearly, th e  p roblem  B R  is in  th e  class NP. W e shall exh ib it a  polynom ial 
tran sfo rm ation  from  th e  problem  B I N  P A C K I N G  w hich  is known to  be  strongly  NP- 
complete [2]. B IN  P A C K I N G  has been  in troduced  as follows :
INSTANCE : Positive  in tegers * i , . . .  ,it, B,r such th a t  X ^= i *j — r -® > 
Q U ESTIO N  : Is the re  a  p a r titio n  of { n , . . .  ,г л) in to  r  classes Д , . . .  , I r such th a t
G iven an in stance  o f B IN  P A C K I N G  th e  instance o f th e  problem  B R  is constructed  
in  polynom ial tim e by p u ttin g
61 =f (B)B 62 k=fs-r.
'---------V---------'
r tim es
Now, th e  equivalence
ß(bi, 62) =  s — r  ^  B I N  P A C K I N G  h as  ” yes”-solution
is easily  verified a n d  th e  theorem  is proved. □
Theorem  1 says th a t  it  is very unlikely th a t th e re  ex ists  a  polynom ial a lgorithm  for 
th e  problem  B R . T herefo re  we w ould like to  exhibit a  po lynom ial approx im ation  for th e  
p rob lem  B R . N otice th a t  p roof of T heorem  1 does n o t exclude th e  possible existence of 
such  an  algorithm . T h e  so-called ’’n ex t f it” approx im ation  algo rithm  has been  believed to  
p rov ide a  ’’good” po lynom ial approx im ation  for B R  since B R  generalizes in some way th e  
B I N  P A C K IN G  prob lem . Recall th a t  th e  nex t fit a lg o rith m  was proved to  be a  ’’good” 
approx im ation  for B I N  P A C K I N G  b o th  from  the  w orst an d  average case com plexity 
v iew poin t [2,4]. Form ally  th e  approx im ation  algorithm  A  for B R  is encoded as follows :
»
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A lg o r i th m  A :
(S tep  1.) $1 :=  bi; s2 := b2\
(S tep  2.) d o  2n  t i m e s
Scan an d  com pare cu rren t le tte rs  of Sj an d  s 2; 
i f  th e y  are  different t h e n
{suppose that scanned letter in s i  is ”(” , i.e. si =  x(y, x,y €  17*}
(S tep  3.) find in  52 a  ’’n ex t” sub-bracketing  b (m in im al/m ax im al w ith  respect to  th e  cu rren t 
nesting  level) such th a t  s 2 =  x)y\by2, y i , y 2 G £*\ 
s2 := xb)yiy2] 
e n d i f  
e n d o
e n d a l g o r i th m
T he correctness and  tim e analysis of th e  a lgo rithm  A  is estab lished  in th e  following 
theorem  :
THEOREM 2. Algorithm A runs in polynomial time and solves problem B R  using 
0 (n ) bracketing transfers.
Proof. R ough tim e estim a te  for S tep 3 is O(n). T his yields 0 ( n 2) tim e com plexity  
of th e  a lgo rithm  A. T he  algo rithm  A  transfo rm s bracketing  b\ in to  b racketing  b2. T his 
is observed from  th e  fact th a t  eventually  b o th  w ords $ i, s2 p roduced  by A  axe equal. 
As possibly b o th  f>i, b2 and  consequently  s i , s 2 axe changed th e  sequences bi — ► s i and 
s2 — у b2 p rovide th e  sequence of bracketing  tran sfers  required  for transfo rm ing  bi to  b2. 
In  th e  w orst case th e  num ber of bracketing tran sfers  is p ro po rtiona l to  th e  corresponding  
num ber of sub-bracketings of b\ (b2, resp .) an d  th u s  it is 0{n). 0
Remark. U sing so-called search trees [7] as a  d a ta  s tru c tu re  for th e  rep resen ta tio n  of 
bracketings, S tep  3 can be im plem ented  in  O (lo g n ) tim e. A sym pto tically  O (n lo g n )  u pper 
bound  is th e  b e s t possible for polynom ially solvable instances of B R  since th e  well-know n 
S O R T I N G  prob lem  is linearly  transform able  (assum ing an  u n ary  rep resen ta tion  o f in p u t 
num bers) to  th e  following in stance  of B R  :
bi = 0 (0 ) • • • П П> b2 =  (*‘)Xl(X3)Xi )*" where { x i , x 2, ... , x n} = {1, —  ,n }
con stitu te  an  in stance  of S O R T IN G . R ecall th a t  S O R T IN G  is solvable in 0 ( n lo g n )  
tim e [7]. 0
Let us deal w ith  th e  question  of how good th e  approx im ation  produced  by A  is. R e­
g re ttab ly  no co n stan t bounded  worst case e rro r ra tio  is guaran teed .
-Г -
*
THEOREM 3. Algorithm Ли- с\п) worst case error ratio.
Proof. Let bi =  ary,62 =  yxfx =• (),у =• ()( ( ) . . . ( )  ). In  th is case ß(bi,b2) =  1.
O (n )  times
However a lgo rithm  A  constructs a  sequence  of O (n ) bracketing  transfers regardless of the 
nesting  level of th e  '’n e x t” sub-bracketing  in  S tep  3. □
T h e  failure o f a lg o rithm  A  is- due  to  th e  fact th a t  A  does not search  for id e n tic !  
sub-bracketings in  h± an d  62- T herefore  its  behavior could be slightly im proved by p re­
processing, i.e. by  decom posing bx a n d  62 in to  the ir corresponding sub-bracketings, say, 
m axim al up  to  in c lu sio n . This approach  supposes se ttin g  up  a  d a ta  s tru c tu re  w here nesting 
level an d  sub-b racketing  can be-directlv  accessed. T his way we avoid patho log ica l behavior 
of A  on the cu rren t n es tin g  level b u t com plexity  problem s rem ain  unchanged w hen dealing 
w ith  iden tica l sub -b racketings on different nesting levels.
Let us conclude th is  section by a  rem ark  th a t som e prelim inary  calcu la tions indicate 
th a t algorithm  A  a lso  has the average case error ra tio  of order 0(n) l i r e  details will 
ap p ea r in a full p a p e r .
I I I .  R a n d o m  w a lk s  and r o o te d  tr e e s . T he aim  of th is  section is to  discuss a 1-1
correspondence be tw een  bracketings, ran d o m  walks and  rooted t ,-ees. It will enab le  us to 
ex tend  the  resu lts  o f th e  previous sec tion  to  trees em bedded  to  the  p lane. O u r exposition 
is based  on [5].
Random walk o f  leng th  n is a  (n  +  1 ) - tup le Ф — (<p(0), ip ( l ) , . . .  <p(r?)) w here ip is a  
m apping  to  n on -nega tive  integers such  th a t
<p(0} =  <p(n) =  0 ,<p(i) 6 {<p(i -  1) -  1 ,¥>(* -  1) +  1 )}, г =  1,.- .. ,n.
LEMMA 2. There is a one-to-one correspondence between Bn and the sèt of all random 
walks of length n.
Proof. Let b G Bn- Define a ran d o m  walk Ф of leng th  n as follows
’ 0,
V?(0 =  *' ¥>(* “  1) +  1. 
. Ф  -  1) -  1,
if г G {0, n}
if г-th  le tte r  of b is ,r( ”
if г-th  le tte r  of b is ” )” . 0
Let T be a  ro o te d  tree on « vertices em bedded in to  th e  plane. Let us consider a 
topological o rdering  u>t — vovx... V2 n - 2  of its vertices which is recursively  defined as 
follows :
(1) If T — {uo} th e n  ut = vq,
(2) If T has a  ro o t vq w ith the su b trees  Tx, T2, . . . ,  T* th en  u>t  =  v0ujt1 v0u>t2 vo ■ ■ ■ штк vo-
17Ь
T h e  set of all trees  on  n  vertices w ith  a  roo t t’o er .bedded  -To t lv  i sane will be denr'ced 
by Tr
Lei £\ T2 t  X„. T i is said to  be  ob*rined from  T2 by one svbtree modification if 
T i «  T2 — а  о ; ига, where uv G E(T2), ига ^  Ь (Г о ),
w here sy. : bo! 's  expresses th a t b o th  trees have th „  sam e topology of p lane  em bedding  
i.e. th ey  are topologically isomorphic. "■'•ll. ee distance t(T\,T2) betw een Ti an d  T2 is 
defined as the  m in im um  num ber of sub tree  m odifications needed to  be perform ed o n  T2 in  
o rder to  ob ta in  a  tre e  which is topologically isom orphic to  7\. N otice th a t  th e  roo t v0 is 
supposed  to  be fixed. T he  following observations are  qu ite  stra ightforw ard:
LEMMA 3. The рал. (Тп,т) forms a metric soace. Q
LEMMA 4. Thei ? is a  one-to-one correspondence between Tn and random walks of 
length 2n — 2.
Proof. Let T  G Tn. Let d(u,-,u0) be  th e  d istance  of th e  г- th  vertex  Uj of ce from  uo- 
he -Oi esponding  random  walk Ф — (<p(0) , . . . ,  <p(2n — 2)) is defined as follows :
f 0, if i G {0 ,2n  -  2}
<p(i) =  <
L d(v{,v0), o therw ise. □
No\ we are  read y  Ь rove th e  following :
THEOREM 4 . Given TXyT2 G Tn, the underlying decision problem of computing т (2 \.  7,) 
is N P-complete.
Proof. C hoose b2, b2 G Bn and  by v irtue of L em m a 4 consider two corresponding  trees 
T j , T2 G Tn. B y th e  a id  of Lem m a 2 and  Lem m a 4 we have
ß(bu h2) = T(Tu T2).
T h e  use of T heo rem  1 com pletes th e  proof. □
Trees from  Tn are  very often  constructed  by hierarch ical clustering  p rocedures. T he 
s tu d y  of th e  consensus betw een these  trees is one o f th e  m ost im p o rtan t problem s encoun­
te re d  in  c luster analysis [6]. However, special a t te n tio n  is m ostly  paid  to  b inary  trees [1]. 
T h e  concept of ran d o m  walks can  be  used for proving  sim ilar iV P-com pleteness resu lts  for 
b in a ry  trees, too .
Let T E T2n- r  b e  a  b inary  roo ted  tree  on n leaves, i.e. having all in ternal vertices of 
degree 3 except o f  th e  root vq w hich is of degree 2. A given b inary  roo ted  tree  T induces 
a  topological o rdering  w j  =  vqVX ... u2n_2 which is defined recursively as follows :
(1) If T  =  {u0} th en  шт =  vo,
(2) If T  has a  ro o t uq w ith  th e  subtrees T1( T2 th en  lot =  coti^ t v^o-
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T he set of all b in a ry  tree s  on n  leaves a n d  w ith  th e  roo t Vo em bedded  in to  th e  plane will 
be deno ted  by T b. G iven  T2 €  T b we say th a t  T\ is ob ta ined  by one (binary) subtree 
modification if
Ti » Ta - {{ui,u},{ui,tü}} + {{u2,u},{u2,u;}}
w here
{ u i,r} ,{ u i,u > }  G E(T2) an d  {u2, v}, {u2, tu} £ E(T2).
N otice th a t  u2 is a  leaf. T he  (binary) subtree distance rb is defined as th e  m in im um  num ber 
of su b tree  m odifications required to  o b ta in  a  tree  T\ from  T2. S im ilarly  as in  th e  general 
case th e  following p ropositions hold
LEMMA 5. The pair (T n6, r J) forms a  metric space. □
LEMMA 6. There is a  one-to-one correspondence between binary rooted trees on n 
leaves and random walks of length 2n — 2 .
Proof.
follows
Let T  €  Tn,u> = uoui • • • v2n_ 2. T h e  corresponding  ran d o m  w alk Ф is defined as
V>(0
' 0,
< <p(i — 1) +  1, 
. <P(* - 1) - I»
if i G {0 ,2n  — 2}
if Vi is a  leaf in  T
if V{ is an  in te rn a l vertex  in  T . Q
C om bining L em m a 2, Lem m a 6 a n d  T heorem  1 we get
THEOREM 5. Given Tl, T2 G Tb the underlying decision problem of computing r b(T 1, T2) 
is N P-complete. 0
I V .  L a b e le d  r o o t e d  t r e e s .  In  th is  section a  polynom ially  solvable class of b rack­
eting  problem s w ill b e  explored by m eans of labeled  ro o ted  trees. L et T  G Tn and  let 
шт b e  its  topological ordering. L et u s define on th e  set of vertices of T  a  labeling 
£ :  {uq, • • • , v n- i }  —> {0, . . . ,  n — 1} as follows :
if X = l>o
if vertex X occurs as th e  г- th  new  vertex  in  шт-
Let us suppose th a t  we axe given a  fixed labeling  £ on  {uo, . . . ,  un- i} -  Let denote the  
set of all labeled tre e s  on  n vertices w ith  th e  roo t uo a n d w ith  th e  sam e labeling £. Now 
we can  define a  s u b tre e  m odification d istance  betw een labeled ro o ted  trees from  T£ 
form ally  in the sam e  w ay as in th e  un labe led  case w ith  th e  only excep tion  th a t  now the  
labeling £ m ust b e  p reserved  by su b tree  m odifications. C learly L em m a 3 and  Lem m a 4 
can be  rew ritten  as follows :
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LEMMA ?. T h e  pair (Т£,т*) forms a  metric space. □
LEMMA 8 - There is a  one-to-one correspondence between T£ and random walks of 
length 2n — 2. □
L et us define tw o graphs
ft = (r.,B i), й - ( т «,е ,)
w here
{T i ,T 2} G -Ei О  т{Т\,Т2) = 1 for T i t T2 £ T n,
{ти т2} е Е 2 &  И(тьт2) =  1 f o r  ти т2 ет*.
I t is easy to  see th a t  (?2 is a  p ro p er subgraph  of . T h is  observation  justifies the  following 
th eo rem  :
THEOREM 6. Given Ti,T2 €  7^ , th e  problem of the computation of t*(Ti,T2) is 
polynomially solvable.
Proof. Let us consider th e  following algorithm  :
(S tep  1.) d o  traverse  th e  tree  T2 using  so-called b rea th -firs t search [7]
(S tep  2.) i f  childrens of th e  cu rren t vertex  of T\ an d  T2 axe different 
t h e n  u p d a te  locally th e  tree  T2 by T\ 
e n d o
T h e  loop involved in S tep 1 requires O(n) tim e, S tep  2 can be im plem ented  in  O (lo g n ) 
tim e  using search trees as d a ta  s tru c tu re s  for th e  feist search  and  u p d a te  in T\ and  in  T2. 0
I t is left to  th e  reader to  find an  exam ple which shows th a t  th e  a lg o rithm  outlined  above 
h as  <9(n) w orst case error ra tio  if it  is used  as an  approx im ation  for a  general b rack e tin g  
problem .
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C H O M S K Y  H I E R A R C H Y  A N D  C O M M U N I C A T I O N  C O M P L E X I T Y  H I E R A R C H Y
G A L I N A  K U M I C Á K O V Á
M a t h e m a t i c a l  I n s t i t u t e  
S l o v a c  A c a d e m y  o f  S c i e n c e s  
2 d a n o v o v a  6 ,  0 4 0  0 1  K o ë i c e  
C z e c h o s l o v a k i a
I . I N T R O D U C T I O N
T h e  c o m m u n i c a t i o n  c o m p l e x i t y  f o r  V L S I  i s  a  p o w e r f u l  t o o l  
f o r  p r o v i n g  l o w e r  b o u n d s  o n  V L S I  c i r c u i t s .  I t  i s  w e l l - k n o w n  
t h a t  t h e  c o m m u n i c a t i o n  c o m p l e x i t y  o f  a n y  l a n g u a g e  L p r o v i d e s  
d i r e c t  l o w e r  b o u n d  o n  t h e  a r e a  c o m p l e x i t y  o f  V L S I  c i r c u i t s  
r e c o g n i z i n g  L ,  a n d  t h a t  c o m m u n i c a t i o n  c o m p l e x i t y  s q u a r e d  
p r o v i d e s  d i r e c t  l o w e r  b o u n d  o n  t h e  c o m p l e x i t y  m e a s u r e  a r e a . t i m e  
s q u a r e d  ( A T 2 )  o f  V L S I  c i r c u i t s .
O r i g i n a l l y ,  t h e  c o m m u n i c a t i o n  c o m p l e x i t y  w a s  d e f i n e d  i n  
P a p a d i m i t r i o u  a n d  S i p s e r  [ 1 0 ]  a n d  i n v e s t i g a t e d  i n  s e v e r a l  
p a p e r s  [ 2 ,  3 ,  3 - 9 ,  1 1 ] .  I n f o r m a l l y ,  i t  c a n  b e  d e f i n e d  i n  t h e  
f o l l o w i n g  w a y .  S u p p o s e  a  l a n g u a g e  L s  ( [ 0 ,  1 }  )  h a s  t o  b e  
r e c o g n i z e d  b y  t w o  d i s t a n t  c o m p u t e r s .  E a c h  c o m p u t e r  r e c i e v e s  
h a l f  o f  t h e  i n p u t  b i t s ,  a n d  t h e  c o m p u t a t i o n  p r o c e e d s  u s i n g  s o m e  
p r o t o c o l  f o r  c o m m u n i c a t i o n  b e t w e e n  t h e  t w o  c o m p u t e r s .  T h e  
m i n i m a l  n u m b e r  o f  b i t s  t h a t  h a s  t o  b e  e x c h a n g e d  i n  o r d e r  t o  
s u c c e s s f u l l y  r e c o g n i z e  L n  ^ 0  , l ]  , m i n i m i z e d  o v e r  a l l  
p a r t i t i o n s  o f  t h e  i n p u t  b i t s  i n t o  t w o  e q u a l  p a r t s ,  a n d
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c o n s i d e r e d  a s  a  f u n c t i o n  o f  n ,  i s  c a l l e d  t h e  c o m m u n i c a t i o n  
c o m p l e x i t y  o f  L .
A n  i m p r o v e m e n t  o f  t h e  c o m m u n i c a t i o n  c o m p l e x i t y  m o d e l  w a s  
s u g g e s t e d  i n  A h o  a t  a l .  t 1 3  a n d  f o r m a l l y  d e f i n e d  a n dч
i n v e s t i g a t e d  a s  s o  c a l l e d  S - c o m m u n i c a t i o n  c o m p l e x i t y  i n
H r o m k o v i ö  [ Л З .  S i n c e  t h e  m o d e l  o f  S - c o m m u n i c a t i o n  c o m p l e x i t y
?
p r o v i d e s  u s e f u l  l o w e r  b o u n d s  o n  A a n d  A T  o f  V L S I  c i r c u i t s  i n  
m a n y  c a s e s  i n  w h i c h  t h e  o r i g i n a l  c o m m u n i c a t i o n  c o m p l e x i t y  
p r o v i d e s  n o  r e a s o n a b l e  l o w e r  b o u n d s  ( s e e  E 4 3  f o r  d e t a i l s )  w e  
s t u d y  t h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  i n  t h i s  p a p e r .
T h e  r e l a t i o n  b e t w e e n  c o m m u n i c a t i o n  c o m p l e x i t y  h i e r a r c h y  
a n d  C h o m s k y  h i e r a r c h y  w a s  s t u d i e d  i n  E 7 3 .  S - c o m m u n i c a t i o n  
c o m p l e x i t y  d i f f e r s  e s s e n t i a l l y  f r o m  t h e  c o m m u n i c a t i o n  
c o m p l e x i t y  i n  t h e  s e n s e  t h a t  t h e  r e s u l t s  f r o m  C 7 3  c a n n o t  b e  
d i r e c t l y  t r a n s f o r m e d  i n  o r d e r  t o  o b t a i n  t h e  r e l a t i o n  b e t w e e n  
S - c o m m u n i c a t i o n  c o p l e x i t y  h i e r a r c h y  a n d  C h o m s k y  h i e r a r c h y .  I n  
t h i s  p a p e r  w e  s h o w  t h a t  a l l  r e g u l a r  l a n g u a g e s  a r e  r e c o g n a z i b l e  
w i t h i n  c o n s t a n t  S - c o m m u n i c a t i o n  c o m p l e x i t y  b u t ,  f o r  a n y  
c o n s t a n t  c ,  t h e r e  i s  a  r e g u l a r  l a n g u a g e  w h i c h  c a n n o t  b e  
r e c o g n i z e d  w i t h i n  S - c o m m u n i c a t i o n  c o m p l e x i t y  l e s s  t h a n  c .  N e x t  
w e  s h o w  t h a t  t h e r e  a r e  h a r d  l a n g u a g e s  a c c o r d i n g  t o  t h e  C h o m s k y  
h i e r a r c h y  ( e . g .  o u t s i d e  t h e  c l a s s  o f  r e c u r s i v e l y  e n u m e r a b l e  
l a n g u a g e s )  w h i c h  c a n  b e  r e c o g n i z e d  w i t h i n  o n e  b i t  S - c o m m u n i c a ­
t i o n  c o m p l e x i t y .  T h e  m a i n  r e s u l t  i s  t h e  l i n e a r  l o w e r  b o u n d  o n  
S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  d e t e r m i n i s t i c  c o n t e x t - f r e e
l a n g u a g e .  I t  i m p l i e s  t h a t  V L S I  c i r c u i t s  n e e d  X l ( n )  a r e a  a n d  
о
r u n " )  a r e a . t i m e  s q u a r e d  c o m p l e x i t y  t o  r e c o g n i z e  d e t e r m i n i s t i c  
c o n t e x t - f r e e  l a n g u a g e  w h i c h  s o l v e s  a n  o p e n  p r o b l e m  o f  
H r o m k o v i c  m .
T h e  s t r u c t u r e  o f  t h e  p a p e r  i s  a s  f o l l o w s .  I n  S e c t i o n  2  t h e  
d e f i n i t i o n s  a n d  n o t a t i o n s  a r e  g i v e n .  T h e  r e l a t i o n  b e t w e e n  t h e  
C h o m s k y  h i e r a r c h y  a n d  t h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  h i e r a r c h y  
i s  s t u d i e d  i n  S e c t i o n  3 .
2 .  D E F I N I T I O N S  A N D  N O T A T I O N S
N o w ,  l e t  u s  f o r m a l l y  d e f i n e  t h e  S - c o m m u n i c a t i o n  c o m p l e x i t y
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i n  t h e  s a m e  w a y  a s  i n  £ 43 -  i n  t h e  p a p e r  N d e n o t e s  t h e  s e t  o f  
a l l  n a t u r a l  n u m b e r s  ( p o s i t i v e  i n t e g e r s ) .  F o r  n  €.  N ,  l e t  
E n }  = I T ,  Z ,  . . . .  n }  a n d  l e t  I A I , f o r  a  f i n i t e  s e t  A ,  d e n o t e  
t h e  n u m b e r  o f  e l e m e n t s  i n  A .
L e t  Y b e  a  s u b s e t  o f  E n ]  s u c h  t h a t  | Y |  = 2 m ,  f o r  s o m e  m .
A p a r t i t i o n  o f  E n ]  a c c o r d i n g  t o  Y i s  a  p a i r  1Г = ( S ^ ,  S j j ) ,  
w h e r e  S j  r v  = 0 ,  S j  и  S j j  = E n }  a n d  | S j  r \  Y |  = | S j j  r \  Y | = m .
We  d e n o t e  b y  X j  ( X j j ) -  t h e  i n p u t  w o r d  x  f r o m  1 0 ,  1$n  r e s t r i c t e d  
t o  t h e  s e t  S j  C S j j ) ,  a n d  w e  w r i t e  x  = T T H ( X j ,  x j j ) -
A p r o t o c o l  o n  n  i n p u t é  i s  a  t r i n i p l y  D n  = ( Y ,  , ф ) , w h e r e
( a )  Y i s  a  s u b s e t  o f  E n 3  a n d  | Y |  = 2 m ,  f o r  s o m e  m ,
( b )  T T  = ( S j ,  S j j )  i s  a  p a r t i t i o n  o f  L n ]  a c c o r d i n g  t o  Y ( w h i c h  
c o r r e s p o n d s  t o  t h e  p a r t i t i o n  o f  t h e  i n p u t  b i t s  f o r  t w o  
c o m p u t e r s ) ,
( c )  $  i s  a  f u n c t i o n  f r o m  (  \ 0 , и  1 0 ,  x  1 0 ,  1 ,  $ J *
t o  Ю ,  ' ! ] *  U  l a c c e p t ,  r e j e c t ]  w h i c h  h a s  t h e  f o l l o w i n g
p r e f i x - f r e e n e s s  p r o p e r t y :  f o r  a  g i v e n  s t r i n g  с  C  1 . 0 ,  1 ,  $ } *  
a n d  t w o  d i f f e r e n t  y ,  y *  e  { 0  , l ] ^ I ^  ( 1 0 ,  1 ] ^ I I ^  ф ( у  , c )
i s  n o t  a  p r o p e r  p r e f i x  o f  ф ( у ‘, c ) .  ( I n t u i t i v e l y , ф  d e s c r i b e s  
t h e  c o m m u n i c a t i o n  b e t w e e n  t h e  t w o  c o m p u t e r s . ) .
A c o m p u t a t i o n  o f  D o n  i n p u t  w o r d  x  i n  \ 0 ,  l ] n  i s  a  s t r i n g
с  = с- !  $ c 2 $  . . . c k $ c k + r  , w h e r e  к  »  0  , c . ( , . . . , c k  €  1 0  , l } *
c [<+ l e  l a c c e p t ,  r e j e c t } ,  a n d  s u c h  t h a t  f o r  e a c h  i n t e g e r  j ,
0 4  j  4 k ,  w e  h a v e
( 1 )  i f  j  i s  e v e n ,  t h e n  c j  +  -| = $ ( x j ,  c 1 $ c 2 $ . . . $ c ^  )  , a n d
( 2 )  i f  j  i s  o d d ,  t h e n  c j + i = $ ( x j j  , $ c 2 $ .  . . $ C j )  .
T h e  c o m p u t a t i o n  c  = c . j  $ c 2 $ . . . $ c k  +  1 i s  c a l l e d  a c c e p t i n g  i f f  
C | < +  -j = a c c e p t  a n d  t h e  l e n g t h  o f  t h i s  c o m p u t a t i o n  i s  t h e  t o t a l  
l e n g t h  o f  a l l  m e s s a g e s  c ^ ,  I é j i k  ( i g n o r i n g  $ ” s  a n d  f i n a l  
a c c e p t / r e j e c t ) .
T h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  D n  = ( Y ,  Т Г , ф ) ,  s h o r t l y
S C  (  Y , ТГ ,  ф ) ,  i s  t h e  m a x i m u m  o f  t h e  l e n g t h s  o f  a l l  c o m p u t a t i o n s
o f  D . n
We  s a y  t h a t  D n  c o m p u t e s  t h e  B o o l e a n  f u n c t i o n  h . :  1 0 ,  1 }  —*
1 0 ,  1 }  ( w i t h i n  S - c o m m u n i c a t i o n  c o m p l e x i t y  c )  i f ,  f o r  e a c h  
x  €  1 0 ,  l ] n , t h e r e  e x i s t s  t h e  c o m p u t a t i o n  o f  o n  i n p u t  w o r d  
x  ( o f  l e n g t h  a t  m o s t  c ) ,  a n d  i t  i s  a c c e p t i n g  i f f  h ( x )  = 1 .
T h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  h  a c c o r d i n g  t o  Y'  I s  
d e f i n e d  a s  S C ( h , Y )  = m i n  Ç S C  (  Y , 1 Г , $ )  I t h e  p r o t o c o l  ( Y ,  I T ,  %. )  
c o m p u t e s  h y ,  a n d  t h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  h  a s  
S C ( h )  = m a x t S C ( h ,  У )  | Y ç  Ç n 3  a n d  | Y f = 2 m f o r  s o m e  m ^ .  
O b v i o u s l y ,  f o r  e a c h  B o o l e a n  f u n c t i o n  h :  ^ 0 ,  1}  n  — > y o ,  1 ] ,
S C ( h )  4  n / 2  h o l d s  ( i n  f a c t ,  t h e  f i r s t  c o m p u t e r  m a y  s e n d  a l l  i t s  
i n p u t  b i t s  t o  t h e  s e c o n d  o n e ) .
L e t  L £  1 0 ,  b e  a  l a n g u a g e .  T h e  S - c o m m u n i c a t i o n
c o m p l e x i t y  o f  L i s  d e f i n e d  a s  a  f u n c t i o n  S C ,  f r o m  N t o  n o n -  
n e g a t i v e  i n t e g e r s  s u c h  t h a t  S C ^ ( n )  = S C ( h ^ ) ,  w h e r e  h n : \ 0 ,  1 )  
- » \ 0 ,  VJ , a n d  h ^ ( x )  = 1 i f f  x  e  L n \ 0 ,  l ] n .
L e t  f  b e  a  r e a l  f u n c t i o n ' d e f i n e d  o n  n a t u r a l  n u m b e r s .  We  
s a y  t h a t  L i s  r e c o g n i z a b l e  w i t h i n  5 - c o m m u n i c a t i o n  c o m p l e x i t y  
f  ( n )  , s h o r t l y  L e  S . C 0 M M ( f  ( n )  )  , i f  S C g ( n )  4  f ( n )  h o l d s  f o r  a n y  
n a t u r a l  n .  O b v i o u s l y ,  e a c h  l a n g u a g e  i s  r e c o g n i z a b l e  w i t h i n  
S - c o m m u n i c a t i o n  c o m p l e x i t y  n / 2 .  I n  £ 4 1  i t  i s  s h o w n  t h a t ,  f o r  
a l l  f u n c t i o n s  f :  N - »  N s u c h  t h a t  1 4  f ( n ) ^  n / 2 ,
S C 0 M M ( f . ( n ) - 1  )  ^  S C 0 M M ( f ( n ) ) .  S o ,  t h e  h i e r a r c h y  o f  l a n g u a g e s  
a c c o r d i n g  t o  S - c o m m u n i c a t i o n  c o m p l e x i t y  i s  o b t a i n e d .
B e f o r e  s t a r t i n g  o u r  s t u d y ,  w e  i n t r o d u c e  s a m e  n o t a t i o n .  F o r  
a  w o r d  w ,  #  ( w )  d e n o t e s  t h e  n u m b e r  o f  o c c u r e n c e s  o f  t h e  s y m b o l  
a  i n  w ,  f o r  a  r e a l  n u m b e r  x ,  L x J  (  Г x  "\ )  i s  t h e  f l o o r  ( c e i l i n g )  
o f  x ,  a n d  f o r  a  n o n n e g a t i v e  i n t e g e r  i ,  B I T L ( i )  i s  t h e  b i n a r y  
c o d e  o f  i  o n  j  b i t s  ( e . g .  В I N ^ ( 5 )  = 0  1 0  1 ) .
3 .  C H O M S K Y  H I E R A R C H Y  AND S - C O M M U N I C A T I O N  C O M P L E X I T Y
F i r s t ,  w e  s t u d y  t h e  S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  r e g u l a r  
l a n g u a g e s .
Ф
T h e o r e m  I . F o r  e a c h  r e g u l a r  l a n g u a g e  L £  ( 0 ,  1 }  t h e r e  
e x i s t s  a  c o n s t a n t  c  s u c h  t h a t  L €  S C O M M ( c ) .
P r o o f .  L e t  L £  \ 0 , 1 } *  b e  a  r e g u l a r  l a n g u a g e .  T h e n  
t h e r e  e x i s t s  a  d e t e r m i n i s t i c  f i n i t e  a u t o m a t o n  A r e c o g n i z i n g  L 
a n d  h a v i n g  s  s t a t e s  q g ,  q ^ , . . . ,  q  - j ,  f o r  s o m e  s .  We  s h o w  
t h a t  L  €.  S C O M M ( c ) ,  w h e r e  c  = T l o g 2  s i .
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L e t  n  t r e  a  n a t u r a l  n u m b e r  a n d  l e t  Y = { i ^  , 1 « ,  . . . Í 2m í ,
w h e r e  i |  <  <  . . .  <  ± 2m > b e  a  s u b s e t  o f  C n 3 .  W e  c o n s i d e r  t h e
p r o t o c o l  D n  = ( Y ,  Т Г , $ ) ,  w h e r e  ТГ = ( S ^ ,  S ^ j )  i s  t h e  p a r t i t i o n  
o f  t n 3  a c c o r d i n g  t o  Y s u c h  t h a t  S j  = L i m ’3  a n d  f o r  a l l  x  i n  
\0, 131 m , y  i n  £ o ,  l l n _ 1 m , j  i n  \ 0 ,  I ,  s - I }
§ ( x ,  S, )  = B I N  ( i )  i f f  A c o m p u t i n g  o n  x  e n d s  i n  t h e  s t a t e  q .  ,
<f  ( y ,  B I N c  (  j  )  )  = a c c e p t  ( r e j e c t )  i f f  A b e g i n n i n g  t o  c o m p u t e  
o n  y  i n  t h e  s t a t e  e n d s  t h e  c o m p u t a t i o n  i n  a n  a c c e p t i n g  
( u n a c c e p t i n g )  s t a t e .
I t  i s  e a s y  t o  s e e  t h a t  t h e  p r o t o c o l  D = ( Y ,  T V , $ )
L nc o m p u t e s  f u n c t i o n  h n  w i t h i n  S - c o m m u n i c a t i o n  c o m p l e x i t y  c .  Q
T h e o r e m  2 .  F o r  a l l  n a t u r a l  c  t h e r e  e x i s t s  a  r e g u l a r  
l a n g u a g e  L s u c h  t h a t  L d o e s  n o t  b e l o n g  t o  S C ü M M ( c ) .
P r o o f .  L e t  c  b e  a  n a t u r a l  n u m b e r  a n d  l e t  u s  c o n s i d e r  
t h e  r e g u l a r  l a n g u a g e  L =  j x  G  £ 0 ,  1 \* | t t . ( x )  = 2 C +  } .  We  p r o v e  
b y  c o n t r a d i c t i o n  t h a t ,  f o r  n  = 2  a n d  Y = £ n l ,  S C ( . h ^ ,  Y )  >  c  
h o l d s ,  w h i c h  i s  s u f f i c e d  t o  p r o v e  t h e  a s s e r t i o n .
L e t  t h e r e  e x i s t s  t h e  p r o t o c o l  D = ( Y ,  1 Г ,  $ ) ,  TV = ( S T , S T T ) ,
c + 2  I п г r i
n  = 2  , c o m p u t i n g  h ^  w i t h i n  S - c o m m u n i c a t i o n  c o m p l e x i t y  c .
T h e n  t h e  n u m b e r  o f  a l l  a c c e p t i n g  c o m p u t a t i o n s  o f  D n  i s  a t  m o s t
2 C + 1  -  1 ( b e c a u s e  o f  t h e  p r e f i x - f r e e n e s s  p r o p e r t y  o f  $ ) .
C o n s i d e r  2 C + I  +  1 d i s j o i n t  n o n e m p t y  c l a s s e s  L ^  = £ x  e  £ 0 ,  l ] n  1
# 1( x  j )  = i  a n d  # т ( х Х 1 )  = 2 C +  1 -  i } ,  i  = 0 , 1 ,  . . . ,  2 C + I , o f  t h e
w o r d s  f r o m  L .  T h e r e  e x i s t  t w o  i n p u t  w o r d s  x  i n  L ^  a n d  у  i n  L ^ ,
i  ^  j ,  h a v i n g  t h e  s a m e  a c c e p t i n g  c o m p u t a t i o n .  T h e n  t h e
c o m p u t a t i o n  o f  D n  o n  i n p u t  w o r d  z  = 1V \ X j ,  Y j j )  i s  t h e  s a m e ,
i . e .  a c c e p t i n g ,  a l t h o u g h  z  d o e s  n o t  b e l o n g  t o  L .  S o ,  w e  h a v e
a  c o n t r a d i c t i o n .  □
*
We  o b t a i n e d  t h a t  a l l  r e g u l a r  l a n g u a g e s  c a n  b e  r e c o g n i z e d  
w i t h i n  c o n s t a n t  S - c o m m u n i c a t i o n  c o m p l e x i t y  b u t  t h e r e  i s  n o  
c o n s t a n t  c  s u c h  t h a t  t h e  f a m i l y  o f  a l l  r e g u l a r  l a n g u a g e s  i s  
i n c l u d e d  i n  S C O M M ( c ) .  N e x t  t h e o r e m  s h o w s  t h a t  m u c h  m o r e  
l a n g u a g e s  b e l o n g  t o  S C 0 M M ( 1 ) .
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T h e o r e m  3 .  E a c h  l a n g u a g e  L £  $ 0 ,  1 ] *  s u c h  t h a t  L i n v o l v e s  
a t  m o s t  o n e  w o r d  o f  l e n g t h  n ,  f o r  a l l  n ,  b e l o n g s  t o  S C O M M ( l ) .
P r o o f .  L e t  L г» £ 0 ,  1 J  n  i n v o l v e s  t h e  w o r d  x .  F o r  a n y  
Y £  С п з ,  I Y I = 2 m ,  a n d  a  p a r t i t i o n  ( S  ^ , S j j )  o f  C n ]  a c c o r d i n g  
t o  Y ,  w e  c a n  i n f o r m a l l y  d e s c r i b e  t h e  f u n c t i o n  $  a s  f o l l o w s .
T h e  f i r s t  c o m p u t e r  r e j e c t s  i n  t h e  c a s e  t h a t  i t s  i n p u t  
x  £  Í 0 ,  1}  I s 1 1 d i s a g r e e s  w i t h  X j  . I f  t h e  i n p u t  x  a g r e e s  w i t h  
X j  , i t  s e n d s  t h e  m e s s a g e  1 t o  t h e  s e c o n d  c o m p u t e r  w h i c h  
a c c e p t s  ( r e j e c t s )  i f  i t s  i n p u t  a g r e e s  ( d i s a g r e e s )  w i t h  X j j . □
C o r o l l a r y  1 .  E a c h  l a n g u a g e  L £  £ 0 ] *  ( £ l l * )  b e l o n g s  t o  
S C O M M ( l ) .  □
C o r o l l a r y -  2 .  T h e r e  e x i s t s  a  l a n g u a g e  w h i c h  i s  n o t  
r e c u r s i v e l y  e n u m e r a b l e  a n d  b e l o n g s  t o  S C O M M ( l ) .  q
C o n s i d e r i n g  T h e o r e m  3  a n d  i t s  c o r o l l a r i e s  w e  o b t a i n  t h a t  
t h e r e  a r e  h a r d  l a n g u a g e s  a c c o r d i n g  t o  t h e  C h o m s k y  h i e r a r c h y  
w h i c h  a r e  r e c o g n i z a b l e  w i t h i n  S - c o m m u n i c a t i o n  c o m p l e x i t y  1 .  
F u r t h e r ,  w e  s o l v e  a n  o p e n  p r o b l e m  o f  H r o m k o v i ő  1 7 ]  p r o v i n g  
a  l i n e a r  l o w e r  b o u n d  o n  S - c o m m u n i c a t i o n  c o m p l e x i t y  o f  a  
d e t e r m i n i s t i c  c o n t e x t - f r e e  l a n g u a g e .
T h e o r e m  4 .  T h e r e  e x i s t s  a  d e t e r m i n i s t i c  c o r r t e x t - f  r e e  
l a n g u a g e  L s u c h  t h a t  S C ^ ( n )  >/ w/'bl -  1 / 2 ,  f o r  a l l  s u f f i c i e n t l y  
l a r g e  n a t u r a l  n u m b e r s  n .
P r o o f .  L e t  u s  c o n s i d e r  t h e  f o l l o w i n g  d e t e r m i n i s t i c  
c o n t e x t - f r e e  l a n g u a g e
L = [ 0 w - | 0 w 2 0 .  . . 0 w a _ 1 0 w g 1 b 0 w a 0 w a _ 1 0 .  . . 0 w 2 0 w 1 1 fc (
a ,  b ,  c  > 1 ,  w ^  e  £ 0 ,  1 }  f o r  i  = 1 ,  2 ,  . . . ,  a ] .
L e t  n  b e  s u f f i c i e n t l y  l a r g e  n a t u r a l  n u m b e r ,  l e t  г  b e  e v e n  o n e  
o f  t h e  n u m b e r s  L n / 8 ] ,  l n / 8 i  -  1 ( i . e .  8 r  4  n )  a n d  l e t  Y d e n o t e  
t h e  s e t  { 2 ,  4 ,  6 ,  . . . ,  2 r ]  o f  s i z e  r .  A s e t  \ i ,  j ] ,  i , j  £  £ n l ,  
i  /  j ,  i s  s a i d  t o  b e  d i v i d e d  b y  a  p a r t i t i o n  I T  = ( S j ,  S j j )  o f  
[ n ]  i f f  n e i t h e r  S j  n o r  S j j  i n v o l v e s  b o t h  i  a n d  j .  F i r s t ,  w e  
w i l l  f o r m u l a t e  a  L e m m a ,  t h e n  c o n s i d e r i n g  t h i s  a s s e r t i o n  w e  w i l l  
p r o v e  T h e o r e m  4 ,  a n d  f i n a l l y  t h e  L e m m a  w i l l  b e  p r o v e d .
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L e m m a . F o r  a n y  p a r t i t i o n  ТГ o f  [ n }  a c c o r d i n g  t o  Y t h e r e  
e x i s t s  a  n a t u r a l  n u m b e r  m ,  2 r  <  m <  6 r ,  s u c h  t h a t  a t  l e a s t  r / 4  
o f  t h e  s e t s  $ 2 i ,  m + 2 r - 2 i + 2 } ,  i  = 1 ,  2 ,  r ,  a r e  d i v i d e d  b y
t h e  p a r t i t i o n  ТГ.
N o w ,  w e  s h o w  b y  c o n t r a d i c t i o n  t h a t  t h e  S - c o m m u n i c a t i o n  
c o m p l e x i t y  o f  e a c h  p r o t o c o l  D = ( Y ,  1 Г , . $ )  c o m p u t i n g  i s  a t
l e a s t  r / 4 ,  w h i c h  p r o v e s  T h e o r e m  4  ( r / 4  ^  n / 3 2
D _ 'IT ----------
1 / 2 )  . S o , l e t
n  = ( Y ,  1 Г ,  4 0  b e  a  p r o t o c o l  c o m p u t i n g  h ^  w i t h i n  S - c o m m u n i c a ­
t i o n  c o m p l e x i t y  к  -  1 <  r / 4 ,  к  £  N .  T h e n  t h e r e  e x i s t s  a t  m o s t  
2  -  '! a c c e p t i n g  c o m p u t a t i o n s  o f  t h i s  p r o t o c o l  o n  t h e  i n p u t
w o r d s  X £  Í . 0 ,  T } n A c c o r d i n g  t o  L e m m a  t h e r e  e x i s t s  m ,
2 r  <  m
j  = 1 ,
<  6  г
2 , .
a n d  t h e r e  e x i s t  i .. i .  s u c h  t h a t ,  f o r  a l l
. ,  k ,  i j  i s  e v e n ,  2  i  i ^  2 r  a n d  t h e  s e t  
$ i j ,  m + 2 r - i j  +  2 }  i s  d i v i d e d  b y  TF.
L e t  z s  = z ^ z ^ . - . z ^  , f o r  s  = I ,  2 ,  . . . ,  2 ^ ,  b e  a l l  w o r d s  
f r o m  Í 0 ,  1 } ^ .  F o r  e a c h  s  i n  [ 2 k J  t h e  f o l l o w i n g  w o r d
C S S S i - ,• - y n  b e l o n g s  t o  LУ ,У 2
V i,
A  
A
^m + 2 r - i ^  +2 = z s  J
f o r  a l l  j  = 1 ,  2 ,  . . . ,  k ,
1 ,  f o r  a l l  n a t u r a l  t  s u c h  t h a t  2 r <  t £  m o r  m + 2 r  <  t  i  n ,  
0 ,  o t h e r w i s e .
c
T h e r e  e x i s t  s  a n d  s '  , s  i s *  , s u c h  t h a t  у  a n d  у  h a v e  t h e  s a m e  
a c c e p t i n g  c o m p u t a t i o n  o f  D a n d  s o ,  t h e  c o m p u t a t i o n  o f  D o n  
t h e  w o r d  T T ( y j ,  Y j j )  i s  a l s o  a c c e p t i n g .  I t  i s  n o t  d i f f i c u l t  t o  
s e e  t h a t  t h i s  w o r d  d o e s  n o t  b e l o n g  t o  L .
P r o o f  o f  L e m m a .  L e t  b e  a  p a r t i t i o n  o f  L n T  a c c o r d i n g  
t o  Y .  L e t  u s  c o n s i d e r  t h e  г  x  г  m a t r i x  A = l l a ^ . l l  s u c h  t h a t ,  f o r  
a l l  i ,  j  = I ,  2 ,  . . . ,  r ,  a ^ j  = 1 ( 0 )  i f f  t h e  s e t  \ 2 i , 6 r - 2 j  +  2 ]  
i s  ( n o t )  d i v i d e d  b y  ТГ.  We  n o t e  t h a t  e x a c t l y  r / 2  e l e m e n t s  f r o m  
[ 2 ,  4 ,  6 ,  . . . ,  2 r  ]  = Y b e l o n g  t o  ( S j j )  a n d  s o ,  e x a c t l y  r ^ / 2  
e l e m e n t s  o f  m a t r i x  A a r e  e q u a l  t o  1 .  C o n s i d e r  t h e  p a r t i t i o n  o f  
e l e m e n t s  o f  A i n t o  2 r  -  1 f o l l o w i n g  s e t s
A q  = ' ^ a i i  +  q  I 1 £  C r _ q : ! ^  f o r  a l l  q  = 0 ,  1 ,  . . . ,  r - 1 ,
A q  = i  a i i  +  q  I 1 £  2 - q > • • • ’ Г * Ь  f o r  a l l  q  = - I ,  - 2 ,
. .  . ,  - ( r - 1  )  .
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T h e r e  m u s t  e x i s t  a n  i n t e g e r  p ,  — ( г  — 1 )  <  p  <. г - l  , s u c h  t h a t  a t
l e a s t  r / 4  e l e m e n t s  f r o m  A a r e  e q u a l  t o  1 ,  i . e .  t h e r e  e x i s t  a t
P
l e a s t  r / 4  s u b s c r i p t s  i  f r o m  £ r 3 s u c h  t h a t  t h e  s e t
£ 2 i ,  6 r - 2 p - 2 i  +  2 ]  i s  d i v i d e d  b y  T T . T h u s ,  w e  c a n  t a k e  m = 4 г - 2 р .  О
C o r o l l a r y .  T h e r e  i s  a  d e t e r m i n i s t i c  c o n t e x t - f r e e  l a n g u a g e
2 2r e q u i r i n g  l i n e a r  a r e a  a n d  A T  = i l ( n  )  t o  b e  r e c o g n i z e d  o n  a n y  
V L S I  c i r c u i t .  □
We  c o n c l u d e  t h i s  p a p e r  w i t h  t h e  n o t e  t h a t  t h e r e  a r e  t h e  
h a r d  ( s i m p l e )  l a n g u a g e s  a c c o r d i n g  t o  t h e  C h o m s k y  h i e r a r c h y  
w h i c h  a r e  s i m p l e  ( h a r d )  a c c o r d i n g  t o  t h e  S - c o m m u n i c a t i o n  
c o m p l e x i t y  h i e r a r c h y  a n d  s o ,  t h e r e  i s  n o  s u b s t a n t i a l  c o h e r e n c e  
b e t w e e n  t h e s e  h i e r a r c h i e s  o f  l a n g u a g e s .
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W mSL BOUND FOR LINEAR SYSTOLIC ARRAYS 
Dana Pardubská
Department of Theoretical Cybernetics 
Comeniue University  
842 15 Bratislava  
Czechoslovakia
1. Introduction
We consider a special type of one dimensional sy s to lic  
arrays that belong to most studied VLSI computation models 
[1 ,2 ,4  -  7Ü • The ’’special type” means that we have only one 
input/output processor, fixed timing o f input and real-tim e  
computation. This model, called  two-way linear sy s to lic  auto­
maton, has been shown to be quite powerful. For example in  
[33  i t  i s  shown that the languages coding symmetric, monotone, 
linear and se lf-d u a l Boolean functions can be recognized by 
th is  device.
An open problem has appeared -  to find a sp ec ific  langu­
age that cannot be recognized by two-way linear s y s to lic  au -  
tomaton. The communication complexity approach providing the 
lower bound technique for VLSI cannot help in th is case. The
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bestknown s im u la tio n  o f f (n ) - t im e  l i n e a r  s y s to l ic  a r ra y  by Tu­
r in g  machines i s  f ^  n ) . So the  low er bounds o b ta in ed  fo r  Turing 
machines t i l l  now do not p rov ide any low er bound f o r  two-way 
l in e a r  s y s to l ic  autom aton.
We develop a sim ple techn ique ' th a t  enables u s to prove 
th a t  the s p e c if ic  language cannot be recognized  on l in e a r  sy s­
t o l i c  a r ra y s .
The two-way l in e a r  s y s to l ic  autom aton i s  a l i n e a r  a rray  
o f p ro cesso rs w ith  two-way communication and one in p u t /  ou tpu t 
p ro cesso r isee  f i g . l . ) .  The p ro ce sso rs  are working s im u lta  -  
neously  in  d i s c r e te  tim e. The in p u t word w = • • • an 18
inputed  in to  th e  automaton one symbol a f t e r  the o th e r ; th e  i - t h  
symbol a^ in  th e  time u n i t  i .  The autom aton i s  co n s id e red  to  
work in  r e a l  t i m e , i . e .  o u tp u t i s  o b ta in ed  in  the time u n i t  n+1.
D e f in it io n  A two-wav l i n e a r  s y s to l ic  automaton 2LS i s  a 
5 - tu p le  A = ( T , £  ,Г  , & , ) t where
T i s  a t r e l l i s  as  in  f i g . l ,
£  i s  a nonempty f i n i t e  s e t  c a lle d  th e  inpu t a lp h ab e t 
Г . Г с Г  i s  a nonempty f i n i t e  s e t  c a l le d  the o p e ra tin g  a lpha­
bet
'сГс  Г1 i s  the s e t  o f accep tin g  symbols 
Г; Г к Г - ^ ГХ Г i s  the t r a n s i t i o n  fu n c tio n  o f A.
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With re s p e c t to  th e  s t r u c tu r e  o f  autom aton we can co n s id e r  
th e  p ro cesso rs  to  be la b e l le d  -  pQ i s  th e  in p u t/o u tp u t p roces­
s o r ,  ) ie  the  r i g h t  ( l e f t )  neighbour o f  the p ro ­
c e s s o r  p ^ , i  > 0 .
I t  can e a s i ly  be shown th a t  the r e s t r i c t i o n  <$Ya,b)= (c ,c) 
l /a ,b  6 .Г changes no th ing  in  the com pu ta tional power o f 2LS 
( in s te a d  o f  5"(a,b) = ( s , r )  we can assume an o th e r t r a n s i t i o n  
fu n c tio n  S'* such th a t  £f*( a ,b  ) = ((в , r  ) , ( в , r  )) and
*r i ) , ( s 2 , r 2 )) = ( T f r ^ s ^  h o ld )  . T h is enables u s  
to  denote by 0 t ( i ) the  o u tp u t o f  th e  p ro cesso r p^ in  the t i ­
me u n i t  t .
In  what fo llow s p£(2LS) denotes th e  fam ily  o f  languages 
recogn ized  by 2LS autom ata.
2 .R e su lts
Now we a re  going to  g iv e  the  main r e s u l t  o f  th i s  paper. 
F ir s t ly ,w e  d e s r ib e  the language fo r  which we show not to be 
reco g n izab le  by 2LS au tom ata.
Let us co n s id e r th e  s e t  o f words Wn = £w<£ [ 0 , l } * / |w l =  
n C N )  • I t  i s  q u ite  n a tu r a l  to  reg ard  eacn word °6é.Wn as a 
code o f  a Boolean fu n c tio n  o f n v a r ia b le s .  O bviously th e re  i s  
o n e-to -o n e  r e l a t io n  between Boolean fu n c tio n s  o f n v a r ia b le s  
and th e  words from W .T hat i s  wny we can denote by f  tne11 W
Boolean fu n c tio n  coded by w £ l n , Now we are  ready  to  d e sc r ib e  
th e  language o f  our i n t e r e s t :
L = { wv £ {0,1}* /  I w I = 2 1V| , f w(v) = l )  .
The fo llow ing  o b se rv a tio n  i s  sim ple bu t im p o rtan t.
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O bservation  L et 2L5 autom aton A works on the in p u t word w, 
w = Then the o u tp u ts  0 t ( i )  , t + i > m + l  have no in f lu ­
ence on the o u tp u t of autom aton in  the  tim e u n i t  m+1.
Now we a re  ready  to  prove the fo llo w in g  r e s u lt*
Theorem L does n o t belong, to  <£(2LS ) •
P ro o f: We sh a l prove th is  a s s e r t io n  by con trad ic tio n .A ssu m in g  
th a t  th e re  i e  a 2LS autom aton A= (T , Г  t (f ,Pa ) th a t  ac -  
c e p ts  the language L,we s h a l l  c o n s tru c t two d i f f e r e n t  words 
which a re  both accep ted  by A w hile one o f  them i s  from L and 
the  second one i s  n o t.
We s h a l l  deno te  by C^ . ( m, t  ) ,re e p . C ( m ,t ) , i f  i t  causes 
no co n fu sio n , th e  m -tuple o f  p ro cesso rs  p ^ , i ^ m ,  o f  2LS au to­
maton A working on the in p u t word u /  in  tim e u n i t  t .  We s h a l l  
a lso  use the n o tio n  o f m -su b co n fig u ra tio n  fo r  t h i s  m -tu p le .
I t  i s  c le a r  th a t  th e  number o f  d i f f e r e n t  m -subconfigu ra tions 
i s  a t  most ! Г |т . We can c o n s id e r  them to  be o rd e re d ^ (O fn ^ t))  
w i l l  denote th e  o rd e r  o f th e  m -su b co n fig u ra tio n  C(m, t )  in  the  
o rd ered  sequence o f  m -eu b co n fig u ra tio n s.
N ow ,let us p a r t i t i o n  th e  c la s s  WR in to  th e  eu b c lasse  ac­
co rd ing  to С^Гп,2п+1) as fo llo w s:
S ince the  number o f  d i f f e r e n t  Boolean fu n c tio n s  o f  n v a r ia b le s
i s  2^ , th e re  h as  to  be ( f o r  s u i ta b le  n ) an in te g e r  i  such 
th a t  co n ta in s  two d i f f e r e n t  words w ,u .T h ere fo re  th e  word 
< ^ e { o , l }  n fo r  which f w^O f  f  = 1 i s  tru e  has to  ex is te  
( th e  d i f f e r e n t  words from Wn code d i f f e r e n t  Boolean fu n c tio n s  
o f  n v a r ia b le s ) .
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Now l e t  ue co n s id e r  two words w<>£ and u<>C ; oC ,w,u a re  th o se
e e rv a tio n  th i s  im p lie s  th a t  2LS autom aton A cannot d i s t i n  -
The 2LS autom aton works in  the  s h o r te s t  p o s s ib le  time* 
S ince an autom aton based on l in e a r  s y s to l i c  a r ra y  w ith  two-way 
communication i s  as pow erful as T uring  machine i t  i s  q u ite  na­
tu r a l  to  co n s id e r  autom ata working in  a longer tim e.
Let 2LS-f(m) denote a 2LS autom aton working in  time f ( m ) , 
f:N->N,m i s  the  le n g th  o f the  in p u t w ord,f(nO ^ m.Then th e  f o l ­
lowing co ro la ry  h o ld s .
C oro lary  L ^£(2L S  -  (Tm + maD) ,a  é < 0 , l ) .
P ro o f: I t  i s  s u f f i c i e n t  to  r e a l iz e  t h a t  i f  a 2LS -  f im) au to ­
maton A reco g n izes  the in p u t word w=w^...wm, th en  the o u tp u ts  
O ^fi) , i>  b + f(m) have no in f lu en c e  on the o u tp u t o f  automa­
to n  A in  the tim e u n i t  t+b.Now the p ro o f  can be done analogous 
to  th a t  o f  Theorem:
-  th e  p a r t io n in g  o f  the  c l a s s  in to  the  su b c la sses  must be 
done according  to  C^(n+ Г(п+2П) a7 ,2n+ l ) in s te a d  o f  Gfn,2n+ l ) j
-  th e  ex is ten c e  o f  an in te g e r  i  such th a t  co n ta in s  two d i f ­
f e r e n t  words i s  g u aran ted  by v a l id i ty  o f
n+ l)  h o ld s . By ob-
g u ish  woC and u oC which c o n tra d ic ts  th e  f a c t  th a t  vcC 4 L and 
u < e L.
□
2
0 £ lim --------—
n->oo 22n
4  lim
n-DOо
= О, н е  ^ 0 ,1 )  .
2n □
We note t h a t  the  d esc rib ed  tech n iq u e  can be a lso  used 
in  th e  cases  when the 1 - th  p ro cesso r o f  l in e a r  a rray  o f p ro -
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ce sso rs  w ith  two-way communication Пае co n s tan t number o f 
"neighbours'* i . e .  th e re  i s  a co n s ta n t к euch th a t  cannot
comminicatee w ith  the p ro ce so r  p . ,  j  4 i - k  or j  > i+k  .
J
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A b s t r a c t .  We d iscuss the complexity measures 
Var, Prod, and Symb for  Indian p ara lle l languages.
1. INTRODUCTION AND PRELIMINARIES
A good rev iew  about th e  th e o ry  o f d e s c r ip t io n a l  com ple­
x i t y  o f c o n te x t - f r e e  lan g u ag es  i s  g iv en  in  [ b j . I t  i s  s t a t e d  
t h a t  th e  knowledge abou t d e s c r ip t io n a l  co m p lex ity  o f o th e r  
f a m i l ie s  o f  lan g u ag es i s  v e ry  sm all in  r e l a t i o n  to  th e  s i t u a ­
t i o n  o f c o n te x t - f r e e  la n g u ag es . For t h i s  re a so n  in  t h i s  p a p e r  
we s tu d y  some c l a s s i f i c a t i o n s  o f  In d ian  p a r a l l e l  la n g u ag es . 
In d ia n  p a r a l l e l  lan g u ag es  (IPL) and In d ia n  p a r a l l e l  grammars 
(IPG) were f i r s t  in v e s t ig a te d  in  and f1C>7 . I t  i s  assum ed 
t h a t  th e  r e a d e r  i s  f a m i l i a r  w ith  b a s ic  c o n c e p ts  co n cern in g  
fo rm al language th e o ry .  We r e f e r ,  f o r  in s t a n c e ,  to  [71.
An In d ia n  p a r a l l e l  grammar G i s  a 4 - tu p le  (N, T, P , S) 
where N i s  th e  a lp h a b e t o f n o n te rm in a ls , T i s  th e  a lp h a b e t o f  
te m in a ls ,  N nT  = 0 , N uT  = V, P i s  th e  s e t  o f  p ro d u c tio n s , 
and S e N i s  th e  i n i t i a l  n o n te rm in a l. A word w1 o v er V g en e­
r a t e s  a word w2 (w1= ^ w 2 ) i f  and on ly  i f
i )  w1 = XqAx^A. ..A x n where Ae N, (VV^A})* f o r
1. — 0 , 1  ,  « • * , n ,
i i )  w2 = XqWX-jW. . ,wxn , and
i i i )  A—>w i s  in  P.
The In d ia n  p a r a l l e l  language g e n e ra te d  by th e  IPG G i s  «-defined 
by L(G) = fw € T*: S=S»w} w here £> d en o te s  th e  r e f le x iv e  and 
t r a n s i t i v e  c lo s u re  of th e  d i r e c t  d e r iv a t io n  =*> . I f  i t  i s  n o t 
s t a t e d  o th e rw ise , then  grammar and language a re  s ta n d in g  f o r  
In d ia n  p a r a l l e l  grammar and In d ian  p a r a l l e l  lan g u ag e , re s p e c ­
t i v e l y .
A gram m atical co m p lex ity  m easure К i s  a mapping from th e  
s e t  o f  IPG in to  th e  s e t  o f  n a tu r a l  num bers. L et f u r th e r  
K(L) = min [K (G ): G i s  an IPG, L(G) = L j.  In  t h i s  p ap e r we 
in v e s t ig a te  some c l a s s i f i c a t i o n s  w ith  r e s p e c t  to  th e  s iz e  o f 
an IPG. For an IPG G =. (N, T, P, S) we d en o te  by Var(G) th e  
number o f i t s  n o n te rm in a ls  and by Prod(G-) th e  number o f i t s  
p ro d u c tio n s .  Symb(G) i s  th e  number o f sym bols, i .  e .
Symb(G) = W  + 2 ) .
We s h a l l  show th a t  th e  d e fin e d  m easures a re  co n n ec ted , 
i .  e .  f o r  each n a tu r a l  num ber n , th e re  i s  an IPL L such th a t  
K(L) = n . In  th e  second p a r t  we s h a l l  show t h a t ,  in  g e n e ra l ,  
f o r  g iv en  n € N and g iven  IPG G, i t  i s  u n d e c id a b le  w hether o r  
no t K(L(G)) = n . F or r e s u l t s  o f ana logous problem s co n cern in g  
c o n te x t- f r e e  la n g u ag es , see  [2j , [3] , [4] , [5] . Because o f 
space l i m i t a t i o n  n o t a l l  p ro o fs  a re  co m p le te . A f u l l  v e rs io n  
and f u r th e r  - r e s u l t s  w i l l  a p p e a r  ( ЩJ ) .
2 . CONNECTIVITY
In  t h i s  s e c t io n ,  we s h a l l  show th a t  th e  d e f in e d  comple­
x i ty  m easures a re  co n n ec ted . F i r s t  we prove a u s e fu l  lemma.
Lemma 2 .1 . Let p be a p rim e number and Lp = £ap : i i  0}.
Then Symb(Lp ) = p + 5.
P ro o f . Let G = (N, T, P , S) be a reduced  IPG g e n e ra tin g
F
L w ith  Symb(L ) =• Symb(G ) .  Because L i s  a language o v er an
•  A  *  A
o n e - l e t t e r - a lp h a b e t ,  we can renounce th e  o rd e r  o f l e t t e r s  in
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a-w ord w e V*. T h e re fo re , w ith o u t lo ss , o f g e n e r a l i ty  we w r i te
'X° A2;1 AÍ" ,AX* f o r  a d e r iv a t io n  =5> w where
9 • • • £ II •
Л 1 ~ Л 1 2
# a (w) = i Q and ^ ( w )  = i j  f o r  j  = 1
Because L i s  n o t a CFL, th e re  must be a n o n te rm in a l P -
A 6 N w hich ap p ea r in  fo llo w in g  d e r iv a t io n s  S ^A ^*  w here
k Q ^ 0 , k^ i  1 and A ^ a m°Am'< where mQ a 0 , m.j i  1 ( i f  mQ = 0 , 
th e n  m1 > 2 ) .  Let f u r t h e r  {anj  £G(A) f o r  some n i l .  Then th e
fo llo w in g  d e r iv a t io n s  a re  p o s s ib le :  
S =Фа^° Ak*
S akfl Ak"=^> ak° ( a“1* Am<f )k'f
^ a ^ C a 11) ^ = a P
Slo
S„
^ a k e(am«am^ n )k^ - a P  1
8/
•  •  » •
S 4» a ^  Ak' Í  ak« ( am‘ a®* . . .  a“» " i  A"4 ) Í
4 > а к< Ч а ^ а т »т ' . . . а ^ < > ш*п )к< = ap ' where
f o r  i  £ 0. I f  we co n s id er- th e  te rm in a l  words o f above d e r iv a ­
t i o n s ,  we g e t f o r  s . ,  j  i . 0 th e  fo llo w in g  e q u a l i t i e s :
а V
8 . 2. S . -1 1+1
k 0  +  k l n  = P and
+ k^CniQ + m0m1 + . . .  + т 0т | " '+  m*n) = p8* f o r  i  >.1. 
t h i s  - р 8,'*< -  p 3' = k^m^CmQ + m^n -  n ) and w ithProm
p 8* -  p8* = ^ ( т 0 + m^n -  n). f i n a l l y
p 3;~  -  P3' = m*(p3< -  p 3* ) (1 )
fo llo w s . E s p e c ia l ly ,  f o r  i=1 w e-get p 8* -  p3-* = m ^ p 8^ -  p 8° ) .  
Because o f s 0 < s 1 < s 2 th e n  p8* ” s° -  p 8* -00 = m1 (p 8'f “ Se>-  1)
and f u r th e r  p8*""Si’+ m^  = (m  ^ + 1 )р 8-< ” 8e . S ince p s 'r "’3e c l e a r l y  
d ev id es  p 8* “ 3®, p 8',-Sc’ m ust devide m1 , to o . T h e re fo re , т^*р
f o r  some m > 0 . From (1 ) th e n  p8'* ' -  p S/ = p^Cp-8* — p8®) and
f u r t h e r  ps^ - im -  p8«‘ " im = p8* -  p 8® . But th en  p 8»+<-lm = p s*
and psi " im -  p8« must be and we f i n a l l y  g e t p 8' = (pm) i p 3° .
Because o f s i  > s Q m i l  must h o ld . We have shown now th a t  f o r
a l l  d e r iv a t io n s  o f G,, o f th e  s t r u c tu r e  A ^ > amQ-Am:f m.,=pm f o rP I
some m i l  must h o ld .
In  t |je  second p a r t  we s h a l l  show th a t  f o r  th e  d e r iv a t io n
A , m i l ,  a p ro d u c tio n  B+w where fwfA-p i s  n e c e s s a ry
and can n o t be d e le te d .  We c o n s id e r  th e  d e r iv a t io n
m
A = Wq =$> w.j-=> . . .  =-i>wn = am°Ap w here f o r  a l l  i. = 1 , . . . * n - 1  
w^ Ф a ^ A p г f o r  some 0, ô2 ~ 1 (o th e rw ise  we c o n s id e r
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th e  d e r iv a t io n  A =*>wi ) .  In  o rd e r  to  g e t a c o n t r a d ic t io n ,  we 
assume t h a t  o n ly  r u le s  B-*w w ith  lw|<p a re  u sed  f o r  th e  
above d e r iv a t io n .  Prom t h i s  i t  fo llo w s  th a t  th e r e  i s  an i Q,
1 ± Í q í  n - 1 , su ch  th a t  in  w. a t, l e a s t  two d i f f e r e n t  n o n te rm i-
° n mn a is  ap p ear (o th e rw ise  we can n o t g e n e ra te  Ap by In d ia n  pa­
r a l l e l i s m ) .  Then we can c o n s id e r  two c a s e s :
case  1 . In  w„ , two d i f f e r e n t  n o n te rm in a ls  ap p e a r , th en  
n - i  b b b
one o f th e s e  m ust be A. L et vr * = a ^ A ^ B 03 w here В * A,n - i  ’
b0 £ 1 ,  b , i 1 .  Then we have A 4> ab" Ab* ВЬз «*> ат *Ар w ith
B -vaD* A°r  e  P . Prom t h i s  we g e t  th e  c o n d itio n
b2 + b3b5 = pm (2 ) .
Let us assume th a t  no p ro d u c tio n  B-*w, w* V*, i s  u sed  in  thg, 
above d e r iv a t io n  up to  wn _2 (o th e rw ise  we c o n s id e r  В ^ a ^ B 15 
f o r  some m '» 1 ) . Then we can c o n s tru c t  th e  d e r iv a t io n  
A =b.ab'A b* ВЬз * » а Ь- ( а Ь< Ab z Bbj )Ь'В ^ >  
i > a h ,+bi bi+ bf (bî bJ + bJ )AbJ bî+ bJ.(b î bJ+ bJ ) > Then th e  f o l _
low ing e q u a l i ty  f o r  some m'> 1 must h o ld : bgbg+b^b^+b^bgb^ =
= pm o r  b2 (b 2+b3b3 )+b3b^ = pm . With (2 ) we g e t
b2pm+b3b3 = pm . Because o f  m'>m pm must dev ide b^b^. I f
m" > 1 and pm d ev id es  b^ , tHen we have В —» a*5* A®*p e p
f o r  some g 1 i 1 ,  a c o n t r a d ic t io n .  T h e re fo re , we have to  assume 
b^ = 1. H ence, b^ = g2pm f o r  some g2 è 1. But th e n  from  (2) i t  
fo llo w s  th a t  g 2 = 1 and b2 = 0 , a c o n t r a d ic t io n .
case  2 . In  wn_.j o n ly  one n o n te rm in a l a p p e a rs , say B. 
O bviously , В 4 A.mLet w .j = a ^ B 0* . Then we have 
А Д>ас'В Сг^  ащ  A? . Prom t h i s  fo llo w s  c 2 = pm and 
B -s»a°3 A «Р. But then  we can c o n s id e r  th e  d e r iv a t io n
В -=> а Сз A £> aCj +c* в Л
We have p roved  now t h a t ,  i f  G = ( N ,  T, P , S) g e n e ra te s  
Lp, then  th e r e  i s  a t  l e a s t  one r u le  B —î>w w ith  fw/>p in  P . 
T h e re fo re , Gp = ( /S} , £aj , f S S p , S a 3 , S) i s  m inim al f o r  
Lp w ith  r e s p e c t  to  Symb. H ence, Symb(Lp) = p + 5 .
Remark. Prom th e  lemma i t  fo llo w s  th a t  th e r e  a re  IPL, 
w hich have no IPG in  CHOMSKY -  Normalform.
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Theorem 2 .2 .  P or every  in t e g e r  n > 1 ,  th e r e  e x i s t s  a
IPL such th a t  Var(L ) = n . n n
P ro o f. The theorem  t r i v i a l l y  h o ld s  f o r  n = 1 . F o r n > 1 
one can e a s i ly  show by u s in g  th e  p ro o f  o f  lemma 2 .1 .  t h a t  f o r
Ln = fb a Pf 1 bap* * b . . .b a p"-« b : f o r  j  = 1 , .  , . , n - 1  a re  d i f ­
f e r e n t  prim e num bers, i ^ i  Oj Var(Ln ) = n h o ld s .
Theorem 2 .3 .  F o r every  in t e g e r  n > 1 ,  th e r e  e x i s t s  a 
IPL Ьд such t h a t  Prod(Ln ) = n .
P ro o f . F o r n = 1 th e  theorem  t r i v i a l l y  h o ld s .  F o rл i
n > 1 we use  th e  IPL L,, = /a b a  b . . . a b  : 1 á i  £ n j  to  show th en
theorem . O bv iously , Prod(LQ) £ n  h o ld s .  Let
Gn = (N, { a ,b j ,  P , S) be a reduced  IPG such th a t  L(Gn ) =» Ьд
and Prod(Gn ) = Prod(Ln ) .  I f  А Ф S i s  a n o n te rm in a l in  Gn , 
th e n  |G(A)/ i  2 . O th erw ise , th e re  would e x i s t  a grammar G  ^
f o r  Ln h av ing  few er p ro d u c tio n s  th a n  GQ. I t  i s  ea sy  to  see  
t h a t  th e re  e x i s t s  no d e r iv a t io n  A =£ xAy where x y « V +.
F i r s t  one can prove by q u ite  te c h n ic a l  and n u m erica l 
in v e s t ig a t io n s  th a t  th e re  e x i s t s  no n o n te rm in a l А Ф S such  
th a t  th e re  i s  a d e r iv a t io n  S=^>x such th a t  #д ( х ) ^ 2.
In  th e  second p a r t ,  by s im i la r  c o n s id e r a t io n s ,  one can  
show th a t  th e  grammar Gn must be l i n e a r ,  i .  e . th e re  a re  no 
n o n te rm in a ls  A and В in  N such t h a t  S=j>xAyBz where 
xyz e T * .
F in a l ly ,  in  th e  l a s t  p a r t , ,  by s im i la r  q u i te  te c h n ic a l  
in v e s t ig a t io n s  can be shown th a t  Gn c o n ta in s  o n ly  p ro d u c tio n s  
o f  th e  form S —>w, w ^ T * , w hich would com plete th e  p ro o f  o f  
th e  theorem .
Theorem 2 .4 . F o r every  i n t e g e r  n i  2 , th e r e  i s  an IPL 
Ln such th a t  Symb(Ln ) = n .
P ro o f . The p ro o f  o f th e o re n r l  in  [5] f o r  th e  co m p lex ity  
m easure Symb w ith  r e s p e c t  to  c o n te x t - f r e e  lan g u ag es  can be 
u sed  in  th e  same manner f o r  th e  prroof o f t h i s  theorem .
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3 . DECISION PROBLEMS
In £6j a r e  fo rm u la ted  some d e c is io n  problem s co n ce rn in g  
com plex ity  m e asu re s . One o f  th e  b a s ic  q u e s tio n s  i s  th e  f o l ­
low ing one:
I s  i t  d e c id a b le ,  f o r  g iv e n  i n t e g e r  n and IPG t}, w hether 
o r  n o t K(L(G)) = n ?
In  t h i s  s e c t io n ,  we s h a l l  d is c u s s  t h i s  q u e s tio n  f o r  th e  
d e fin e d  co m p lex ity  m easures V ar, P ro d , and Symb o f In d ia n  
p a r a l l e l  la n g u a g e s . We g iv e  r e s u l t s  w ith o u t p ro o fs .  The 
p ro o fs  a re  r e a l i z e d  by u s in g  th e  POST C orrespondence Problem . 
They a re  q u ite  te c h n ic a l  and th e y  a re  based  on r e s u l t s  o f the  
second p a rag rap h  and c o n s tru c t io n s  and id e a s  w hich a re  used  
f o r  co rre sp o n d in g  problem s in  f1j , £4j , and [5] .
Theorem 3 .1»  For ev e ry  in te g e r  n  > 1 ,  i t  i s  u n d e c id a b le , 
f o r  an a r b i t r a r y  IPG G, w h e th e r o r  n o t V ar(L(G )) = n .
Theorem 3 .2 .  I t  i s  u n d e c id a b le , f o r  g iv en  n > 3  and 
f o r  an a r b i t r a r y  IPG G, w h e th e r o r  n o t P rod(L (G )) = n .
Remark. O bv iously , f o r  n = 1 i t  i s  d e c id a b le , f o r  an 
a r b i t r a r y  IPG G, w hether o r  n o t P rod(L (G )) = 1 .  But f o r  
n = 2 th e  problem  i s  open.
Theorem 3»3« I t  i s  d e c id a b le  (u n d e c id a b le ) ,  f o r  g iven  
i n t e g e r  5 (n  £10) and f o r  an a r b i t r a r y  IPG G, w h e th e r 
o r  n o t Symb(L(G)) = n .
Remark. F o r  6 é  n é  9 , i t  i s  an open problem  w h eth e r i t  
i s  d e c id a b le  o r  n o t ,  f o r  g iv e n  in te g e r  n and a r b i t r a r y  IPG G, 
w hether o r  n o t Symb(L(G)) = n .
Acknowledgement. I wish to thank Dr. J, Dassow for  
many useful d iscu ssion s.
199
REFERENCES
C1] S. G insbu rg , The M athem atical Theory o f C o n te x t-F re e  
Languages (M cG raw -H ill, New Y ork, 1966),
£2] J .  G ruska, On a c l a s s i f i c a t i o n  o f c o n te x t - f r e e  la n g u a ­
g e s , K y b e m e tik a  3 (1967) 2 2 - 2 9 ,
£33 J ,  G ruska, Some c l a s s i f i c a t i o n s  of* c o n te x t - f r e e  la n g u a  
g es , In fo rm a tio n  and C o n tro l L4 (1969) 152-179.
[4] J .  G ruska, C om plexity and u n am b ig u ity  o f c o n te x t - f r e e  
grammars and la n g u ag es , In fo rm a tio n  and C o n tro l _18 
(1971) 502-512.
[5] J .  G ruska, On th e  s iz e  o f c o n te x t - f r e e  gram m ars, 
K y b em e tik a  8 (1972) 213-218.
[Q  J .  G ruska, D e s c r ip t io n a l  co m p lex ity  o f c o n te x t - f r e e
la n g u ag es , in :  P ro c . MFCS’73 H igh T a tra s  (1971) 7 1 -8 3 .
£73 M.A. H a r r is o n , In tro d u c t io n  t o  Form al Language Theory 
(A ddison-W esley P . C ., R eading , M a ssa c h u se tts , 1978)
£83 B. R e ic h e l, Some c l a s s i f i c a t i o n s  o f  In d ian  p a r a l l e l  
la n g u a g e s , to  ap p e a r .
£93 R. Sirom oney and K. K r i th iv a s a n , P a r a l l e l  c o n te x t - f r e e  
la n g u ag es , In fo rm a tio n  and C o n tro l 24 (1974) 155-162.
£103 S. Skyum, P a r a l l e l  c o n te x t - f r e e  lan g u ag es , In fo rm a tio n  
and C o n tro l 26 (1974) 280-285.
s

201 -
IM Y C S ’88, Smolenice Castle, November 14-18, 1988.
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71316 B u ch arest 1 
Romania
O p era tio n s  on lan g u ag es  a re  i n t e n s i v e l l y  s tu d ie d  in  
fo rm al language th e o ry . F or exam ple, th e re  a re  r e p r e s e n ta ­
t io n s  o f some f a m il ie s  o f  lan g u ag es s t a r t i n g  from  s im p le r 
lan g u ag es and u s in g  s u i t a b l e  o p e r a t io n s ,  f in d in g  o f counter^, 
exam ples o f te n  u ses o p e ra t io n s  on la n g u a g e s , th e  th e o ry  o f 
a b s t r a c t  f a m i l ie s  o f lan g u ag es  (AFL) s tu d ie s  j u s t  o p e r a t io n s ,  
many o p e ra t io n s  ap p ear in  form al language th e o ry  a p p l ic a t io n s  
[_ l3  » and so on.
The e x i s t in g  o p e ra t io n s  can be ro u g h ly  c lu s te r e d  in  
th r e e  c l a s s e s :  s e t  o p e ra t io n s  (u n io n , i n t e r s e c t i o n ,  com ple­
m e n ta t io n ) , a lg e b ra ic  o p e ra t io n s  (homomorphism, s u b s t i tu ­
t io n )  and p u re ly  language th e o r e t i c a l  o p e ra t io n s  (Kleene 
c lo s u r e ,  s h u f f l e ) .  W ith in  t h i s  fram e, i t  i s  o b v io u s to  ask  
f o r  language o p e ra t io n s  c o rre sp o n d in g  to  th e  a r i th m e tic  ope­
r a t i o n s  on num bers: sum, p ro d u c t,  pow er, f a c t o r i a l ,  square  
r o o t ,  and so on . S ix  such  o p e ra t io n s  w i l l  be d e f in e d  and i n ­
v e s t ig a te d  in  th e  fo llo w in g , nam ely th e  com pact s u b t r a c t io n ,  
th e  l i t e r a l  s u b t r a c t io n ,  th e  g e n e ra l iz e d  s u b t r a c t io n ,  th e  
m u l t ip l i c a t i o n ,  th e  pow er, and th e  f a c t o r i a l .
The aim o f t h i s  p ap er i s  to  examine th e  c lo su re  o f  
an a b s t r a c t  fam ily  o f lan g u ag es  (when p o s i t iv e  r e s u l t s  a re  
t r u e )  o r  d i r e c t l y  o f f a m i l ie s  in  Chomsky h ie ra rc h y  (when n e ­
g a t iv e  r e s u l t s  h o ld ) u n d er th e s e  o p e r a t io n s .
G e n e ra lly , th e  r e s u l t s  a re  th e  ex p e c te d  ones, in  
th e  sense t h a t  th e  fa m ily  o f c o n te x t - s e n s i t iv e  languages i s
i>
n o t c lo se d  u n d er e r a s in g  o p e r a t io n s ,  w hereas f o r  th e  f a m i l i ­
es  o f c o n te x t - f r e e  and r e g u la r  la n g u a g e s , th e  s i t u a t i o n  i s
On a le a v e  from th e  R eg io n al Computing C en te r» T u lcea
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j u s t  th e  o p p o s i te .
1 . COMPACT SUBTRACTION
For a v o c a b u la ry  V, we denote by V th e  f r e e  monoid 
g e n e ra te d  by V und er th e  c o n c a te n a tio n  o p e ra tio n }  th e  n u l l  
e lem ent of V i s Л and | x l  d en o te s  th e  le n g th  o f th e  s t r i n g  
x €  V • The fo u r  f a m il ie s  i n  Chomsky h ie ra rc h y  a re  deno ted  
L ± . i  = 0 , 1 , 2 , 3 (<Xl i n  d en o tes th e  fa m ilÿ  o f l i n e a r  l a n ­
g u a g e s ) . For o th e r  n o ta t io n s  and te rm in o lo g ie s  in  form al la n ­
guage th e o ry , th e  re a d e r  i s  r e f e r r e d  to  [ 2 1 .
g
1.1  L et L^, 1*2 be lan g u ag es on V .W e  d e f in e  th eDEFINITION
compact s u b t r a c t io n  of and L2 by:
Li © L 2 « (эс© у)» Where x © y  =1 z e  V Vz=x1x2 ,x=x;Lyx2l .
у e  L2
Compact s u b t r a c t io n  i s  a g e n e r a l i z a t io n  o f  r i g h t  o r  l e f t  quo­
t i e n t :  in s te a d  o f  e x t r a c t in g  th e  word у from  the  l e f t  o r  
r i g h t  e x tre m ity  o f  x , we e x t r a c t  i t  from  an a r b i t r a r y  p la c e  
in  X .
THEOREM 1 .1 f ^ i s  no t c lo s e d  under compact s u b t r a c t io n .  
P ro o f : I f  L^, L2 a re  two lan g u ag es on V , we n o t ic e  th a t  
^c^j L ^ © |c   ^ L2 » L2\L ^ ,  where c i s  a symbol w hich d o esn ’t  
b e lo n g  to  V. As th e  family<*C ^ no^ c l ° se d  under l e f t  quo­
t i e n t  w ith  r e g u la r  la n g u a g e s , i t  fo llo w s  th a t  i t  i s  n o t c lo ­
sed  under o p e ra t io n  ©  » e i t h e r .
THEOREM 1.2 I f  and L2 a r e  lan g u ag es on V , L2 a r e g u la r  
o n e , th e re  i s  a  gsm g (w i th  e ra s in g )  so th a t  © L 2= g(L ^), 
P ro o f : Let A = (К , V, sQ, F , P) be a f i n i t e  au tom aton th a t  
re c o g n iz e s  L2 . We c o n s tru c t  th e  gsm: 
g = (V, V, K U s f  ) , s ^ ,   ^ s f  *| , P ' ) ,  where
p»=. з^ а  as^  / a e v )  VJ P u js ^ a  s / s oa  s e P ^ j 
U js a  s f / s a  —» s ’ e. P , s ’ e F j ' J ^  s f a a s f / a e  v j  
\ j |s ^ a  ->  s f  / s Qa - > s e P ,  s e F ^  u | s ^ a  —> a s f / a  e.V,. X e  L ^ . 
C le a r ly ,  g (L1 )= L ^ © L 2 and th u s  p ro o f i s  f in i s h e d .  
COROLLARY:./’ 2 , i±n* j£. ^ a r e  c lo sed  u n d er compact s u b tr a c ­
t i o n  w ith  r e g u la r  la n g u a g e s .
OPEN PROBLEMS: The c lo s u re  o f  th e  f a m i l ie s  X  2 and«£l i n  
u n d er compact s u b t r a c t io n .
P ro b ab ly , th e se  f a m i l ie s  a re  n o t c lo s e d  under
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compact s u b t r a c t io n ,  o r ,  i f  th e y  a r e ,  t h i s  r e s u l t  canno t be 
proved  in  a  c o n s t ru c t iv e  way, becau se  we have:
THEOREM 1 .3  T here i s  no a lg o r ith m  to  d ec id e  w h eth er G> L2 
i s  empty o r  n o t ,  f o r  L^, L2 a r b i t r a r y  i n ^ lin *
P ro o f : Lçt us c o n s id e r  th e  l i n e a r  lan g u ag es  
Ln в (  ada *^b.. .b a  ^
'•1 " kl v  Xi
Xir*Ä dci Ъ • • • Ън Ъс • • • у^ d / k  ^ X $ х-^  р • • • р
X к
■^ â & Ь # ## û Ъс • • • х^ d /k  ^  X р х-^  р • • • р ^  1 1 j -■ 4
r {
Уч » 
1 k
The s ta te m e n t:  Q L g  =0 i f f  th e re  i s  a sequence
of in d ex es  i ^ , . . .  , i k £  ^ 1 , . . .  ,n  j  so th a t  x^ . ..x ,^  =у^ . 
i s  o b v io u s . T h e re fo r , we have 0 ^ i f f  k ^
th e  POST co rresp o n d en ce  problem  has a s o lu t io n ,w h ic h  i s  un­
de c id a b le .
C onclud ing , we cannot c o n s t ru c t  in  an a lg o r ith m ic  
way a  c o n te x t - f r e e  grammar G so t h a t  L(G)=L^ © L 2 , L-^, L2 Ê 
, a s ,  o th e rw ise  we can d ec id e  i f  0 L 2 = 0 ( th e  
i f  L(G) i s  em pty, f i n i t e  o r  i n f i n i t e  i s  d e c id a b le  
f o r  c o n te x t - f r e e  grammars) -  c o n t r a d ic t io n .
2 . LITERAL SUBTRACTION
DEFINITION 2 .1  L et L-, ,L^ be lan g u ag es  on V*. We d e f in e  th e  
l i t e r a l  s u b t r a c t io n ,  L ^ -.L g , by L ^ - ,L 2 = (x - .y ) ,w h e re
y e 4
X— • y= i X-.Xpо . . x-^./Х-tb-.. . . b-^ . ^ x .* x , b-, . . b.  ^= у , к >  2, b-j £  V,
V i e j l , . . .  , k - l  , x . 6 V \  Vj £  ( l , . . .  ,k  У| ( i f  th e  l e t t e r s  o f  
у can a ls o  be found in  x , in  th e  same o r d e r , th e n  th e  l i t e r a l  
s u b t r a c t io n  e r a s e s  them from x , w ith o u t ta k in g  in to  acco u n t 
t h e i r  p la c e s ;  e l s e  we cannot s u b t r a c t  у from x ) .
THEOREM 2 .1  I f  L2 i s  a  r e g u la r  la n g u a g e , th e n  th e  l i t e r a l  
s u b t r a c t io n  b ^ -.L g  can be a t t a in e d  by a gsm (w ith  e r a s in g ) . .  
P ro o f : Let A = (К, V, s Q, F , P) be a f i n i t e  au tom aton th a t  
re c o g n iz e s  th e  language L2 ( th e r e f ô r  P c o n ta in s  r u le s  of th e  
form sa  —^ s *, 3 , s ' e K ,  a e V ) .
We c o n s tru c t  th e  gsm g = (V, V, K, s Q, F , P ')  w ith  
К, V, s Q, F a c c o rd in g  to  A and P* = P u ^ s a  —> a s / s £ K ,  a € v } .  
One can e a s i l y  prove th a t  L2 - .L 2 =g(L^) ( th e  r u le s  o f  P e r a s e  
th e  symbols w hich come from y , in  th e  c o r r e c t  o r d e r ,  and 
th o se  of th e  form sa  —* as  c ro s s  th e  sym bols th a t  w i l l
l i n
problem
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rem ain in  x - . y ) .
COROLLARY: ^ ^ *«£Ц п * * ^  a r6  c^osed  under  l i t e r a l  s u b tr a c t io n  
w ith  r e g u la r  la n g u ag es .
THEOREM 2 .2  Л  ^ i s  not c lo s e d  und er l i t e r a l  s u b t r a c t io n  w ith  
r e g u la r  la n g u a g e s .
P ro o f : We d e f in e  the gsm g= (V, V '- 'V ', K, s Q, F , P ') ,w h e re  
K ={s0 , s 1) , F = {s} , V’ » [ a ' / a é v j ,  P '= j s oa -^  a s 0/a e V ^  U  
^ s Qa a ’s /  atV^Jujaa —^  a ' s  /  aeV ^ j . I f  L c V * ,  we have 
th e  r e l a t i o n :  g (L ) * |  w-^ Wg '/w-^Wg^ ( th e  gsm g m arks the  
symbols th a t  a r e  s i tu a te d  on th e  r i g h t  s id e  o f th e  symbols 
o f L ). We a l s o  have the  r e l a t i o n :  L-^/L2=[g(L 1 ) - .h ( L 2 )3 П V*
where L, L 2 Q V and h i s  a  homomorphism, h :V -4 V ',h (a ) a ' .
As *C, 2 i a  c lo sed  u n d er i n t e r s e c t i o n  b u t i t  i s  no t 
c lo se d  under r i g h t  (and l e f t )  q u o t ie n t  w ith  r e g u la r  lan g u a­
g e s , i t  fo llo w s  t h a t - £  ^ ds n ° t  c lo s e d  under o p e r a t io n  - . 0 
THEOREM 2.3  Л .  2 and JL  . n a re  n o t c lo se d  under l i t e r a l  sub­
t r a c t i o n  w ith  l i n e a r  la n g u a g e s .
P ro o f : Let L ^ ,L 2 be th e  l i n e a r  lan g u ag es  
Ll = { a n (b c )n  ( d f ) m/ n , m 2 l  ^ , L2= | c n dn / H > l } .  One can 
e a s i ly  see t h a t :  . * f ■,# .UVWVW = Ьп *n i n / n > i }  о
As X  i  an d * ^ iin  a r e  c lo s e d  under i n t e r s e c t i o n  by r e ­
g u la r  s e ts  b u t |  anbnf1 /  n  >1 ^ i s  n o t a c o n te x t - f r e e  language, 
i t  fo llo w s t h a t  th e se  f a m i l ie s  a r e  n o t c lo se d  u n d er l i t e r a l  
s u b tr a c t io n .  I n  f a c t ,  we have o b ta in e d  a s t r o n g e r  r e s u l t ,  n a ­
mely th a t  th e r e  a re  l i n e a r  lan g u ag es  L^, L2 such  th a t  
- •  L2 i s  n o t a  c o n te x t - f r e e  la n g u ag e .
3 . GENERALIZED SUBTRACTION
DEFINITION 3 .1  L e t L L2 be lan g u ag es  on V We d e f in e  th e
g e n e ra liz e d  s u b t r a c t io n  L^A- L2 by:
L1 L2 (* -A y ) i  ^h e re  x -A у =
y e  4
X ^ X 2 • • •
x = хд>Ь1х2Ъ2 , , ,  хкЪкхк+1 » v,here У i s  a  p e rm u ta tio n  o f  th e  
word b^b2. . . b k , к > l j  ( i f  th e  l e t t e r s  o f  у can a l s o  be 
found in  x , th e n  the  g e n e ra l iz e d  s u b t r a c t io n  e r a s e s  th e  
l e t t e r s  of у from  x w ith o u t ta k in g  in to  acco u n t t h e i r  p la c e s ; 
e l s e  we cannot s u b tr a c t  у from  x ) .  N o tic e  th a t  th e  g e n e r a l i -
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zed s u b t r a c t io n  i s  a g e n e r a l iz a t io n  o f th e  com pact and l i t e ­
r a l  s u b tra c tio n ,,
THEOREM 3 .1  f  3 i s  n o t c lo s e d  under g e n e ra l iz e d  s u b t r a c t io n .  
P ro o f : L ét L^, Lg be th e  r e g u la r  lan g u ag es 
Ъг  (b c )m (d f  )p/m , p } l  Jj , Lg * [ ( c d ) n  /  n  ^ 0 j .
One can prove th a t
(L j -A L2 ) n [ b y  [ [ h mf m /  m > l j  .
As Л  ^ i s  c lo s e d  under i n t e r s e c t i o n  by r e g u la r  l a n ­
guages b u t ^ brafm/  m>l^J i s  n o t r e g u la r ,  i t  fo llo w s  t h a t - ó ^  
i s  no t c lo s e d  under o p e ra t io n  „
THEOREM 3»2 Л  i± n * 2 a re  n o t c lo se d  under g e n e ra l iz e d  
s u b t r a c t io n  w ith  r e g u la r  la n g u a g e s .
P ro o f: L et L j ,  L2 be th e  l i n e a r  la n g u ag es :
1^ Л а 11 (b c )n  (d f  )ra/ n ,  m >  l ) t L2 = { (cd)*1/  п П ] .
(L j У- Lg) О [ъ ]*  ^ f  У  «  ^ an bû cn /п  > 1 ] i s  an obv:
r e la t io n «
v io u s
Аз Л  2 61X1(1 ^  lin are closed under intersection by
| a n bn cn /n  У/ l^ j  i s  n o t c o n te x t - f r e e ,  
•С о a re  n o t c lo se d  u n d er g en e ra -
r e g u la r  lan g u ag es  b u t 
i t  fo llo w s  th a t  Л  2 i n 011(1 ~  2 
l i z e d  s u b t r a c t io n  w ith  r e g u la r  la n g u a g e s .
THEOREM Л  j  i s  n o t c lo se d  under g e n e ra l iz e d  s u b t r a c t io n  
w ith  r e g u la r  s e t s .
P ro o f: P o r each  L„ €-JL л (hence a ls o  f o r  L G  ,L c ,V * ) ,P о * о O J . O
th e re  i s  L j e ^ j ,  L jÇ ^ a  J) b Lq , a ,  b f  V, such  th a t  f o r  
each  X G L„ th e re  i s  a n a tu r a l  p such th a t  anbx L, (Г  2*1 ) .  
C o n sid er such a language L j €  ^  \ a We have L0= (L j-/-jV )b ) П V . 
A s ^  j  i s  c lo s e d  under i n t e r s e c t i o n ,  i t  fo llo w s  th a t  i t  
canno t be c lo s e d  under g e n e ra l iz e d  s u b t r a c t io n  w ith  r e g u la r  
s e t s .
4 . MULTIPLICATION
1 1 £
DEFINITION 4 .1  L et L j ,  Lg^  be lan g u ag es on V .W e  d e fin e
t h e i r  m u l t ip l i c a t i o n  by:
Lj* Lg xly'/x^-Lj, уeLg^j on condition that X = X , 
УоСе Lg and = X , V p, e. Lj.
THEOREM 4 .1  Í  J i s  n o t c lo se d  under m u l t ip l i c a t i o n .  
P ro o f : L et L j ,  Lg be th e  r e g u la r  lan g u ag es
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L^ « ^  /  n > /1 J , L2 = [  aaa  I n  acco rd an ce  w ith  tb
d e f in i t i o n  4 Л  we have * L2 « ^ вР'Ъа^ЪеЛъ/ n  > 1 j  ,whi
h e
ich
l i n a re  n o t c lo se d  under
H  °  " 2
i s  n o t even c o n te x t - f r e e .
COROLLARY The f a m i l ie s  Л  2 & n d ^  
m u lt ip l ic a t io n ,,
THEOREM 4 .2 ^  1 i s  c lo se d  under m u l t ip l i c a t i o n .
P ro o f : Por th e  d e ta i l e d  p ro o f  see [ 3З - 
5o POWER
DEFINITION 5 .1  I f  L  ^ and L2 a re  lan g u ag es  on V f we d e f in e  
L ,* * L? (L-, power Lp ) by:1^* *L2 =^ '*2' •lx31«-*i*l|jB| / х±^ ь 1$ 1 4 i 4 z, z£L2Jon 
condition that if X € L^ or X £L2, we put X in L^ x*L2# 
THEOREM 5.1  Л  3  is no^ dosed under operation * * .
P ro o f : Let L^, L2 be th e  r e g u la r  la n g u ag es :
h  = { **■ ’l • l 2 “ ( 8“ 5n > 1 ) •
Then, h j*  * L2 = 1 /  n > l  j  , language  th a t  i s  n o t
even c o n te x t - f r e e .
COROLLARY: Л  2$ Л  -j^n a r e  n o t c lo se d  under o p e ra t io n  * * .  
THEOREM 5 .2  I f  L-, £  V2V *, Lp C V*, 1^ L 2 € ^ , '‘th en
L ^  ^  ^  L  2 €  ^ .
P ro o f : We om it th e  p ro o f w hich i s  d e t a i l e d  in  [ 3 I  
OPEN PROBLEM: I s  Л ^ c lo s e d  under o p e ra t io n  * * ?
К
б . FACTORIAL
DEFINITION 6 .1  L et L be a language on V . We d e f in e  
t o r i a l  by: LÎ = |  x ! /x  £  L^| w here, i f  x  * ai a 2 **, an*
L f a c -  
th en
x!
X = a -  S l a 2 ! = a  and a ! =a l a 2 a 3 ‘ •al a 2 a 3 ' V a £ V .
.a n , on c o n d it io n  th a t
THEOREM 6.1  S  j  i s  n o t c lo s e d  under o p e ra t io n  ! .
P ro o f : Let L be th e  r e g u la r  language L = |  a11 /  n > l j
In  acco rd an ce  to  d e f in i t i o n  6 .1 ,  L ! 
an (n +I ) / 2  /  п У / 1
f r e e .
COROLLARY: X_
4 ' )
language  w hich i s  n o t even c o n te x t-
L ^in  a re  n o t c lo sed  under o p e ra t io n  Í .
THEOREM 6 .2  Л  x i s  c lo s e d  under o p e ra t io n  !
P ro o f : For th e  d e t a i l s  o f  th e  p ro o f th e  r e a d e r  i s  r e f e r r e d
to  f  3 ]  c
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A N N A  S L O B O D O V Ä
D e p a r t m e n t  o f  T h e o r e t i c a l  C y b e r n e t i c s , C o m e n i u s  U n i v e r s i t y  
8 4 2  1 5  B r a t i s l a v a ,  C z e c h o s l o v a k i a
1 .  P R E L I M I N A R I E S
R e c e n t l y  m a n y  p a r a l l e l  m o d e l s  h a v e  b e e n  i n v e s t i g a t e d .  O n e  
o f  t h e m  -  a l t e r n a t i o n  -  w a s  i n t r o d u c e d  i n  | l |  a s  a  g e n e r a l i z a ­
t i o n  o f  n o n d e t e r m i n i s m .  I n  r e l a t e d  p a p e r s  | 4  -  1 6 | t h e  i n v e s t i ­
g a t i o n s  c o n t i n u e d .  I n  | 1 6 | a  s y n c h r o n i z a t i o n  a s  a  f o r m  o f  c o m ­
m u n i c a t i o n  a m o n g  p a r a l l e l  p r o c e s s e s  i n  a l t e r n a t i n g  c o m p u t a t i o n s  
w a s  i n t r o d u c e d .  H e r e  w e  r e s t r i c t  o u r s e l v e s  o n  a  s p a c e - b o u n d e d  
s y n c h r o n i z e d  a l t e r n a t i n g  T u r i n g  m a c h i n e s  w i t h  o n l y  u n i v e r s a l  
s t a t e s .
F i r s t  w e  g i v e  n e c e s s a r y  t e r m i n o l o g y  a n d  n o t a t i o n s .  I h e  f o r ­
m a l  d e f i n i t i o n s  c a n  b e  f o u n d  i n  | 1 6 | . T h e  n e x t  s e c t i o n  c o n t a i n s  
o u r  r e s u l t s .
A s y n c h r o n i z e d  a l t e r n a t i n g  T u r i n g  m a c h i n e  ( s a t m )  h a s  a  
r e a d - o n l y  i n p u t  t a p e  w i t h  l e f t  a n d  r i g h t  e n d m a r k e r s ,  a n d  o n e  
s e m i - i n f i n i . t e  r e a d - w r i t e  s t o r a g e  t a p e  w i t h  a  l e f t  e n d m a r k e r .  
I n p u t  h e a d  a n d  s t o r a g e  t a p e  h e a d  c a n  m o v e  t o  t h e  r i g h t  a n d  a l s o  
t o  t h e  l e f t .  T h e  s e t  o f  s t a t e s  i s  p a r t i t i o n e d  i n t o  a c c e p t i n g ,
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r e j e c t i n g ,  e x i s t e n t i a l  a n d  u n i v e r s a l  s t a t e s ,  s a t m  c a n  b e  c o n s i ­
d e r e d  a s  a n  a l t e r n a t i n g  T u r i n g  m a c h i n e  -  a t m  ( d e f i n e d  i n  | l | )  
s o m e  s t a t e s  o f  w h i c h  ( s y n c  s t a t e s )  h a v e  a  s y n c  e l e m e n t  f r o m  a  
g i v e n  f i n i t e  s e t .  T h e  c o m m u n i c a t i o n  i s  t h r o u g h  t h e s e  e l e m e n t s  
m e d i a t e d .  W h e n  a  p r o c e s s  e n t e r s  a  s y n c  s t a t e ,  i t  s t o p s  a n d  w a i t s  
u n t i l  a l l  p a r a l l e l  p r o c e s s e s  e i t h e r  e n t e r  t h e  s t a t e s  w i t h  t h e  
s a m e  s y n c  e l e m e n t  o r  s t o p  i n  f i n a l  s t a t e s .
A s t e p  o f  s a t m  c o n s i s t s  o f  r e a d i n g  o n e  s y m b o l  f r o m  e a c h  
t a p e ,  w r i t i n g  o n e  s y m b o l  o n  t h e  s t o r a g e  t a p e ,  m o v i n g  t h e  i n p u t  
a n d  t h e  s t o r a g e  h e a d  i n  s p e c i f i e d  d i r e c t i o n s ,  a n d  e n t e r i n g  a  n e w  
s t a t e  f r o m  a  f i n a l  c o n t r o l ,  i n  a c c o r d a n c e  w i t h  t h e  n e x t  m o v e  r e ­
l a t i o n .
A c o n f i g u r a t i o n  o f  s a t m  i s  g i v e n  b y  t h e  i n p u t ,  t h e  i n p u t  
h e a d  p o s i t i o n ,  t h e  c u r r e n t  s t a t e ,  t h e  c o n t e n t s  o f  t h e  s t o r a g e  
t a p e ,  a n d  t h e  s t o r a g e  t a p e  h e a d  p o s i t i o n .  T h e  l a s t  t h r e e  c o m p o ­
n e n t s  p r e s e n t  a n  i n t e r n a l  c o n f i g u r a t i o n .  T h e  i n i t i a l  c o n f i g u r a ­
t i o n  o f  s a t m  M o n  i n p u t  x  i s  1 ^ ( х )  = ( x , l , q  , £  , 1 ) ,  w h e r e  q Q 
i á  i n i t i a l  s t a t e  o f  M a n d  £  i s  t h e  e m p t y  s t r i n g .  A c o n f i g u r a t i o n  
i s  c a l l e d  e x i s t e n t i a l , u n i v e r s a l , a c c e p t i n g ,  o r  r e j e c t i n g ,  r e s p . ,  
i f  t h e  s t a t e  a s s o c i a t e d  w i t h  i t  i s  e x i s t e n t i a l ,  u n i v e r s a l ,  a c c e p ­
t i n g ,  o r  r e j e c t i n g ,  r e s p e c t i v e l y .  S i m i l a r l y  w e  d e f i n e  s y n c  a n d  
n o n - s y n c  c o n f i g u r a t i o n s .
G i v e n  s a t m  M w e  w r i t e  ß | —^  ß *  a n d  s a y  ß 4 s  a  s u c c e s o r  o f  ß  
i f  t h e  c o n f i g u r a t i o n  ß ' f o l l o w s  f r o m  t h e  ß  i n  o n e  s t e p  o f  M.
-jq- d e n o t e s  t h e  r e f l e x i v e  a n d  t r a n s i t i v e  c l o s u r e  o f  r e l a t i o n
M •
A c o m p u t a t i o n a l  p a t h  o f  M i s  a  s e q u e n c e  o f  c o n f i g u r a t i o n s
ß o  I — M ß l  I — M • • • I — M B m ’ f o r  a n y  m ~  0  • I f  ß 0  = V x >> f o r  s o m e  
x ,  w e  c a l l  t h i s  s e q u e n c e  t h e  s e q u e n t i a l  c o m p u t a t i o n  o f  M o n  x .
L e t  C b e  a  s e q u e n t i a l  c o m p u t a t i o n  o f  M a n d  ß ^ | — jjj- . . .
. . . I — ^  G r  b e  a  s u b s e q u e n c e  o f  C t h a t  c o n s i s t s  o f  a l l  s y n c  c o n ­
f i g u r a t i o n s  o f  C .  S u p p o s e ,  f o r  a l l  j ,  s u c h  t h a t  1 —j —г , S ^  i s  t h e  
s y n c  e l e m e n t  o f  ß  ^  . T h e n  S ^ , . . . , S r  i s  c a l l e d  t h e  s y n c  s e q u e n c e  
o f  C .
A c o m p u t a t i o n  o f  M i s  a  f i n i t e  n o n e m p t y  l a b e l l e d  t r e e  V 
w i t h  t h e  f o l l o w i n g  p r o p e r t i e s :
1 .  E a c h  n o d e  u  o f  V i s  l a b e l l e d  w i t h  a  c o n f i g u r a t i o n  l ( u ) .
211
2 .  I f  u  i s  a n  i n t e r n a l  ( n o n - l e a f )  n o d e  o f  V a n d  l ( u )  i s  e x i s t e n  
t i a l ,  t h e n  u  h a s  e x a c t l y  o n e  c h i l d  v  s u c h  t h a t  1  ( u )  | —jq— 1 ( v )  .
3 .  I f  u  i s  a n  i n t e r n a l  n o d e  o f  V ,  l ( u )  i s  u n i v e r s a l  a n d
{ ß / l ( u )  I — j ^ß  j  = { g ^ , . . . , G  } , t h e n  u  h a s  e x a c t l y  n  c h i l d r e n
v , , . . . , v  s u c h  t h a t  l ( v . )  = G.  , f o r  a l l  i ;  1 — i  — n .
I  n  1 , 1 , 1 2 2  2
4 .  F o r  a n y  t w o  s y n c  s e q u e n c e s  S = S ^ , . . . , S  ; S  = S ^ , . . . , S r ,
c o r r e s p o n d i n g  w i t h  t w o  p a t h s ,  b e g i n n i n g  i n  t h e  r o o t  o f  t h e  
1 2t r e e  V , = f o r  a l l  i ; 1 — i  m i  n  { p , г } m u s t  o e  t r u e .
A n  a c c e p t i n g  c o m p u t a t i o n  o f  M o n  x  i s  a  c o m p u t a t i o n  o f  M 
t h e  r o o t  o f  w h i c h  i s  l a b e l l e d  w i t h  I ^ ( x ) ,  t h e  l e a v e s  a r e  l a b e l ­
l e d  w i t h  a c c e p t i n g  c o n f i g u r a t i o n s  a n d  4 )  i s  t r u e  f o r  a l l  i ;
1 — i  — m i n  { p , r }  .
T h e  l o n g e s t  s y n c  s e q u e n c e  o v e r  a l l  t h e  s e q u e n t i a l  c o m p u t a ­
t i o n s  o f  t h e  a c c e p t i n g  c o m p u t a t i o n  V i s  c a l l e d  a  s y n c  s e q u e n c e  
o f  V .
We  d e f i n e  t h e  l a n g u a g e  r e c o g n i z e d  b y  t h e  s a t m  M a s  t h e  s e t  
L ( M ) =  { x  I t h e r e  i s  a n  a c c e p t i n g  c o m p u t a t i o n  o f  M o n  x  } , i n
n a t u r a l  w a y .  We  s a y  t h a t  t w o  s a t m  M a n d  N a r e  e q u i v a l e r 4 
L ( M ) = L ( N ) .
k - t a p e  s y n c h r o n i z e d  a l t e r n a t i n g  T u r i n g  m a c h i n ; - .  > c a n
b e  d e f i n e d  s i m i l a r l y .
We  s a y  a  s a t m  i s  a  o n e - w a y  s a t m  ( a n d  w r i t e  1 s a t m  
c a n  m o v e  i t s  i n p u t  h e a d  o n l y  t o  t h e  r i g h t .
T h e  ( s y n c h r o n i z e d )  a l t e r n a t i n g  T u r i n g  m a c h i n e  w h i c h  h a s  no  
e x i s t e n t i a l  s t a t e s  i s  d e n o t e d  ( s ) u t m  a n d  i s  c a l l e d  ( s y n c h r o n i - 
z e d )  a l t e r n a t i n g  T u r i n g  m a c h i n e  w i t h  o n l y  u n i v e r s a l  s t a t e s .
T h e  c o m p u t a t i o n a l  c o m p l e x i t y  o f  s a t m  i s  d e f i n e d  a s  i n  j 1 6 | 
I t  i s  m e n t i o n e d  a s  t h e  g r e a t e s t  c o m p l e x i t y  o v e r  a l l  a c c e p t i n g  
c o m p u t a t i o n s  o f  t h e  m a c h i n e  o n  a l l  i n p u t s  w i t h  t h e  s a m e  l e n g t h  
S u p p o s e  M i s  a  s a t m  a n d  V i s  a n  a c c e p t i n g  c o m p u t a t i o n  o f  M.
F o r  a n y  c o n f i g u r a t i o n  G l e t  s p a c e  ( G )  d e n o t e  t h e  s u m  o f  
t h e  l e n g t h  o f  t h e  n o n b l a n k  s t o r a g e  t a p e s  c o n t e n t s  i n  G .  T h e n  
t h e  s p a c e  o f  V i s  У ( V ) = m a x  { s p a c e ( G ) / G  o c c u r s  i n  V } .
L e t  S - p . . . , S m b e  a  s y n c  s e q u e n c e  o f  V a n d  l e t  t i m e  ( S ^ )  
d e n o t e  t h e  m a x i m u m  n u m b e r  o f  s t e p s  o f  M f r o m  t h e  ( i - l ) - t h  s y n c  
c o n f i g u r a t i o n  ( f r o m  t h e  i n i t i a l  c o n f i g u r a t i o n  i f  i = l )  e i t h e r  t o  
t h e  i - t h  s y n c  c o n f i g u r a t i o n  o r  t o  a n  a c c e p t i n g  o n e ,  i f  n o  o t h e r
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s y n c  c o n f i g u r a t i o n  a p p e a r s .  T h e  m a x i m u m  i s  b r o u g h t  o v e r  a l l  t h e
c o m p u t a t i o n a l  p a t h s  i n  V . F r o - m  t h e  a b o v e  i t  f o l l o w s  t h a t  t i m e
( S ^ )  i s  g e n e r a l l y  t i m e  b e t w e e n  ( i - l ) - t h  a n d  i - t h  s y n c h r o n i z a t i o n .
T h e  t i m e  O f  V i s  = t i m e  ( S . ) .
i  = 1 1
T h e  l e n g t h  o f  t h e  s y n f c  s e q u e n c e  o f  V -  S y n ( V )  i s  c a l l e d  
t h e  g y n c h r o n i z a t i o n  o f  V .
We  s a y  t h e  f u n c t i o n  S ^ ( n ) : N — > N  i s  a  s p a c e  c o m p l e x i t y  o f  M 
i f  f o r  a l l  p o s i t i v e  i n t e g e r s  n  h o l d s  Б м ( п ) = т а х  / J ^ ( W ) / W  i s  a n  
a c c e p t i n g  c o m p u t a t i o n  o f  M o n  x £ L ( M )  a n d  | x | = n ,  w h e r e  | x |  d e ­
n o t e s  t h e  l e n g t h  o f  x  }  \j { l } .  T h e  t i m e -  a n d  s y n c  c o m p l e x i t y  o f  
M c a n  b e  d e f i n e d  i n  t h e  s a m e  w a y  ( d e n o t e d  b y  Т ^ ( п )  a n d  S y n ^ ( n ) ) .
W e  s a y  t h a t  s a t m  M i s  f ( n ) - s p a c e  b o u n d e d  a n d  d e n o t e  s a t m  
( f ( n ) ) i f  £  N : S M ( n )  -  f ( n )  h o l d s .
T h e  c l a s s  o f  l a n g u a g e s  r e c o g n i z e d  b y  s o m e  k i n d  o f  d e v i c e s  i s  d e ­
n o t e d  b y  t h e  s a m e  b u t  c a p i t a l  l e t t e r s  a s  t h e  r e s p e c t i v e  d e v i c e .
A f u n c t i o n  S ( n )  i s  s p a c e - c o n s t r u c t i b l e  i f  t h e r e  i s  a  S ( n ) -  
s p a c e  b o u n d e d  d e t e r m i n i s t i c  T u r i n g  m a c h i n e  w h i c h  f o r  a n y  i n p u t  
o f  t h e  l e n g t h  n  m a r k s  o f f  e x a c t l y  S ( n )  c e l l s  o n  t h e  s t o r a g e  t a p e  
a n d  s t o p s .
2 .  R E S U L T S
I n  1 1 6 1 w a s  s h o w n  t h a t  a n y  s a t m  M c a n  b e  s i m u l a t e d  b y  a n  
e q u i v a l e n t  a t m  N s u c h  t h a t  T N ( n )  — 2 T ^ ( n )  a n d  S ^ C n )  = m a x  
( S y n ^ C n ) , S M ( n ) } . T h e  p r o o f  o f  t h i s  r e s u l t  u s e s  n o n d e t e r m i n i s m ,  
t h e r e f o r e  t h e  s a m e  t e c h n i q u e  c a n  n o t  b e  a p p l i e d  o n  u t m .  T h e  s i ­
m i l a r  a s s e r t i o n  c o n c e r n i n g  s u t m  a n d  u t m  i s  n e v e r t h e l e s s  t r u e .  
T h e o r e m  2 . 1 :  F o r  a n y  s u t m  M t h e r e  i s  a n  u t r r ^  N s u c h  t h a t  L ( M ) =  
= L ( N ) .  M o r e o v e r ,  f o r  t h e  c o m p u t a t i o n a l  c o m p l e x i t y  
o f  N h o l d s :
T N ( n )  5  3 T M ( n )
S ^ ( n )  = m a x  { S y n M ( n )  , S M ( n ) }
O u t l i n e  o f  t h e  p r o o f :  L e t  M b e  s o m e  s u t m .  A n  e q u i v a l e n t  u t r r ^  N 
h a s  o n e  t a p e  m o r e ,  w h i c h  s h a l l  b e  b y  t h e  s y n c  s e q u e n c e  o f  a  s i ­
m u l a t e d  c o m p u t a t i o n  e m p l o y e d .  N r u n s  t h r o u g h  t h e  s i m u l a t e d  c o m ­
p u t a t i o n  t w o  t i m e s .
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D u r i n g  t h e  f i r s t  r u n n i n g  i t  w r i t e s  d o w n  t h e  s y n c  e l e m e n t s  
o f  t h e  s i m u l a t e d  s y n c  c o n f i g u r a t i o n s  o n  i t s  a u x i l i a r y  s t o r a g e  
t a p e  i n  o r d e r  t h e y  c o m e .  ( T h i s  p h a s e  r e q u i r e s  Т ^ ( п )  t i m e  a n d  
S ^ ( n )  +  S y n ^ C n )  s p a c e ) .  D u r i n g  t h e  s i m u l a t i o n  o f  a n  a c c e p t i n g  
c o n f i g u r a t i o n ,  N r e t u r n s  a l l  i t s  h e a d s  a t  t h e  b e g i n n i n g  o f  t h e  
t a p e s  ( m a x  { S ^ n ) ,  S y n ^ ( n ) }  t i m e  i s  n e e d e d  f o r  i t ) .  T h e n  i t  r u n s  
o v e r  t h e  s i m u l a t e d  c o m p u t a t i o n  o n c e  m o r e .
S e v e r a l  s i m u l a t i n g  c o m p u t a t i o n s  r u n  p a r a l l e l y  n o w .  E a c h  o f  
t h e m  h a s  a  s y n c  s e q u e n c e  o f  o n e  s e q u e n t i a l  c o m p u t a t i o n  o n  i t s  
s t o r a g e  t a p e ,  a n d  v i c e - v e r s a  t h e  s y n c  s e q u e n c e  o f  e a c h  s e q u e n ­
t i a l  c o m p u t a t i o n  o f  M w h i c h  t e r m i n a t e  i n  a n  a c c e p t i n g  c o n f i g u r a ­
t i o n  i s  s t o r e d  o n  t h e  a u x i l i a r y  s t o r a g e  t a p e  i n  o n e  o f  t h e s e  
p a r a l l e l  c o m p u t a t i o n s .  N c o m p a r e s  t h i s  s e q u e n c e  w i t h  t h e  e l e ­
m e n t s  o f  t h e  s i m u l a t e d  s y n c  c o n f i g u r a t i o n s .  T h e y  m u s t  a g r e e .  
C l e a r l y  t h i s  p h a s e  o f  c o m p u t a t i o n  u s e s  t h e  s a m e  t i m e  a n d  s p a c e  
a s  t h e  f i r s t  o n e .
T h e  n e x t  p i c t u r e  c a n  m a k e  t h e  a b o v e - m e n t i o n e d  s i m u l a t i o n  
m o r e  c l e a r .
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I n  I 7 , 8 , 1 0  I t h e  a l t e r n a t i n g  T u r i n g  m a c h i n e s  w i t h  o n l y . u n i ­
v e r s a l  s t a t e s  w e r e  i n v e s t i g a t e d .  U s i n g  t h e  s i m i l a r  t e c h n i q u e s  
a s  t h e  o n e s  e m p l o y e d  i n  | 1 0 | w e  p r o v e d  s o m e  a s s e r t i o n s  c o n s i d e ­
r i n g  s u t m  w i t h . s m a l l  s p a c e  b o u n d .
L e m m a  2 . 2 :  L e t  L ^  = { . w 2 w  V  w , w e  [ о  , 1 }  + ., w Ф w ’ }  •
T h e n  1 )  L .  e  1  S A T M ( l )
2 )  L x €  U T M ( l o g  n )
3 )  L ^ ^  l  S U T M  ( S ( n ) )  f o r  a n y  S ( . n )  : N — > R  s u c h  t h a t  
l i m  ( S ( n ) )  /  n )  - 0
П-----> DO
P r o o f  :
1 .  We  s h a l l  d e s c r i b e  t h e  c o m p u t a t i o n  1 s a t m  M w h i c h  r e c o g n i z e s  
L ^  a n d  d o e s  n o t  u s e  i t s  s t o r a g e  t a p e .  I t  c a n  b e  d e t e r m i n e d  
d e t e r m i n i s t i c a l l y  w h e t h e r  t h e  . i n p u t  h a s  a  f o r m  w. 2 w \ w h e r e  
w , w  e  { 0 , l }  +  . I t  c a n  b e  d o n e  d u r i n g  t h e  o n e  s e q u e n t i a l  c o m ­
p u t a t i o n .  I n  t h e  s a m e  t i m e  t h e  c o m p u t a t i o n ,  t h a t  a s s u m e s  t h e  
i n p u t  i n  t h e  a b o v e - m e n t i o n e d  f o r m  r u n s  p a r a l l e l y .  I t  m u s t  
c h e c k  w h e t h e r  w i w " .
S u p p o s e  w i w "  a n d  t h e  i - t h  s - y m b o l  i s  t h e  f i r s t  o n e  i n  
w h i c h  w a n d  vj ' d i f f e r .  L e t  w ( i )  a n d  w " ( i ) ,  r e s p e c t i v e l y ,  d e ­
n o t e  t h i s  s y m b o l  i n  w a n d  w r e s p e c t i v e l y .  T h e n  w e  g e t  t h e  
n e x t  t a b l e  o f  a l l  p o s s i b l e  c a s e s
w (  i  >- 0 1 2 2 0 1
w ' ( i ) 1 0 0 1 $ $
I m m e d i a t e l y  a f t e r  t h e  s t a r t  M n o n d e t e r m i n i s t i c a l l y  d e c i d e s  
w h i c h  c a s e  w i l l  h a p p e n  a n d  r e m e m b e r s  t h i s  d e c i s i o n  i n  a  s t a t e  
( s a y  a s  t h e  o r d e r e d  p a i r  ( u , v )  ) .  T h e n  t h e  c o m p u t a t i o n  b r a n ­
c h e s  i n t o  t w o  p a r a l l e l  p r o c e s s e s .  O n e  p r o c e s s  s c a n n e s  w f r o m  
t h e  i n p u t  a n d  i t  r e m e m b e r s  u  i n  s t a t e s .  T h e  o t h e r  o n e  r e a d s  
w a n d  r e m e m b e r s  v .  A l l  f o l l o w i n g  c o n f i g u r a t i o n s  a r e  t h e  s y n c  
o n e s .
A t  f i r s t  t h e  b o t h  p r o c e s s e s  s e t  t h e  s y n c  e l e m e n t ,  i n  
a c c o r d a n c e  t o  t h e  s y m b o l  t h a t  i s  s c a n n e d .  I n  c e r t a i n  m o m e n t  M
2n o n d e t e r m i n i , s t i c a l l y  d e c i d e s , t h a t  t h e  s y n u j o l . r  • '  а  : :  о  -;*v
t h e s e  p r o c e s s e s  a r e  d i s t i n c t .  I n  d o t h  p r o o c i r e s  M c o m p a r e s  
t h e  s c a n n e d  s y m b o l  w i t h  t h e  o n e  s t o r e d  i n  i t s  . ' t a i n .  I f  t h e  >e  
s y m b o l s  a g r e e  M s e t s  t h e  s p e c i a l  s y n c  e l e m e n t ,  L l e a r l y , t h e  
s y n c h r o n i z a t i o n  c a n  b e  s u c c e s s f u l  o n l y  i f  b o t h  d e c i s i o n s  w e n  
r i g h t .
I f  w = w ” t h e n  s u c h  i  t h a t  w ( i )  Ф w ’ ( i )  d o e s  n o t  e x i s t .  
H e n c e  t h e  p r o c e s s e s  c a n n o t  s e t  t h e  s p e c i a l  s y n c  e l e m e n t  a n d  
t h e r e f o r e  t h e y  c a n n o t  a c c e p t  t h e  i n p u t .  I n  o p p o s e d  t o  i t  M 
r e j e c t s  i n p u t  a f t e r  t h a t  t h e  p r o c e s s e s  h a v e  r e a d  w a n d  w " ,  
r e s p e c t i v e l y  .
2 .  T w o - w a y  a l t e r n a t i n g  T u r i n g  m a c h i n e  N w i t h  o n l y  u n i v e r s a l  s t a ­
t e s  s u c h  t h a t  L ( N )  = a c t s  a s  f o l l o w s .
i L i k e  i n  1 .  i t  c a n  b e  c h e c k e d  d e t e r m i n i s t i c a l l y  i f  t h e  
i n p u t  h a s  a  f o r m  w 2 w  ' ,  w h e r e  w , w e - [ o , l } + . We  p a r a l l e l y  c h e c k  
i f  w /  w ' .
F i r s t  N w r i t e s  d o w n  1 o n  t h e  s t o r a g e  t a p e .  I n  e v e r y  m o ­
m e n t  t h i s  t a p e  w i l l  s t o r e  ( i n  b i n a r y  f o r m )  t h e  p o s i t i o n s  o f  
t h e  c o m p a r e d  s y m b o l s  i n  w a n d  m  ' .
N s t a r t s  i t s  a c t i o n  b y  t h e  r e p l a c i n g  i t s  i n p u t  h e a d  o n  
. . . t h e  l e f  t - e n d m a r k e r . I f  t h e  s t o r a g e  t a p e  s t o r e s  i  t h e n  N c o m ­
p a r e s  w ( i )  a n d  w ( i ) .  I f  w ( i )  i w ( i )  ( b e s i d e s  t h e  c a s e  
w ( i )  = 2  a n d  w ’ ( i )  = % , w h e n  N r e j e c t s  t h e  i n p u t )  t h e n  N 
a c c e p t s  t h e  i n p u t .  I f  w ( i )  = w ( i )  t h e n  N i n c r e a s e s  t h e  c o n ­
t e n t s  o f  t h e  s t o r a g e  t a p e  b y  o n e  a n d  r e p e a t s  i t s  a c t i o n  
( l i k e  i t  w a s  d e s c r i b e d  a b o v e ) .
I t  i s  e a s y  t o  s e e  t h a t  N r e c o g n i z e s  e x a c t l y  L ^ . .  M o r e o v e r  
N n e e d s  t o  s t o r e  o n l y  t h e  h e a d  p o s i t i o n .  T h e r e f o r e  i t  r e ­
q u i r e s  Г l o g  ^  1  s p a c e .
3 .  L e t  0  b e  a  o n e - w a y  s y n c h r o n i z e d  a l t e r n a t i n g  T u r i n g  m a c h i n e
w i t h  o n l y  u n i v e r s a l  s t a t e s  s u c h  t h a t  L ( 0 )  = L - ^ .  S u p p o s e  0
i s  S ( n ) - s p a c e  b o u n d e d ,  a n < j  S ( n )  i s  s u c h  a  f u n c t i o n  t h a t
l i m ( S ( n ) / n )  = 0 .  L e t  r  a n d  s  b e  t h e  n u m b e r s  o f  s t a t e s  a n d  
n — »  oo
t h e  s t o r a g e  t a p e  a l p h a b e t  o ' f  0 ,  r e s p e c t i v e l y .  F o r  e a c h  n  — 1
l e t  r «
V ( n )  = I  w 2 w /  w c  { 0 , l }  } .
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F o r  a n y  X e  V ( n )  w e  d e f i n e  t h e  f o l l o w i n g  s e t s  o f  i n t e r n a l  c o n ­
f i g u r a t i o n s  :
S ( x )  = { ( q  j  ) /  t h e r e  i s  a  s e q u e n t i a l  c o m p u t a t i o n  o f  0  
o n  i n p u t  X s u c h  t h a t  I Q ( x )  I — j  
( x , n  +  l  , q  ' ,  oL , j  ' )  I — q ( x , n  + 2 , q ,  < X , j )
C l e a r l y  f o r  a n y  ( f  e  S ( x )  t h e  c o n f i g u r a t i o n  ( x , n  +  2 , w  )  i s  t h e  
f i r s t  o n e  i n  w h i c h  t h e  i n p u t  h e a d  i s  p l a c e d  j u s t  b e h i n d  t h e  
s y m b o l  2 .
C (  x  )  = ( K  , G  /  G  I e  S ( x )  , ^  2 ^  a n c l  ^ h e
w i n g  a s s e r t i o n s  h o l d :
1 .  I n  a  c a s e  6 ^  = <5 2  t h e r e  i s  a  c o m p u t a t i o n a l  p a t h  o f  0  
w h i c h  s t a r t s  i n  t h e  c o n f i g u r a t i o n  ( x , n  +  2 ,  < T ^ )  a n d  e i t h e r  
t e r m i n a t e s  i n  a  r e j e c t i n g  c o n f i g u r a t i o n  o r  i t  i s  i n f i n i t e .
2 .  I n  a  c a s e  (T^ f <5  ^ t h e r e  a r e  t w o  c o m p u t a t i o n a l  p a t h s  o f  
0  w h i c h  s t a r t  . i n  t h e  c o n f i g u r a t i o n s  ( x , n  +  2 , ( T ^ )  a n d  
( x , n + 2 ,  G ' 2 ) >  r e s p e c t i v e l y ,  a n d  t h e y  t e r m i n a t e  i n  s y n c  
c o n f i g u r a t i o n s  w i t h  d i s t i n c t  s y n c  e l e m e n t s .
N o t e  t h a t  e a c h  x  £  V ( n )  i s  n o t  a c c e p t e d  b y  0 .  H e n c e  C ( x ) / 0  f o r  
a n y  x  6  V ( n ) .
T h e  n e x t  p r o p o s i t i o n  h e l p  u s  t o  f i n i s h  t h e  p r o o f .
P r o p o s i t i o n  2 . 3 :  F o r  a n y  t w o  d i f f e r e n t  s t r i n g s  x  a n d  y  i n  V ( n )
C ( x )  Л С ( y ) = 0 .
P r o o f  o f  t h e  L e m m a  2 . 2  ( c o n t i n u e d ) :
L e t  p ( n )  d e n o t e  t h e  n u m b e r  o f  p a i r s  o f  t h e  p o s s i b l e  i n t e r n a l  
c o n f i g u r a t i o n s  o f  0  w h i c h  h a s  t h e  i n p u t  h e a d  p l a c e d  j u s t  b e h i n d  
t h e  s y m b o l  2 .
p ( n )  = ^ j +  whe r e  K = r . s ^  2n + ^  . S( 2n + 1)
p ( n )  — c S ( 2 n + 1 ) , w h e r e  c  i s  s o m e  a p p r o p r i a t e  c o n s t a n t .
O n  t h e  o t h e r  h a n d ,  t h e  n u m b e r  o f  a l l  e l e m e n t s  o f  V ( n )  i s  
I V (  п  )  I = 2 n
T h e  f a c t  t h a t  l i m ( S ( n )  / n )  = 0  i m p l i e s  t h a t  t h e r e  i s  a  p o s i t i v e  
n — >  oo
i n t e g e r  n Q s u c h  t h a t  ^  >  n  : p ( n ) <  | V ( n )  |
о
T h e r e f o r e  f o r  a n y  l a r g e  n  t h e r e  m u s t  b e  t w o  d i f f e r e n t  s t r i n g s  
x  a n d  у  i n  V ( n )  s u c h  t h a t  C ( x )  Г \  C ( y )  i 0 .  T h i s  c o n t r a d i c t s  
t h e  P r o p o s i t i o n  2 . 3 .  C o n s e q u e n t l y  t h e r e  i s  n o  1 s u t m  ( S ( n ) )
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w h i c h  r e c o g n i z e s  f o r  a n y  S ( n )  s u c h  t h a t  l i m  ( S ( n ) / n )  = 0 .
n - > * o  p
T h e o r e m  2 . 4 :  F o r  a n y  f u n c t i o n  S ( n )  s u c h  t h a t  l i m  ( S ( n ) / n ) = 0
n — >oo
t h e  n e x t  a s s e r t i o n s  a r e  t r u e :
1 .  1 S U T M  ( S ( n ) )  ^  1 S A T M  ( S ( n ) )
2 .  i f  a l s o  S ( n )  — l o g  n  t h e n  1 S U T M  ( S ( n ) )  ^  S U T M  ( S ( n ) )
L e m m a  2 . 5 :  L e t  L 2 = { w 2 w  /  w £  { 0 , 1 }  +}  . T h e n
1 .  L 2 e  1 S U T M  ( 1 )
2 .  L 2 h  1 S U T M  ( S ( n ) )  f o r  a n y  S ( n )  s u c h  t h a t  l i m  ( S ( n ) / n ) = 0 .
n — >cx>
T h e o r e m  2 . 6 :  F o r  a n y  f u n c t i o n  S ( n )  s u c h  t h a t  l i m ( S ( n ) / n ) = 0 ,
n — > o o
t h e  c l a s s  o f  l a n g u a g e s  r e c o g n i z e d  b y  S ( n ) - s p a c e  b o u n d e d  o n e -  
- w a y  s y n c h r o n i z e d  a l t e r n a t i n g  T u r i n g  m a c h i n e s  w i t h  o n l y  u n i v e r ­
s a l  s t a t e s  i s  n o t  c l o s e d  u n d e r  c o m p l e m e n t a t i o n .
T h e  n e x t  t a b l e  s u m m a r i z e s  s o m e  p r e c e d i n g  r e s u l t s .
' ^ —- - ^ e l a s s e s
S ( n ) ^ ^
1 S U T M ( S C n ) )  
- l S A T M ( S ( n ) )
1 S U T M ( S ( n ) )  
- S U T M ( S ( n ) )
1 A T M C S ( n ) )  
- l S A T M ( S ( n ) )
1 U T M ( S C n ) )  
- l S U T M ( S ( n ) )
l o g  l o g  n ? $
l o g  n ? ? ?
n ? 7
N o t a t i o n :  n t m  ( S ( n ) )  d e n o t e  t h e  S ( n ) - s p a c e  b o u n d e d  n o n d e t e r m i -  
n i s t i c  T u r i n g  m a c h i n e .
L e m m a  2 . 7 :  L e t  S ( n )  b e  t h e  s p a c e - c o n s t r u c t i b l e  f u n c t i o n
1 .  F o r  a n y  u t m  ( S ( n  )  )  M t h e r e  i s  a n  n t m ( S ( n ) )  N s u c h  t h a t  
L (  N )  -  L T mT .
2 .  F o r  a n y  n t m  ( S ( n ) )  0  t h e r e  i s  a n  u t m  ( S ( n ) )  P s u c h  t h a t  
L ( P )  = Ш 7 .
L e m m a  2 . 8  1 1 7 1 : F o r  a n y  s p a c e - c o n s t r u c t i b l e  f u n c t i o n  S ( n ) : N — >  R ,  
s u c h  t h a t  S ( n ) —l o g  n ,  t h e  c l a s s  N T M ( S ( n ) )  i s  c l o s e d  u n d e r  
c o m p l e m e n t a t i o n .
T h e o r e m  2 . 9 :  L e t  S ( n )  b e  a  s p a c e  c o n s t r u c t i b l e  f u n c t i o n  s u c h  
t h a t  S ( n )  — l o g  n .  T h e n
UTM ( S ( n ) )  = N T M ( S ( n )  ) .
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A . K . C h a n d r a ,  D . C . K o z e n  a n d  L . 3 . S t o c k m e y e r , A l t e r n a t i o n  3 . o f  ACM 2 8
( 1 9 8 1 )  1 1 4 - 1 3 3 .
E . M . G u r a r i  a n d  O . H .  I b a r r a ,  ( S e m i - ) a l t e r n a t i n g  s t a c k  a u t o m a t a ,
M a t h .  S y s t e m  T h e o r y  1 3  ( 1 9 8 2 )  2 1 1 - 2 2 4 .
J . E . H o p c r o f t  a n d  J . D . U l l m a n ,  F o r m a l  l a n g u a g e s  a n d  t h e i r  r e l a t i o n  t o  
a u t o m a t a  ( A d d i s o n - W e s l e y , R e a d i n g ,  MA, 1 9 6 9 ) .
J . H r o m k o v i c ,  A l t e r n a t i n g  m u l t i c o u n t e r  m a c h i n e s  w i t h  c o n s t a n t  n u m b e r  
o f  r e v e r s a l s ,  I n f o r m a t i o n  P r o c e s s i n g  L e t t e r s  2 1  ( 1 9 8 5 )  7 - 9 .
J .  H r o m k o v i c ,  O n  t h e  p o w e r  o f  a l t e r n a t i o n  i n  a u t o m a t a  t h e o r y ,  3 . o f  
C o m p ,  a n d  S y s .  S e i .  3 1  ( 1 9 8 5 )  2 8 - 3 9 .
d . H r o m k o v i c ,  T r a d e o f f s  f o r  l a n g u a g e  r e c o g n i t i o n  o n  p a r a l l e l  c o m p u t i n g  
m o d e l s ,  P r o c .  1 3 t h  I C A L P  8 6 ,  L e c t u r e  N o t e s  i n  C o m p u t e r  S c i ë n c e  2 2 6
( 1 9 8 6 )  1 5 7 - 1 6 6 .
K .  I n o u e ,  A . I t o ,  I . T a k a n a m i  a n d  H . T a n i g u c h i ,  A s p a c e - h i e r a r c h y  r e s u l t  
o n  t w o - d i m e n s i o n a l  a l t e r n a t i n g  T u r i n g  m a c h i n e s  w i t h  o n l y  u n i v e r s a l  
s t a t e s ,  I n f o r m .  S c i e n c e s  3 5  ( 1 9 8 5 )  7 9 - 9 0 .
K . I n o u e ,  A . I t o ,  I . T a k a n a m i  a n d  H . T a n i g u c h i ,  T w o - d i m e n s i o n a l  a l t e r n a t i n g  
T u r i n g  m a c h i n e s  w i t h  o n l y  u n i v e r s a l  s t a t e s ,  I n f o r m ,  a n d  C o n t r o l  5 5
( 1 9 8 2 )  1 9 3 - 2 2 1 .
K . I n o u e ,  H . M a t s u n o ,  I . T a k a n a m i  a n d  H . T a n i g u c h i ,  A l t e r n a t i n g  s i m p l e  
m u l t i h e a d  f i n i t e  a u t o m a t a ,  T h e o r e t .  C o m p .  S e i .  3 6  ( 1 9 8 5 )  2 9 1 - 3 0 8 .
K . I n o u e ,  I . T a k a n a m i  a n d  R . V o l l m a r ,  A l t e r n a t i n g  o n - l i n e  T u r i n g  m a c h i n e s  
w i t h  o n l y  u n i v e r s a l  s t a t e s  a n d  s m a l l  s p a c e  b o u n d s ,  T h e o r e t .  C o m p .  S e i .  
4 1  ( 1 9 8 5 )  3 3 1 - 3 3 9 .
K . N . K i n g ,  A l t e r n a t i n g  f i n i t e  A u t o m a t a ,  D o c t o r a l  D i s s e r t a t i o n ,
U n i v e r s i t y  o f  C a l i f o r n i a ,  B e r k e l e y .
K . N . K i n g ,  A l t e r n a t i n g  m u l t i h e a d  f i n i t e  a u t o m a t a ,  P r o c .  8 t h  I C A L P  8 1 ,  
L e c t u r e  N o t e s  i n  C o m p u t e r  S c i e n c e  1 1 5  ( 1 9 8 1 )  5 0 6 - 5 2 0 .
R . J . L a d n e r ,  R . J . L i p t o n  a n d  L . 3 . S t o c k m e y e r ,  A l t e r n a t i n g  p u s h d o w n  a n d  
s t a c k  a u t o m a t a ,  S IAM 3 .  C o m p u t .  1 3  ( 1 9 8 4 )  1 3 5 - 1 5 5 .
W . 3 . P a u l ,  E . 3 . P r a u s s  a n d  R . R e i s c h u k ,  On a l t e r n a t i o n ,  A c t a  I n f o r m a t i c a  
1 4  ( 1 9 8 0 )  2 4 3 - 2 5 5 .
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1. INTRODUCTION. The reduced number of multiplications and 
the fact that no round-off errors occur in calculating cyclic 
convolutions via generalized discrete Fourier transforms 
(GFT's) over finite commutative rings R with identity are the 
main reasons for the great attention that these techniques 
have received over the last few years. To overcome one draw­
back of the GFT, the rigid relation between obtainable trans­
form length and the ring in which the transform is defined, 
several authors [2]-[4] consider extension rings of R.
We introduce extension rings S of R supporting a GFT of gi­
ven length N. Based on a normal basis concept in S, we gene­
ralize the algebraic discrete Fourier transform (ADFT) [1] 
for rings R and present a convolution algorithm via ADFT. We 
show the connection between this algorithm and other convolu­
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tion techniques via Chinese remainder theorem (CRT) or via 
reduced GFT's. The ADFT has the advantage over these trans­
forms that its inverse can be calculated by a similar algo­
rithm. This property of the ADPT facilitates the soft- and 
hardware realization of cyclic convolutions of R-sequences.
2. GENERALIZED DISCRETE FOURIER TRANSFORMS. Throughout this 
paper, let Z be the ring of all integers, and let R be a 
finite commutative ring with identity. By R * ,  we denote the 
group of units in R. For Ne Z (N = 2), an element e eR is 
called a primitive N-th root of unity in R if 
eW = 1, ek - U R "  (к = 1,...,N-1).
If for given l e Z  (N = 2), there exists a primitive N-th 
root of unity in R, then R supports a GPT of length N. In 
this case, the GPT of length N over R and its inverse are 
defined to be the following mappings between ^ = £y.j3 e
r~ iN-1 eRN [2]:
N-1
у ,  - ПJ i=0 *i 6
5i;j (3 = 0,... ,N-1 ) ,
N-1
y. := N"1 П
3=0
fj e“1  ^ (i = 0,... ,
The GPT possesses properties resembling those of the clas­
sical discrete Fourier transform (DPT), particularly the cyc­
lic convolution property [33. The advantage of the GPT over 
the DPT is that one can replace complex arithmetic by opera­
tions in R, for example by the residue arithmetic modulo M 6 Z 
(M = 2) if R := Z/MZ. The main drawback of the GPT results 
from the following relation between obtainable transform
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length and the ring, in which the transform is defined:
Assume that R can be decomposed into the direct sum of r
local rings with the corresponding residue fields GP(qk) 
r
(1) R = ©  Rk.
k = 1  K
Then R supports a GPT of length N if and only if N | qk - 1 
for all к = 1,...,r.
Recently Q5], we have showed how to construct extension 
rings S of a given ring R supporting a GPT of length N:
Let R be given by (1), and let ïïeZ (N = 2) with
(2) gcd(qk,N) = 1 (k = 1,...,r).
We consider the elements of the ring Z/NZ as the integers 
0,...,N-1, where addition and multiplication is performed 
modulo N. Let
(3) L = <q1,...,qr> = (Z/NZ)*
»
be the subgroup of (Z/NZ)* generated by all qk, where n := IUI.
There exists a primitive N-th root of unity ek in a Galois
extension of Rk of degree dk := ordN(qk). Purther,
f^k^(x) := I I (x - e, u ) (k = 1,...,r) 
ueU K
are monic polynomials in R, Cx]. With respect to 
r
RDO - ©  Rk W  
k=1 K
define the monic polynomial f £КГх] of degree n by
(4) f *— -(f(1),...,f(r)).
In this way, one can obtain (f(N)/n)r pairwise different 
polynomials f^RCx], where f denotes the Nuler's totient 
function. With (f) = f»R[x], set
(5) 3 := R Cx] /(f).
The elements of S can be represented as polynomials in RCxD
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of degree «=n, where all calculations are performed modulo f.
Now X 6 S is a primitive N-th root of unity in S, and the 
GFT of length N over S and its inverse are defined hy
(6) f = An y, y = An 
where _y,y £3 and
-1 Z»
N :=  b x 3 ] î
N-1 
i » Ô =0’ “N
-1
\
[ x - i j ] N-1i»J=0*
y. CRT A N D  R E D U C E D  GFT. We use the notations (1)-(5). For 
i j e  Z/NZ, we introduce an equivalence relation i ^  j , if 
there exists u e U  such that i = uj. Let 
(7) T = £t^ .î к = 1 » • • • »mj
be a set of representatives of the equivalence classes of
\
Z/NZ induced by U. Assume that e eS with f(e) = 0. Then 
x^ - 1 €RCx] factors over S
and it holds by the CRT that
R rx]/(xW - 1 ) 2 ©  RCx]/(f, ).
k=1  K
One can generalize the algorithm [4, pp.35-37] for the convo­
lution of N-point sequences in R in the obvious manner [6].
Another method to calculate such convolutions is based on 
the GFT (6) over S. Unfortunately, this approach extends the 
R-arithmetic to the more expensive arithmetic in S. One com­
promise makes use of the so-called con.jugate symmetry proper-
„  .
ty [2]: There exists an automorphism group of S over R given 
by AutRS := u e ujr, £^(x) := xU eS. Now it holds for
all u e U  and for у £ RN by (6) that
N-1
W  = S  yi xlJU = V
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Hence, the GFT of y a is determined by J ^ - V  Tbe GFT*
which calculates exactly the representatives y, (k = 1,...,
xk
m) of the components of y is called the reduced GFT. A con­
volution algorithm via reduced GFT was developed in [3] . In
[6], we explain the connection between this algorithm and 
those based on the CRT.
However, with respect to soft- and hardware realizations of 
convolutions, both algorithms have the disadvantage that the 
applied transform and its inverse must be calculated in a 
different manner.
4. THE ALGEBRAIC DISCRETE FOURIER TRANSFORM. We use the nota­
tions (1)— (7). If В := {tf^ (b): u e u} (beS) contains n li­
nearly independent elements over R, then В is a normal basis 
of S over R. By Ц5], there exists a normal basis of 3 over R.
The linear map of S onto R defined by
tr ( a) := ) (a) (aeS)
ueU u
is called the trace of a e S over R. T-wo bases В = fb.,...,b } 
and C = £c.j,...,cn } of S over R are dual bases if 
tr(b.c.) = ., where S'. . signifies the Kronecker symbol. If
В = C, then В is a self-dual basis of 3 over R. By f5] , for 
any basis В = {Ь^ -, ...,b } of S over R, there exists a unique 
dual basis C = (c^,...,cn j determined by
= db  1 ^ b i - 4 ! = i ’ db  : = ^t r ( b i b j ^ i , j = i »
which is a normal basis of S over R if and only if В is a 
normal basis.
Let В be a normal basis of S over R with the dual basis C.
22k
Now we generalize the ADFT [1, p.252] for finite commuta­
tive rings with identity. The ADFT of length N over R and its 
inverse are defined to be the following mappings between 
N-point vectors y = Су^З^Зд 6 and - = EY..3^ ”q £R^;
(8) Y : = BA У » У aN
:= C
А ' 1a n
with
BAAN
:= [(х1Ъ 1IN-1 =°> CA -1 .:= 
an
N"1 [[x“lJ]I "|N“1i» j=0’
where (x^ ) ^ denotes the coefficient of «,(b) = b in the
presentation of x1  ^e. S with respect to B, and where [x-1 ]^ ^ 
is the coefficient of ^(c) in the representation of x-1  ^£3 
with respect to C.
Theorem [6] . Under above assumptions, the ADFT of у
calculates [у. with respect to the normal basis B.tk k-1
With other words, ^У^Зк=1 can be arranged from Y, and
к
conversely.
NFor given y,z 6 R , the cyclic convolution h = у * z can be 
- obtained via ADFT as follows:
1) Calculate Y,Z eR11 via ADFT and arrange [y^  3^=-|» ]k_^.
л  к  к
2) Evaluate h+ = у.*z. for all к = 1,...,m.
x k  x k  x k
3) Arrange H «R1^ and calculate h € via inverse ADFT.
5. CONCLUSIONS. The ADFT over R is defined for any transform 
length N satisfying (2). For example, one can perform ADFT's 
of large length over residue class rings of integers modulo 
Fermat- or Mersenne numbers. The ADFT uses only R-arithmetic 
and can be computed by fast algorithms for some R. and N [i, 6] 
Its main advantage over the transforms considered in Sec-
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tion 3 is that its inverse can be performed by a similar al­
gorithm. By (8), it is desirable to choose В as a self-dual 
normal basis of S over R (cf. Q1, 6J).
The ADFT (inverse ADPT) can be calculated by the reduced 
GPT or by the CRT and by postconverting the outputs according 
to the normal basis В (C). On the other hand, the normal ba­
sis concept yields a possibility to perform reduced GFT's or 
transforms based on the CRT and their inverses via same al­
gorithms at the cost of precomputing the input data for the 
inverse transforms with respect to В and postcomputing the 
output values with respect to C.
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§0 INTRODUCTION
The higher-order arrays, a model of powerful data structures were first defined by 
J. Tiuryn in the paper [4]. They generalizes the notion of usual “level 1” arrays, 
considered e.g. in [6]. A higher- order array is a partial function which arguments and 
values are rather arrays of lower levels than the ground domain objects. In the papers 
[4], [6], [2], [1] and others the problems of decidability of halting problem over finite 
structures, verification and expressive power of programs with higher-order arrays were 
considered. In our paper we assume a new notion of semantics for programs equipped 
with higher-order arrays. Our main aim is to obtain a possibility to verify partial 
correctness of these programs with only first-order ground domain theory oracles. The 
general result is negative, although we obtain positive partial results. The main tool 
in our considerations is the complexity theory.
§1 SYNTAX
Let X be an arbitrary, finite, first-order language with equality. The language X* of 
higher-order arrays is a disjoint sum of X and the set { 10", т € T YPE}, where
TYPE is the least set containing the ground ty p e  0 and closed under the followig rule: 
if о, г  € TYPE then (<r —► r) 6 TYPE. For a  € TYPE we have sets of variables 
(typically X )  and array identifiers (typically A ) of type o. For each а  6 TYPE we 
define the set T ff of term s of type <r as the least set satisfying:
* 1+  is a term of type cr;
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* a variable, an array identifier and a function symbol from L of type a  are terms of 
type <r;
* if T G T(ff-*r) and S G Tff then T 5 is a term of type a.
Informal meaning of T  0(<,-+T) 5 is an application of a function T to an argument 5. 
Informal meaning of a symbol _l_o is an undefined value. From now on we will omit 
types and application symbols ■o^(r_„rj if it makes no confusions. A term T  of type a  
is closed if it contains no variables (notation T G CTV). It is assignable if closed, of 
type 0 and of the form AT\ ... Tn, where A is an array identifier and T \ . . . T n are of 
appropriate types. We also allow the case of n =  0. The set ASSN of assertions we 
define as the least set satisfying:
* if Ti, T2 € Т» then Ti = T2 € ASSN;
* if r is a relation symbol of axity к from L and T \ . . . T n € To then r(T i. . . T„) G 
ASSN;
* if a,  ß  G ASSNand X  is a variable then -*a, a Л ß  and (3X)a are also in ASSN. 
Abbreviations =ï ,  V, V, &  are defined as usually. Let ASSNo be the set of all a  € 
ASSN such that a  contains only variables and array identifiers of type 0. We identify
formulae of ASSNo with first-order formulae over I + = L U {i-o}. The set WPA of 
while-programs w ith  higher-order arrays is the least set such that:
* if T is an assignable term and S  € CTo then an assignment T  :=  S  € WPA;
* If P, Q G WPA and e € ASSN is closed, without quantifiers and equalities between 
terms of type different than 0 then expressions if e then P  else Q  fi, (P; Q), while e 
do P  od are in WPA.
We assume that expressions of the form [P]o for P  G WPA and a  G ASSN are 
formulae (but not assertions). We extend this convention for all elements of the closure 
of assertions and formulae of the form [P]a under Л and Particulary a =>- [ P ] ß  is 
a formula. The second, well-known equivalent notation for a =► [ P ] ß  is { o t } P { ß } .
§2 SEMANTICS
An P -stru c tu re  В is a family of disjoint sets {Дг|<т € TYPE}, satisfying the following 
conditions:
* Bo is an I +-structure in the standard first-order sense;
* is a subset of the space FUN(ß<r,ß r ) of all total, set-theoretical functions 
from Bff into BT, containing a constant function equal J_r for all arguments, which is 
an interpretation of the symbol -Ц<г-»г) £ L.
* B(<r-+r) is closed under finite modifications of its elements, i.e. if card( {x  G B„ :
/(*) Ф $(*)}) < No and /  G then g G B(ff-+T)\
* an interpretation of °(a-*r) is a function from the Cartesian product x  Дг
into B r such that for /  G В((т-*т) a11^  /  о x =  f ( x )  G BT.
The definition of satisfiability for all formulae in such a structure is standard. This 
relation is denoted В  f= a. An i)-p o lys tru c tu re  is an arbitrary, nonempty class M  of 
X*-structures, equipped with relations |= . We say that a formula a  (not necessary an 
assertion) is true in M  and write. M  f= a  iff В a  for all B G M .  A theory of M ,  
T h ( M ) ,  is the set {a|a G ASSN, Л4 ^  a} and a partia l correctness theory of M  is 
the set P C ( M )  =  { a  =* [ P ] ß \ a , ß  G ASSN,P  G W PA,Л* f= a  =► [ P ] ß } .  For 
given I +-structure A  we define the first-order theory of A as the set T h ( A )  =  {a|a G 
ASSN, В ^  a }  for any X**-polystructure В such that В =  A .  It is easy to see that
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T h ( A )  is well-defined and coincides with the standard notion of theory for first-order 
structures.
§3 EXPRESSIVENESS AND WEAK EXPRESSIVENESS
We say that an Z^-polystructure M  is weakly expressive for t f  and  WPA iff for each 
P  G WPA and each ß  G ASSN there exists an a € ASSN satisfying:
* M  b  « =► [F]ß]
* for an arbitrary Q  € WPA and an arbitrary rç 6 ASSN \ i  M  \= r] [Q, P ] ß  
then M \ = r j  = ï  [Q] a.
An Z*-polystructure M  is said to be expressive for I *  and WPA iff for each P  €  
WPA and each ß  € ASSN there exists an a € ASSN satisfying M  f= о [ P ] ß .  
The notion of weak expressiveness is due to Jerzy Tiuryn [4]. It is easy to see that 
expressiveness implies weak expressiveness for an arbitrary L*-polystructure M.
§4 VERIFICATION OF PROGRAMS WITH HIGHER-ORDER ARRAYS
Now we describe a Hoare-like system H for programs with higher-order arrays and
assertions being first-order formulae over the language i ) .
ORACLE
THE SYSTEM H(W) 
W  Ç  ASSN
ASSIGNMENT AXIOM
a { T / S }  =>• [5 : = T ] a
R1 COMPOSITION RULE
a =»[?]/? ß = > [ Q h  
<*=* [ P ; Q ] i
R2 IF-THEN-ELSE RULE
а Л е ^  [P] ß  a  A  ->e =» [Q] ß  
a  => [if e then P  else Q n \ ß
R3 WHILE RULE
a
R4 CONSEQUENCE RULE
a  A e  => [P]a 
[while e do P  od] a  A  ->e
a  => ß  ß  =$► P17 7 = M
a  =£• [P] V
4.1 Theorem
For an arbitrary formula a  =>■ [P] ß  and an arbitrary Z1-polystructure M  the following 
are equivalent:
a) A4 |= a =*► [P] ß
b) H ( Щ М ) )  h a =► [ P ] ß .
The proof of this is very standard and can be found e.g. in [4].
§5 PROPERTIES OF CHOSEN FAMILIES OF Z»-POLYSTRUCTURES
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* В(<т-+т) = { /  € FUN(ß„, BT)\f(x) =  LT for almost all elements x € Bff).
5.3.1 Theorem (Kowalczyk, Urzyczyn, [3])
a) For an arbitrary А, Мз{А) is expressive.
b) If A  is an infinite X+-structure then ТН(Л4з(А)) is not an arithmetic set.
We say that an Z+-structure A  is strongly arithmetical iff there exists a bijection code : 
A  —» ш identifying elements of A  with natural numbers such that arithmetic on codes 
may be defined by formulae of Z+ : Zero(x), Succ(x.y), Add(x, y, z), Muli(x, y, z), 
which may depend on A. By a result of Urzyczyn [7] it is equivalent to the followig 
condition: A  is an infinite, Herbrand structure, expressive for class of while-programs 
with recursion.
5.3.2 Theorem (Kowalczyk, Urzyczyn, [3])
a) There exists a finitary, sound and relatively complete system G for РС(Мз{А)) 
using Th(A) as an oracle, for all strongly arithmetical or finite structures A.
b) There is no Turing machine T with oracle which for an arbitrary weakly expressive 
Мз(А) accepts exactly РС(Мз(А)) using oracle Th(A).
5.4
Let, for a given L+-structure A , Mi(A)  be a family of all i #-structures В satisfying 
condition that So is elementary equivalent to A.
5.4.1 Theorem
a) For an arbitrary A , Th(Mi(A)) is Sj over Th(A).
b) There exists a finitary system G (which is H with added new axioms and rules) 
such that G is sound and relatively complete for each weakly expressive Л44(Л).
c) If .4  is a finite structure then M a(A) is expressive.
d) A4<(A0 is not weakly expressive.
Sketch of proof:
a) We can axiomatize Th(Mi(A)) taking as axioms whole Th(A) and adding new
axiom schemes which force a good “type inference”, functional “behaviour” of sorts 
Bff for о ф 0, existence of constants and possibility of finite modification of
functions. We must also add Modus Ponens and Generalization Rules.
b) Follows from a) and 2.1.
c) It is standard.
d) Let
P  =  у := 0; while у ф x do у :=y + 1 od.
Assume that M±(M) is weakly expressive. Then there exists an a(z) € ASSN such 
that Aii(M) a =»• [P] false and for each ß(x) G ASSN if \= ß ^
[P] false then f= a =$■ ß. Таке
ß{x) = a(x) V (3Y  : (0 -► t))(Vz)(F0 = 1 Л (Yz = 1  =► Y(z  + 1) = 1) A Yx ф 1),
where r is a type longer than all types of variables and array identifiers which occur 
in a. It is clear that М^(М) [=/?=*► [P]false. It is also a simple observation that 
Mi{M) a =» ß, which yields a contradiction.
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In this paragraph we consider four functions of the form (X+-structure А)>->(1*- 
polystructure M(A)).  Intended meaning of such a function is the following: given 
.A;then M(A)  is a family of X^strudtufes В such that ßo is “similar” to A  in some 
sense, and Bff, for а  Ф 0, satisfy some additional conditions. This scheme reflects the 
fact that in ordinary life arrays are not used for their own, but are treated as tools 
in construction of programs operating on the ground type objects. In particulary we 
want to find “good” such a functions. By a good function A  M.(A) we mean such 
a function that M(A)  is at least weakly expressive for A  being finite or a standard 
model of arithmetics. Secondly, we want to have, for weakly expressive M(A),  a fini- 
tary, sound and relatively complete system G for PC(M{A))  with only Th(A) as an 
oracle. Remember that if we allow Th(M(A)) as an oracle then the wanted system 
always exists by 4.1. We assume that a good function should be also natural in some 
sense.
Convention: Лf = (tv, +, -, 0,1) denotes the standard model of arithmetics.
5.1
Let Mi(A)  be a singleton {ß}, where ß is the following X^ -structure:
* ßo = Д;
* ß(<r—r) = FUNIß*, BT).
5.1.1 Theorem
a) If A  is finite then M\(A)  is expressive.
b) Mi(M)  is expressive.
c) Complexity of Th(M\(M)) is the theory of all finite types of the standard model of 
arithmetics.
d) There is no Turing machine T with oracle which for an arbitrary weakly expressive 
Mi(A)  accepts exactly PC(M\(A))  using oracle Th(A).
The proof of it is very standard.
5.2
Let Л4г(Д) be, for a given A , a family of all X -^structures ß such that ßo = A.
5.2.1 Theorem
a) If A  is finite then Л1г(Д) is expressive.
b) Л4г(Л0 is expressive.
c) Th(M 2 (Af)) is nj-hard.
d) There is no Turing machine T with oracle which for an arbitrary weakly expressive 
M.2 (A) accepts exactly PC(M 2 (A)) using oracle Th(A).
Sketch of proof:
a) and b) are again standard and d) follows from c). To prove c) observe that that 
M i ( A / ) Ç M 2(M) and all elements ß 6 Л4г(Л/) are substructures of ß°-the only 
element of Mi(M). It follows that theories of M\(M) and M.2 (M) are identical w.r.t. 
nj-sentences.
5.3
Let, for a given А, Мз(А)  be a singleton {ß}, where ß is the foflowing t f  -structure: 
* ß o = A
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§6 CONCLUSIONS AND REMARKS
6.1 Theorem
If 1 < t, j < 4 and i Ф j  then there exists a language L 
that PC(Mi{A)) ф PC{Mj{A)).
Sketch of proof:
Complexity bounds for A  = give us all distinctions 
For to prove this observe that
Inf  =  { 3 X  : (0 0))(Vz)Xz ф 1
is true in M \ (A/) while not in М г { М ) .  It follows that the partial correctness theories 
of these polystructures axe distinct, too.
As it may be seen from the above theorems, situation is not satisfactory. It is the 
result of our assumption allowing as assertions arbitrary first-order formulae over L\  
i.e., in fact, higher-order formulae over L. This forces the partial correctness theory 
to be very complicated (to be of very high complexity). Therefore I suppose that we 
may not expect a success (a sound and relatively complete system for PC with only 
first-order ground domain oracles) allowing such a strong set of assertions.
The reader is referred to the paper [5] for discussion of our problem from a different 
point of view. The author uses only first-order Ei assertions, but works not in the 
ground domain, but in the weak version of Set Theory (so called K PU) built on it. 
He obtains a sound and relatively complete system and nontrivial class of expressive 
structures.
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1. Introduction
For some years research in the field of computational geometry 
has became more intensive. First, of all, this is caused by 
increased applications. We refer to computer graphics, 
CAD/CÄM at all, digital image processing and layout 
verification as fields of application. A great manifold of 
articles, but also of monographs, e.g. [1] , are proofs of 
this intensive interest. Ih [1] one finds an extensive list 
ôf références.
One of the most investigated problems is the problem of the 
planeur, convex hull. The special interest to this problem is 
caused by its simplicity which allows to investigate exemplary 
certain aspects. On the other hand, this interest is also 
caused by different applications.
Generally, the problem is given as following.
Problem R:
Given a set P of n points from R , the two-dimensional 
Euclidean space, find its convex hull as enumeration of the 
engaged points in clockwise order.
Theorem 1 :
Problem R can be solved by O(nlogn) comparisons and 0(n)
multiplications. Algorithms solving problem R with this effort 
are time optimal in the model of binary decision trees, 
quadratic resp. linear decision trees and in the model of 
algebraic computation trees, too.
These are well known results which can be found in [1].
In the following, we will investigate a restriction of problem 
R. We will pay special interest to three aspects:
- Is the restricted problem relevant to applications? 
(Section 2)
- What is the complexity of algorithms solving the general 
problem under the restriction? Are there better algorithms? 
(Section 2)
- Are lower bounds known for the general problem valid under 
the restriction? (Section 3 - 6 )
2. A Special Convex Hull Problem 
Problem Z(m^,mp):
Given a set P of n points from G = [0,m^) x [0,mg) П Z^ , in 
which m^ , mg are positive integers depending on n, find 
the convex hull of P as enumeration of the engaged points in 
clockwise order, m^mg  ^n-
The condition mentig ^ n ensures that all n points can be 
placed in the grid G.
This problem means all cases of application in which the input 
data are significantly discrete, i.e. the input data are 
integer multiples of a constant like e.g. the layout constant 
or the scanning constant of a camera. The field of view has 
finite dimensions. According with this, fields of application 
are the layout verification and the processing of digital 
images. Compare this approach with those of Karlsson [2] who 
refers to the same field of application.
At first, we give an upper bound, i.e. we sketch a scan line 
algorithm solving Z(m^,mg) and determine its complexity. 
We qualify such algorithms as scan line algorithms which 
consist of at least two passes. The first pass sorts the input 
set with regard to a given ordering. The suceeding pass 
processes the input set in this order. Now, there are a lot of 
scan line algorithms solving-problem R, and in which the first 
pass sorts the input with regard to the lexicographic order. 
The second pass determines the convex hull by stepwise 
processing the input in this order. If we take into considéra-
- 23A- -
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tion that only у-extreme points can take part in the convex 
hull, we can reduce the first pass to the determination of 
these points, p = (x,y) € P is a у-extreme point of P iff 
either y < y' for all p' = (xJ, y ’ ) € P (p is y-minimum) 
or y > y’ for all p ’ = (x’,y') € P (p is y-maximum). The 
convex hull is marked by — ", the у-extreme points are 
marked by "x" in the illustration.
The first pass determines all these points in lexicographic 
order. Their number is denoted by m . The second pass needs 
0 (1) multiplications and comparisons per point, by this 0(my ) 
multiplications and comparisons at all. The total costs are 
0(nlogm ) comparisons in the first pass and 0(m )J' «/multiplications of an x- and у-coordinate and 0(m ) comparisons
4/in the second pass. We call the algorithm sketched above HULL. 
Because m can be 0(n) in the case of problem R, HULLJpossesses a worst case behaviour of 8 (nlogn) comparisons and 
8 (n) multiplications. However, we obtain my = 0(min(n,2m^)) in 
the case of problem Z(m^,mg)•Furthermore, multiplication on 
the grid G = [0,m^) x [Cbmg) П Z2 can be done by CKlogm^mg) 
comparisons. Therefore, HULL needs 0(nlogmy + niylogm^mg) 
comparisons of coordinates to solve Z(martig).
For simplicity, we suppose in the following
ml < m2 (1)
m2 = 0(па ) with a  > 0 (2)
ml < n (3)
Condition (1) is rather of technical importance, i.e. it
simplifies the following explanations. With condition (2) and
(3) we try to choose such a domain of the parameters m^(n) and 
mg(n) which is of interest, i.e. in which problem Zim^rrig) 
differs essentially from problem R. Intuitively, we mean by 
this "well filled" grids. Furthermore, condition (1), (2), (3) 
make the two terms nlogmy and niylogm^mg worst case 
complexity of HULL comparable.
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Theorem 2 :
Under the condition (1), (2), (3) the algorithm HULL solves
problem Zim^nig) with B(nlogm^) coordinate comparisons in the 
worst case.
In the following, we search for lower bounds of Ztmpmg). For 
this end, we have to define the model of computation* in which 
we investigate Z(m^,mg). That this is necessary, will become 
clear, if we compare the upper ëound provided by HULL with 
those of Karlsson [2] gained for similar problems, but in a 
more special model. For a detailed discussion we refer to [3].
3, Lower Bounds for Z(m^,mo) in the Model of Binary 
Decision Trees
In this model we suppose only that any inner node pos­
sesses two edges. At any inner node a binary decision has to 
be made* The leaves contain the answers. Therefore, a tree 
correctly answering a question possesses at least so many 
leaves as there are different answers. The number of leaves is 
bounded by 2“ in which h is the hight of the tree. This well 
known argument provides us with the so-called information 
theoretic lower bound h > logm in which m denotes the number 
of distinct answers.
Here, we have to estimate the number m of distinct convex 
hulls. Two convex hulls are distinct iff they consist of dif­
ferent points or they consist of the same points, but the
points are enumerated in different cyclic orders. h„„max
denotes the number of vertices in a convex hull for ZCrn^m^) 
with maximally many vertices. Then,
The determination of hmax is a deep problem. For this problem 
pay also attention to [3].
Obviously, hmax < min(n, 2m^,2mg> = min(n,2m^)
by condition (1). But, hmax does not attain this 
upper bound in any case. This depends on the relation of 
m^mg. Lemma A gives insight into this question, but it cannot 
give a complete answer.
Lemma A:
a) A convex hull with exactly 2m1 elements exists only for
h
(n > 2)
mg > 2 +
and 2m^ < n.
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b) There exists a convex hull with 8 (111^) many points for 
= 0 ( m 2 ) .
c) There exists a convex hull with 8 (x‘/m^ ) many 
points for
2
'm2 = 0(m^).
If we replace the 
definition of Z(m^,m2) by
condition m^m2 > n from the problem
3 e > 0 3 nQ У n > Пд m^m2(l-6) >  n (4)
then we can show the following theorem by means of lemma A. 
(Condition (4) means that the number of empty places in the 
grid G is at least proportional to n.)
Theorem 2a:
The algorithm HULL is time optimal for Z(m^,m2) in the model 
of binary decision trees under condition (l)-(4) and (a) or 
(1)-(4) and (b).
о(a) m^ = 0(n) and m^ = 0(m2)
(b) 'm2 = 0(m) and ''m2 = O(m^)
is under conditionHULL  not time optimal in the same model 
( 1)-(4) and 
(c) = о(n ).
By this theorem one can see that there exists a gap between 
the upper bound O(m^logn) of the information theoretic lower 
bound and the worst case behaviour of HULL, e.g. in the case 
m^ = o(n). This gap can only be closed when using more special 
computational models.
4. Z(mpiiio) in Other Known Computational Models
Models of this kind are the model of algebraic computation 
trees and the model of quadratic resp. linear decision trees 
[1]. One sees at once that HULL solves Z(m^,m2) in any of 
these three models. Recall the well known result from the 
literature that problem R, i.e. the general problem is not 
solvable in the model of linear decision trees.
Lower bounds are generally obtained in the models mentioned 
above by determining the number of different connected 
components of the input space. The curves bounding the 
components are linear, quadratic resp. algebraic depending on 
the chosen model. However, the decisive fact is the 
continuity of the input space. At most, the input space is Rn. 
All problems investigated in these models up to now possess
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this property. Compare e.g. with [1]. The discrete nature of 
ZCm^mg) makes such an approach apparently difficult or even 
impossible. That’s why we looked for a model of computation 
which reflects the nature of Z(m^,mg) in a more adequate way. 
The finiteness of grid G suggests to choose coordinate 
comparisons as basic unit of the complexity measure.
5. A Special Model - the Model of CC(m^,mo)-trees
For our interest is directed towards geometric problems on 
planar point sets we presume the input to be in form of n 
coordinate pairs r 1 = (x^y^, .,rn = (xn’yn )- 
Definition:
A coordinate comparison tree, shortly CC-tree is a binary 
decision tree parameter isized by n in which the comparison at 
node V is of form
1) x^ >  Xj , shortly x-comparison
2) y-v > y -v , shortly y-comparison
3) X- > c resp. X- < c , shortly xc-comparison or
4) y^ > dv resp. y^ < dv , shortly yd-comparison or
5) x-v >  y • resp. x^ < y • , shortly xy-comparison
with iv,3 V  e {l,...,n} and cv, dv e R.
A CC(m^,mo)-tree with m^(n),mg(n) functions over Z+ and with 
values from Z+ is a CC-tree parameterisized by m^ and mg in 
which it holds for cv .from 3) and dv from 4) of the previous 
definition cv € [0,т^) O Z and dv C [0,mg) П Z.
Assertions classifying the CC-model into the hierarchy of the 
well known computational models can be found in [3]. The model 
CC{m^,mg) is exactly such powerful as the model of linear 
decision trees, but less efficient on inputs from G = [0,m^) x 
[0,m2) П Z2.
6. Lower Bounds for Z(m^,mg) in the Model of CC(m^,g)-trees 
The following theorem contains the main result.
Theorem 4:
The asymptotic lower bound 0(nlogm^) for problem Z(m^,mg) 
holds in the model of СС(т^,mg)-trees under the following 
conditions :
jlíÍ5?oom1 (n) = » < 5 )
3 e > 0 3 £g > 0 n(l+e) < mg(l-eg) , if n large enough (6) 
m^n) = о(n). (7)
Condition (5) is a rather technical condition. It seems to be
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not too strong. Condition (6) and (7) are crucial for the 
proof. They can be summarized to the following: One coordinate 
(here the x-coordinate) grows slower than n. The other 
coordinate (here the у-coordinate) grows at least such fast as 
n. Observe that condition (7) is stronger than condition (3). 
Sketch of Proof :
At first, we define special point configurations being inputs 
of Z(m^,m2> which are called admissible, in the following way. 
m+2 points form the convex hull, in which i
m := min(m^, ^ 2e
These points are marked by "x". The remaining points are 
equally distributed in the first m columns directly above the 
convex curve formed by rp ••>rm- They are marked by blocks 
( I ). As an important observation we mention the fact that 
these blocks don't overlap each other.
x-m-1 x-rrij-j
At first, we have to show that admissible configurations are 
input of ZimpHig). This can be done by means of condition (5)-
(7). Admissible point configurations are called partially 
monotonous or shortly pma-configurations if the indices of the 
points in each block ordered by increasing у-values form a 
monotonously increasing sequence.
Now, one can show the following lemma.
Lemma В :
Distinct pma-configurations lead to distinct leaves in any 
CC(mp nigf-tree correctly solving Zim-piiig).
This is the main point of the proof. The remaining part of the 
proof is canonical.
Lemma C:
- - 1
There are at least (m!)L-m-’ distinct pma-conf igurations.
: t-----
rn
. ! • • • !<
---
Г
Crtft
*n-1
'rro
ri
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Lemma D:
log ? -1(m! У Binlogm^)
By "these lemmas, the assertion of theorem 4 follows. From 
theorem 4 and theorem 2 follows at once 
Theorem 2a:
Algorithm HULL solves problem Zím^mg) time optimally in the 
model of CC(m-^ , mg ) -trees under condition (5), (6), (7) and (2). 
Detailed proofs and related problems of computational geometry 
can be found in [3].
7. Final Comments
Theorem 2a sums up the main result. We tried to generalize
this result in different ways. But up to now, these efforts
remained unsucessful. Another direction of our interest was
the determination of h. from section 3. This problem has amax
close connection to the following combinatorial problem:
Problem :
Determine the maximal number of vertices lying on a concave , 
strongly monotonie increasing curve, consisting of finite 
lines between points of the grid G = [0,k^) x [CLkg) П Z with 
kpkg £ Z starting in (0,0) and ending in (k^-ljkg-l).
Hkpkg) denotes this maximal number.
A PASCAL-program given in [3] computes likpkg) by recursion. 
It can be easily seen that this procedure reflects a problem 
of dynamic programing. Therefore, its direct computation is 
very expansive.
Because the author is not very experencied in the field of 
modern combinatorics we don’t know whether there are results 
on this problem.
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ON OPTIMAL REALIZATION OP ALGORITHMS ON PIPELINED 
PUNCTIONAL UNITS
A.V. VOEVODIN
Institute of Problems of Cybernetics, Moscow, USSR
In the paper the following problems are discussed: 
the problem of time optimal and efficient realization of 
a set of informationally independent algorithms on a pipe­
lined functional unit (f.u.) system and the problem of 
f.u. number reducing in the system at the expense of more 
detail pipelinization of units without significant in­
crease of realization time for arbitrary algorithms.
Let us consider a set Q .  of basic operations of 
s^ . 1 types. The basic operation of i-th type is defined
Л  ßby function .from X 1 to X 1, where X is space of words 
and oC^, ß  ^  are naturals, i=1 , s. Let us consider a sot 
Í 4  of computational algorithms A, which can be presented 
by oriented graphs without circuits. Every graph vertex 
corresponds to some basic operation from Л  , the arcs
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express the precede conditions between the algorithm opera­
tions.
Let us realise the algorithms on f.u. system, which con­
sists of N f.u. of s types, N^> 1 units of i-th type, i= 
1,s, N^+...+Ns=N. The f.u. of i-th type has«6^  inputs, ß  ^
outputs, k^> 1 stages and is used for realization of basic 
operations of i-th type from iß . All f.u. to be synchro­
nously functioning under the same clock periods CET . Before 
the every next clock periods every f.u. input may be connec­
ted with every f.u. output. Operands for f.u. inputs may be 
also obtained from system's storage. The results are trans­
mitted either on f.u. inputs or in storage, where they are 
stored for usage in future.
The realization of algorithm A on f.u. system will be 
presented by scheduling. The scheduling P is a timetable 
with N rows and t columns. The rows of timetable corres­
pond to f.u. and columns - to f.u. system clock periods. Not 
more than one vertex of algorithm graph can be located accor­
ding to defined rules in the timetable's cell. The correspon­
ding to i-th type operations vertexes are located in the rows 
corresponding to f.u. of i-th type. If the vertex v , corre­
sponding to i-th type operations, is located in j -th column 
and precedes the vertex u from Ou“th column, then ju-^ 5v+kj_* 
The execution of i-th type operation from j-th column of 
scheduling begins in the beginning of j-th clock period. The 
results of operation are being available for usage in the be­
ginning of (j+k^)-th clock period, t» j+k^-1.
The main criteria of optimal scheduling are: time t and
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average efficiency G. The algorithm A realization time on 
f.u. system according to scheduling P, expressed in clock 
periods, equals to the number of columns t. The average ef­
ficiency of f.u. system to be defined according to the for­
mula:
H
G = 21 G./H, 
Л =  1 J
where H = 21 к . N. , 
i=1 1 1 ,
as a sum of efficiencies G. of all H stages of the f.u.
Л
system, devided by H. The efficiency G. of j-th stage isJ
defined as ratio of clock periods number for the stage pro­
cessing time to the total clock periods number for f.u. sys­
tem processing time t obtained according to the scheduling 
P. The formula for efficiency can be written in the following 
form:
G = ( k-m. ) / ( t £  к • N.') , 
i=1 1 1  i=1 1 1
where m^ - a number of i-th type operations in algorithm A. 
It is obvious that the product Gt do not depend on algo­
rithm A realization scheduling of f.u. system. That's why 
the problem of time optimal scheduling for the algorithm A 
and the f.u. system is equivalent to the problem with effi­
ciency criterion. The optimal scheduling sets are identical.
The time optimal scheduling problem for arbitrary algo­
rithm A and f.u. system is NP-hard [z] . Let us note t . =
min t the minimal realization time of algorithm on f.u. sys-
«
tem. Very simple polynomial time scheduling algorithm which 
for arbitrary computational algorithm A gives the estima-
2kk
tion t/t . < s+1 can Ъе easily found. On the other hand po- m m
lynomial time scheduling algorithm for arbitrary computatio­
nal algorithm A and any f.u. system, such as i/t ^ < 3 fo:r 
s >2, hasn't been found yet.
One of possible approaches to the optimal scheduling 
problem is the research of practically used computational al­
gorithm's structure. As the matter of fact in the large-scale 
computational algorithms independent and often identical
parts A. can be found. Let us say that the algorithms A.
J J
are independent if their graphs are not connected one with 
the others. For the set of n independent and generally spe­
aking different algorithms A., j=i,h, simple and conveni—J
ent in usage necessary and sufficient conditions of schedu­
ling existance and scheduling algorithms with efficiency 
asymptotically equal to 1 can be found. Let for every inde­
pendent algorithm A., ,n, of arbitrary structure the con-
J
dition mi] m^1 s
0 <  —  = . . . =  ------ ( 1 )
N1 N
where m!? - i-th type operations number in algorithm A., j =J
1,n, is satisfied.
Theorem 1. An arbitrary set of n independent algo­
rithms A. under the condition (1) can be realized on the 
J
given f.u. system with the efficiency Gn— *1 as n~* o-=. .
Let's now consider arbitrary independent algorithms A.J
sets, which satisfy the condition
1« m .4 m, (2)
J
where m . - the total number of operations in algorithm A., J J
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Ű=1,n.
Theorem 2. The set of independent algorithms A., which
tJ
satisfy the condition (2), can be realized on the given f.u.
»-> iffи.
.1
system with efficiency as n’
m;n
Л1n
Ni as n-
N 1
for i=1,s, where Mn - the total i-th type operations num­
ber in the set of n algorithms A..J
Theorem 3» The n-times computation of algorithm A0 on 
the given f.u. system for different independent initial data 
can be realized with efficiency G -M as °"e iff A0
satisfies the condition (1).
Under the theorems proving polynomial time scheduling 
algorithms with lim G =1 are constructed. It is obvious 
that ^n/^min~^”' as n_> £*"e* * №^еге fn “ scheduling time
for the set of n algorithms.
In conclusion we are to present two lemmas on the compa­
rison of two different f.u. system possibility. We are to 
mark the characteristics of the system by "old” and "new". 
Let’s note the algorithm realization time as t=t**t (to be 
measured in seconds).
Lemma 1. If <Tnew=<r'°ld/r, k?ew=k°ld. r, k f w are in- 
tegers, jjnew_|’jjOld/r^ r > 1, i=1,s, then for every algo-
^HGW ^oldrithm can be provided t 4  Rt , where
R = 1 +
r— 1
rkold r min
<  1 +
cold
min
«  2 , c°dd = min k°ld, 
mln 1*Us 1
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т о т . ?  /^new —  old ,new ,old» , new __Lemma 2. If =eC . *г, k^ =k^ /r, k^ are in­
tegers, N^ew=fN°ld'r] , r>1, i=T7s, then for every algo­
rithm can be provided tnew-£ t0^.
Scheduling for system noted by "new" are constructed 
from scheduling for system noted by "old". The transformation 
algorithms have linear time complexity. We are to emphasize 
that f.u. number of the system noted by "new" in the condi­
tion of Lemma 1 is approximately 1/r-th of the f.u. number of 
the system noted by "old", but the realization time for ar­
bitrary algorithm A 6 «  and the system noted by "new" in­
crease insignificantly.
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