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Abstract
Different from the usual conclusion that the separation of the photon angular momentum into
orbital and spin parts is physically meaningless, the orbital and spin angular momenta are demon-
strated in the first-quantization framework not to satisfy the standard commutation relation. It
is shown on the basis of the transversality condition that the spin is aligned with the propagation
direction so that only the helicity can be the intrinsic degree of freedom. It is also shown on the
same basis that only in the so-called intrinsic reference system does the helicity behave intrinsic.
The intrinsic reference system of the photon is determined by the “action” of a gauge potential,
the Berry potential, on the helicity of the photon. The Berry potential is fixed by a vector-valued
degree of freedom, called the Berry degree of freedom. Because only the position of the photon
in its intrinsic reference system is canonically conjugate to the momentum, the intrinsic reference
system itself is endowed with quantum effects that depend on the Berry degree of freedom as well
as the helicity. This not only explains the so-called spin Hall effect of light but also helps to under-
stand why the total angular momentum cannot be generally split into helicity-independent orbital
and helicity-dependent spin parts.
PACS numbers: 42.50.Tx, 03.65.Ca, 42.90.+m
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I. INTRODUCTION
The difficulty in understanding the physical properties of photon angular momentum is
rooted in the constraint of transversality condition on the photon wavefunction. Usually it
is argued [1–5] on the basis of transversality condition that the separation of photon angular
momentum into orbital and spin parts is physically meaningless. A representative argument
[2] is as follows. The operator for the orbital angular momentum (OAM), Lˆ = Xˆ × Pˆ,
generates spatial rotations. But such operations cannot preserve the transversality of the
photon wavefunction. The same is true of the spin. So the separation of the OAM from the
spin has no physical meaning. Nevertheless, by assuming that the OAM operator generates
spatial rotations, it is meant [6–8] that the OAM operator satisfies the standard commutation
relation,
[Lˆi, Lˆj ] = i~ǫijkLˆk, (1)
where ǫijk is the Levi-Civita´ pseudotensor. This further requires [9] that the position and
momentum operators, Xˆ and Pˆ, satisfy the following canonical commutation relations,
[Xˆi, Xˆj ] = 0, [Pˆi, Pˆj] = 0, [Xˆi, Pˆj] = i~δij . (2)
This observation indicates that the constraint of transversality condition on the photon
wavefunction does not necessarily rule out the separation of photon angular momentum into
orbital and spin parts. Instead, it may imply that the OAM operator does not satisfy the
standard commutation relation (1). In other words, it may imply that the position and
momentum operators do not satisfy the canonical commutation relations (2). The purpose
of present paper is to show that this is indeed the case. However, the commutation rela-
tions (2) are so important that they were called by Dirac [10] the “fundamental quantum
conditions” and were regarded by Sakurai [9] as the “cornerstone” of quantum mechanics.
Only quantities Xˆ and Pˆ that satisfy these commutation relations are said to be canoni-
cally conjugate to each other [2]. If the photon position is not canonically conjugate to its
momentum, what is the quantity that is canonically conjugate to the momentum? This is
another important issue that we are concerned with.
The key point is that the position operator Xˆ acting on the constrained wavefunction
cannot be commutative, [Xˆi, Xˆj] 6= 0, though the momentum operator is, [Pˆi, Pˆj] = 0. This
is in agreement with the nonlocality of the photon in position space [11–14], which makes it
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impossible to consistently introduce a position operator with commuting components [15–22]
and to define a position-space wavefunction [1, 23–25] in the usual sense [9]. Particularly,
the transversality condition on the momentum-space (k-space) wavefunction implies a gauge
potential, the Berry potential [26], which is fixed by a vector-valued degree of freedom, called
the Berry degree of freedom. It is nothing but the constant unit vector that was frequently
introduced in the literature [27–30] and was extensively discussed in Refs. [31–36]. What is
intriguing is that for the helicity of the photon the Berry potential plays the role of some
“external” field. Its “action” on the helicity of the photon determines the intrinsic reference
system (IRS) of the photon. The IRS is therefore dependent on the Berry degree of freedom
as well as the helicity. Indeed, the Berry potential corresponds to a “magnetic monopole” [37]
of unit strength in k-space [38, 39], with the Berry degree of freedom denoting the “location”
of the singular line. The significance to introduce the notion of IRS lies in the observation
that the position of the photon in the IRS is canonically conjugate to the momentum. The
canonical quantum numbers that follow thus describe only the properties of the photon
relative to its IRS. In addition, the transversality condition on the wavefunction implies
that the spin of the photon lies entirely along the momentum direction [40–42]. So the spin
does not either satisfy the standard commutation relation,
[Sˆi, Sˆj ] = i~ǫijkSˆk, (3)
as is usually assumed [6–8]. Especially, the magnitude of the spin, the helicity, behaves
intrinsic only in the IRS. As a result, the Berry degree of freedom, the unique “external”
parameter to characterize the IRS, has observable physical effects that depend on the helicity.
These results are achieved as follows. The transversality condition is converted into
a quasi unitary matrix that makes the vector wavefunction expressed in terms of a two-
component wavefunction. Advantageous over the vector wavefunction, the two-component
wavefunction is free of any constraints. But the transversality condition cannot solely deter-
mine the quasi unitary matrix. The constant unit vector that is introduced to completely
determine the quasi unitary matrix turns out to be the Berry degree of freedom. Unlike
the vector wavefunction that is supposed to be defined over the laboratory reference sys-
tem (LRS), the two-component wavefunction is shown to be defined over the IRS. With the
change of the Berry degree of freedom, one can relate a transformation on the two-component
wavefunction without changing the vector wavefunction. That transformation is similar to
3
the classical gauge transformation on the electromagnetic potentials in the sense that it
does not change the electric and magnetic vectors of a radiation field. However, with the
change of the Berry degree of freedom, one can relate as well a transformation on the vector
wavefunction without changing the two-component wavefunction. This transformation does
not have classical counterpart, in that it means changing the electric and magnetic vectors.
It is such a change of the Berry degree of freedom that is physically observable. For clarity,
the former transformation will be referred to as the Berry transformation of the first class
and the latter one the Berry transformation of the second class.
It is clear that what we do in this paper is to uncover the physics that is hidden beyond the
transversality condition from the quantum-mechanical point of view. Besides, we will discuss
some related results that littered the literature, including (a) the Pryce position operator
[15], which was also derived upon giving up the assumption of commuting components [19]
and was used to discuss the properties of photon angular momentum [8]; (b) the covariant
derivative that was introduced by Bialynicki-Birula and Bialynicka-Birula [24, 38, 43, 44]
in some two-component representation; (c) the observation by Berry [45] that the spin does
not “give a complete description of the state of polarization”; (d) and the complete set of
eigenfunctions that van Enk and Nienhuis used in their second-quantization framework [7].
The contents are arranged as follows.
It is shown in Section II that the 3-by-2 matrix introduced previously [31–33] in accor-
dance with the transversality condition performs a quasi unitary transformation. It trans-
forms the representation of vector wavefunctions into a representation of two-component
wavefunctions. The constant unit vector that is introduced to determine the transformation
matrix turns out to be the degree of freedom to specify the two-component representation.
The quasi unitary transformation is applied in Section III to explore the properties of photon
spin. It is derived consistently for the first time in the first-quantization framework that the
spin lies entirely along the momentum direction and therefore has commuting components,
the same as van Enk and Nienhuis [6, 7] found in a second-quantization framework.
The quasi unitary transformation is applied in Section IV to introduce the notion of
IRS. It is shown that the position of the photon in the IRS is canonically conjugate to
the momentum. The origin of the IRS, a constant of motion, conveys the “action” of the
Berry potential on the helicity of the photon as if the Berry potential is an “external” field.
The degree of freedom to specify the two-component representation is the Berry degree of
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freedom. As a consequence, the position of the photon in the LRS is not commutative. It is
also shown that the position in the LRS is invariant under the Berry transformation of the
first class. The IRS is demonstrated in Section V to have observable quantum effects. First
of all, it is shown that the two-component wavefunction is defined over the IRS so that any
two-component representation is an intrinsic representation. This is to be contrasted with
the vector representation, which is supposed to be a laboratory representation. Secondly, it
is found that any complete orthogonal set of eigenfunctions in the vector representation is
always associated with one particular value of the Berry degree of freedom, demonstrating
that the Berry degree of freedom is the unique “external” parameter to characterize the
IRS. So the Berry transformation of the second class does not have classical counterpart.
It expresses some real physical process that substantially changes the IRS without affecting
the position of the photon in the IRS. For an eigen state of the helicity, it gives rise to a
Berry phase.
The properties of photon OAM is explored in Section VI. The OAM of the photon about
the origin of the LRS is split into the OAM of the photon concentrated at the origin of
the IRS and the OAM of the photon about the origin of the IRS. Because the origin of
the IRS is dependent on the helicity, the total OAM cannot be independent of it [33]. This
explains why the total angular momentum of a light beam cannot be generally separated into
helicity-independent OAM and helicity-dependent spin [4]. On this basis, the commutation
relation of the OAM that was obtained by Enk and Nienhuis [6, 7] in a second-quantization
framework is derived consistently for the first time in the first-quantization framework.
Section VII concludes the paper with remarks.
II. FROM TRANSVERSALITY CONDITION TO TWO-COMPONENT REPRE-
SENTATION
As is known [1, 2], the k-space wavefunction f(k, t) of the photon satisfies the Schro¨dinger
equation
i
∂f
∂t
= ωf (4)
and is constrained by the transversality condition
f †k = 0, (5)
5
where the angular frequency ω = ck plays the role of Hamiltonian, k = |k|, and the super-
script † stands for the conjugate transpose. Here vectors of three components, such as f
and k, are considered to be column matrices so that their scalar products are expressed as
matrix multiplications. Schro¨dinger equation (4) together with transversality condition (5)
is strictly equivalent [1, 2] to the free-space Maxwell’s equations. This is because the electric
and magnetic vectors of a radiation field that solve the free-space Maxwell’s equations are
uniquely determined by the vector wavefunction f via
E(X, t) =
1
(2π)3/2
∫ √
~ω
2ε0
f exp(ik ·X)d3k + c.c., (6a)
H(X, t) =
1
(2π)3/2
∫ √
~ω
2µ0
w× f exp(ik ·X)d3k + c.c., (6b)
respectively, where w = k/k is the unit wavevector. In view of this, each vector wavefunction
stands for a particular radiation field. But the quantum mechanics [9, 10] that we are familiar
with assumes such a formalism in which the wavefunction is free of any constraints. In order
to explore what the transversality condition (5) implies in quantum mechanics, let us utilize
it to transform the vector wavefunction f into a wavefunction that is not subject to any
constraints and observe what follows in such a process.
A. From transversality condition to quasi unitary transformation
It is well known that the transversality condition (5) allows to expand the vector wave-
function f in terms of two orthogonal polarization vectors with respect to the wavevector.
Specifically, letting be u and v the two linear-polarization vectors that form with w a local
Cartesian system [42, 43],
u× v = w, v ×w = u, w× u = v, (7)
we can expand f as f = f1u+ f2v. Putting u and v together to construct a 3-by-2 matrix
̟ = ( u v ), we convert this equation into [31–33]
f = ̟f˜, (8)
where f˜(k, t) =
(
f1
f2
)
is a two-component quantity. Of course, one can choose any two
orthogonal polarization vectors to expand f . Especially, one can choose the following two
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circular-polarization vectors,
c1 =
1√
2
(u+ iv), c2 =
1√
2
(u− iv).
In that case the resultant matrix ̟c = ( c1 c2 ) is complex-valued. To keep consistent with
previous expressions [33], we adopt here the real-valued matrix ̟.
The matrix ̟ in Eq. (8) performs a quasi unitary transformation in the following sense.
On one hand, Eq. (8) says that the matrix ̟ acts on a two-component quantity f˜ and
yields a vector wavefunction f satisfying the transversality condition (5). It is not difficult
to show that
̟†̟ = I2, (9)
where I2 is the 2-by-2 unit matrix. On the other hand, multiplying both sides of Eq. (8) by
̟† from the left and considering Eq. (9), one gets
f˜ = ̟†f . (10)
It says that the matrix ̟† acts on a vector wavefunction and yields a two-component quan-
tity. A straightforward calculation gives ̟̟† = I3 − ww†, where I3 is the 3-by-3 unit
matrix. But with the help of transversality condition (5), one has
̟̟†f = f .
Keeping in mind that ̟† and, therefore, ̟̟† always act on the vector wavefunction f as is
clearly shown in Eq. (10), one may rewrite it simply as
̟̟† = I3. (11)
Eqs. (9) and (11) express the quasi unitarity [46] of the transformation matrix ̟. ̟† is the
Moore-Penrose pseudo inverse of ̟, and vice versa.
The quasi unitary transformation (8) or (10) establishes a one-to-one correspondence
between the two-component quantity f˜ and the vector wavefunction f . Furthermore, it
makes the norm of f˜ the same as that of f , f˜ †f˜ = f †f . This means that the two-component
quantity acts as a different kind of wavefunction and therefore constitutes a representation
that is different from the vector representation.
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B. The degree of freedom to specify the two-component representation
We have succeeded in converting the transversality condition (5) into a quasi unitary
matrix ̟ that is composed of the two orthogonal polarization vectors satisfying Eqs. (7).
Its conjugate transpose transforms the vector representation into a two-component repre-
sentation via Eq. (10). But the transversality condition (5) cannot solely determine ̟; for
Eqs. (7) cannot completely determine the polarization vectors up to a rotation about the
wavevector [42, 43]. That is to say, the transversality condition cannot solely determine
the two-component representation. Let us point out [31–33] that one can introduce a con-
stant unit vector, denoted here by I, to completely determine the polarization vectors in the
following way [28],
uI = vI × k
k
, vI =
I× k
|I× k| . (12)
Indeed, the unit vectors uI and vI defined this way satisfy Eqs. (7). The quasi unitary
matrix composed of so defined polarization vectors is thus dependent on I,
̟I = ( uI vI ). (13)
With ̟I we rewrite Eqs. (9) and (11) as
̟†
I
̟I = I2, (14a)
̟I̟
†
I
= I3, (14b)
respectively. The dependence of the matrix ̟I on I means that the two-component wave-
function for a given vector wavefunction is also dependent on I. To reflect this, we rewrite
Eqs. (8) and (10) explicitly as
f = ̟If˜I, (15a)
f˜I = ̟
†
I
f , (15b)
respectively. Now that the matrix (13) is completely determined by the unit vector I via
Eqs. (12), we can say that it together with Eqs. (12) is equivalent to the transversality
condition (5) by virtue of transformation equation (15a) or (15b). Multiplying both sides
of Eq. (4) by ̟†
I
from the left and making use of Eqs. (14b) and (15b), one arrives at the
following Schro¨dinger equation for the two-component wavefunction,
i
∂f˜I
∂t
= ωf˜I, (16)
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where the Hamiltonian is invariant under the transformation, ̟†
I
ω̟I = ω.
What deserves noting is that there are no restrictions on the constant unit vector I in
Eqs. (12). It can be represented by any point on the surface of unit sphere. That is to
say, the unit vector to determine the transformation matrix ̟I is in reality the degree of
freedom to specify the two-component representation. Eq. (15a) thus states that any given
vector wavefunction can be expressed in terms of different two-component wavefunctions.
Let us see how this degree of freedom determines the two-component wavefunction for a
given vector wavefunction f .
Suppose that the unit vector I is changed into a different one, say I′, so that the two-
component wavefunction for the same vector wavefunction is given by
f˜I′ = ̟
†
I′
f , (17)
where ̟I′ = ( uI′ vI′ ) and
uI′ = vI′ × k
k
, vI′ =
I′ × k
|I′ × k| .
As remarked earlier, the polarization vectors uI′ and vI′ that make up the new transformation
matrix̟I′ are related to the old polarization vectors uI and vI by a rotation about k. Letting
be φ(k) the k-dependent rotation angle, such a rotation can be expressed as [47]
̟I′ = ̟I exp (−iσˆφ) , (18)
where
σˆ =
(
0 −i
i 0
)
(19)
is one of the Pauli matrices. Substituting Eq. (18) into Eq. (17) and making use of Eq.
(15b), one has
f˜I′ = exp (iσˆφ) f˜I. (20)
This is the transformation on the two-component wavefunction under the change of the
degree of freedom I, without changing the vector wavefunction. It is similar to the clas-
sical gauge transformation on electromagnetic potentials [48] in the sense that it does not
change the electric and magnetic vectors of a radiation field as Eqs. (6) indicate. We will
see in Section IV that it is the Berry transformation of the first class. But the degree of
9
freedom I is not to be confused with the classical gauge degree of freedom. The generator
of transformation (20) is the Pauli matrix σˆ, which will turn out to be the helicity oper-
ator in the two-component representation; whereas the classical gauge transformation on
electromagnetic potentials does not have such a generator. After all, the two-component
wavefunction is not equivalent to the electromagnetic potentials. Rather, it is the vector
wavefunction that is equivalent to the vector potential in the Coulomb gauge. As is known,
in the Coulomb gauge the scalar potential vanishes and the vector potential A(X, t) is fixed
by ∇ · A = 0. The electric and magnetic vectors of a radiation field are expressed in the
Coulomb gauge as
E = −∂A
∂t
, H =
1
µ0
∇×A,
respectively. A comparison with Eqs. (6) suggests that the vector potential has the following
integral over plane waves,
A =
1
(2π)3/2
∫
a(k, t)√
2
exp(ik ·X)d3k + c.c.,
where the complex-valued function a(k, t) in k-space is one-to-one corresponding to the
vector wavefunction by [2]
a = −i
√
~
ε0ω
f .
In a word, we have converted the transversality condition (5) into the transformation
equation (15a) or (15b) that changes the Schro¨dinger equation (4) for the vector wavefunc-
tion into the Schro¨dinger equation (16) for the two-component wavefunction. So Eq. (16)
together with the transformation equations (15) is also equivalent to the free-space Maxwell’s
equations. One can describe a quantum state of photon either in the vector representation
or in the two-component representation. Advantageous over the vector wavefunction in Eq.
(4), the two-component wavefunction in Eq. (16) is no longer constrained by any condi-
tions. It is thus instructive to analyze the properties of photon angular momentum in the
two-component representation.
C. Angular momentum in the two-component representation
It is well known [1, 2, 33, 49] that the angular momentum of a radiation field, J =
ε0µ0
∫
X× (E×H)d3X , about the origin of the LRS can be expressed in terms of the vector
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wavefunction as
J =
∫
f †(Lˆ+ Sˆ)fd3k, (21)
where
Lˆ = −Pˆ× Xˆ, (22a)
Sˆ = ~Σˆ, (22b)
are the OAM and spin operators, respectively,
Pˆ = ~k⊗ I3, (23a)
Xˆ = i∇k ⊗ I3, (23b)
∇k is the gradient operator with respect to k, and (Σˆk)ij = −iǫijk. The operators in Eqs.
(23) are indicated explicitly by I3 to act on the vector wavefunction of three components.
Substituting Eq. (15a) into Eq. (21), one has
J =
∫
f˜ †
I
(ˆlI + sˆI)f˜Id
3k, (24)
where
lˆI = ̟
†
I
Lˆ̟I = −pˆ× xˆI (25a)
sˆI = ̟
†
I
Sˆ̟I (25b)
are the OAM and spin operators, respectively, in the two-component representation,
pˆ = ̟†
I
Pˆ̟I = ~k⊗ I2 (26a)
xˆI = ̟
†
I
Xˆ̟I = ξˆ + bˆI (26b)
are the momentum and position operators, respectively, and
ξˆ = i∇k ⊗ I2, (27a)
bˆI = i̟
†
I
(∇k̟I). (27b)
The operator pˆ in Eq. (26a) and the operator ξˆ in Eq. (27a) are indicated explicitly by I2
to act on the two-component wavefunction. They are independent of the degree of freedom
I. The deep implication of their independence of I will be examined in Section V.
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III. THE SPIN IS NOT THE GENERATOR OF SPATIAL ROTATIONS
Let us first make use of the quasi unitary transformation (25b) to explore the properties
of the spin. Substituting Eqs. (13) and (22b) into Eq. (25b) and decomposing the vector
operator Σˆ in the local Cartesian system uvw as
Σˆ = (Σˆ · uI)uI + (Σˆ · vI)vI + (Σˆ ·w)w,
one gets
sˆI = ~w⊗ σˆ,
where
σˆ = ̟†
I
(Σˆ ·w)̟I =
(
0 −i
i 0
)
.
Since σˆ is exactly the constant Pauli matrix (19) that is independent of I, sˆI is also inde-
pendent of I. Due to this, we omit its subscript and rewrite the above expression as
sˆ = ~w ⊗ σˆ. (28)
Taking Eq. (28) into account, the inverse transformation of Eq. (25b) gives for the spin
operator in the vector representation,
Sˆ = ~w⊗ Σˆw, (29)
where
Σˆw ≡ Σˆ ·w = ̟Iσˆ̟†I. (30)
It follows from Eqs. (22b) and (29) that in the vector representation one actually has
w× Σˆ = 0. (31)
As a consequence, the Cartesian components of the spin commute,
[Sˆi, Sˆj] = 0. (32)
This is what van Enk and Nienhuis [6, 7] obtained in a second-quantization framework. It is
different from the standard commutation relation (3), meaning that the spin operator (29)
is not the generator of spatial rotations of the vector wavefunction.
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Eq. (28) or (29) expresses a well-known property [40–42] that the photon spin lies entirely
along the wavevector direction. Here we arrive at it simply by making use of the represen-
tation transformation. This shows that such a property is hidden beyond the transversality
condition (5). As a matter of fact, if the transversality condition were not taken into ac-
count, direct algebraic calculations with Eq. (22b) would give Sˆ2 = 2~2. Nevertheless, it is
seen from Eq. (29) that Sˆ2 = ~2(1−ww†), which is actually Sˆ2 = ~2 because Sˆ2 acts only
on the transverse vector wavefunction. This is the same as what can be obtained from Eq.
(28): sˆ2 = ~2.
Now that the spin is aligned with the wavevector direction, only its magnitude, the
helicity, can be the intrinsic degree of freedom. But it should be pointed out that the
helicity operator in the two-component representation is different from the helicity operator
in the vector representation. The former is the constant Pauli matrix (19); whereas the
latter given by Eq. (30) is dependent on the wavevector. This means that the helicity does
not always behave intrinsic as we will see below.
IV. IDENTIFYING HELICITY-DEPENDENT IRS
Next, we turn our attention to the OAM. As we have seen, the form of momentum
operator remains “unchanged” under the transformation from the vector representation to
the two-component representation. The momentum operator (26a) in the two-component
representation is thus commutative,
[pˆi, pˆj] = 0. (33)
So in present and next sections we will only investigate the properties of the position by
making use of the quasi unitary transformation (26b). The discussions of the OAM will be
left until Section VI.
A. Position in the IRS is canonical
It is seen from Eq. (26b) that the operator in the two-component representation for the
position in the LRS splits into two parts. The first part ξˆ takes the same gradient form as
Xˆ does, but acts on the two-component wavefunction. Considering that no conditions such
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as Eq. (5) exist for the two-component wavefunction, its Cartesian components commute,
[ξˆi, ξˆj] = 0. (34)
Besides, it satisfies the following commutation relation with the momentum operator,
[ξˆi, pˆj] = i~δij . (35)
Eqs. (33)-(35) are nothing but the canonical commutation relations between ξˆ and pˆ,
meaning that this part represents such a position that is canonically conjugate to the mo-
mentum, called the canonical position. It is the position of the photon in “its own reference
system” [50]. It is worth emphasizing that the canonical commutation relations (33)-(35)
are independent of the degree of freedom I because the canonical variables ξˆ and pˆ are
independent of it.
The operator ξˆ for the canonical position is independent of the helicity as Eq. (27a)
indicates. Quantum-mechanically, it illustrates an important fact that only in “its own
reference system” does the helicity of the photon behave intrinsic. We emphasize this because
in the LRS the helicity does not behave intrinsic as will be clear shortly. For this reason,
we call “its own reference system” the IRS. That is, the canonical position is the position
of the photon in the IRS. In view of this, the second part bˆI of the position operator (26b)
represents the position of the origin of the IRS or, briefly, the position of the IRS in the
LRS. It is solely determined by ̟I. Straightforward calculations give
bˆI = AI ⊗ σˆ, (36)
where
AI =
I · k
k|I× k|vI, (37)
and σˆ is the helicity operator (19). Obviously, its Cartesian components commute,
bˆI × bˆI = 0. (38)
Moreover, being commutative with the Hamiltonian,
[bˆI, ω] = 0, (39)
it is a constant of motion. The reason is that it is transverse in the sense that it is perpen-
dicular to the wavevector.
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We see from the quantum-mechanical point of view that the IRS denoted by its origin is
dependent on the helicity though the position in the IRS is not. Hence, the position (26b)
in the LRS itself cannot be independent of the helicity. As the name suggests, an intrinsic
degree of freedom should be independent of the extrinsic degrees of freedom, such as the
momentum as well as the position. Taking this into consideration, one has to conclude that
the helicity does not behave intrinsic in the LRS. With the help of Eqs. (34) and (38), it is
easy to find
xˆI × xˆI = i∇k × bˆI = iHI ⊗ σˆ, (40)
where
HI = ∇k ×AI = −w
k2
, w 6= ±I. (41)
Different from the position in the IRS, the position in the LRS is not commutative. In other
words, the Cartesian components of the position in the LRS are not compatible observables.
This helps us to understand why there is no probability density for the photon position in
the LRS [13].
B. Berry potential to determine the IRS
Eq. (40) demonstrates that the presence of the IRS leads to the non-commutativity of
the position in the LRS. But how do we understand the physical meaning of the IRS? To
find the answer, we substitute Eq. (36) into Eq. (26b) to give
xˆI = ξˆ +AI ⊗ σˆ. (42)
According to Barut and Bracken [51], if xˆI is regarded as the analog of the kinematical
momentum of a charged particle in an external magnetic field and the canonical position
ξˆ is regarded as the analog of the canonical momentum, then the helicity σˆ of the photon
can be regarded as the analog of the electric charge of the particle and the vector quantity
AI can be regarded as the analog of the vector potential of the magnetic field. That is, AI
serves as the gauge potential of some “external” field. In this sense, the IRS of the photon
is the result of the “action” of such a gauge potential on the helicity of the photon. Let us
show that the unit vector I in AI is exactly the gauge degree of freedom to fix the gauge
potential.
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According to Eq. (42), in a two-component representation that is specified by a different
unit vector, say I′, the operator for the position in the LRS is given by
xˆI′ = ξˆ + bˆI′ , (43)
where
bˆI′ = AI′ ⊗ σˆ (44)
and
AI′ =
I′ · k
k|I′ × k|vI′ . (45)
On the other hand, from Eq. (27b) it follows that bˆI′ = i̟
†
I′
(∇k̟I′). With the help of Eqs.
(18) and (14a), one gets
bˆI′ = bˆI +∇kφ⊗ σˆ. (46)
An inspection of Eqs. (44) and (36) gives
AI′ = AI +∇kφ, (47)
showing that the potential does undergo a gauge transformation under the change of unit
vector I, with φ the corresponding gauge function. In other words, the degree of freedom
to specify the two-component representation is just the gauge degree of freedom to fix the
gauge potential. In fact, as can be seen from Eqs. (40) and (41), AI is nothing but the Berry
potential [26] that corresponds to a “magnetic monopole” [37] of unit strength in k-space
[38, 39]. The gauge degree of freedom I, called the Berry degree of freedom, indicates the
“location” of the monopole’s singular line. It is thus concluded that the IRS of the photon
is governed by the “location” of the monopole’s singular line.
Now that I is the Berry degree of freedom, Eq. (20) expresses a class of gauge trans-
formation in association with the Berry-potential transformation (47), referred to as the
Berry transformation of the first class. It is analogous to the gauge transformation on the
wavefunction of a charged particle in an external magnetic field [9, 51]. Specifically, the
position in the LRS is invariant under such a gauge transformation. Indeed, taking Eq. (46)
into account, it is easy to show that
f˜ †
I′
xˆI′ f˜I′ = f˜
†
I
xˆIf˜I,
which is just f †Xˆf by virtue of Eqs. (15b) and (26b).
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V. QUANTUM EFFECTS OF THE IRS
It is clear that the Berry degree of freedom characterizes the IRS of the photon. Because
only the position in the IRS is canonically conjugate to the momentum, the Berry degree of
freedom is endowed with observable physical effects through the IRS. This is the difference
of the Berry degree of freedom from the classical gauge degree of freedom. Let us show this
below step by step.
A. Intrinsic and laboratory representations
1. Distinguishing the intrinsic representation from the laboratory representation
To this end, let us first discuss the physical meaning of the two-component wavefunction.
We have observed that the helicity operator (30) in the vector representation depends on
the wavevector and that the helicity does not behave intrinsic in the LRS. This relation
reflects that the wavefunction in the vector representation is defined over the LRS as is
supposed. But the wavefunction in the two-component representation is different. On one
hand, the helicity operator in the two-component representation is the Pauli matrix (19),
which is obviously independent of the extrinsic degrees of freedom. On the other hand, as
was just shown, the helicity behaves intrinsic in the IRS. Such a relation means that the
wavefunction in the two-component representation is defined over the IRS. This is why the
degree of freedom to specify the two-component representation is the degree of freedom to
determine the IRS. In particular, it follows [9] from the canonical commutation relations
(33)-(35) that the Fourier integral of the k-space wavefunction f˜ in any two-component
representation is the position-space wavefunction over the corresponding IRS,
F˜ (ξ, t) =
1
(2π)3/2
∫
f˜(k, t) exp(ik · ξ)d3k.
By this it is meant that the momentum operator pˆ in the two-component representation is
the generator of spatial translations in the IRS. It is worth noting that the two-component
representation specified by the Berry degree of freedom cannot be put in a relativistically
covariant form. The reason is evident. As the canonical position, the position in the IRS is
the generator of Galilean transformations [52], that is, the generator of momentum transla-
tions, rather than the generator of Lorentz transformations. However, it is necessary to be
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aware that this does not mean the violation of relativistic invariance. The agreement of what
we obtain here with Einstein’s theory of relativity is ensured by the free-space Maxwell’s
equations that the electric and magnetic vectors (6) satisfy.
Let us have a look at the differences between the two-component and vector representa-
tions. The two-component representation is specified by the Berry degree of freedom that
determines the helicity-dependent IRS via Eq. (36). Therefore, the wavefunction in a two-
component representation is defined over the corresponding IRS. The helicity operator is
given by Eq. (19). The momentum operator is given by Eq. (26a). And the operator for
the position in the LRS is given by Eq. (42). In contrast, the wavefunction in the vector
representation is defined over the LRS. The helicity operator is given by Eq. (30). The
momentum operator is given by Eq. (23a). And the operator for the position in the LRS
is given by Eq. (23b). To distinguish these two kinds of representations from each other,
the two-component representation will be called the intrinsic representation and the vector
representation will be called the laboratory representation. Accordingly, the wavefunction
in the former will be called the intrinsic wavefunction; and the wavefunction in the latter
will be called the laboratory wavefunction.
2. Position operator in the laboratory representation
What is known in the literature is the laboratory representation. Nevertheless, the
transversality condition on the laboratory wavefunction makes the issue of position operator
rather delicate.
If the transversality condition (5) on the laboratory wavefunction were not taken into
account, the operator (23b) for the position in the LRS would satisfy the canonical commu-
tation relations (2) with the momentum. This is, of course, not the case. In fact, the inverse
transformation of Eq. (26b) gives for the operator for the position in the LRS,
Xˆ = ΞˆI + BˆI, (48)
where
ΞˆI = ̟Iξˆ̟
†
I
= Xˆ− BˆI (49)
is the operator for the position in the IRS,
BˆI = ̟IbˆI̟
†
I
= −i̟I(∇k̟†I) (50)
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represents the origin of the IRS and is given by
BˆI = AI ⊗ Σˆw (51)
by virtue of Eqs. (36) and (30). Here we arrive again at the conclusion in the laboratory
representation that the IRS results from the action of the Berry potential on the helicity.
The counterpart of Eq. (34) in the laboratory representation assumes ΞˆI × ΞˆI = 0; and
the counterpart of Eq. (38) reads BˆI × BˆI = 0. Since
∇kΣˆw = (w × Σˆ)×w
k
= 0 (52)
by virtue of Eq. (31), it follows from Eq. (48) that
Xˆ× Xˆ = i∇k × BˆI = iHI ⊗ Σˆw, (53)
which is parallel to Eq. (40) in the intrinsic representation. In a word, although it takes
the simple gradient form with respect to the wavevector in the laboratory representation,
the operator Xˆ for the position in the LRS is actually noncommutative. This can be ex-
plained as follows. Usually, the transversality condition (5) is interpreted to mean that
the three Cartesian components of the laboratory wavefunction are not independent of one
another. This is because the three Cartesian components of the wavevector are supposed
to be independent of one another. But mathematically the transversality condition (5) is
about the directional relation between two vectors. We can interpret it as well the other way
around. That is, if the Cartesian components of the laboratory wavefunction are regarded
as independent, then the Cartesian components of the wavevector will not be independent.
Considering that the wavevector is the argument of the laboratory wavefunction, the partial
derivatives of the laboratory wavefunction with respect to different Cartesian components
of the wavevector cannot be independent. This is just what Eq. (53) shows.
Eq. (53) shows that the position in the LRS is not canonically conjugate to the mo-
mentum. As a result, the position operator Xˆ is no longer the generator of momentum
translations. This is not difficult to understand. After all, photons are extremely relativistic
particles, whereas the momentum translations are the Galilean transformations, which are
inconsistent with Einstein’s theory of relativity. Due to the same reason, the momentum
operator is not the generator of spatial translations in the LRS. It is no wonder why the
Fourier integral of the k-space laboratory wavefunction f cannot be interpreted in the usual
sense as the position-space wavefunction in the LRS [1, 3].
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In addition, substituting Eqs. (23b) and (51) into Eq. (49), one gets
ΞˆI = i∇k ⊗ I3 −AI ⊗ Σˆw. (54)
On the other hand, substituting Eq. (27a) into Eq. (42), one has
xˆI = i∇k ⊗ I2 +AI ⊗ σˆ. (55)
These two expressions look rather similar. They depend on the Berry potential in almost the
same way. But, as shown before, they have quite different physical meanings. The former is
the operator for the position in the IRS in the laboratory representation, whereas the latter
is the operator for the position in the LRS in the intrinsic representation.
Furthermore, it is pointed out that what is commonly called [8, 19] the Pryce position
operator [15] in the laboratory representation,
XˆP = Xˆ+
k× Sˆ
k2
,
is actually the position operator Xˆ. This is because the spin Sˆ is aligned with the wavevector
direction so that k×Sˆ vanishes. Taking this into account, the so-called commutative position
operator introduced by Hawton [21] for α = 0 is in reality the operator (54) for the position
in the IRS in the case of I = ez. Frankly speaking, Bialynicki-Birula and Bialynicka-Birula
[24, 38, 43, 44] once introduced, in a representation of two-component wavefunctions, an
expression that is similar to Eq. (55). They denoted it by iDk and called Dk the covariant
derivative [24]. But they failed to find the simple dependence of the Berry potential on the
Berry degree of freedom I.
B. Complete sets of eigenfunctions in the laboratory representation
Now it is clear that the reason for us not to be able to easily find a complete set of
eigenfunctions in the laboratory representation [7] is that the position in the LRS is not
canonically conjugate to the momentum. Thanks to the constant helicity operator σˆ and the
canonical commutation relations (33)-(35), it is straightforward to write out complete sets
of eigenfunctions in the intrinsic representation. Furthermore, with the help of quasi unitary
transformation (15a), we can conveniently convert such a complete set into a complete set
of eigenfunctions in the laboratory representation. Let us show, by discussing complete sets
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of eigenfunctions in the laboratory representation, why the Berry degree of freedom has
observable physical effects.
As is known, the canonical commutation relations (33)-(35) determine a maximal set
of three compatible dynamical variables. Their eigenvalues give a complete set of canoni-
cal quantum numbers, denoted collectively by q. Furthermore, from the constant helicity
operator σˆ it follows that these quantum numbers together with the helicity quantum num-
ber σ constitute a complete set of four quantum numbers. Denoted by {f˜σq}, a complete
orthonormal set of eigenfunctions in the intrinsic representation takes the form,
f˜σq = α˜σfq, (56)
where
α˜±1 =
1√
2
(
1
±i
)
are the eigenvectors of helicity operator σˆ with eigenvalues σ = ±1, satisfying
σˆα˜σ = σα˜σ, (57)
and fq denotes the simultaneous eigenfunction of a set of compatible dynamical variables.
The orthonormality relation for {f˜σq} assumes∫
f˜ †σ′q′ f˜σqd
3k = δσ′σδq′q, (58)
where the Kronecker δq′q should be replaced with the Dirac δ-function for continuous canoni-
cal quantum numbers. It is emphasized that the complete orthonormal set of eigenfunctions
in the intrinsic representation does not depend on the Berry degree of freedom, though the
intrinsic representation has to be specified by this degree of freedom. This is because the
canonical commutation relations (33)-(35) as well as the helicity operator σˆ have nothing to
do with it. In other words, both the canonical quantum numbers and the helicity quantum
number describe only the quantum properties of the photon relative to its IRS. The term
“IRS” is indeed deemed appropriate.
Nevertheless, because the position in the LRS is not canonically conjugate to the mo-
mentum, we cannot find a complete orthonormal set of eigenfunctions for the laboratory
representation in the way in which we do for the intrinsic representation. But the quasi
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unitary transformation (15a) allows us to readily obtain from {f˜σq} a complete orthonormal
set of eigenfunctions in the laboratory representation, denoted by {fI,σq}, as follows,
fI,σq = ̟If˜σq. (59)
The orthonormality relation for {fI,σ,q} reads∫
f
†
I,σ′q′fI,σqd
3k = δσ′σδq′q, (60)
by virtue of Eqs. (14a) and (58). This shows that to each complete orthonormal set of
eigenfunctions in an intrinsic representation that is specified by a particular value of the
Berry degree of freedom, there corresponds in the laboratory representation a complete
orthonormal set of eigenfunctions that is dependent on the same value.
This is unexpected. Given the helicity and canonical quantum numbers, one still needs
the Berry degree of freedom to determine an eigen state of the photon! But this is under-
standable. As we just mentioned, the helicity and canonical quantum numbers describe only
the quantum properties of the photon relative to its IRS. In order to completely determine
an eigen state of the photon, it is essential to know how to determine its IRS. This is done by
the action of the Berry potential on the helicity of the photon. We have seen that the Berry
potential is an “external” field. The complete orthonormal set of eigenfunctions that we just
gave in Eq. (59) demonstrates further that different values of the Berry degree of freedom
signify different “external” fields. This shows that the Berry degree of freedom serves as the
unique “external” parameter to characterize the “external” field. That is to say, the Berry
degree of freedom is the unique “external” parameter to characterize the IRS (51).
Let us consider an important case in which the intrinsic wavefunction, f˜ , of a photon
state satisfies ∫
f˜ †ξˆf˜d3k = 0, (61)
so that the origin of the IRS reduces to the barycenter of the photon in the sense that∫
f˜ †bˆIf˜d
3k =
∫
f˜ †xˆIf˜d
3k.
In this case, the Berry degree of freedom is the “external” parameter to characterize the
barycenter. One of the examples of eigen states having property (61) is the plane-wave state
in position space. Its intrinsic wavefunction is given by
f˜σk0 = α˜σδ
3(k− k0) exp(−iωt),
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where k0 denotes the eigen momentum. It is in fact the eigen state of barycenter operator
bˆI with eigenvalue:
bI,σk0 = σ
I · k0
k0|I× k0|2 (I× k0),
where k0 = |k0|. Other examples include the diffraction-free beams in position space that
were discussed in Ref. [35] and the spherical waves that will be discussed in Section VI.
In a word, the eigen state of the photon in free space is dependent on the Berry degree of
freedom, which appears as the “external” parameter to characterize the photon barycenter.
It is pointed out that the Berry degree of freedom in the eigenfunctions that were used in
the second-quantization framework by van Enk and Nienhuis [7] is along the z axis [36]. As
a matter of fact, the equations (41) in Ref. [7] are the non-normalized form of our equations
(12) in the case of I = ez. Let us see further how the Berry degree of freedom affects the
quantum state of the photon.
C. Berry transformation of the second class
Once the values of quantum numbers σ and q are given, the eigenfunction (56) is deter-
mined regardless of the concrete intrinsic representation. So we consider one given intrinsic
wavefunction f˜ . To simplify our discussions, we will assume in the remainder of this section
that the intrinsic wavefunction satisfies Eq. (61) so that the origin of the IRS reduces to the
photon barycenter. If the intrinsic wavefunction is defined over an IRS that is characterized
by unit vector I, the corresponding laboratory wavefunction is given by
fI = ̟If˜ , (62)
in accordance with Eq. (15a); and the corresponding barycenter is represented by operator
(51) in the laboratory representation. If the intrinsic wavefunction is defined over a different
IRS that is characterized by unit vector, say I′, the corresponding laboratory wavefunction
is given by
fI′ = ̟I′ f˜ ; (63)
and the corresponding barycenter is represented by
BˆI′ = AI′ ⊗ Σˆw, (64)
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where AI′ is given by Eq. (45). But according to Eq. (50), one has BˆI′ = −i̟I′(∇k̟†I′).
Upon making use of Eqs. (18) and (30), one gets
BˆI′ = BˆI + (∇kφ)⊗ Σˆw. (65)
Obviously, it also reflects the Berry-potential transformation (47).
From Eqs. (62) and (14a) it follows that f˜ = ̟†
I
f . Substituting it into Eq. (63) and
taking Eqs. (18) and (30) into account, one has
fI′ = exp(−iΣˆwφ)fI. (66)
This is the transformation on the laboratory wavefunction under the change of the Berry
degree of freedom, without changing the intrinsic wavefunction, referred to as the Berry
transformation of the second class. In much the same way as the Berry transformation of
the first class is generated by the helicity operator σˆ in the intrinsic representation, it is
generated by the helicity operator Σˆw in the laboratory representation. In addition, to the
Berry transformation (66) there also corresponds an “invariance”. It is the invariance of
the position in the IRS. Indeed, letting ΞˆI′ = Xˆ − BˆI′ in accordance with Eq. (49) and
noticing Eq. (52), it is a straightforward calculation to show f †
I′
(ΞˆI′)fI′ = f
†
I
(ΞˆI)fI, which is
just f˜ †ξˆf˜ . Nevertheless, the Berry transformation (66) corresponds to a substantial change
in the photon barycenter as is explicitly shown by Eq. (65). As a consequence, it changes
the position of the photon in the LRS. It deserves emphasizing that the barycenter of a
free photon is a constant of motion. By this it is meant that a photon cannot change its
barycenter unless undergoing real physical actions other than the action of the “magnetic
monopole” in k-space. In view of this, the Berry transformation (66) expresses some real
physical action.
Although it changes the electric vector as Eq. (6a) indicates, the Berry transformation
(66) does not change the helicity, f †
I′
(Σˆw)fI′ = f
†
I
(Σˆw)fI, and hence does not change the spin
by virtue of Eq. (29). This explains why the spin is not able to completely describe the
vector property (or “the state of polarization”) of a radiation field [45].
D. Eigen states of helicity and Berry phase
At the end of this section let us point out that the transformation factor exp(−iΣˆwφ) in
Eq. (66) becomes a Berry phase factor for the eigen state of helicity. To this end, it is only
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necessary to show that if an intrinsic wavefunction is the eigenfunction of helicity operator
σˆ, the corresponding laboratory wavefunction must be the eigenfunction of helicity operator
Σˆw. Let the intrinsic wavefunction f˜ be the eigenfunction of helicity operator σˆ, having
the form f˜σ = α˜σf , where f is any physically allowed function. In this case, the laboratory
wavefunction (62) becomes
fI,σ = ̟If˜σ,
and Eq. (66) becomes
fI′,σ = exp(−iΣˆwφ)fI,σ. (67)
It is straightforward to show by making use of Eqs. (30), (14a), and (57) that
ΣˆwfI,σ = σfI,σ,
meaning that fI,σ is indeed the eigenfunction of helicity operator Σˆw. With its help, Eq.
(67) further becomes
fI′,σ = exp(−iσφ)fI,σ. (68)
Clearly, the change of I in this case makes the laboratory wavefunction acquire a phase.
Corresponding to the Berry-potential transformation (47), this is a Berry phase. It is de-
pendent not only on the helicity quantum number but also on the wavevector. When fI′,σ
in Eq. (68) is substituted into Eqs. (6), the phase will inevitably have its impact on the
electric and magnetic vectors. It is such an impact that changes the photon barycenter in
accordance with Eq. (65). A previous analysis [32] showed that the refraction process at the
interface between two dielectric media is a real physical action that changes the direction
of I with respect to the propagation direction. This is why the so-called spin Hall effect of
light in such a process [53] can be explained in terms of the Berry phase as well [54], even
though the process is not adiabatic.
To conclude this section, we summarize in brief that the quantum effects of the Berry
degree of freedom lies in the observation that the fundamental quantum conditions (33)-(35)
hold only in the IRS. This is the primary result of present paper. Such effects are hidden
beyond the transversality condition (5) on the laboratory wavefunction.
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VI. EFFECTS OF THE IRS ON THE OAM
We have seen in Section III how the transversality condition (5) on the laboratory wave-
function affects the properties of the spin. Now we are in a position to see how it affects the
properties of the OAM.
A. The OAM is dependent on the helicity
The same as the position operator (26b) in the intrinsic representation, the operator in
the intrinsic representation for the OAM about the origin of the LRS also splits into two
parts,
lˆI = ̟
†
I
Lˆ̟I = λˆ+ mˆI. (69)
The first part λˆ = −pˆ × ξˆ is the OAM of the photon about the origin of the IRS. It is a
constant of motion,
[λˆ, ω] = 0. (70)
Thanks to the fundamental quantum conditions (33)-(35), it satisfies the canonical commu-
tation relation of the angular momentum [9],
[λˆi, λˆj] = i~ǫijkλˆk. (71)
The same as the position in the IRS, it is also independent of the Berry degree of freedom.
The second part
mˆI ≡ bˆI × pˆ = ~ I · k|I× k|uI ⊗ σˆ (72)
is the OAM of the photon concentrated at the origin of the IRS. Like λˆ, it is also a constant
of motion,
[mˆI, ω] = 0. (73)
But different from λˆ, its Cartesian components commute,
mˆI × mˆI = 0. (74)
Besides, it is dependent on the Berry degree of freedom.
From Eqs. (70) and (73) it follows that the total OAM is a constant of motion, too. But
it is important to note that the helicity dependence of the origin of the IRS makes the second
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part of the OAM depend also on the helicity. Because the first part does not depend on the
helicity, the total OAM cannot be independent of the helicity [33]. This extraordinary result
explains why the total angular momentum of a non-paraxial beam cannot be separated into
helicity-independent OAM and helicity-dependent spin [4, 33].
B. The OAM is not the generator of spatial rotations
It is a straightforward calculation to show that the first part of the OAM does not
commute with the spin,
[λˆi, sˆj] = i~ǫijksˆk,
though the second part does. As a result, the total OAM does not commute with the spin
either,
[(lˆi)I, sˆj] = i~ǫijksˆk, (75)
in contrary to the usual assumption [1, 7]. With the help of Eqs. (71) and (74), it is not
difficult to find
[(lˆi)I, (lˆj)I] = i~ǫijk{(lˆk)I − sˆk}. (76)
The inverse of transformations (25b) and (69) leads to the counterpart in the laboratory
representation
[Lˆi, Lˆj ] = i~ǫijk(Lˆk − Sˆk). (77)
This is the commutation relation of the OAM that was found by van Enk and Nienhuis
[6, 7]. Here we arrive at it without resorting to the second quantization. Clearly, Eq. (77)
is different from the standard commutation relation (1). The OAM operator Lˆ is thus not
the generator of spatial rotations as is usually assumed [2, 8].
From Eqs. (28), (69), and (72) it follows that the operator for the total angular momen-
tum in the intrinsic representation reads
jˆI = sˆ+ lˆI = λˆ+ ~
I× vI
I · uI ⊗ σˆ. (78)
It manifests a very interesting property that the component of jˆI in the direction of I is
equal to the component of λˆ in the same direction: jˆI · I = λˆ · I. Note that the first part
on the righthand side of Eq. (78) is not the orbital part of the total angular momentum
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and the second part is not the spin part, though they are helicity-independent and helicity-
dependent, respectively. With the help of Eqs. (28), (75), and (76), it is easy to find
[(jˆi)I, (jˆj)I] = i~ǫijk(jˆk)I,
which can be converted into
[Jˆi, Jˆj] = i~ǫijkJˆk
in the laboratory representation, where Jˆ = Lˆ + Sˆ is the operator for the total angular
momentum in the laboratory representation.
C. Eigen states with spherical harmonics
Although the total OAM does not satisfy the standard commutation relation (1), the
OAM about the origin of the IRS does. This allows to conveniently give a complete or-
thonormal set of eigenfunctions that are in the form of spherical harmonics. Letting be λ,
µ, and ω0 the canonical quantum numbers that correspond to the eigenvalues of λˆ
2, λˆz,
and ω, respectively, such a complete orthonormal set of eigenfunctions in the laboratory
representation can be written as
fI,σλµω0 = ̟Iα˜σYλµ(w)δ(ω − ω0) exp(−iωt),
in accordance with Eqs. (59) and (56), where Yλµ(w) are the spherical harmonics,
Yλµ(w) =
{
2λ+ 1
4π
(λ− µ)!
(λ+ µ)!
}1/2
P µλ (cosϑ)e
iµϕ,
which satisfy the following eigenvalue equations,
λˆ2Yλµ = λ(λ+ 1)~
2Yλµ, λ = 0, 1, 2...
λˆzYλµ = µ~Yλµ, µ = 0,±1,±2...± λ,
and ϑ and ϕ are, respectively, the polar and azimuthal angles of w in spherical polar coor-
dinates. It is pointed out that so obtained eigenfunctions are different from the electric or
magnetic multipole waves that are also in the form of spherical harmonics [1, 2, 27]. On one
hand, the former describes the eigenstate of the helicity and the latter the eigenstate of the
parity. On the other hand, the former is the eigenfunction of the OAM about the barycenter
and the latter is the eigenfunction of the total angular momentum. Roughly speaking, the
constant unit vector I in the former case is replaced in the latter case with the radial unit
vector in the position space as was explicitly shown in Ref. [27].
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VII. CONCLUSIONS AND REMARKS
In conclusion, the Berry degree of freedom that is expressible in the form of a constant
unit vector is identified upon converting the constraint of transversality condition into a quasi
unitary matrix. The action of the Berry potential on the helicity of the photon determines
the IRS of the photon. Because the position of the photon in its IRS is canonically conjugate
to the momentum, the Berry degree of freedom is endowed with observable quantum effects
that show up through the barycenter [35] and depend on the helicity [32, 53]. As a result,
the position of the photon in the LRS is noncommutative. In addition, the constraint of
transversality condition means that the spin of the photon is aligned with the wavevector
direction. Hence only the helicity can be the intrinsic degree of freedom in association with
the spin. But the helicity does not behave intrinsic in the LRS. Only in the IRS does it
behave intrinsic. On the basis of these analyses, the commutation relations of the spin and
OAM are derived without having to make use of the second quantization.
It is seen in Section IIB that the Berry degree of freedom is different from the classical
gauge degree of freedom. This can also be seen in a different way. Mathematically, the Berry
potential (37) and the Berry degree of freedom arise from the transversality condition (5),
which is equivalent to the pair of divergenceless Maxwell’s equations:
∇ · E = 0, ∇ ·H = 0. (79)
But the electromagnetic potentials and thus the classical gauge degree of freedom arise from
the second equation of the above pair and the second one of the following coupled pair:
ε0
∂E
∂t
= ∇×H, µ0∂H
∂t
= −∇× E. (80)
So the Berry degree of freedom originates quite differently than the classical gauge degree
of freedom.
Because the Berry potential (37) corresponds to a k-space “magnetic monopole” the
singular line of which is along the direction of the Berry degree of freedom, the quantum
effects of the Berry degree of freedom mean that the “location” of the monopole’s singular
line is physically observable. This situation is analogous to the vector Aharonov-Bohm effect
in real space [55, 56]. It seems that the photon in free space or vacuum is not truly “free”
from the quantum-mechanical point of view. It is “acted on” by the field of the k-space
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“magnetic monopole”. The refraction process manifesting the spin Hall effect [53] is a real
physical action that changes the “location” of the monopole’s singular line with respect to
the propagation direction [32].
Eq. (40) or (53) indicates that due to the existence of its helicity, the photon is nonlocal in
the LRS. We have shown that this result is implicitly expressed in the form of transversality
condition (5). As is known [15], the transversality condition (5), which is equivalent to
the pair of divergenceless equations (79), can be written as a constraint equation about
a six-component wavefunction. With its help, the corresponding dynamical equation that
is obtained from the Schro¨dinger equation (4) or, equivalently, from the pair of coupled
equations (80) is relativistically covariant. This means that the nonlocality of the photon
with non-vanishing helicity should be regarded as a quantum-mechanical property of the
relativistic particle that is expressed by the constraint equation.
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