We generalize this theory to the case where {S.} is a Markov chain on 1 the real line with stationary transition probabilities satisfying a drift condition. The expectations we are concerned with satisfy generalized renewal equations, and in our main theorems, we show that these expectations are the unique solutions of the equations they satisfy.
To insure that R(s) exists we restrict our study to GRW's satisfying one of the following two conditions. To obtain our main result in Section 3, we prove several theorems of indcJlcndent interest, especially Theorem 3.1 which generalizes the work of Brillinger (1962) .
Thc generalization of renewal theory we develop has a statistical application to the scquential design of experiments with two states of nature. In that problem, the sequence of log likelihood ratios behaves as a GInV under either state of nature and the expected sample numbers and operating characteristics are solutions of renewal equations. For more details see Keener (1979 Keener ( , 1980 If A < 0, the sum may be taken from 1 to 00, giving the desired result.
If A~0, the sum is r( a~) r aA
where I(x) is the ceiling of x, i.e. the least integer~x. This expression is less than the desired result.
1\n immediate consequence of Lemma 1 is the following corollary. 
We now define
C x 1 X <;; m k +e By the integrability condition, I m. < 00, and using (2.5) we see 
s-+-oo
If lim IC(s) = 1 then h is bounded on S which implies s-+_oo (2.7) and completes our proof that R satisfies (2.2). To complete our proof, we need to show uniqueness. Since (1.1) and (2.2) are linear in R we can assume without loss of generality that h = O. Let G be an arbitrary function which is bounded on finite intervals and such that We must show that G = O. (2.8) and (2.9) imply that
Iterating (2.8) gives
We now partition the line into the intervals (-CO 
If hex) = 0 for x > A and hex) is integrable and non-decreasing for
PROOF. To establish (2.10), we use the fact that hex) = 0 for x < A and integration by parts to get
Equation (2.11) can be established the same way.
Corollary 2.1 and Lemma 2.1 can be used to construct sharper bounds for U (J). These bounds can be used to construct an improved s bound on R(s) for a given s, but will not improve our global bounds.
3. Second drift condition. Our main goal in this section will be to prove a theorem similar to Theorem 2.1 for GRW's satisfying C2 instead of CI. rhis result is useful because C2 is often a weaker condi tion than C1. Unfortunately, C2 is more difficult to work with than C1, and we need several preliminary results before we can prove our main theorem. The following lemma will be used in many of the proofs to follow. Using Lemma 3.1 we now have the following result which bounds the magnitude of k th absolute moments of terms in a martingale. This result generalizes a theorem due to Brillinger (1962) .
TIIEQREM 3.1. Let {S ,F } >() be a martingaZe satisfying n n n-
PROOl:. We assume without loss of generality that M = 1 and proceed by induction on n. The first step is obvious because y~1.
Let Z = Sn+l -Sn and S = Sn -SO. Using Lemma 3.1 we have
To complete the proof by induction we must show that
To accomplish this we note that This implies
which completes the proof. A change of notation in Equation (4.1) of Karlin and Taylor (1975) leads to 
For negative x, this result follows trivially, and applying "these results it easily follows that {f(S.)k/2}. a is a non-negative J J2
supermartingale. We now define the Markov time T as the first n for which S <; O. By an optional stopping theorem for non-negative n supermartingales (Karlin and Taylor (1975) If hex) = a for sufficiently large x.. then g can be chosen so that
To facilitate the proof of this theorem we have Then fox' 1 < a < k and k > 2.. 
PROOF. By ordinary calculus
+ for x E m and y Em. Choosing x = Z -).1 and y = s + ).1 and taking expectations gives (3.5). To prove (3.7), we note that Eg(s+Z)~Eg(s+).10+Z-).1)
Using Lemma 3.1 and assuming s + ).10~M +~(k-l) 2 k -3 we have ).10 which proves (3.7). (3.6) holds because (3.8) implies for c < s < 0 .
3 PROOF OF THEOREM 3.3. We assume without loss of generality that , I
k-l 11(X)/ x is non-decreasing on (-00,-1) and that hex) = 0 for x~-1. 
Since A and c are non-negative, (3.10) holds for all t. Let Z be any random variable satisfying (3.3) and (3.4). Using Lemma 3.4 we see 
e we see that B is directly Riemann integrable. We now let f be defined as in Theorem 3.2. Choosing 0 = ].10/3 and using Lemma 3.2 we see that there exists c > () such that for any random variable Z satisfying EZ = P~Po and Elz -plk <; M k we have
Since B(t) is directly Riemann integrable, there exist constants a. is a positive supermartinga1e whenever {S.,F.} satisfies C3 and we are 1 1 done.
After so many preliminaries we can now establish our main result. PROOF. This proof is similar to the proof of Theorem 2.1. To simplify notation we will assume without loss of generality that Va 1.
We define
By the integrability condition, I Using (3.14), we see that R(s) will be finite provided < 00 , and R(s) will satisfy (3.13) provided i=l S· 1 1-By condibon C2, o~s + n and Theorem 3.1 gives
We now take n large enough that 0 > rn. Then for S < -A we will have n n Is I < Is -l) I implying n n n r k :s; (Myvn) .
We now let A = ;n-in (3.20) and obtain IG(s) I :'::K(l+nk/LJ)p(S -0:'::
x<-rn s n n
If we let n ->-(X) in this expression, we can use Lemma 3.2 and (3.21) to conclude that (;(s) = () and our proof is complete. 
