Abstract. In this paper we give necessary and sufficient conditions for the representations of quadratic lattices over arbitrary dyadic fields. Our result is given in terms of Bases of Norm Generators (BONGs, for short). However, they can be translated in terms of the more traditional Jordan decompositions.
Introduction
It has been known for a long time that the local theory of quadratic forms is considerably more difficult over dyadic fields, i.e., over finite extensions of Q 2 . Many problems that have simple answers and simple proofs over nondyadic local fields become significantly more complicated, both the statements and the proofs, when the base field is dyadic. The case of 2-adic fields (unramified extensions of Q 2 , i.e., local fields where 2 is a prime) is intermediate in the level of difficulty between the nondyadic and general dyadic case.
One reason for this phenomenon is the fact that the group of square classesḞ /Ḟ 2 , which has only 4 elements when F is nondyadic, has a more complicated structure in the dyadic case. Another reason is that the structure of the Jordan decomposition is more complicated in the dyadic case. One method to overcome this problem is the use of BONGs. The BONGs, short for "Bases of Norm Generators", were first introduced in [B] as a way to describe lattices over dyadic fields. The BONGs, especially the good BONGs, behave to some extent like orthogonal bases. The usefulness of using BONGs rather than Jordan splittings was already seen in [B] , where we computed the spinor norm group θ(O + (L)) for lattices L over arbitrary dyadic fields. There is some strong evidence that by using BONGs, even though the proofs are still quite long (the result we announce here is a good example), the statements can be expressed in a very compact form, which is impossible to achieve if we use Jordan decompositions.
An important problem in the local theory of quadratic forms is the representation of local lattices. In 1958 O'Meara [OM1] solved this problem in the nondyadic and the 2-adic cases. For the arbitrary dyadic case the same problem was solved in 1964 by Riehm [R] under the assumption that the big lattice is modular. No progress towards a solution in the general dyadic case has been made since. In this paper we announce a complete solution of this problem. The answer is given in terms of good BONGs. However, it can be easily translated in terms of Jordan decompositions and the fundamental invariants of the two lattices as described in [OM, §9] .
Bases of norm generators (BONGs)
In this section, we describe quadratic lattices in terms of good BONGs, which we first introduced in [B] . That paper, together with Chapter 9 of [OM] , are prerequisites for this announcement. We now briefly recall the main notions and results from [OM] and [B] we use here. All quadratic spaces and lattices considered here will be over a dyadic local field = B(x, x) . All the quadratic forms here are assumed nondegenerate.
Let L be a lattice of dimension n. We define
n . If sL = a and volL = a n for some fractionary ideal a, we say that L is a-modular. 
An equivalent condition is that
It is known that a BONG uniquely determines a lattice [B, Corollary 2.6 ]. Therefore, if x 1 , . . . , x n is a BONG for L, we will write L = ≺ x 1 , . . . , x n . If moreover Q(x i ) = a i , we say that L ∼ = ≺ a 1 , . . . , a n relative to the BONG x 1 , . . . , x n .
If L is binary with nL = αO, we denote by a(L) 
A sequence x 1 , . . . , x n of mutually orthogonal vectors with Q(x i ) = a i and ord a i = R i is a good BONG for some lattice if and only if R i ≤ R i+2 for all 1 ≤ i ≤ n − 2 and a i+1 /a i ∈ A for all 1 ≤ i ≤ n − 1. By the above description of A, the second condition is equivalent to R i+1 − R i + 2e ≥ 0 and
It follows from [B, Lemma 4.3(iii) ] that we can obtain a good BONG for L by putting together the BONGs of the components of a maximal norm splitting of L. Conversely, every good BONG can be obtained in this way from some maximal norm splitting. By [B, Lemma 4.6] , every lattice admits a maximal norm splitting and hence a good BONG. An algorithm to exhibit a maximal norm splitting of a lattice will be given in Section 7.
Classification in terms of BONGs
The problem of classifying lattices over arbitrary dyadic fields was solved by O'Meara in his renowned Theorem 93:28 in [OM] . Here we give an equivalent version of this theorem in term of BONGs. Our version has its own merit since its necessary and sufficient conditions are simpler than O'Meara's, and they require considerably less effort to verify. However, its main importance is that it is the first step towards solving the more complicated problem of representation.
First let us state O'Meara's theorem. Given α, β ∈Ḟ and a fractionary ideal a we say that
If L is a lattice, we define its norm group by gL := Q(L) + 2sL. Thus, gL is a subgroup of (F, +). Let mL be the largest fractionary ideal contained in gL. We define the weight of L by wL := pmL + 2sL. We have nL ⊇ gL ⊇ wl ⊇ 2sL. An element of gL of smallest order is called a norm generator of L. So a is a norm generator for L iff a ∈ gL and aO = nL. For any norm generator we have gL = aO 2 + wL. (Unfortunately there is some danger of confusion with the norm generators from the previous section. However, we can deduce which ones they are from the context. The norm generators from [OM] are scalars while those from [B] 
Denote s i = ord s i and u i = ord a i . We now introduce the ideals
Here α and β run over g i and g i+1 , respectively. We now state O'Meara's theorem. Let L be as above. If 
We now translate O'Meara's theorem in terms of BONGs. Suppose that L ∼ = ≺ a 1 , . . . , a n relative to a good BONG with ord a i = R i . For any 1 ≤ i < n, let α i be the minimum of the following three sets of numbers:
The numbers R i and α i are invariants of the lattice L since they do not depend on the choice of the good BONG. Therefore we denote them by R i (L) and α i (L). The invariants α i enjoy some properties such as:
with equality if and only if
The invariants R i and α i can be written in terms of the fundamental invariants
Jordan chain, and let t, dim L k , s k , w k and a k be the fundamental invariants. (We denote the norm generators by a k , not a k , in order to prevent confusion with the
and let f k be the invariants described above. Then for any n k−1 + 1 ≤ i ≤ n k , we have
In particular, α i and ord f k are both > 2e, and hence both of the conditions d(a) ≥ α i and d(a) ≥ ord f k are equivalent to a ∈Ḟ 2 . In the case when L k is unary we have a
In terms of BONGs, O'Meara's Theorem 93:28 can be stated as follows:
The four conditions are equivalent to the conditions of O'Meara's classification theorem [OM, 93:28] . Namely, if K = K 1 ⊥ . . . ⊥ K t is a Jordan splitting, and [OM, 93:28] ; assuming that (i)-(iii) hold, (iv) is equivalent to conditions (ii) and (iii) of [OM, 93:28] . More details of the proof of Theorem 3.2 will be presented in [B1] . j ] are independent of the choice of the BONGs.
Representations in terms of BONGs

The invariants
The proof of this lemma uses Theorem 3.
The 
Similarly, if some of the lattices M, N, K are the same, we get inequalities involving also terms of the form d [εa i,j 
Definition 4.3. For any 1 ≤ i ≤ min{m − 1, n}, we define
If n ≤ m − 2, we define
In the above definition, we ignore those terms that do not make sense. That is, if i = 1 or m − 1, then we ignore
In view of Lemma 4.2, A i does not depend on the BONGs. Hence we can write
Remark 4.4. The definition of S n+1 + A n+1 is justified as follows. Since S n+1 is not defined, we assume that S n+1 0 is arbitrary. If we put i = n + 1 in the formula for A i and add S n+1 , we get
The following theorem, formulated in terms of invariants derived from good BONGs, is our solution to the representation problem of quadratic lattices over arbitrary dyadic local fields. A complete proof will be presented in [B2] . 
Note that if n ≤ m−2 and i = n+1, then the inequality A i−1 +A i > 2e+R i −S i from Theorem 4.5(iii) can be written as A n + S n+1 + A n+1 > 2e + R n+1 . It makes sense since S n+1 + A n+1 is defined although S n+1 and A n+1 are not. 
In some cases conditions (ii) and (iii) of Theorem 4.5 need not be verified; see Lemmas 4.8 and 4.9 below. 
Lemma 4.9. Condition (iii) of Theorem 4.1 is vacuous at an index i if i is not essential.
Representations in terms of Jordan decompositions
Let L ∼ = ≺ a 1 , . . . , a n be relative to a good BONG, and let 
Definition 5.2. Let 1 ≤ i ≤ n − 1 and let V i be a quadratic space of dimension i such that det V i is an approximation for a 1,i . We say that V i is an approximation to the left for [a 1 , . . . ,
an approximation if it is an approximation both to the left and right. We denote this by V i ∼ l (resp. ∼ r or ∼) [a 1 , . . . , a i ]. By convention, if i = 0 or n, we say that
Note that Definitions 5.1 and 5.2 refer to the good BONG at hand. However, one can prove that these definitions are independent of the choice of the good BONG for L.
We want to obtain approximations for a 1,i and [a 1 , . . . , a i ] in terms of the Jordan decompositions.
Before finding approximates for [a 1 , . . . , a i ], note that if R
If W → −V are two quadratic spaces, then we denote by V W a quadratic space
Lemma 5.5. Suppose that 0 ≤ i ≤ n is not of the form i = n k and that neither 
In all the other cases not described in Lemmas 5.4 and 5.5, we have both 
. , a i ] if and only if
As a consequence, if there is an i such that 1 < i ≤ min{m − 2, n + 1} and 
Then conditions (ii), (iii) and (iv) of Theorem 4.5 are equivalent to:
(ii ) For any
Therefore, Theorem 4.5 can be stated in terms of the invariants R i , S i , α i , β i and the approximations X i , Y i , V i , W i . Since all these can be deduced from the Jordan decompositions, Theorem 4.5 can be stated in terms of Jordan decompositions. However, a detailed writing of all the cases that occur might be very lengthy.
Outline of the proof
In this section, we outline the strategy of the proof of Theorem 4.5. The proof consists of several steps:
1. We first reduce to the case when m = n. To do this we assume that 
This In view of step 1, we may assume that F M = F N. The proof of necessity of ( * ) consists of two steps: N1. Prove that ≤ defined above is transitive for lattices on the same quadratic space.
N2. Prove that
It is clear why these two steps are enough. For, if N ⊂ M , there is a sequence
The proof of sufficiency of ( * ) also consists of two steps: S1. Reduce to the case when nM = nN , that is, when R 1 = S 1 . To do this we assume that K ≤ M and nK ⊂ nM , and we prove that there is N ⊂ M such that K ≤ N . In the most typical and most difficult case when
x is not a norm generator }. One can show that M is a lattice with [M : M ] = p. S2. We then proceed with an induction on the dimension. Suppose that N ≤ M but N is not represented by M . We may assume that this pair of lattices is chosen so that ord volN − ord volM is minimal. By S1, we must have nM = nN , that is, R 1 = S 1 . In the most typical case we show that we can choose the BONGs of M and N such that a 1 = b 1 and ≺ b 2 , . . . , b n ≤ ≺ a 2 , . . . , a n . By the induction hypothesis this implies that ≺ b 2 , . . . , b n → − ≺ a 2 , . . . , a n . Together with a 1 = b 1 , this implies by [B, Lemma 2.2] that N → −M .
Effectiveness
In order to apply Theorems 3.2 and 4.5, the first step we need to take is to write the two lattices in terms of some good BONGs. While arbitrary BONGs are easy to produce by simply using the definition of a BONG, for good BONGs we need to find some maximal norm splittings of the two lattices first. Then, by [B, Lemma 4.3(iii) ], we can obtain a good BONG for a lattice by putting together the BONGs of the components in a maximal norm splitting. A method to produce maximal norm splitting is described in the proof of Lemmas 4.5 and 4.6 in [B] .
We now give an explicit algorithm for finding a maximal norm splitting of a lattice L. The first step is to take an arbitrary splitting L = L 1 ⊥ . . . ⊥ L m where each L i is either unary or binary modular and sL 1 ⊇ . . . ⊇ sL m ; see [OM, §94] for details on how to obtain such a splitting. For the sake of convenience, we let ord sL i = r i , ord nL sL i = u i and ord 
= L j and so ord nL
and this implies ord nL
Take an index i such that v i > u i . Then we have either u i = v j for some j > i or u i = 2(r i − r j ) + v j for some j < i. In both cases one can show that L j has maximal norm, i.e. v j = u j . In fact we have a more precise result, namely,
where j is the smallest index j > i such that v j = u j and is the largest index
We will show that the components L i and L j of the splitting can be replaced by L i and L j such that both v i = u i and v j = u j hold for the new splitting. Note that in this new splitting the number of components having maximal norm is increased by 1. There are two cases to be considered.
and by comparing determinants we deduce that
(Note that L i has maximal norm; so it has to be written in terms of a BONG in our algorithm.)
sL and v = ord nL . We have u i = 2(r j − r i ) + v j , v i > u i and v j = u j , and so
By the same token, we have v j = u j . Furthermore,
and L j were in Case 1. Therefore, we can apply the procedure described in Case 1 to 
respectively. By applying Case 1 and taking duals, one obtains
Recovery of Riehm's result
The case when M is unimodular considered by Riehm in [R] is somewhat simpler because, if we assume that condition (i) of Theorem 4.5 holds, then almost all indices are inessential. Therefore, conditions (ii) and (iii), which usually are the hardest to prove, need only be verified at a small number of indices. (See Lemmas 4.8 and 4.9.) Indeed, if M is unimodular with nM = p u , then the sequence R 1 , . . . , R n is u, −u, u, −u, . . . , u, −u . It follows that for 1 ≤ i ≤ m − 1 we have R i + R i+1 = 0. Also note that R i = R i+2 for any 1 ≤ i ≤ n − 2. If condition (i) of Theorem 4.5 is satisfied, then R 3 = R 1 ≤ S 1 , which means that i = 2 is not an essential index. Also if 3 ≤ i ≤ m − 2 and i ≤ n + 1, then by Lemma 4.6(i) we have The most important result in [R] is the First Main Theorem, FMT for short. We now demonstrate the equivalence between conditions (1)-(3) of FMT and conditions (i)-(iv) of Theorem 4.5.
Recall that in [R] the two lattices under consideration are denoted by L and l, and L is unimodular. In FMT the two lattices have the same rank. The author used an additional lattice l m . (For the definition of L a for some ideal a see [R, 4.3] .) The equivalence between l→ −L and l m → −L is obvious; it follows from the fact that m ⊇ nL = nL . However, the necessary and sufficient conditions in terms of Jordan splittings are easier to state for l m → −L.
Conditions (i) and (iv).
These two conditions are in general easier to verify. If we assume that R i (L) = R i and R i (l m ) = S i , then condition (i) implies R 1 ≤ S 1 , R n ≤ S n and R 1 + R 2 ≤ S 1 + S 2 ; see also Lemma 4.6(i). We claim that altogether they are sufficient for condition (i). Indeed, condition (i) at i = 1 and n is just R 1 ≤ S 1 and R n ≤ S n , respectively. If 2 ≤ i ≤ n − 1, we have S i−1 + S i ≥ S 1 + S 2 ≥ R 1 + R 2 = 0 = R i + R i+1 and (i) holds again. We claim that the three inequalities R 1 ≤ S 1 , R n ≤ S n and R 1 + R 2 ≤ S 1 + S 2 are equivalent to sL ⊇ sl m , nL ⊇ nl m and nL ⊆ nl m . We have ord nL = R 1 and ord nL = R 1 (L ) = −R n . Analogous equalities hold for l m . Therefore, nL ⊇ nl m and nL ⊆ nl m are equivalent to R 1 ≤ S 1 and R n ≤ S n . On the other hand, ord sL = 0 = (R 1 + R 2 )/2 and, by [B, Corollary 4.4(iv) ], ord sl m = min{S 1 , (S 1 + S 2 )/2}; so sL ⊇ sl m is equivalent to min{S 1 , (S 1 + S 2 )/2} ≥ (R 1 + R 2 )/2. But R 1 = u ≥ 0 = (R 1 + R 2 )/2; so R 1 ≤ S 1 implies S 1 ≥ (R 1 + R 2 )/2. Therefore min{S 1 , (S 1 + S 2 )/2} ≥ (R 1 + R 2 )/2 if and only if (S 1 + S 2 )/2 ≥ (R 1 + R 2 )/2 or S 1 + S 2 ≥ R 1 + R 2 . The inclusions nL ⊇ nl m and nL = nL ⊆ nl m follow from gl m ⊆ gL ⊆ gl m , which is a part of FMT (1). Now sL ⊇ sl m is not a part of FMT (1) but sL ⊇ sl is. But l ⊆ l m ; therefore sL ⊇ sl m implies sL ⊇ sl. Conversely, one can show that sL ⊇ sl m follows from sL ⊇ sl and nl m ⊆ nL ⊆ nl m . (In fact, sl m = sl in most cases.) Condition (iv) is vacuous in this case because if S i ≥ R i+2 > S i−1 + 2e ≥ R i+1 + 2e, then R i+1 − R i = R i+1 − R i+2 < −2e, which is impossible.
Conditions (ii) and (iii).
Recall that the only essential indices for L and l m are 1, n and, possibly, n − 1. By Lemma 4.8, condition (ii) needs only be verified at i = 1, n−1 and, if the index n−1 is essential, at i = n−2. By Lemma 4.9, condition (iii) only needs to be verified at i = n − 1 and only if n − 1 is essential. We now state the equivalent conditions from FMT, assuming that (i) holds. However, the proofs are too lengthy to include here. Condition (ii) at i = 1 and n − 1 is equivalent to gl m ⊆ gL and gL ⊆ gl m , respectively. If R n ≤ S n−2 , that is, if n − 1 is not an essential index, then no additional conditions are required. One can prove that R n ≤ S n−2 whenever m = nl s or s = sl m . So condition (ii) at i = n − 2 and condition (iii) at i = n − 1 only have to be verified if nl s ⊂ m and s ⊂ sl m . In the case when nl s ⊂ m and s = sl m , we have l m s = l m and the condition gL ⊆ g < a > +gl m s from FMT (2) is superfluous, since it follows from gL ⊆ gl m . If nl s ⊂ m and s ⊂ sl m , then one can show that parts (2) and (3) of FMT are equivalent to condition (ii) at index n − 2 and condition (iii) at index n − 1, respectively.
