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Random Access Communication
Derya Malak, Howard Huang, and Jeffrey G. Andrews
Abstract
Future 5G cellular networks supporting ultra-reliable, low-latency communications (URLLC) could
employ random access communication to reduce the overhead compared to scheduled access techniques
used in 4G networks. We consider a wireless communication system where multiple devices transmit
payloads of a given fixed size in a random access fashion over shared radio resources to a common
receiver. We allow retransmissions and assume Chase combining at the receiver. The radio resources are
partitioned in the time and frequency dimensions, and we determine the optimal partition granularity
to maximize throughput, subject to given constraints on latency and outage. In the regime of high and
low signal-to-noise ratio (SNR), we derive explicit expressions for the granularity and throughput, first
using a Shannon capacity approximation and then using finite block length analysis. Numerical results
show that the throughput scaling results are applicable over a range of SNRs. The proposed analytical
framework can provide insights for resource allocation strategies in general random access systems and
in specific 5G use cases for massive URLLC uplink access.
I. INTRODUCTION
Ultra-reliable, low-latency communication (URLLC) for a large number of devices will be
an important use case for future 5G communication networks [2]. This so-called machine-type
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2communication (MTC) is often characterized by small payload sizes transmitted by a very large
number of devices, and is not well served by the 4G LTE air interface which is designed to
support larger payloads transmitted by fewer devices.
For multiple devices communicating on the uplink to a base, LTE uses the following (sim-
plified) three-phase procedure. In the first phase, devices wanting to transmit notify the base
station on an uplink random access channel. In the second phase, the base station decides how
to best allocate resources among the devices and notifies them through a downlink message. In
the third phase, the devices transmit to the base over the assigned uplink resources. The first
two phases can be thought of as overhead in ensuring interference-free transmission during the
scheduled access. If the payload size is sufficiently large, then the overhead is justified. On the
other hand, for small payloads found in MTC, the overhead is not justified, and it is worthwhile
to consider transmitting the payload itself in a random access fashion [3], [4]. For a given set
of spectral resources, the general challenge is to design a random access protocol to maximize
throughput subject to quality of service constraints.
In this paper, we use a Poisson arrival process to model devices entering the system, so the
throughput can be characterized by the mean arrival rate of this process which we denote as λ.
Each device attempts to transmit a payload of fixed size L bits over shared resources of bandwidth
W Hertz which is partitioned into B frequency bins and into time slots. We refer to a given
frequency bin and time slot as a time-frequency slot (TFS). For a given transmission attempt, a
device transmits during a slot over a randomly chosen bin. Depending on the arrival rate, multiple
devices could transmit over the same TFS. If a given transmission is not successfully decoded
(as a result of the signal-to-interference plus noise ratio (SINR) falling below a threshold),
the device can retransmit its signal. For a given payload, a device can transmit up to M times
within a given time constraint of T seconds. At the receiver, Chase combining is used to combine
the received energy over multiple transmission attempts. Chase combining is a common form
of hybrid automatic repeat request (HARQ) which has been shown to increase throughput in
relatively poor channel conditions and has been standardized in 3G and 4G cellular standards. If
a device is not able to have its packet decoded within M transmission attempts (or equivalently,
within time T seconds), then its transmission is a failure. The overall problem is to determine the
3optimal values of B and M to maximize the Poisson mean arrival rate λ, subject to a constraint
on the probability of failure which we denote as δ.
Our analysis therefore characterizes tradeoffs among throughput λ, reliability δ, latency T ,
and bandwidth W , using a practical receiver which decodes a desired device’s transmission by
treating interference as noise. One could use our framework to extract insights on the throughput
performance of uplink 5G URLLC, for example, by coupling a low failure probability (e.g.,
δ = 0.001) with a low latency requirement (e.g., T = 0.005 seconds).
A. Related Work and Motivation
A number of recent references describe different strategies for accommodating massive uplink
access including algorithms for collision resolution [5], spatial diversity with multiple base
antennas [6], load control via pricing algorithms [7], and interference cancellation [8]. Because of
possibly limited energy resources of devices in these use cases, another body of work considers
both throughput and energy efficiency as metrics [9], [10], [11].
In terms of more fundamental results, reference [12] provides a degrees-of-freedom character-
ization of throughput when considering both device identification and communication. In [11],
an optimal transmitter and receiver strategy for maximizing the number of devices transmitting
data with a fixed payload size is derived. The optimal receiver jointly decodes a subset of the
devices using an interference canceller, where the subset is determined randomly based on the
target outage rate.
Because ideal interference cancellation is not realizable in practice, especially for a large
number of devices, reference [1] characterizes the throughput of a suboptimal but more practical
random access system where both the time and frequency domains are slotted. The receiver uses
conventional single-user detection which demodulates a desired user’s data stream by treating
other users’ interfering signals as noise, and as a simplifying assumption, the analysis uses Shan-
non capacity to approximate the SINR threshold for a failed transmission. This approximation
leads to an optimistic bound on the throughput, and it becomes exact in the limit of infinite
coding block lengths.
4The current paper reviews and extends the results in [1] by incorporating recent characteriza-
tions of capacity under finite block length transmissions [13]–[15]. This extension is especially
relevant for MTC applications where the payload size could be as small as a few hundred bits.
A related random access framework for finite block length transmissions is discussed in [16],
and a similar framework for downlink URLLC is studied in [17].
B. Overview and contributions
The goal of this paper is to analyze a general framework for uplink random access communi-
cations to provide insights on resource allocation strategies relevant for future 5G networks. As
described in the system model in Section II, the time and frequency resources are partitioned
into slots whose granularity is optimized in order to maximize the throughput, given constraints
on latency and reliability. In Section III we develop general closed-form expressions for the
reliability in terms of the probability of transmission failure under two power control scenarios,
one in which all devices are received with exactly the same SNR (constant SNR scenario) and
another in which average received power is the same but the realization is modulated by fading
(Rayleigh fading scenario). These results use an approximation of the SINR threshold related
to failure, assuming capacity-achieving encoding with infinite block length (IBL) transmissions.
In Section IV, explicit expressions for the optimal slot granularity are derived by focusing on
the regime of high and low SNR, and the scaling of the optimal throughput is characterized for
each regime. In Section V, we exploit the scaling results for the IBL regime to characterize the
optimal throughput for finite block length (FBL) transmissions, again under low and high SNR
conditions. We numerical results in Section VI and show that the throughput scaling results are
applicable for even moderate SNRs.
The key design insights for the proposed random access framework are as follows:
• For the constant SNR scenario in the high SNR regime, the resources should be split
sufficiently such that devices do not experience any interference provided that the total
number of resources is sufficiently large. Hence, the number of frequency bins B should
scale with the number of device arrivals K.
5• For the constant SNR scenario in the low SNR regime, we show that the devices should
share the resources.
• For the case of Rayleigh fading, although the variability of the channel causes a drop in
the number of arrivals that can successfully complete the random access phase, we briefly
discuss that similar conclusions extend to that case.
• FBL regime is the practical case for short packet sizes. Although there is a gap in its
throughput from the IBL model, scaling results for both regimes are similar.
Within the framework of a suboptimal single-user receiver, our analysis is an upper bound on
the achievable throughput. This is due to the following additional assumptions: ideal negative
acknowledgement with no error or delay, IBL or FBL capacity-achieving encoding, perfect power
control, and perfect synchronization among users. Relaxing these assumptions could be studied
in the future through a more general analysis or through simulations. Nevertheless, the design
insights could be applied to 5G cellular system design where delay-constrained communications
will be an important use case.
II. SYSTEM MODEL AND ASSUMPTIONS
We consider a wireless multiple access communication channel where a set of users transmit
over W Hz bandwidth of shared radio resources to a single receiver. Each user attempts to
communicate a payload of L bits within a latency constraint of T seconds. For a given payload,
a user can in general transmit multiple times within T seconds according to a retransmission
protocol we describe below. For each user, the attempts to transmit a payload are modeled as
a Poisson process with a common mean arrival rate. If we further assume the devices transmit
independently, then the aggregate transmissions of the users can be modeled as a Poisson process
with mean arrival rate λ given by the sum of the individual mean arrival rates.
The time domain of the resources is partitioned into slots of equal duration, which we define
below. During a given slot, a random number of new users enter the system and attempt
to transmit, and unsuccessful users from previous slots may also attempt to retransmit. The
frequency domain is partitioned into B bins of bandwidth W/B Hz each. So on a given time
slot, each user (new or returning) chooses one of the B bins at random and sends a sequence of
6encoded symbols over the entire time slot and frequency bin. We refer to a given slot and bin
as a time frequency slot (TFS). Note that given W , T , B, and M , the number of symbols in a
TFS is WT/(BM). The coding rate is therefore LBM/(WT ) bits per transmitted symbol.
Each user experiences Rayleigh fading with unit mean. Then for a given user j the channel
fading power hj follows an exponential distribution with mean 1 (identical distribution for all
j). Power control is employed so that the average received power at the base station from any
user is the same. The noise is assumed to be additive Gaussian with constant power. Therefore
as a result of the Rayleigh fading, the signal-to-noise ratio (SNR), defined as the ratio of the
user’s received power to the noise power, is ρhj .
In general, a given TFS chosen by a user could be occupied by other users. Suppose a total
of K users have chosen a TFS and their squared channel amplitudes are h1, . . . , hK . Then the
signal-to-interference plus noise ratio (SINR) of a desired user’s power, say with index 1, with
respect to the others’ is ρh1/(1 + ρ
∑K
k=2 hj). A given user’s first transmission is successful if
the SINR exceeds the required information theoretic threshold Γ. We derive Γ later and see that
it is different for the IBL and FBL cases. If it is unsuccessful (i.e., the SINR is less than Γ), then
a negative acknowledgement is sent to the transmitting user to indicate a failed transmission,
and the user has an opportunity to attempt retransmission. In this paper, we make an ideal
assumption that this negative acknowledgement is sent with zero delay and error such that
the user can immediately attempt a retransmission on the following time slot over a randomly
selected frequency bin.
Chase combining is used at the receiver to combine signal energy for a given user’s transmis-
sions over multiple slots. The transmission is successful if the Chase-combined SINR exceeds the
threshold Γ. Once a user’s transmission is successfully decoded, it stops transmitting. Otherwise,
it will continue to transmit on successive slots with a randomly selected bin, for up to a total of
M slots. The duration of each slot is T/M seconds, so that if a user’s transmission is successful
by the M th transmission, it will have met the latency constraint T seconds.
The overall problem is to determine the maximum Poisson arrival rate λ that can be supported
by adjusting the parameters B and M , given the resource constraints of bandwidth WHz
bandwidth and time T seconds, and for a given the user target payload size L bits and outage
7probability δ:
λopt = max
B,M∈Z+
λ
s.t. PFail(λ, L,B,M) ≤ δ,
(1)
where PFail(λ, L,B,m) is the probability of failure for a typical user attempting to transmit a
given payload, up to and including the mth transmission (m = 1, . . . ,M). (We have suppressed
the dependence on W and T .) Given that each slot is T/M seconds, PFail(λ, L,B,M) is the
probability that a user cannot meet its latency constraint T seconds. If we denote a typical user’s
Chase-combined SINR on the m transmission attempt as SINRm (m = 1, . . . ,M), then a failure
(or outage) event occurs if the Chase-combined SINR falls below the threshold Γ for every
attempt, up to and including the mth. Hence we can write:
PFail(λ, L,B,m) = P [SINR1 < Γ, SINR2 < Γ, . . . , SINRm < Γ] . (2)
In general, the Chase-combined SINR SINRm is dependent on λ, L, B, W , T , and the channel
realizations of users choosing a particular TFS, but we suppress them to simplify the notation.
For the first transmission m = 1, there is no Chase combining, so that for a desired user with
index 1 we have
SINR1 =
ρh1
1 + ρ
∑K
k=2 hj
, (3)
as described above. The derivation the Chase-combined SINR for m > 1 is given in Section III.
We note that the aggregate arrival rate for a given slot is the sum of the arrival rate of new users
λ and the arrival rate of users who are retransmitting. The retransmission rate is dependent on
the failure probability, and we derive the aggregate arrival rate in Section III.
As an example, consider the system model for M = 5 retransmissions as shown in Fig. 1. A
device arriving during slot 1 has until slot 5 to transmit. Another device arriving during slot 2
has until slot 6 to transmit. This emphasizes the fact that devices can arrive during each slot. In
the same figure, we also illustrate a typical device that uses only m = 3 time slots out of 5 to
retransmit its payload to the BS by choosing frequency bins at random at each time slot. There
are ki devices contending in frequency-time slot i. The first 2 attempts combined at the BS
cannot be decoded and the BS sends NACK back to the device after each failure. The payload
8Fig. 1: An example RA scenario. The bandwidth is partitioned into B(= 4) frequency bins and time is partitioned
into M(= 5) transmit opportunities. The average arrival rate of devices for each slot is λM/M . We illustrate a
typical device that is unsuccessful on the first transmission attempt, and retransmits 2 times by choosing frequency
bins at random at each time slot. The transmission attempts are combined at the BS, yielding success in slot m = 3.
is successfully decoded after 2 retransmission attempts and the BS sends an ACK to the device.
III. INFINITE BLOCK LENGTH
Shannon’s channel capacity is achievable at an arbitrarily low error rate when coding is
performed in the infinite block length (IBL) regime, i.e., using a code block of infinite length.
However, since the number of resources N is finite, the ratio L/N is always finite. Hence, given
L, the IBL scheme gives an upper bound on the achievable rate, and a lower bound on n.
In this section, we optimistically assume that the encoded block length of n symbols is
sufficiently large that we can exploit the IBL1 limit to characterize the system performance. The
capacity of an additive white Gaussian noise (AWGN) channel where interference is treated as
noise in that case is
C(SINR) = log2(1 + SINR). (4)
Denote by SINRm the Chase combiner output SINR up to and including the m
th attempt of
the typical device. A device fails on the mth attempt if SINRm is below the threshold Γ. Given
1In Sect. V, we focus on the finite block length (FBL) regime, where we no longer have the large block length assumption.
9a target SINR outage rate δ per device, outage occurs if the received SINR, which is a function
of the channel realizations and the number of devices sharing the same TFS resources up to the
current realization, is below Γ. At any time slot m ∈M = {1, . . . ,M}, for successful decoding
of a typical device in the uplink, the block length n should be chosen sufficiently large so that
the transmit rate L/n is below the channel capacity:
L
n
≤ C(SINRm), m ∈M, n ≤ TW
MB
. (5)
Note that when M or B are large, n may not be made arbitrarily large. However, when λ is high,
the capacity constraint is binding and n should be made sufficiently large, which will become
more explicit in Sect. III. Hence, the possible values of n are jointly determined by B, M and
λM . We need to make sure that the capacity constraint (5) is satisfied by a proper choice of n.
Given a block length n, from (4) and (5), the SINR threshold for the IBL regime is given as
Γ = 2
L
n − 1. (6)
Combining the capacity constraint in (5) with the Chase combiner output SINRm, we investigate
the probability of outage for both constant SNR and Rayleigh fading.
Given the number of frequency bins B, the number of arrivals per bin per time frame of
duration T , is Poisson distributed with an average arrival rate of λB = λ/B. Hence, the
probability of k ≥ 1 devices choosing a given resource bin out of B bins for transmission,
given that there is at least one arrival, is given by the following conditional probability:
D(k, λB) =
P(k device arrivals per bin, k ≥ 1)
P(k ≥ 1) =
λkB exp(−λB)
k!(1− exp(−λB)) , k ≥ 1, (7)
where we note that the probability of at least one device arrival is P(k ≥ 1) = 1− exp(−λB).
Denote the average aggregate device arrival rate with up to M total transmissions per frame
by λM , which is the sum of the rates of the original arrivals per slot, λ, and the arrivals occurring
as a result of failed retransmissions up to a maximum of M − 1 consecutive attempts. It equals
λM = λ
[
1 +
M−1∑
m=1
PFail(λ, L,B,m)
]
, (8)
where PFail(λ, L,B,m) as given in (2) is the fraction of devices that fail up to and including
the mth attempt. Hence, given a maximum number of transmission attempts M per frame, the
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number of aggregate arrivals at any time slot m is Poisson distributed2 with an average rate of
λM
M
.
For ease of notation, given M , denote by km ≥ 1, m ∈ M the realization of the number
of aggregate arrivals on the mth attempt with respect to the typical device, i.e., the sum of the
number of new arrivals during transmission m and the number of retransmissions due to the
previously failed attempts in TFS m. Denote by Km := {k1, . . . , km} the realizations for the
number of aggregate arrivals up to and including mth attempt. Hence, the set Km consists of
the realizations of a Poisson random variable with parameter λM
BM
, due to (8). We also denote
by ζm as a function of Km, a realization of random variable SINRm whose distribution depends
on the history of the arrivals.
A. Constant SNR
At constant SNR, let km arrivals choose a given frequency bin, each having SNR ρ, during
transmission m ∈ M. Given the Chase combiner output SINR as a result of m ∈ M trans-
missions, i.e. ζm as a function of Km, and incorporating (4) in the capacity constraint in (5),
the maximum number of aggregate arrivals that can be supported at time slot m ∈ M can be
determined as a function of Km−1. We denote this maximum by k∗m := km(Km−1).
We next give the Chase combiner output as a result of M total transmissions at constant SNR.
Proposition 1. Chase combiner output SNR. If M > 1, a device is allowed to retransmit if
the preceding one fails, for a total of M transmissions. Given that there are Ki ≥ 1 devices
transmitting in TFS i, each having SNR ρ, then the SNR at the output of the Chase combiner
by treating interference as noise (TIN) is
SINRm =
ρm2
m+ ρ
( m∑
i=1
Ki −m
) , m ∈M. (9)
Proof. See Appendix A.
2For tractability, we inherently have the Poisson distribution assumption for the composite arrival process. From [3] and [18],
this assumption is justifiable when the number of retransmissions is not too large.
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For a given maximum number of retransmission attempts M , an outage occurs if there are
more than k∗m devices sharing the same bin on attemptm ∈M, due to limited number of symbol
resources N/MB. Using (7), the probability of outage at slotm ∈M is calculated adding up the
probabilities D(km, λB) over the number of arrivals that cannot be supported. Given B and N ,
Prop. 2 gives the probability of outage at constant SNR up to a maximum of M transmissions.
Proposition 2. Given B, M , symbol resources N , the probability of outage in the IBL regime
in the case of constant SNR is given by the following expression:
PFail,IBL(λ, L,B,M) =
M∑
m=1
∞∑
km=k∗m(Km−1)+1
M∏
i=1
D
(
ki,
λM
B
)
, (10)
where the lower limit of the summation in (10) is
k∗m(Km−1) = max
{⌊
m+
m2
Γ
− m
ρ
−
m−1∑
i=1
ki
⌋
, 1
}
, Γ = 2
L
n − 1, n ≤ N
BM
, m ∈M. (11)
The aggregate arrival rate λM with up to M total transmissions is given by (8).
Proof. See Appendix B.
For successful transmission, given an SINR threshold Γ, we require that L
n
≤ C(ζm), m ∈M.
Using (9), in order to satisfy the capacity constraint, we need to have
∑m
i=1 ki ≤
⌊
m + m
2
Γ
−
m
ρ
⌋
, m ∈M, yielding the lower limit of the summation in (10), as given by (11).
B. Small Scale (Rayleigh) Fading
For the case of small scale Rayleigh fading with mean 1/µ, let Ki arrivals choose a given
frequency bin, each having SNR ρ at retransmission attempt i. Denote by hli ∼ exp(µ) for
l ∈ {1, . . . , Ki}, i ∈ M, the independent and identically distributed (i.i.d.) channel power
distributions, where the desired device has index l = 1, and l ∈ {2, . . . , Ki} is the interferer
index. Let the total interference seen at transmission attempt i be IKi = ρ
∑Ki
l=2 hli . Incorporating
the channel power distributions, the Chase combiner output SINR as a result of m ∈ M
transmissions, which is proven in Appendix A, is
SINRm =
ρ
( m∑
i=1
h1i
)2
m∑
i=1
h1i
(
1 + IKi
) (a)= m2ρh1m
m+
m∑
i=1
IKi
, m ∈M, (12)
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where (a) is based on the assumption that h1m is unchanged across M time slots. This is
consistent with the Rayleigh block fading model [19] in which the power fading coefficients
remain static over each time slot, and are temporally (and spatially) independent.
The probability of outage in the case of small scale Rayleigh fading is derived next.
Proposition 3. In the case of Rayleigh fading with mean 1/µ, the probability of outage as a
function of B,M,L, ρ,N , and SINR threshold Γ is characterized as
PFail,IBL(λ, L,B,M) =
M∑
m=1
∑
lm∈{lm−1, lm−1+1}
(−1)lM
M∏
i=1
f
(
µ,
λM
B
, liΓ
)
, (13)
where l0 = 0 and the term f(µ, α,Γ) is expressed as
f(µ, α,Γ) = e−µΓρ
−1
(Γ + 1)
eα/(Γ+1) − 1
eα − 1 , (14)
and the relation between λopt and λM is given by (8).
Proof. See Appendix C.
Corollary 1. For the case of no retransmissions, the probability of outage can be derived as
PFail,IBL(λ, L,B, 1) = 1− f
(
µ,
λ
B
,Γ
)
. (15)
We next investigate throughput scaling laws for different SNR regimes exploiting the proba-
bility of outage given in (10). We only focus on the constant SNR case, for which the analytical
derivations are more tractable than the Rayleigh fading case. However, we do not present
the technical details of the Rayleigh fading results since they complicate the analysis without
providing any additional insights. We discussed in detail how to derive scaling results for the
Rayleigh fading case exploiting the constant SNR results in [1]. In Sect. VI, we illustrate scaling
results both for the constant SNR and Rayleigh fading cases and provide numerical comparisons.
IV. OPTIMAL DESIGNS FOR HIGH AND LOW SNR
The goal of this section is to determine what are the optimal choices of the number of bins
B, i.e., Bopt, and the number of retransmissions M , i.e., Mopt, and the corresponding maximum
average throughput λopt for a fixed deadline constraint T . For the proposed random access setting,
we solve the throughput optimization problem in (1) to maximize λ with respect to the deadline
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constraint T for high and low SNR regimes, since this is not tractable for general SNR settings.
The total number of resources N = TW is evenly split into M retransmissions and B bins.
We investigate how Bopt, Mopt and λopt scale with the number of resource symbols N at high
and low SNR. Resource allocation is significantly different for these regimes. At one extreme, the
combined SINR at the BS can be made high by splitting the resources into many resource bins
and at the same time satisfying the outage and capacity constraints in (1). At another extreme,
however, the combined SINR will be very low no matter how the resources are split, and the
resources have to be shared in order not to violate the constraints of (1).
At constant SNR, the Chase combiner output SINR as a result of m ∈ M transmissions, i.e.
ζm as a function of Km, is derived from (9). Combining the capacity constraint in (1) with the
Chase combiner output (9), and by incorporating (4), we have
log2(1 + ζm) ≥
L
n
≥ LMB
N
, m ∈M, (16)
which implies that ζm ≥ Γ = 2Ln − 1. This yields the following relation,
m+
m2
Γ
− m
ρ
≥
m∑
i=1
ki. (17)
The maximum number of aggregate arrivals that can be supported in TFS m ∈M, denoted by
k∗m := k
∗
m(Km−1), is determined using (11).
The constraint for the probability of outage in (1) as a function of Km can be rewritten as
P
[
1 +
1
Γ
− 1
ρ
< k1, 1 +
2
Γ
− 1
ρ
<
1
2
2∑
i=1
ki, . . . , 1 +
M
Γ
− 1
ρ
<
1
M
M∑
i=1
ki
]
≤ δ. (18)
Hence, a typical device fails when the number of aggregate arrivals at each retransmission
attempt, i.e. km, m ∈M given Km−1, exceeds some threshold.
The average rate of aggregate arrivals λM will be approximately
λM ≈
( M∑
i=1
ki
)
B, (19)
where B ≤ N
nM
and n satisfies (16). Therefore, we have the following relationship:
B ≤ N
LM
log2(1 + ζm), m ∈M. (20)
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Combining (19) and (20), the rate λM will satisfy
λM ≈
( M∑
i=1
ki
) N
LM
log2 (1 + ζM) =
( M∑
i=1
ki
) N
LM
log2
(
1 +
ρM2
M + ρ
(∑M
i=1 ki −M
)
)
.
Consider the simple case where M = 1. Then, we have λ ≈ k1NL log2
(
1 + ρ
1+ρ(k1−1)
)
. For
M > 1, we can derive λ from λM using (8). Now consider the following limiting cases of λM :
(i) Very high SNR ρ:
λM ≈ lim
ρ→∞
( M∑
i=1
ki
) N
LM
log2 (1 + ζM) =
( M∑
i=1
ki
) N
LM
log2
(
1 +
M2(∑M
i=1 ki −M
)
)
,
which is decreasing in ki ∈ Z+.
(ii) Very low SNR ρ:
λM ≈ lim
ρ→0
( M∑
i=1
ki
) N
LM
log2 (1 + ζM) = 0.
(iii) Small number of devices km, m ∈M per bin:
λM ≈ lim
km→1
m∈M
( M∑
i=1
ki
) N
LM
log2 (1 + ζM) =
N
L
log2
(
1 + ρM
)
.
Furthermore, as ρ→ 0, N
L
log2
(
1 + ρM
)
→ ρN
L
M
log(2)
, which decreases in SNR.
(iv) Large number of devices km, m ∈M per bin:
λM ≈ lim
km→∞
m∈M
( M∑
i=1
ki
) N
LM
log2 (1 + ζM) =
N
L
M
log(2)
.
At high SNR, it is clear from (i) that ki, i ∈ M should be made very small. From (iii) and
(iv), we have that λM can be made larger by decreasing ki. Besides, ki may not be increased
arbitrarily since otherwise the outage constraint in (1) is violated. From (ii), we have that at low
SNR, λM will be very small. The relations (i)-(iv) indicate that at sufficiently high SNR, we
have ki = 1, and at low SNR, ρ
N
L
M
log(2)
≤ λM ≤ NL Mlog(2) , where the lower limit is achieved when
ki = 1 and upper limit is achieved as ki →∞. Hence, at low SNR ki should be made as large
as possible. Its maximum can be attained by not splitting the frequency resources, i.e. B = 1.
A. High SNR Regime
At high SNR, resources can be utilized more efficiently because we have more freedom in
selecting B and M in the optimization problem (1). It is easy to satisfy the capacity constraint
(16) and the outage probability constraint (18), when the set of km’s, m ∈M, are small.
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Observe from (11) that given km ≥ 1 arrivals choose a given frequency bin, each having SNR
ρ, the optimal number of aggregate arrivals k∗m(Km−1), m ∈ M, can be made arbitrarily small
by decreasing the block length n. When ρ is high, from (17), Γ = 2
L
n − 1 should be high, and
hence, n ≤ N
MB
could be made small by increasing B or M . However, B or M may not be
increased arbitrarily because the capacity constraint of (1) may be violated for very small n.
Given the received SNR ρ, we study the threshold ΓT such that k
∗
m(Km−1) = 1, m ∈ M
whenever Γ ≥ ΓT , i.e. no other interferer is allowed in the same frequency bin. In this case,
devices experience no interference and the outage constraint is eliminated from (1). Using (11),
when k∗m(Km−1) = 1, m ∈M, the relation between Γ and ρ is determined as
k∗m(Km−1) = 1 = max
{⌊
1 +
m2
Γ
− m
ρ
⌋
, 1
}
.
Hence, for ΓT = ρm, the maximum number of devices per bin is k
∗
m(Km−1) = 1.
At high SNR, we have km = 1 for m ∈ M, and from (9) the Chase combiner output SINR
linearly scales with M . Hence, from the capacity constraint in (16) we require in the IBL regime
that min
m∈M
{C(ζm)} = min
m∈M
log2(1 + ρm) ≥ Ln . Equivalently, we need to satisfy ρ ≥ Γ = 2
L
n − 1
where n ≤ N/(MB). This yields the bound B ≤ N
ML
log2(1 + ρ).
The outage probability in (10) can be made arbitrarily small, and the constraint PFail,IBL(λ, L,B,M) ≤
δ is satisfied by choosing B sufficiently large so that there is no other interferer in the same
resource bin. To maximize λ, the number of bins B should be maximized given the resource
constraints.
Proposition 4. Given δ, L, ρ,N , the optimal number of bins, Bopt, at high SNR is
Bopt =
N
MoptL
log2(1 + ρ), (21)
and the maximum user arrival rate per frame is λMopt = αMopt(δ)Bopt, where αM(δ) satisfies
αM(δ) = −W
(
(δ
1
M − 1)eδ
1
M −1)+ δ 1M − 1, (22)
where W is the Lambert function and Mopt is given as
Mopt = argmax
M≥1
BαM(δ)(1− δ1/M ), (23)
where B ≈ N
ML
log2(1 + ρ).
16
Proof. See Appendix D.
At high SNR, from Prop. 4, we infer that Bopt ≥ 1 linearly scales with the number of resource
symbols N . The number of devices should linearly scale with the number of frequency bins, and
ideally such that there is a single user per bin. At high SNR, the number of bins will be higher
than the number of users, i.e. αM(δ) < 1, when the target SINR outage rate δ is sufficiently
small. Hence, resources should be split into as many frequency bins as possible such that the
devices do not experience any interference. The throughput scales with the optimal number of
bins Bopt and hence with N . The typical device will need fewer attempts as δ increases, since the
SINR requirement for successful decoding decreases. The maximum number of (re)transmissions
Mopt ≥ 1 is a non-increasing function of δ, and can be determined from (23) as a function of δ.
B. Low SNR Regime
At low SNR, since the devices mainly suffer from interference, and it might not be possible
to split the symbol resources. It might also not be possible to improve the output SINR via
Chase combining, and the Chase combiner output SINR will also be low. Due to low SINR, the
capacity constraint (16) of the optimization formulation in (1) may only be satisfied when the
symbol resources are shared, i.e., the set of km’s, m ∈ M, are large. This can be handled by
choosing a sufficiently large block length n. In addition, the target outage rate (18) can be met
using a small threshold Γ. From (17), when ρ is low, Γ = 2
L
n − 1 should be small, and hence,
the block length n ≤ N/(MB) should be large (using small B, M). We can make n as large
as N by letting B = M = 1. At low SNR, we infer that all devices should share the resources
in order to maximize the average arrival rate that can be supported.
We next provide a sufficient condition for Bopt = Mopt = 1.
Proposition 5. Given the total number of resources N , when received SNR ρ is such that
ρ < 2
2L
N − 1, then we have Bopt = Mopt = 1.
Proof. See Appendix E.
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From Prop. 5, if SNR is small enough, Bopt = Mopt = 1, and since Γ = 2
L
n −1 will be small,
the outage constraint (18) will be met, and the resource utilization will be mainly constrained
by the capacity constraint (16). The throughput at low SNR is determined next.
Proposition 6. At low SNR, we have Bopt = 1, Mopt = 1, and the maximum arrival rate λopt
can be approximated by
λopt ≈
(√
k∗1 + (Q
−1(δ))2/4−Q−1(δ)/2
)2
, k∗1 =
⌊
1 +
1
Γ
− 1
ρ
⌋
, (24)
where Γ = 2
L
N − 1, and Q(x) is the tail probability of the standard normal distribution.
Proof. See Appendix F.
At low SNR, from Prop. 6, we can infer that all devices should share the resources in order
to maximize the average arrival rate that can be supported. This is because the combined SINR
at the BS will also be low, and for successful decoding the block length should be made as large
as possible to decrease the threshold Γ. Hence, we require Bopt = Mopt = 1.
We summarize the scaling of parameters λopt, Bopt and Mopt in the IBL regime in Table I.
It is possible to have a scenario in which the devices have different SNR levels at the BS.
To provide fairness among classes of devices with different SNR levels, the fraction of TFS
resources allocated to each class can be optimized. However, we leave the resource optimization
that supports different classes of devices as our future work.
V. FINITE BLOCK LENGTHS
In this section, we assume that the encoded block length n symbols is finite, which is the
practical case for short packet sizes. We exploit the finite block length (FBL) model of Polyanskiy
et al. [13] to characterize the performance of the FBL regime by optimizing the number of
retransmission attempts and the required number of bins.
The maximal rate achievable with error probability ε, as a function of the block length n and
SINR is characterized by the normal approximation for Gaussian channels [13]:
Cn,ε(SINR) = log2(1 + SINR)−
√
V (SINR)
n
Q−1(ε) +
0.5 log2(n)
n
+ o
(
1
n
)
, (25)
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Low SNR/Constant SNR Low SNR/Rayleigh fading
λopt ≈
(√
k∗1 +
(Q−1(δ))2
4
− Q−1(δ)
2
)2
λopt = {λopt|δ = 1− f
(
µ, λopt
Bopt
,Γopt
)}
Bopt = Mopt = 1
∗, k∗1 ≈
⌊
1 + 1
2
L
N −1
− 1
ρ
⌋
Bopt = Mopt = 1
∗, Γopt = 2
MoptL
N − 1
High SNR/Constant SNR High SNR/Rayleigh fading
λopt = λMopt
(
1−δ1/Mopt
1−δ
)
λopt = λMopt/
[
1 +
Mopt−1∑
m=1
PFail,IBL(λ, L,B,m)
]
Mopt = argmax
M≥1
λM(1− δ1/M) Mopt = argmax
M≥1
λM
1+
M−1∑
m=1
m!(µΓoptρ−1)m
Bopt =
N
MoptL
log2(1 + ρ) Bopt ≈ NMoptL log2(1 + Γopt), Γopt = Mopt log( 11−δ )ρ
TABLE I: Scaling results for different SNR regimes at constant SNR, with Rayleigh fading [1] in the IBL regime.
where V (SINR) is the channel dispersion given by
V (SINR) =
[
1− 1
(1 + SINR)2
]
log22(e). (26)
Note that (25) closely approximates Cn,ε(SINR) for block lengths n ≥ 100 bits [13].
Given the payload size L and encoded block length n, incorporating the capacity constraint
(5) into (25), the SINR threshold for the FBL regime is the inverse function of Cn,ε(SINR)
evaluated at L/n, i.e. Γ = C−1n,ε(L/n). Combining the capacity constraint in (5) with the Chase
combiner output SINRm, we investigate the probability of outage at constant SNR.
Based on an asymptotic expansion of the maximum achievable rate in (25), we calculate the
block error rate for the FBL regime as
ǫFBL(n, L, SINR) ≈ Q(f(n, L, SINR)), (27)
which is shown to be valid for packet sizes as small as L = 50 bits [13], where
f(n, L, SINR) =
n log2(1 + SINR) + 0.5 log2 n− L√
nV (SINR)
. (28)
The throughput optimization problem in the FBL regime can also be written as (1). We denote
the probability of outage up to and including the M th (re)transmission attempt for this regime by
PFail,FBL(λ, L,B,M), as will be detailed in Prop. 7. While multiple transmissions (M > 1) cannot
be independently decoded without error, i.e., the block error rate of an individual transmission
can be larger than the target SINR outage rate δ, Chase combining of M transmissions may
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help meet the target outage rate. If M = 1, the block error rate ε has to satisfy ε ≤ δ.
Proposition 7. Given B, M , and N , the probability of outage in the FBL regime is given by
PFail,FBL(λ, L,B,M) =
M∑
m=1
∞∑
km=1
M∏
i=1
D
(
ki,
λM
B
)
ǫFBL
(
n, L, ζi
)
, (29)
where
λM = λ
[
1 +
M−1∑
m=1
PFail,FBL(λ, L,B,m)
]
. (30)
Proof. See Appendix G.
Note that (30) is a fixed point equation in the form of λM = g(λM), where g(λM) is determined
by (29). The solution λM is unique because (29) is a monotonically decreasing function of λM .
Note the relationship between the probability of outage for the FBL regime in (29), and for
the IBL regime, as given in (10). In the IBL regime, for a given block length n, for any km
value less than or equal to k∗m(Km−1) given in (11), m ∈ M, the capacity constraint in (5) is
satisfied. However, in the FBL regime, the capacity constraint is stricter than the IBL capacity
constraint. Given a block length n, although ǫFBL
(
n, L, ζm
)
can be made arbitrarily small for
small km at high SNR, ǫFBL
(
n, L, ζm
)
> 0 whenever ζm is finite, even when km = 1.
Although (25) and (26) are valid for the additive white Gaussian noise (AWGN) channel [13],
the block error probability changes for different retransmissions. Similar to [13], we assume
that decoding errors are independent for different retransmissions. However, the block error
probabilities are no longer independent because the Chase combiner output SINRs across m ∈
M retransmissions, i.e. SINRm, given in (9) and (12) for constant SNR and Rayleigh fading,
respectively, are dependent. Therefore, the combined SINR in (9), and the product form of
PFail,FBL(λ, L,B,M) in (29) of Proposition 7 are indeed approximations for the FBL regime.
Before we characterize the FBL regime at low and high SNRs, we give the following Lemma.
Lemma 1. For X > 0, f(n, L,X) is monotonically increasing, positive, and concave in X .
Proof. See Appendix H.
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Proposition 8. Given a random variable X , f(n, L,X) satisfies the following relation:
E[Q(f(n, L,X))] ≥ Q(E[f(n, L,X)]) ≥ Q(f(n, L,E[X ])). (31)
Proof. See Appendix I.
We use Prop. 8 in Sect. V-B to derive bounds for the probability of outage in the FBL regime.
The goal of the rest of this section is to figure out what the optimal choices of the number of
bins B and the number of retransmissions M should be, and what this gives for the maximum
average arrival rate λ for the FBL regime. For the proposed random access setting, we solve the
throughput optimization problem in (1) for the FBL regime to maximize λ at high and low SNR
regimes, since this is not tractable for general SNR settings as encountered in the IBL regime.
The total number of resources N = TW is evenly split into M retransmissions and B bins.
Let BFBLopt , M
FBL
opt , λ
FBL
opt be the optimal number of bins, the optimal number of retransmissions,
and the maximum throughput, respectively, for a fixed deadline T , in the FBL regime. We next
investigate how BFBLopt , M
FBL
opt , λ
FBL
opt scale with the symbol resources N at high and low SNR.
A. High SNR Regime
At high SNR, similar to the IBL regime, resource utilization can be optimized by splitting
the resources, hence using multiple frequency bins, i.e. BFBLopt > 1, and Chase combining to
aggregate the received signals across multiple (re)transmissions, i.e. MFBLopt > 1. We determine
BFBLopt and M
FBL
opt by solving the throughput optimization problem for the FBL model in (1).
Proposition 9. At high SNR, for a given device transmission, the probability of outage for the
FBL regime can be approximated as
PFail,FBL(λ, L,B,M) ≈ D
(
1,
λM
B
)M M∏
m=1
Q(f(n, L, ρm)). (32)
Proof. See Appendix J.
We can observe that for the FBL regime, the achievable throughput of the multiuser channel
will be lower than the IBL regime when the received SNR per device at the BS is fixed, which
is mainly due to the capacity constraint in (5) for the FBL regime. Hence, to achieve the same
rate, it is required to increase the received SNR ρ per device at the BS.
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Low SNR/Constant SNR
λFBLopt =
{
λ
∣∣∣δ = ∑
k≥1
D
(
k, λ
B
)
ǫFBL(n, L, ζ1)
}
, BFBLopt = M
FBL
opt = 1
∗
High SNR/Constant SNR
λFBLopt = λ
FBL
Mopt
/
[
1 +
MFBLopt −1∑
m=1
PFail,FBL(λ, L,B,m)
]
MFBLopt = argmax
M≥1
λFBLM /
[
1 +
M−1∑
m=1
PFail,FBL(λ, L,B,m)
]
BFBLopt =
{
B
∣∣∣ max
B|n= N
BMFBLopt
MFBLopt⋂
m=1
L
n
≤ C(
N
Bm
)
,
(
δ
1/MFBLopt
) (mρ)}
TABLE II: Scaling results for constant SNR in the FBL regime.
B. Low SNR Regime
At low SNR, since the Chase combiner output SINR will be low, the capacity constraint in (5)
may only be satisfied by choosing a sufficiently large block length n. Hence, the devices should
share the resources such that BFBLopt = M
FBL
opt = 1. Given the total number of resources N , since
the FBL capacity constraint in (5) is stricter than the IBL capacity constraint of (1), when SNR
ρ is such that ρ < 2
2L
N − 1 (see Sect. IV-B, Prop. 5), it is guaranteed that BFBLopt = MFBLopt = 1.
Given N , Prop. 10 gives an approximation for the probability of outage for the FBL regime
at high SNR up to a maximum of M transmissions.
Proposition 10. At low SNR, for a given device transmission, the probability of outage for the
FBL model can be approximated as
PFail,FBL(λ, L,B, 1) ≈ EK
[
Q(f(n, L, ζ1))
]
, (33)
where K is a random variable that denotes the number of arrivals on the 1st attempt given that
there is at least one arrival. Its distribution is given by (7).
Proof. At low SNR, for the FBL regime, the probability of outage can be derived as
PFail,FBL(λ, L,B, 1) =
∞∑
k=1
D
(
k,
λ
B
)
ǫFBL(n, L, ζ1) = EK
[
ǫFBL(n, L, SINR1)
]
,
where the final result follows from the approximation in (27).
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T (s) with constant SNR, in the IBL regime.
We next provide a lower and upper bound on the probability of outage at low SNR for FBL.
Proposition 11. At low SNR, for a given device transmission, the probability of outage for the
FBL model can be lower and upper bounded as follows
Q(f(n, L,EK[SINR1])) ≤ PFail,FBL(λ, L,B, 1) ≤
∞∑
k=1
D
(
k,
λ
B
)
exp (−f(n, L, ζ1)2). (34)
Proof. See Appendix K.
At low SNR, similar to the IBL regime, all devices should share the resources to maximize the
throughput. We illustrate the scaling of parameters λFBLopt , B
FBL
opt and M
FBL
opt for constant SNR at
high and low SNR in the FBL regime in Table II. These results can be extended to characterize
the scaling of throughput versus latency for Rayleigh fading case, which is left as future work.
VI. NUMERICAL SIMULATIONS
We investigate the scaling of the throughput λopt in (1), with respect to W , ρ and T for
constant SNR and Rayleigh fading cases. For numerical simulations, we use fixed-point iteration
to determine the relation between λM and λ given in (8). In the plots, solid and dashed curves
denote the analytical approximations for the scaling results, while numerical results are squares.
Throughput scaling with respect to bandwidth W . At high SNR, there is a linear rela-
tionship between λopt and W because from Prop. 4, λopt/B is fixed for given δ and B linearly
scales with W . Given the fixed parameters L, T , and δ, the slope λopt/W at high SNR as a
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function of ρ can be found using Table I. At high SNR, the capacity can be approximated as
C(SINR) ≈ 0.332 · SINR (dB), where SINR (dB) = 10 log10(SINR). This yields
λopt
W
≈ 0.332αMopt(δ)
T
MoptL
(1− δ1/Mopt
1− δ
)
· ρ (dB), (35)
where ρ (dB) = 10 log10(ρ). At low SNR, since Bopt = Mopt = 1, using Γ = 2
L
N −1 ≈ L
N
log(2),
we obtain k∗1 ≈ ⌊1+ NL log(2) − 1ρ⌋. From this approximation and (24), we observe that λopt scales
sublinearly in W . Given ρ, the minimum amount of increase in W that yields a change in the
value of k∗1 hence λopt is ∆W =
L
T
log(2). Hence, as T gets smaller or L gets larger, it is
not possible to achieve a linear scaling between λopt and W . However, at low SNR, if δ is
sufficiently large, λopt ≈ k∗1. The trend of λopt versus W is illustrated in Fig. 2.
Throughput scaling with respect to SNR ρ. Using the high SNR approximation, and the
expression for λopt in Table I, we obtain (35). For different latency constraints ranging between
T = 10 msec and T = 10 sec, we illustrate the trend of λopt versus ρ in Fig. 3.
Throughput scaling with respect to target outage rate δ. We observe the tradeoff between
the throughput and latency from (1) such that T is lower bounded as T ≥ LBM
WC(SINRM )
. Note that
λopt increases with the target outage rate δ. Large δ implies a rate constrained system and there
are a lot of devices per bin. Small δ implies an SINR constrained model with fewer number of
devices per bin. In Fig. 4, we plot the trend of λopt with respect to δ for different ρ (dB). At
low SNR, Bopt = Mopt = 1, and λopt increases with k
∗. However, k∗ is bounded by the target
outage rate in (1) (see Table I), using which λopt can be obtained. At high SNR, Bopt,Mopt ≥ 1,
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Fig. 6: λopt vs. delay constraint T (s) for different ρ (dB) in the IBL regime.
and k∗ = 1, λopt changes linearly in B, and is computed using the rate constraint in (1).
Throughput scaling with respect to packet size L. In Fig. 5, we illustrate the trend with
respect to L for different ρ (dB), δ = 0.1, deadline T = 0.1 sec, and bandwidth W = 10 KHz.
It is intuitive that the maximum average supportable rate λopt decays in payload size L. At
low SNR, since Γ increases in L, to satisfy a given outage constraint in (1), λopt decays in L.
Similarly, at high SNR, from Table I, Bopt is inversely proportional to L and from
λopt ≈ αMopt(δ)Bopt(1− δ1/Mopt)
/
(1− δ),
which justifies the inversely proportional relation between λopt and L. We can also observe that
Bopt and Mopt decrease in L due to the capacity constraint in (1).
Throughput scaling with respect to latency constraint T . At high SNR, the trend of λopt
versus T is similar to trend between λopt and W . At low SNR, we observe that k
∗ changes
when T is a multiple of L
W
log(2). Hence, it may be approximated as linear for sufficiently large
W . We plot the variation of λopt with T in Fig. 6-(a), for different ρ (dB). In the same figure,
we also show the optimal values of B and M for a few points along the curves. In Fig. 7, we
illustrate Mopt, which is a non-increasing function of δ, for different ρ (dB) at constant SNR.
Although the variability of the channel causes a drop in the number of arrivals that can
successfully complete the random access phase, in Fig. 6-(b) we showed that similar conclusions
in the constant SNR case extend to the case of Rayleigh fading.
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for different ρ (dB) in the FBL regime.
Finally, we consider the λopt versus T trend of the FBL regime at constant SNR, and compare
it to the IBL case, which is shown in Fig. 8. For a given L, T , and W , the IBL throughput is
an upper bound to the FBL throughput. This is mainly due to the stricter capacity constraint of
the FBL model. Note from (26) that V (SINR) increases in SINR. Therefore, from (25), we infer
that given a block length n and block error rate ε, the gap between the maximum achievable
rate for the FBL regime and the Shannon capacity increases in ρ.
VII. CONCLUSIONS
We proposed a random access model for a single cell uplink where the objective is to character-
ize the fundamental limits of supported arrival rate by optimizing the number of retransmissions
and resource allocation under a maximum latency constraint. We evaluate the performance of
the model with respect to total bandwidth, latency constraint, payload, outage constraint, and
SNR. We obtain the following design insights for the infinite block length (IBL) and finite block
length (FBL) models for different SNR, with different packet sizes and outage constraints:
• Independent of the payload size L, at low SNR, the resources should be shared, implying
small Bopt, Mopt. As SNR increases, the resources should be split, yielding large Bopt,Mopt.
• As the target SINR outage rate δ decreases, Bopt and Mopt increase.
The insights can be applied to the design of narrowband IoT systems for 5G with ultra-
reliability, ultra-low latency, and a large number of connected devices. Possible extensions include
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the modeling and analysis of the random access in a cellular network setting, by capturing the
scaling of throughput using realistic power control and fading models, and characterizing the
uplink interference. They also include the analysis of heterogeneous random access to accom-
modate a wide range of device-chosen strategies, capabilities and requirements. The overhead
caused by channel-estimation is significant and different diversity combining or multiplexing
techniques can improve the system performance, especially when there is deep fading. Another
direction would be to incorporate the FBL model in a cellular network setting, and characterize
the finite block-error probability by capturing the uplink interference at low and high contention.
APPENDIX
A. Proof of Proposition 1
In general, if the received signal vector during transmission i ∈ M is ril = ailsl + ni + zil,
where l ∈ {1, . . . , Ki} is the index of the typical device, sl ∈ Cn is the desired signal, ail is
the complex amplitude, ni is an n-dimensional complex Gaussian noise vector with zero mean
and covariance σ2i In, and zil =
∑Ki
k=1,k 6=l aiksk is the interference given that there are Ki ≥ 1
devices transmitting in TFS i. Chase combining of m transmissions results in∑m
i=1
a∗ilril =
∑m
i=1
|ail|2sl +
∑m
i=1
a∗il(ni + zil).
The signal power is PS =
(∑m
i=1 |ail|2sl
)2
=
(∑m
i=1 |ail|2
)2
. The noise power by TIN is
PN =
∣∣∣∑m
i=1
a∗il(ni + zil)
∣∣∣2 =∑m
i=1
|ail|2σ2i +
∣∣∣∑m
i=1
a∗ilzil
∣∣∣2
=
∑m
i=1
|ail|2σ2i +
∣∣∣∑m
i=1
a∗il
∑Ki
k=1,k 6=l
aiksk
∣∣∣2
=
∑m
i=1
|ail|2σ2i +
∑m
i=1
∑Ki
k=1,k 6=l
|ail|2|aik|2.
If the SNR per user |ail|2/σ2i = ρ and σ2i = σ2 for all i and l, then the SNR at the output of
the Chase combiner by treating interference as noise (TIN) as a result of m transmissions is
SINR =
(∑m
i=1 |ail|2
)2∑m
i=1 |ail|2σ2i +
∑m
i=1
∑Ki
k=1,k 6=l |ail|2|aik|2
. (36)
Letting |aik| =
√
ρσ2 be the signal amplitude of each device k = 1, . . . , Ki on the i
th attempt,
the SNR per device at the BS will be ρ, in a given resource bin. Then at constant SNR, the
SINR during transmission m is ρ/(1 + (Ki − 1)ρ) if there are Ki ≥ 1 devices arriving. Hence,
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the Chase combiner output SINR of the typical device as a result of m ∈M transmissions, i.e.
SINRm as a function of Km, m ∈M, is given as
SINRm =
ρm2
m+ ρ
( m∑
i=1
Ki −m
) , m ∈M.
In the case of Rayleigh fading, let |ail| =
√
hliρσ
2 be the received signal amplitude of each
device at retransmission attempt i, where the typical device has index l = 1, and l ∈ {2, . . . , Ki}
is the interferer index, and hli ∼ exp(1) for all l ∈ {1, . . . , Ki}. Hence, the Chase combiner
output SINRm, which is a function of the channel realizations and Km, m ∈M, is given as
SINRm =
ρ
(∑m
i=1 h1i
)2∑m
i=1 h1i(1 +
∑Ki
l=2 ρhli)
, m ∈M.
B. Proof of Proposition 2
The composite arrival process of the new devices plus the retransmission attempts in the
steady state can be approximated by a homogeneous Poisson process with density λM ≥ λ [3,
Assumption 1]. Therefore, the probability of outage given up to a maximum of M attempts is
PFail,IBL(λ, L,B,M) =
∞∑
k1=k∗1+1
∞∑
k2=k∗2(k1)+1
· · ·
∞∑
k∗M=k
∗
M (KM−1)+1
M∏
i=1
D
(
ki,
λM
B
)
,
where k∗m is a function of Km−1 = {k1, . . . , km−1} for 2 ≤ m ≤ M to be calculated based on the
rate requirement. Note that PFail,IBL(λ, L,B,m) monotonically decreases in m. The aggregate
arrival rate λM with up to M total transmissions is λM = λopt
[
1 +
∑M−1
m=1 PFail,IBL(λ, L,B,m)
]
.
C. Proof of Proposition 3
The outage probability given up to a maximum of M transmissions with Rayleigh fading is
PFail,IBL(λ, L,B,M) = E
[
P
(
max
m∈M
{C(SINRm)} < L
n
∣∣∣KM)]
(a)
= EKM
[
EIKM
[
P
(
h <
Γ
ρm2
(
m+
m∑
i=1
IKi
)∣∣∣IKM ,KM)]]
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(b)
= EKM
[
EIKM
[∏M
m=1
1− e−
µΓ
ρm2
(
m+
m∑
i=1
IKi
)∣∣∣IKM ,KM]]
= 1− e−µΓρ−1EK1
[LIK1 (µΓρ−1)∣∣K1]− e−2µΓρ−1EK2 [LIK1 (µΓρ−1)LIK2 (µΓρ−1)∣∣K2]
+ e−3µΓρ
−1
EK2
[LIK1 (2µΓρ−1)LIK2 (µΓρ−1)∣∣K2]+ . . .
(c)
=
1∑
l1=0
l1+1∑
l2=l1
. . .
lM−1+1∑
lM=lM−1
(−1)lM
M∏
i=1
f
(
µ,
λM
B
, liΓ
)
, (37)
where we used the shorthand notation for interference as IKm := {IK1, . . . , IKm}, and (a) follows
from the definition of SINR in (12) and (b) from that h ∼ exp(µ), and (c) from the definition
of D
(
k, λM
B
)
, independence of IKi’s, and LIKi (s) = LIK1 (s) for i ∈ M. Using the Laplace
transform of the interference given k arrivals, which is denoted by LIk(s) and expressed as
LIk(s) = E[e−sIk ] = E
[
e
−sρ
k−1∑
i=1
gim
]
= E
[ k−1∏
i=1
e−sρgi
]
=
( µ
µ+ sρ
)k−1
.
Averaging LIK(s) using the distribution D(K, λB) given in (7), we obtain
LICI(s) = EK [LIK(s)] =
∞∑
k=1
D(k, λB)
( µ
µ+ sρ
)k−1
= (sµ−1ρ+ 1)
eλB/(sµ
−1ρ+1) − 1
eλB − 1 . (38)
To simplify the notation, we let s = µΓρ−1 and define f(µ, α,Γ) = e−µΓρ
−1
(Γ + 1) e
α/(Γ+1)−1
eα−1 ,
using which the final expression (c) is evaluated.
D. Proof of Proposition 4
At high SNR, since k∗1 = 1, SINR = ρ. Since the total number of resources N is split into
M retransmissions and B bins to successfully transmit L bits, in the IBL regime, we have
B ≈ N
ML
log2(1 + ρ). The relation between the target outage rate δ and αM(δ) = λM/B is
PFail,IBL(λ, L,B,M) = δ =
(
1− αM(δ)
eαM (δ) − 1
)M
= PFail,IBL(λ, L,B,m)
M
m , m ∈M,
where αM(δ) = α1(δ
1/M) = α(δ1/M ). The relation between λ and the aggregate arrival rate is
λ = λM
/[
1 +
M−1∑
m=1
δ
m
M
]
= λM(1− δ1/M)/(1− δ).
The optimal number of transmissions can be found solving Mopt = argmax
M≥1
λM(1 − δ1/M),
which is also a function of δ at high SNR, and B is given as B ≈ N
ML
log2(1 + ρ).
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E. Proof of Proposition 5
The condition ρ < 22L/N − 1 can be rewritten as N
L
log2(1 + ρ) < 2. Given M , the capacity
constraint in (5) is C(SINRm) ≥ Ln , m ∈ M, n ≤ NMB . Equivalently, we have NL log2(1 +
SINRm) ≥ MB, m ∈ M. In addition, due to the interference, the Chase combiner output as a
result of m transmissions is upper bounded as ρm ≥ SINRm, m ∈ M. Hence, given m = 1,
we can conclude that N
L
log2(1+ ρ) ≥ NL log2(1+SINR1) ≥MB. Combining this with the SNR
condition, we have MB < 2, which is a sufficient condition for Bopt = Mopt = 1.
F. Proof of Proposition 6
The proof follows from approximating the device arrival rate per bin λ/B using the Gaussian
distribution that has the same mean λ/B and variance λ/B as the Poisson distribution, i.e.,
N (λ/B, λ/B) for sufficiently large values of λ/B, (λ/B > 1000). At low SNR, as kmax →∞,
we have λ/B → ∞. Therefore, the normal distribution is an excellent approximation to the
Poisson distribution. Hence, given a target SINR outage rate δ per device, the probability of
outage is approximated as δ = D
(
k1,
λ
B
) ≈ Q(k∗1−λ/B√
λ/B
)
, where Q(x) = 1√
2pi
∫∞
x
e−u
2/2du is the
tail probability of the standard normal distribution. Therefore,
√
λ
B
≈
√
k∗1 +
(Q−1(δ))2
4
− Q−1(δ)
2
,
where Q−1 is the inverse Q-function, and k∗1 ≤ 1Γ − 1ρ + 1. Thus, we can infer that λ/B scales
linearly with k∗1. However, since B ≤ NL log2
(
1 + ρ
1+ρ(k∗1−1)
)
, the number of bins, B, decays
sub-linearly with k∗1. Thus, their product λ increases as k
∗
1 increases.
Because we cannot achieve arbitrarily high λ/B picking B arbitrarily small, and B ∈ Z+, we
require B = 1. The above approximation with B = 1 gives the maximum supportable rate λopt
at low SNR. Hence, given a target SINR outage rate δ, we evaluate the probability of outage
for Bopt = Mopt = 1 using (10) and k
∗
m(Km−1) using (11). Then, we want to determine the
optimal value of λ that satisfies δ =
∑
k1>k∗1
D
(
k1, λ
)
, where λ is increasing in k∗1. Hence, we can
approximate the maximum arrival rate λopt using
δ ≈ Q ((k∗1 − λopt)/√λopt), k∗1 = ⌊ 1Γ − 1ρ + 1
⌋
, (39)
where Γ = 2
L
N − 1. Thus, at low SNR, if ρ is in a range such that
(
1 + 1
Γ
− k∗1
)−1
≤ ρ <(
1
Γ
− k∗1
)−1
, it yields Bopt = 1 and λopt that satisfies (39. Using (39), the maximum average
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arrival rate that can be supported at low SNR can be determined.
G. Proof of Proposition 7
The probability of outage for the FBL model at constant SNR with M retransmissions equals
PFail,FBL(λ, L,B,M) = E
[
P
(
max
m∈M
{Cn,ε(SINRm)} < L
n
∣∣∣∣KM)]
(a)
= E
[
P
(nCn,ε(SINRm)− L√
nV (SINRm)
< 0, m ∈M
∣∣∣KM)]
(b)
= E
[
P
(
Z < −f(n, L, SINRm), m ∈M
∣∣∣KM)]
(c)≈
∞∑
k1=1
· · ·
∞∑
kM=1
M∏
i=1
D
(
ki,
λM
B
)
Q(f(n, L, ζi)),
where (a) follows from the definition of C using (25) and (26), (b) from the normal distribution
approximation such that Z ∼ N (0, 1), and (c) from the approximation based on standard
Gaussian ccdf Q(x) and the relation Q(x) = 1−Q(−x), and the final result from (27).
H. Proof of Lemma 1
We rewrite f(n, L,X) as f(n, L,X) = C(X)+b√
V (X)/n
, and let a =
√
n
log2 e
, b = 0.5 log2 n−L
n
, f1(x) =
(1+x)√
x(x+2)
and f2(x) = log2(1+x). Then, we can express f(n, L, x) as f(n, L, x) = af1(x)[f2(x)+
b]. Then, we can derive the identities ∂
∂x
f1(x) = − 1(x(x+2))3/2 , ∂
2
∂x2
f1(x) =
3(1+x)
(x(x+2))5/2
, ∂
∂x
f2(x) =
1
log(2)
1
1+x
and ∂
2
∂x2
f2(x) = − 1log(2) 1(1+x)2 . We also assume that b ≤ 0. From b = 0.5 log2 n−Ln ≤ 0
that is true when n ≤ 22L, which is a realistic assumption for the FBL regime.
(i) Monotonically increasing. Take the partial derivative of f(n, L, x) with respect to x:
∂f(n, L, x)
∂x
= a
[
∂
∂x
f1(x)[f2(x) + b] + f1(x)
∂
∂x
f2(x)
]
=
√
n
1
(x2 + 2x)1/2
[
1− log2(1 + x) + b
log2(e)(x
2 + 2x)
]
(a)
> 0, x ≥ 0.
where (a) is due to x ≥ 0, 1− log(1+x)
x2+2x
> 0, and b ≤ 0. Thus, f(n, L, x) is increasing in x.
Note that f1(x) and f2(x) are increasing in x ≥ 0. Hence, f(n, L, x) is also increasing
in x. Let x ≤ y. Then, f(n, L, x) = af1(x)[f2(x) + b] ≤ af1(y)[f2(y) + b] = f(n, L, y).
Hence, f(n, L, x) is a monotonically increasing function of x.
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(ii) Positive. From definition of C, it is required to satisfy
Cn,ε(SINR) = log2(1 + SINR)−
√
V (SINR)
n
Q−1(ε) +
0.5 log2(n)
n
+ o
(
1
n
)
≥ L
n
,
which yields the condition that f(n, L, SINR) = log2(1+X)+b√
V (X)/n
≥ Q−1(ε). Note that since
Q−1(ε) > 0 as long as ε < 0.5. This condition guaranties the positivity of f(n, L, x).
(iii) Concave. To prove that f(n, L, x) is concave, derive its second partial derivative as
∂2
∂x2
f(n, L, x) = a
[
∂2
∂x2
f1(x)[f2(x) + b] + 2
∂
∂x
f1(x)
∂
∂x
f2(x) + f1(x)
∂2
∂x2
f2(x)
]
(a)
=
√
n
x+ 1
(x2 + 2x)3/2
[
3[log2(1 + x) + b]
log2(e)(x
2 + 2x)
− 1− 1
(1 + x)2
]
< 0, x ≥ 0,
where (a) follows from that 3 log2(1+x)
log2(e)(x
2+2x)
− 1− 1
(1+x)2
< 0 for x ≥ 0 and from b ≤ 0.
I. Proof of Proposition 8
Since the second derivative of Q(x) is always greater than or equal to zero, Q(x) is convex and
increasing in x ≥ 0. This implies that for a random variable X , we have E[Q(X)] ≥ Q(E[X ]).
From Lemma 1, f(n, L,X) is monotonically increasing, positive, and concave for X ≥ 0 and
Q(f(n, L,X)) is decreasing in X . Then, E[f(n, L,X)] ≤ f(n, L,E[X ]). Note also that Q(X)
is decreasing, monotone, and convex for X > 0. Thus, E[Q(X)] ≥ Q(E[X ]). Then, using that
(a) Q is convex, and (b) f(n, L,X) is concave and Q is decreasing in X , we have that
E[Q(f(n, L,X))]
(a)
≥ Q(E[f(n, L,X)])
(b)
≥ Q(f(n, L,E[X ])).
J. Proof of Proposition 9
At high SNR, the resource symbols are shared such that km = 1, m ∈M. Hence, from (29),
PFail,FBL(λ, L,B,M) =
M∏
m=1
D
(
1,
λM
B
)
ǫFBL(n, L, ρm) ≈ D
(
1,
λM
B
)M M∏
m=1
Q(f(n, L, ρm)).
K. Proof of Proposition 11
At low SNR, for the FBL regime, using (31) and (33), the probability of outage can be
bounded as PFail,FBL(λ, L,B, 1) ≥ Q(f(n, L,EK[SINR1])), where the mean SINR is given by
EK[SINR1] =
∞∑
k=1
D
(
k,
λ
B
) ρ
1 + ρ(k − 1) =
ρ
1− ρ

1 +
(− λ
B
)1− 1
ρ
eλ/B − 1
(
Γo(ρ
−1)− Γo
(
ρ−1,− λ
B
)) ,
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where Γo(s) =
∫∞
0
ts−1 e−t dt is the Gamma function, and Γo(s, x) =
∫∞
x
ts−1 e−t dt is the upper
incomplete gamma function. Using the Chernoff bound of the Q-function, which is Q(x) ≤
e−x
2/2 for x > 0, we can obtain an upper bound for the probability of outage as follows:
PFail,FBL(λ, L,B, 1) ≤ EK
[
exp
(
− 1
2
f(n, L, SINR1)
2
)]
=
∞∑
k=1
D
(
k,
λ
B
)
exp (−f(n, L, ζ1)2).
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