Abstract
Notation and problem domain
The problem domain of this paper is finding the functional relationship between output and input based on an example set of target-input pairs S = {(tl, &), . . . , (tn,lcn) }.
To make this a relevant problem it is assumed that the set is generated with noise from a function ~(2). We wish to find a predictor f(5; 2) that is as close as possible to ~(2).
The vector .w' refers to the parameters that describe the predictor, e.g. the weights in a neural network. Furthermore, we are interested in the situation where we have an ensemble of predictors characterized by a distribution E, which is independent of the noise distribution. The mean operator is denoted ( . )F. The set of predictors can be finite or infinite.
We will generally look at only one input point, so for notational convenience we will omit dependency of functions on input; we also omit the parameters of the predictors. The inaccuracy or error of a predictor is measured with an error function E ( t , f).
Biashariance decomposition
If S is noisy it is not guaranteed that T ( & ) = ti for all i.
It is therefore not optimal to find a predictor with f (&) = ti for all i. If S is noise-free and we find a predictor with f(&) = ti for all i , then the predictor can be different from the function ~( 2 ) on all other points. In both cases, by using the principle of Occam's Razor, the class of possible predictors should be restricted, e.g. by limiting the number of weights in neural networks. This raises an important question: Just how large a class of predictors should be used? If the class is too small, the predictors are too simple and cannot predict the target functions. On the other hand, if the class is too large, the predictors can become too complex and overfit. The two cases correspond to two different kinds of errors: Bias and Variance. To fully understand the difference between the errors we look at an ensemble of predictors. The mean of the predictors is the average predictor. The error of the average predictor expresses the systematic error of the predictors, i.e. the bias, while the mean of the error between the predictors and the average predictor expresses the stochastic error i.e. the variance.
Generally, both kinds of errors will be made by an ensemble of predictors. We would like to be able to split the mean of the generalization error into a bias and a variance term: Error = Bias+Variance. This is the bias/variance decomposition. It was introduced in [3] for the mean square error (EMS&, f ) = $(t -f)'). The average predictor is
We have- The mean square error and the corresponding bias/variance decomposition have a number of crucial properties: The error is zero and minimal when the predictor equals the target. The bias only depends on the predictors through the average predictor. Variance does not depend on the target, and is minimal for the average predictor. The last property is more general than f = The mathematical definition is f = argmint(E(t, f ) ) F . For the mean square error, argmint(E(t, f))F is equal to(f)F.
The above mentioned requirements can be formulated mathematically:
R3: The bias/variance decomposition:
( 2) where (3) t R1 and R2 can be derived from R3.
General biashariance decomposition
Not all error functions obey the requirements Rl-R3. E.g. the 0-1 loss error function is impossible to decompose as in R3 (see e.g. [2, 6] ). A natural question is: What error functions obey the requirements? We prove that only the error functions corresponding to the deviance of oneparameter members of the exponential family of distributions obey R3.
The deviance error function for members of the exponential family is presented in section 4. A sketch of the proof that they are the only error functions obeying the requirements Rl-R3 can be found in section 5. In section 6 some examples of deviance error functions are given. In section 7 the connection between the bias/variance decomposition and the ambiguity decomposition is made, and an approximation of ambiguity is presented, which is quadratic in the ensemble coefficient.
Deviance error function and the exponential family
It is well-known that the mean square error can be interpreted as the negative loglikelihood under a Gaussian noise model. The density of the Gaussian (Normal) distribution, with standard deviation equal to one, is given by
The mean square error is connected to the density by where the last term is added to ensure requirement R2. This is also called the deviance [8] . The Normal distribution is a special case of the one-parameter exponential family. The general form is [ 11
where c is the canonical link function, the function T is the suficient statistic, and d is a normalization term. The function S plays no role in the following. The density p(tlf) yields the deviance error function
To ensure argminf E ( t , f ) = t we also need the constraint
The Normal distribution has c(f) = f , T ( t ) = t , and d(f) = -if2 for standard deviation equal to one. Furthermore the constraint (6) is obeyed.
The function d is given by the constraint (6), so the deviance error function is completely determined by the canonical link function c and the sufficient statistic 2'.
The error function in (5) upholds Rl-R3. R1 follows from the constraint (6). Requirement R2 is obeyed because of the definition of the deviance error. For the error functions in (5) we have the corollary
With this definition of the average predictor the decomposition (2) is easily verified. The variance is by definition independent of the target, and is given by (7) 5 Error functions with "nice" biadvariance decompositions
As mentioned, the error functions on the form in (5) are the only error functions obeying the requirements Rl-R3. Here we sketch the proof.
. This suffices since it shows that the error functions must be of the form We will show that canonical link x sufficient statistic plus some terms depending on either t or f , The crux of the proof is that slightly changing the distribution over f, the tively and independently oft.
composition (2) is change in the average predictor affects alaf a 2 m t f 1 multiplica-
d(E(t7 f ) ) F -dE(t, f)
The derivative with regard to t of the bias/variance de- 
A l ( f ) A l ( t ) .

Examples of error functions
We consider two special cases, linear sufficient statistic and linear canonical link, and show how they can be regarded as being "transposed".
The common univariate distributions in the exponential family have linear sufficient statistic, but generally nonlinear canonical link. The constraint (6) where C is the anti-derivative of c. Table 1 gives an overview of some of the error functions with non-linear average predictors. Any constant factors are omitted. As mentioned above the defining functions are the sufficient statistic and the canonical link. By interchanging these two we find the transposed family of error functions. To ensure the constraint (6) Note that the transposed error functions have the predictor and the target interchanged compared to their counter-parts. Also note that the Normal error function and transposed counterpart both are the mean square error. The transposed Binomial error function is not very useful, since it is undefined for target equal to one or zero.
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Applications
For a finite ensemble there is an alternative to the bias/variance decomposition, namely the ambiguiv decomposition. It is mathematically equivalent to the bias/variance decomposition. It was introduced in [7] for the mean square error and linear average predictor. By letting the ensemble predictor be equivalent with the average predictor, the ambiguity decomposition can be generalized for the family of error functions in (4). Since the ensem- The ambiguity (E(!, f ) ) F is generally non-linear in the coefficients ai because of non-linearity of the error function and/or the average predictor. This makes coefficient optimizing a non-linear programming problem. To circumvent this the ambiguity can be approximated by which can be found from repeated application of (2) with t replaced by one of the predictors. The problem of optimizing the coefficients is hereby reduced to a quadratic optimizing problem. This approximation was introduced in 151.
Conclusion
We have proven that any error function with the bias/variance decomposition with the constraint c'(y)T(y) + d'(y) = 0. These are the error functions corresponding to the deviance of densities in the exponential family of distributions.
We have stated that the bias/variance decomposition is equivalent with the ambiguity decomposition for a finite ensemble of predictors. The ambiguity decomposition is of great practical importance. Often the ambiguity is nonlinear in the ensemble coefficients. We have presented an approximation that is quadratic in the ensemble coefficients.
In many applications the mean square error is used, implicitly making Gaussian noise assumption. In this paper we have shown that similar bias/variance decomposition and ensemble averaging techniques can be derived for any noise assumption corresponding to a one-parameter exponential density.
