Abstract-The models of collective decision-making considered in this paper are nonlinear-interconnected cooperative systems with saturating interactions. These systems encode the possible outcomes of a decision process into different steady states of the dynamics. In particular, they are characterized by two main attractors in the positive and negative orthants, representing two choices of agreement among the agents, associated with the Perron-Frobenius eigenvector of the system. In this paper, we give conditions for the appearance of other equilibria of mixed signs. The conditions are inspired by Perron-Frobenius theory and are related to the algebraic connectivity of the network. We also show how all of these equilibria must be contained in a solid disk of radius given by the norm of the equilibrium point, which is located in the positive orthant.
I. INTRODUCTION
N ONLINEAR-INTERCONNECTED systems are used in broadly different contexts to describe the collective dynamical behavior of an ensemble of "agents" interacting with each other in a noncentralized manner. They are used, for instance, to represent collective decision-making by animal groups [1] - [3] ; formation of opinion in social communities [4] , [5] ; dynamics of a gene regulatory network [6] ; or neural networks [7] . Such models often share similar features, like the fact of using first-order dynamics at a node and sigmoidal saturation-like functions to describe the interactions among the nodes [7] - [10] . The latter functional form is instrumental to avoid diverging dynamics. The price to pay for having an effectively "bounded" dynamics is, however, the appearance of complex dynamical phenomena such as periodic orbits or multiple equilibrium points, which considerably complicate the behavior of the system and its understanding. While (stable) periodic orbits can be ruled out by choosing functional forms, which are, besides saturated, also monotone [11] , it is, in general, The authors are with the Division of Automatic Control, Department of Electrical Engineering, Linköping University, Linköping SE-58183, Sweden (e-mail: angela.fontan@liu.se; claudio.altafini@liu.se).
Digital Object Identifier 10.1109/TCNS.2017.2774014 more difficult to deal with multiple equilibria. These are often a necessary feature of a model, like for instance, when describing bistability in a biological system. In the literature on agent-based animal groups for instance, the collective decision is typically a selection between two different attractors [1] - [3] . A scenario that occurs often is that of a finite number of attractors, each with its own basin of attraction, encoding the possible outcomes of the collective decision-making process. This is, for instance, the model of choice of several classes of neural networks, like the so-called Hopfield [8] or Cohen-Grossberg [12] neural networks. When a neural network is interpreted as an associative memory storage device or is used for pattern recognition, the presence of a high number of stable equilibria increases the storage capacity of the network. The multistability of neural networks has, in fact, been extensively investigated in recent years [13] - [17] , see also [18] for an overview. The model adopted in this paper is described in [1] , [19] , and [20] . All interactions are "activatory," that is, the adjacency matrix is non-negative. In addition, it is symmetric or diagonally symmetrizable and irreducible. The model has a Laplacian-like structure at the origin and monotone-saturating nonlinearities to represent the interaction terms. The amplitude of the interaction part is modulated by a scalar parameter, interpretable as the strength of the social commitment of the agents, and playing the role of bifurcation parameter. When the parameter is small, the origin is globally stable, as can be easily deduced by (global) diagonal dominance. The interesting dynamics occurs when the parameter passes a bifurcation threshold: the origin becomes unstable, and two locally stable equilibria-one positive and the other negative-are created. This is the behavior described in [1] . The bifurcation analysis of [1] , however, captures what happens only in a neighborhood of the bifurcation point. Moving away from the bifurcation, all is known is that the positive and negative orthants remain invariant sets for the dynamics, and each keeps having a single asymptotically stable equilibrium point, see [19] and [20] . What happens in the remaining orthants is unknown and its investigation is the scope of this paper.
It is useful to look at the neural network literature (in our knowledge, the only field that has studied the multi-equilibria problem in a systematic way for such interconnected systems). It is known since [8] that for neural networks with connections that are symmetric, monotone increasing, and sigmoidal, the equations of motion always lead to convergence to stable steady states. The number of such equilibria is shown to grow exponentially with the number n of "neurons" for various specific models [13] - [16] . In order to count equilibria, often in these papers, one has to resort to nondecreasing piecewise linear functions to describe the saturations, and to obtain algebraic conditions on the equilibria by looking at the corners and at the constant slopes. The existence of the equilibria is also checked through Brouwer fixed-point arguments. None of these methods apply in our case.
The consequence is that in order to investigate the presence of multiple equilibria in our system, we have to take a completely different approach. Since the adjacency matrix of our network is non-negative, we can use the Perron-Frobenius theorem and the geometrical considerations that follow from it. The main result of this paper is a necessary and sufficient condition for the existence of equilibria outside R n + /R n − , formulated in terms of the second largest positive eigenvalue of the adjacency matrix. Roughly speaking, this condition says that the interval of values of the bifurcation parameter, where no mixed-sign equilibrium can appear, is determined by the algebraic connectivity of the Laplacian of the system [21] - [23] .
While our necessary condition is always valid, our proof of sufficiency is based on singularity analysis of bifurcations [24] and is valid under the assumption that the algebraic connectivity has multiplicity one, a condition which is generically true [25] . For consensus problems, the role of the algebraic connectivity is well-known: the bigger the gap between 0 (the least eigenvalue of the Laplacian) and the algebraic connectivity, the more robust the consensus to model uncertainties, parameter variations, node or link failures, etc. [22] . In this context, the spectral gap in the Laplacian (or, more properly, in the adjacency matrix) represents the range of values of social commitment of the agents, which leads to a choice between two alternative agreement solutions, with guaranteed global convergence. Beyond the value represented by the algebraic connectivity, however, the system bifurcates again, and a number of (stable and unstable) mixedsign equilibria appear quickly, destroying the global convergence to the agreement manifold in which the two alternative attractors live. Although we can investigate these extra equilibria only numerically, it is nevertheless possible to compute exactly the region in which they must be. The second analytical result of this paper is in fact that for all values of the bifurcation parameter, the mixed-sign equilibria have to have norm less than the norm of the equilibrium in R n + . In other words, all of the equilibria of the system must be contained in a ball centered in the origin of R n and of radius equal to the norm of the positive equilibrium point. Our numerical analysis shows that stable equilibria tend to localize toward the boundary of this ball, while those near the origin tend to have Jacobians with several positive eigenvalues and a similar number of positive and negative components.
The rest of this paper is organized as follows. Preliminary material is introduced in Section II. The main results are stated in Sections III and IV; the first section provides the necessary and sufficient condition for the existence of mixed-sign equilibria, while the second describes the region in which they must be contained. Section V provides a numerical analysis of the equilibria. Finally, Section VI presents final considerations and conclusions.
A preliminary version of this paper is presented in [26] . It contains only the necessary condition discussed in Section III, and lacks the proof of most of the results.
II. PRELIMINARIES

A. Concave and Convex Functions
Let U ∈ R n be a convex set. A function f : U → R is convex if for all x 1 , x 2 ∈ U and θ with 0 ≤ θ ≤ 1, we have
It is strictly convex if strictly inequality holds in (1) whenever x 1 = x 2 and 0 < θ < 1. We say f is concave if −f is convex, and strictly concave if −f is strictly convex. Suppose f : U → R is differentiable. Then f is convex if and only if
for all x 1 , x 2 ∈ U. It is strictly convex if and only if strict inequality holds in (2) for all x 1 = x 2 and x 1 , x 2 ∈ U.
B. Non-Negative Matrices and Perron-Frobenius
The set of all λ ∈ C that are eigenvalues of A ∈ R n ×n is called the spectrum of A and is denoted by Λ(A). The spectral radius of A is the non-negative real number ρ(A) = max{|λ| : λ ∈ Λ(A)}.
A matrix B ∈ R n ×n is said to be similar to a matrix A ∈ R n ×n , abbreviated as B ∼ A, if there exists a nonsingular matrix S ∈ R n ×n such that B = S −1 AS. If A and B are similar, then they have the same eigenvalues, counting multiplicity.
A matrix A ∈ R n ×n is said to be reducible if either n = 1 and A = 0 or if n ≥ 2, there is a permutation matrix P ∈ R n ×n and some integer r with 1 ≤ r ≤ n − 1 such that
n ×n is said to be irreducible if it is not reducible. If A ∈ R n ×n is irreducible and non-negative, then either 
D. Cooperative Systems
Consider the systeṁ
where f is a continuously differentiable function defined on a convex, open set U ⊆ R n . We write x(t, x 0 ) for the forward solution of (5) with initial condition x 0 ∈ R n at t = 0.
K is a cone in R n and it generates a partial ordering "≤ K ", that is, x ≤ K y iff y − x ∈ K. The subscript "K" will be dropped in case K = R n + , the non-negative orthant.
System (5) is said to be type-K monotone [11] if whenever x andȳ lie in U and ifx ≤ Kȳ , then x(t,x) ≤ K y(t,ȳ) for all t ≥ 0 for which both solutions are defined. In this case, we say that the flow of (5) preserves the ordering ≤ K .
Lemma 1 (see [11] 
where U is open and convex in R n , then x(t, x 0 ) preserves the partial ordering ≤ K for t ≥ 0 if and only if K ∂ f ∂ x (x)K has non-negative offdiagonal elements for every x ∈ U, where K = diag{k 1 , . . . , k n }, k i ∈ {±1}, is the "signature" of the orthant K.
If K = R n + , then we have the class of cooperative systems. System (5) is said to be cooperative in U ⊂ R n if the differentiable vector field f : R n → R n is such that the Jacobian matrix
III. MULTIPLE EQUILIBRIA IN COLLECTIVE DECISION-MAKING SYSTEMS
The class of nonlinear systems considered in this work is the following [1] , [19] :ẋ
where x ∈ R n , π > 0 is a scalar parameter, A = [a ij ] is the weighted adjacency matrix of the network, Δ = diag{δ 1 , . . . , δ n }, and
T . The matrix A is assumed to be non-negative with null diagonal, irreducible, and symmetrizable. A Laplacian-like assumption links Δ and A: δ i = j a ij . In the context of agent-based group decisions, δ i represents the inertia of the ith agent to the development of an opinion, ψ i (x i ) the capacity of the ith agent of transmitting its opinion to the other agents, mediated by the pairwise susceptibilities a j i . From the irreducibility assumption on A, it follows that each δ i is strictly positive δ i > 0. Denote δ min = min i {δ i } and δ max = max i {δ i }. The parameter π represents a community social effort. See [1] and [3] for more details.
The vector of functions ψ(x) is such that each ψ i (x i ) : R → R satisfies the following conditions:
Assumption (A.3) guarantees the boundedness of the solutions, and together with (A.2), enables excluding the presence of limit cycles. Typical choices for ψ i are a hyperbolic tangent function, a (modified) Michaelis-Menten function
. The versions here proposed satisfy the conditions (A.1)-(A.3).
In addition, if each nonlinear function ψ i (x i ) satisfies the following condition:
then, from (2) From these assumptions, it follows that the Jacobian matrix of (6), given by −Δ + πA ∂ ψ ∂ x (x), is Metzler. Therefore, the system (6) is cooperative.
It is convenient to rewrite the system (6) in the following ("normalized") form:
where the matrix H 1 := Δ −1 A. Denote also H := πH 1 . Observe that it satisfies some useful properties:
1) H is non-negative and irreducible, so Theorem 2 applies.
2) All of the row sums of H are equal to π, that is H1 n = π1 n . It follows that (π, 1 n ) is the Perron-Frobenius eigenpair of H. 3) As the matrix A is symmetrizable, also H is symmetrizable; hence, it has real eigenvalues. We will see below that the existence (and the stability) of multiple equilibria is strictly related to the structure of the spectrum of the matrix H.
A. Existence of Multiple Equilibria: A Necessary Condition
Consider the system (7) [or (6) ] where each nonlinear function ψ i (x i ) satisfies the properties (A.1)-(A.4). Let us start by recalling what is known for this system when we vary the parameter π. By construction, the origin is always an equilibrium point for (7) [or (6) ]. When π < 1, x = 0 is the only equilibrium point, and it is globally asymptotically stable and locally exponentially stable. This follows from diagonal dominance and can be easily shown by a Lyapunov argument, see [1] , [19] , and [20] . At π = π 1 = 1, the system undergoes a pitchfork bifurcation, the origin becomes a saddle point and two more equilibria emerge,
. It follows from the analysis of [19] that, for all π > 1, x = 0 is an unstable equilibrium point, while both x + and x − are locally asymptotically stable with the domain of attraction given by (at least) the entire orthant for any π > 0. R n + (respectively R n − ) are, in fact, invariant for the system (7). What happens outside these two orthants is, however, unknown. When π > 1 and π − 1 are sufficiently small, the behavior of the system (7) outside R n + and R n − has been discussed in [1] . Only the three equilibrium points mentioned above are possible, two locally stable [19] and the origin as a saddle point. However, when π > 1 grows, the bifurcation analysis of [1] does not suffice anymore.
Our task is, therefore, to investigate the behavior of the system (7) when π > 1 grows and x ∈ R n (case not described by [19] and [1] ). In particular, we would like to understand for what interval (1, π 2 ) of the bifurcation parameter π extra equilibria not contained in R The following theorem introduces a necessary condition that has to be verified in order to have an equilibrium pointx in a generic orthant K = R n + , R n − for the system (7). Theorem 4: Consider the system (7) where each nonlinear function ψ i (x i ) satisfies the properties (A.1)-(A.4). If the system admits an equilibrium pointx ∈ K, where K is an orthant in R n and
and λ(H) = ρ(H).
Proof: Letx ∈ K be an equilibrium point for (7) . Because Δ is diagonal and positive definite, from (7), it follows,
First notice that ifx ∈ K also ψ(x) ∈ K, because from (A.1) and (A.2), ψ i (x i ) keeps the same sign of x i for all i = 1, . . . , n. Introduce the diagonal matrix M (x) = diag{m 1 (x 1 ), . . . , m n (x n )}, where each element is given by
Sincex > K 0, the ratio is well-posed. The dependence of M (x) fromx will be omitted from now on. From (A.2) and (A.4), one gets
, from ψ(x) = Mx, we get
Equation (9) 
we proceed in steps.
Step Step 3) Consider the matrixH defined as
H .
By construction, it is symmetric, non-negative, irreducible, and similar to H. Because H andH have the same eigenvalues, it is just necessary to prove that ∃ λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H).
Step 4) The matrices M 1/2 HM 1/2 and M 1/2H M 1/2 are similar. Indeed
Then, they have the same eigenvalues and, in particular, from (9) , it follows that (1, D
is nonsingular so it is possible to apply Theorem 3.
There exists a positive real number θ k such that
and
Because k = n, this implies the existence of an eigenvalue λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H). Consequently, since H andH are similar, there exists λ(H) ∈ Λ(H) such that λ(H) > 1 and λ(H) = ρ(H). When instead of (7) the system (6) is considered, then the results are less sharp, since they depend on the diagonal terms, which are not all identical as in (7).
Corollary 2: Consider the system (6), where each nonlinear function ψ i (x i ) satisfies the properties (A.1)-(A.4) . If the system admits an equilibrium pointx ∈ K, where K is an orthant in R n and K = R 
whereÃ is defined asÃ
. By construction,H is symmetric, similar to H and congruent tõ A, whileÃ is symmetric, similar to A and congruent to S A . BecauseH andÃ are both symmetric, it is possible to apply Theorem 3. To simplify the notation, letS := √ πΔ −1/2 and H =SÃS T , and the eigenvalues be arranged in a nondecreasing order. Therefore, there exists a positive real number θ k such that the following conditions hold:
From Theorem 4, ∃ k = n such that λ k (H) > 1. It follows, by similarity, that λ k (H) > 1. Then, the condition (10) where θ k > 0 and k = n yields λ k (Ã) > 0 and λ k (Ã) = ρ(Ã). Moreover, sinceSS
From (10), (11) , and the result of Theorem 4, it follows that:
that is, π λ k (Ã) > δ min . ButÃ and A are similar, that is, they have the same eigenvalues. Then, π λ k (A) > δ min , which concludes the proof. It is possible to relax the assumption (A.4). Define for each i the coefficients μ i as
and then define
This means that the condition
holds for each i and x i ∈ R. μ , where μ is given by (12) .
Remark 1: Observe that ifx ∈ R n is any equilibrium point for the system (7) [or (6)], also −x is an equilibrium point as well. Indeed, as by assumption (A.1) ψ(−x) = −ψ(x), it follows that Hψ(−x) = −Hψ(x) = −x.
Remark 2: The necessary conditions given by Theorems 4 and 5 imply that in order to have an equilibrium pointx ∈ K for the system (7), where K is an orthant in R n and K = R n + , R n − , the number of nodes in the network should be strictly greater than three. The next proposition, in fact, shows that it is impossible for A (and, hence, for H) to have a second positive eigenvalue that differs from the Perron-Frobenius eigenvalue if n ≤ 3 and is of independent interest. Proposition 1: Let n ≤ 3 and A ∈ R n ×n be an irreducible, symmetrizable, non-negative matrix with null diagonal. Then, A cannot have two different real positive eigenvalues.
Proof: The matrix A is symmetrizable, which implies that its eigenvalues are real. Let them be arranged in a nondecreasing order, that is,
Since A is non-negative and irreducible, it is possible to apply Theorem 2 from which it follows that λ n (A) = ρ(A) > 0. 
B. Geometric Necessary and Sufficient Condition
The following lemma provides a geometric interpretation of the condition of Theorem 4. Consider the Laplacian L 1 = I − H 1 . Since ρ(H 1 ) = 1, by construction, the least eigenvalue λ 1 (L 1 ) = 1 − ρ(H 1 ) is the origin. Recall that the sec-ond leftmost eigenvalue of L 1 , λ 2 (L 1 ) is called the algebraic connectivity of L 1 [23] . If λ n −1 (H 1 ) is the second largest eigenvalue of H 1 , then the algebraic connectivity of L 1 is λ 2 (L 1 ) = 1 − λ n −1 (H 1 ).
Lemma 2: The range of values of π for which no extra equilibrium of the system (7) (other than 0, x + and x − ) can appear is given by (1, π 2 ) , with π 2 = 1 λ n −1 (H 1 ) > 1 and, hence, it is determined by the algebraic connectivity λ 2 (L 1 ).
Proof: For (3), it holds that j h 1,ij = ρ(H 1 ) = 1 ∀ i. This means that the Laplacian L 1 has all identical Geršgorin disks, all centered at 1 and passing through the origin
From Geršgorin theorem [27] , the eigenvalues of The insight given by Lemma 2 allows to show that the condition of Theorem 4 is also sufficient. Since we use bifurcation theory and singularity analysis in the proof, we have, however, to restrict to the case of algebraic connectivity λ 2 (L 1 ), which is a simple eigenvalue (property that is generic for weighted graphs, see [25] ). , we use bifurcation theory, in particular, singularity theory and Lyapunov-Schmidt reduction for pitchfork bifurcations [24] , see also [1] . Consider
Denote v 2 and w 2 , w Near (0, π 2 ), (13) can be split into
Since λ n −1 (H 1 ) is simple, at π = π 2 , (13) has a simple singularity. Hence, for (14a), the implicit function theorem applies and it is possible to express r = R (yv 2 , π) . The explicit expression of R(·) is not needed in what follows. Replacing r in (14b), we get the center manifold
Define g(y, π) = w T 2 φ(y, π), where w 2 ∈ (range J) ⊥ . The recognition problem for a pitchfork bifurcation requires computing at (0, π 2 ) the partial derivatives g y , g y y , g y y y , g π , g π y . In this case, the calculation is simplified by the fact that Φ(x, π) is odd in x. For instance, since Φ has a singularity at (0, π 2 ), it follows that the directional derivative along v 2 vanishes:
where we have used
Similarly (see [24] )
= 0, and
since ψ i (0) = 0. The two remaining partial derivatives are
and (using a notation similar to [24, eq. (3.16) ])
. . . 
∀i, which completes the recognition problem for a pitchfork bifurcation [24] . Hence, at π = π 2 , the system crosses a second bifurcation through the origin and two new equilibria appear along span{v 2 }. Since v 2 ∈ K, these equilibria must belong to K and −K.
Notice that unlike most arguments based on singularity analysis of bifurcations, our result in Theorem 6 is not a local one, as our proof of necessity (see Theorem 4) is nonlocal.
When λ n −1 (H 1 ) has multiplicity higher than one, then singularity analysis based on the normal form of a pitchfork bifurcation does not apply, although we expect that similar sufficiency results can be obtained through more advanced bifurcation theory.
A pictorial view of the situation described in Theorem 6 is given in Example 1, see, in particular, Figs. 1 and 2(a) and (b) .
If instead we look at system (6) , and at the Laplacian L = Δ − A, then, when π = 1, the Geršgorin disks are centered at δ i and have different radii equal to δ i . However, this cannot be straightforwardly reformulated in terms of ρ(A), as (4) [instead of (3)] now holds: δ min ≤ ρ(A) ≤ δ max . When exploring the values π > 1, then the Geršgorin disks ofL = Δ − πA are contained one in the other, according to the corresponding δ i , and all have nonempty intersection with the left-half of C, see Fig. 2 , panels (c) and (d). In this case, while the eigenvalue condition introduced in Theorem 4 represents the necessary and sufficient condition for the negativity of a second leftmost eigenvalue ofL, the eigenvalue condition introduced in Corollary 2 is just necessary, due to the presence of the diagonal matrix Δ. Using a similar reasoning, it is, in fact, possible to prove that λ n −1 (H) = πθλ n −1 (A), where the value of the positive constant θ is not fixed but δ min ≤ θ ≤ δ max .
C. Stability Properties of Multiple Equilibria
Theorem 7: Suppose the system (7) admits an equilibrium pointx ∈ K, where K is an orthant in R n and
thenx is locally asymptotically stable. Instead, if
then the equilibrium pointx is unstable. Proof: Letx ∈ K be an equilibrium point for (7) . To study the behavior of the dynamical system (7) near the equilibrium pointx, consider the linearization aroundẋ
Under the condition (16), it can be proven that the matrix
Then, it is possible to apply Theorem 1 and state that, under the condition (16), each eigenvalue of the matrix I − H ∂ ψ ∂ x (x) has a strictly positive real part. Therefore, each eigenvalue of the matrix Δ(−I + H ∂ ψ ∂ x (x)) has a strictly negative real part, that is,x is locally asymptotically stable. Now, suppose that (17) holds and consider the linearization aroundx (18) . LetH := H ∂ ψ ∂ x (x) and notice that it is nonnegative and irreducible (therefore, it is possible to apply Theorem 2). If the matrixH − I admits an eigenvalue with a positive real part, it is possible to conclude that the equilibrium pointx is unstable. For each i = 1, . . . , n, it holds that
under the hypothesis (17) . According to Corollary 1, ρ(H) ≥ min i ( n j =1h ij ). From the previous reasoning, it follows that ρ(H) > 1. Therefore, the matrixH − I admits a real positive eigenvalue given by ρ(H) − 1, which implies that the equilibrium pointx is unstable.
IV. LOCATION OF THE MIXED-SIGN EQUILIBRIA
In this section, we restrict our analysis to the special case of all identical ψ i (x i ). In this case, the equilibrium point in the positive orthant has all identical components as shown in the following lemma. A more important consequence is that for each value of π, the positive equilibrium point x + provides an upper bound on the norm that any mixed-sign equilibriumx can assume. 
This yields
Proof of Theorem 8: Let x + ∈ R n + andx ∈ K be equilibrium points for the system (7). From Lemmas 3 and 4, it follows that
V. NUMERICAL ANALYSIS
In this section, we first look at the trajectories of a specific numerical example of size n = 6. Then we perform a computational analysis of the properties of the equilibria for a system of size n = 20. Fig. 1(a) . When π grows further, new bifurcation points soon appear. Fig. 1(b) shows that these bifurcations are not associated with singularities in the origin, but rather they branch out of ±x 2 . For instance, choosing π = 1.838, also the condition πλ n −1 (A) > δ min is satisfied. Numerical computations confirm the existence of at least three equilibria in K, denotedx 3 ,x 4 , x 5 , which shows that more than one equilibrium can exist per orthant. The condition presented in Theorem 7 is satisfied for x 3 , and this assures its local asymptotic stability. Instead,x 4 and x 5 are unstable. This is shown in the simulation of Fig. 1(c) . Following the reasoning introduced in Section III-B, it is possible to observe that at π = 1.838, the second leftmost eigenvalue of the matrixL = Δ − πA, λ 2 (L) = −0.302, is negative. However, notice that even if the necessary condition presented in Corollary 2 is satisfied, the condition πλ n −1 (A) > δ max does not hold. Fig. 2 shows the Geršgorin's disks and the eigenvalues of different matrices I − H 1 (when π = 1), I − πH 1 (when π > 1), L = Δ − A (when π = 1), andL = Δ − πA (when π > 1). Notice that while it is possible to determine the exact value of λ 2 (I − πH 1 ) = 1 − πλ n −1 (H 1 ), it is only possible to give a bound for the second leftmost eigenvalue of L, i.e., δ max [ 
Finally, observe that this eigenvalue has to be in the union of all the Geršgorin's disks ofL, but it is not possible to define a priori the smallest disk that contains λ 2 (L).
Example 2: A network of n = 20 already has > 10 6 orthants, all potentially containing equilibria of the system (7). Since, as shown in Example 1, multiple equilibria can appear in the same orthant, this size is already by far out of reach of exhaustive analysis. The results shown in Fig. 3 are for a single (non-negative, irreducible, symmetrizable) realization A, with edges chosen as in an Erdős-Rényi graph (edge probability p = 0.1) and weights drawn from a uniform distribution. All ψ i (x i ) are chosen equal (again Boltzmann functions). The results appear to be robust across different realizations of A. Panel (a) of Fig. 3 shows the number of equilibria (and, in red, the number of orthants to which these equilibria belong) for 500 choices of π uniformly distributed between 1 and 20. For π very small, no equilibrium appears, as expected. Equilibria start to appear for values of π that satisfy the condition of Theorem 6. When π is increased further, then the number of equilibria rapidly grows. For each value of π, 10
4 different initial conditions were tested (we used the fsolve function of MATLAB to compute equilibria). The number of equilibria found in this way oscillated between 500 and 600 for a broad range of π values, belonging to 400-500 different orthants. As shown in Theorem 8, for each π, all of the equilibria have a norm which is less than the norm of the corresponding positive/negative equilibrium, see Fig. 3(b) , where the ratio x x + is shown. These equilibria were tested for local stability. As shown in panel (c), most but not all of them are unstable, with up to 7 unstable eigenvalues in the Jacobian linearization. It is also remarkable that all stable equilibria tend to have high norm x , i.e., they tend to be near the boundary of the ball of radius x + to which they have to belong, see Fig. 3(c) . Notice from Fig. 3(b) and (c) that equilibria of small norm ratio x x + , corresponding to small values of π, tend also to have an equal ratio of positive and negative components: in Fig. 3(c) , the radial directions are determined by the fraction of + and − signs of an equilibrium, and the bisectrix of the second and fourth quadrant, corresponding to 50% of + and 50% of −, is where these equilibria tend to be localized.
VI. FINAL CONSIDERATIONS AND CONCLUSION
In this work, we have investigated the presence of fixed points for a particular class of nonlinear interconnected cooperative systems, where the nonlinearities are (strictly) monotonically increasing and saturated. We have proposed necessary and sufficient conditions on the spectrum of the adjacency matrix of the network, which are required for the existence of multiple equilibria not contained in R n + /R n − when the nonlinearities assume both sigmoidal and nonsigmoidal shapes. The stability properties of these equilibria have also been investigated. Although we cannot analytically quantify the number of such equilibria, we can locate them in the solid disk whose radius is given by the norm of the positive equilibrium x + . When interpreted in terms of collective decision-making of agent systems, our results can be recapitulated as follows:
1) For a low value of the social effort parameter π (i.e., for π < 1), the agents are not committed enough to reach an agreement; 2) For values of π between 1 and 1 λ n −1 (H 1 ) , the agents have the right dose of commitment to achieve an agreement among two alternative options x + , x − ; 3) For values of π bigger than 1 λ n −1 (H 1 ) , the agents start to become overcommitted, which can lead to other possible decisions, depending on the initial conditions of the system. All these extra decisions represent disagreement situations, i.e., they do not belong to R n + or R n − . Future work includes gaining a better understanding of the bifurcation pattern for π > 1 λ n −1 (H 1 ) , and in the presence of "informed agents" in the sense of [1] . It is well-known that the algebraic connectivity is strongly influenced by the topology of the network [22] . We expect that similar arguments apply tamquam to λ n −1 (H 1 ). What remains to be checked is whether these topological considerations are applicable to concrete examples of collective decision-making.
