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Structural optimization of vehicle components for blast mitigation seeks to 
counteract the damaging effects of an impulsive threat on occupants and critical 
components. The strong and urgent need for improved protection from blast events has 
made blast mitigating component design an active research subject. Standard up-
armoring of ground vehicles can significantly increase the mass of the vehicle. Without 
concurrent modifications to the power train, suspension, braking and steering 
components, the up-armored vehicles suffer from degraded stability and mobility. For 
these reasons, there is a critical need for effective methods to generate lightweight 
components for blast mitigation. 
 
The overall objective of this research is to make advances in structural design 
methods for the optimization of lightweight blast-mitigating systems. This thesis 
investigates the automated design process of isotropic plates to mitigate the effects of 
blast loading by addressing the design of blast-protective structures from a design 
optimization perspective. The general design problem is stated as finding the optimum 
shape of a protective shell of minimum mass satisfying deformation and envelops 
constraints. 
 
This research was conducted in terms of three primary research projects. The first 
project was to investigate the design of lightweight structures under deterministic loading
xv 
 
conditions and subject to the same objective function and constraints, in order to compare 
feasible design methodologies through the expansion of the problem dimension in order 
to reach the limits of performance. The second research project involved the investigation 
of recently developed uncertainty quantification methods, the univariate dimensional 
reduction method and the performance moment integration method, to structures under 
stochastic loading conditions. The third research project involved application of these 
uncertainty quantification methods to problems of design optimization under uncertainty, 
in order to develop a methodology for the generation of lightweight reliable structures. 
 
This research has resulted in the construction of a computational framework, 
incorporating uncertainty quantification methods and various optimization techniques, 
which can be used for the generation of lightweight structures for blast mitigation under 
uncertainty. Applied to practical structural design problems, the results demonstrate that 
the methodologies provide a practical tool to aid the design engineer in generating design 
concepts for blast-mitigating structures. These methods can be used to advance research 








The Unites States Armed Forces have been involved in multiple prolonged 
conflicts over the past decade. Chief among them are Operation Iraqi Freedom and 
Operation Enduring Freedom, commonly referred to as the wars in Iraq and Afghanistan. 
These military operations have brought the problem of blast protection systems for 
vehicles to the forefront of investigation, due to the large number of casualties reported as 
the result of attacks on light vehicles by improvised explosive devices (IED), or roadside 
bombs. Lt. Gen. Michael Barbero, testifying before a Senate subcommittee, stated that in 
2012 there were nearly 1900 casualties reported resulting from IED explosions in 
Afghanistan alone [1]. Approximate totals from other news outlets put the number of 
casualties resulting from IED explosions in Iraq and Afghanistan combined at over 2400 
[2] [3]. The strong need for improved protection from these blast events have made 
lightweight component design an active research subject.  
 
Figure 1.1 A U.S. light vehicle after an IED attack in Iraq, 2007 [4]   
Vehicle crew injuries are caused by a number of factors including: gross vehicle 
acceleration, overpressure within the vehicle cabin, and penetration of the material into
2 
 
 the cabin. From the evaluation of conventional up-armoring methods, Grujicic and 
Arakere have determined that an effective means of attenuating gross vehicle accelerations 
in a blast event is by increasing the mass of the vehicle with additional armor components 
[5]. The inverse relationship between impulse absorption and vehicle mass is generally 
well known. Dynamic vehicle responses to shallow buried detonations, as given in 
McAndrew's account of shock isolation mechanisms, exhibit this same relationship 
between vehicle mass and vertical acceleration [6]. The up-armoring of existing vehicles to 
better protect against blast events involves the addition of sacrificial components that can 
deflect and/or absorb the energy released by the blast. Light vehicles that were originally 
intended for use in logistical support roles have seen an increased number of attacks from 
IED in urban settings and seem particularly vulnerable [5].  
 
Although it can lead to improved blast isolation characteristics, increasing the mass 
of a light ground vehicle has been shown to cause problems in other aspects of vehicle 
performance. Standard up-armoring of ground vehicles can add up to 2000 kg of additional 
mass to the vehicle. Without concurrent modifications to the power train, suspension, 
braking and steering components, the up-armored vehicles suffer from degraded stability 
and mobility. Such practices have contributed to increased instances of vehicle stability 
related accidents [5]. For these reasons, there is a critical need for effective methods to 
generate lightweight components for blast mitigation.  
 
 
1.2 Literature Review 
 
 
1.2.1 Plate Armor Design 
This thesis investigates the automated design process of isotropic plates to mitigate 
the effects of blast loading. Methods of blast energy absorption have been evaluated 
through extensive design investigations of composite materials [7, 8], as well as numerical 
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of linear and angular momentum, heat equations, stress/strain relations, and, in the case of 
blast pressure calculations and shrapnel penetration calculations, kinetic and caloric 
equations of state; Kinetic and caloric equations of state are required in solving the 
behavior of pressurized gases upon detonation, volumetric equations of state may be used 
to solve for the behavior of the target ceramic material. From this basic thought process, it 
appears that in order to solve for the behavior of the target material while accounting for all 
the thermo-mechanical interactions of the blast wave and projectile impacts, the solution of 
all sixteen equations are required. To reduce the total governing equations required, it may 
be necessary to simplify or dissect the phenomena of detonation into more manageable 
models. 
 
Several experimental investigations have been conducted in the field of detonation 
events [26]. The CONWEP model developed by the Army Research Laboratory, and 
currently used in commercial finite element blast simulations, is considered adequate for 
use in engineering studies of vehicle response to the blast from land mines [25]. The 
CONWEP algorithm does not explicitly simulate the effects of the detonation reaction with 
air nor does it calculate the shock wave propagation and its reactions with the target 
structure. In continuum mechanics the Arbitrary Lagrange-Eulerian method is commonly 
applied in the finite element analysis of fluid structure interactions. The ALE method is 
popular in its application to large shear deformations where a traditional Lagrangian mesh 
breaks down due to geometric instabilities. Compared to a traditional Eulerian mesh such 
as those used in computational fluid dynamics analysis, the ALE method is better suited to 
tracking fluid boundaries and resolving flow details involving large volume changes [27]. 
Due to the importance of fluid structure interactions in many engineering applications, the 
ALE algorithm has been applied to commercial finite element solvers and is currently 
available in the LS-DYNA 971 release.  
 
The length and time scales in blast analysis are very different from that of the 
traditional linear elastic quasi-static optimization problems. In such previously studied 
problems the material stress strain relations are assumed to follow linear elastic models for 
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quasi-static problems and linear plastic deformation relations are assumed for material 
yielding under dynamic simulations. Materials in the design domain are generally assumed 
to be isometric and the density of the material is assumed to be controllable and linearly 
proportional to the material properties. The blast optimization problem proposed involves 
pressure and mechanical loading conditions that cannot be properly modeled using the 
existing linear elastic material models. The time scale involved under blast loading 
conditions involves irreversible processes that require a more complete model of thermal 
mechanical reactions than that currently available. Of primary concern in the detonation 
and explosion interaction event as opposed to a crash event is the interaction of the blast 
shock wave with the target structure. 
 
 
1.2.3 Uncertainty Quantification 
Another important aspect of this work is the development of a methodology for 
design under uncertainty in blast mitigation. There is a significant need to apply existing 
and recently developed methods of design under uncertainty to the area of topography 
optimization for blast mitigation. Only recently have investigations into topography 
optimization employing stochastic methods emerged [23]. Of chief importance in the 
application of any design under uncertainty method is the quantification of uncertainties in 
performance as result of uncertain inputs. The quantification of how uncertainty propagates 
throughout the system is the general goal of such endeavors and is commonly referred to as 
uncertainty quantification (UQ) [28].  
 
The recent work of Chen and Lee has set out to examine the various methods of UQ 
and investigate the relative merits of each with respect to engineering test problems [28]. 
Their work divides the methods for UP into five general categories. The first category is 
composed of simulation based methods such as the Monte Carlo simulation [29, 30], and 
the adaptive sampling method [31]. The second category is made up of local-expansion 
based methods such as Taylor-series based expansion methods [30]. The third category is 
the most-probable point (MPP) based methods [32]. First order and second order reliability 
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based method are two well know method that fall into that category. The fourth category is 
composed of functional expansion based methods. In the past two decades, methods in this 
category such as the polynomial chaos expansion method (PCE) [33, 34], have been 
growing in application to the areas of uncertainty representations and stochastic mechanics 
[28]. The last category as described by Chen is the numerical integration based methods. In 
these methods, the first and second statistical moments are first calculated using by 
numerical integration and then probability density is approximated using empirical 
distribution.  
 
Due to the highly non-linear performance functions observed in blast loading 
optimization problems, some of these uncertainty propagation methods are ill-suited for 
application in this research. The Monte Carlo simulation method, as well as other 
simulation based methods, involves large amounts of function evaluations to achieve 
acceptable accuracy. When the method for function evaluation is rooted in finite element 
analysis as it is in blast mitigation optimization, those methods are overly computationally 
expensive. Local expansion based methods, such as the Taylor-series expansion method, 
are extremely sensitive to nonlinearity of the structural response, thus making them a poor 
choice of application [35]. While there have been applications of the PCE method recently 
to aleatory uncertainties, which are irreducible variabilities found in nature [33], this 
method has not been proven for the quantification of epistemic uncertainness which stem 
for a direct lack of data, as are studied in this research.  
 
The investigations in this thesis are focused on the application of two methods that 
full into the numerical integration based category. The univariate dimensional reduction 
method  (UDR) is based in the decomposition of a multi-dimensional function into sum of 
several one-dimensional functions [36, 37].  This method is well-suited for the problems at 
hand as it is fairly computationally efficient for problems involving few random inputs 
[38]. The second method under investigation here is the performance moment integration 
method (PMI) as proposed by Choi et al. for robust design optimization [35]. Similar to 
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UDR, this method is also a numerical integration technique, but the integration is 




The fundamental optimization problem to be analyzed in the design of a structure for 
blast mitigation is that of minimizing the kinetic energy transfer from the blast wave to the 
solid body. The goal of such efforts is to develop a system that could absorb a significant 
amount of the energy released in a blast event such that the underlying structure may be 
preserved. This thesis will focus on various design techniques for isotropic plate structures 
within the same design space, building on the efforts in topography optimization 
mentioned previously which aim to minimize the mass of the structure compliant to 
dynamic deflection constraints [23, 20, 21]. The first objective of this work is to 
investigate the design of lightweight structures under deterministic loading conditions and 
subject to the same objective function and constraints. The purpose of is to compare 
feasible design methodologies through the expansion of the problem dimension in order to 
reach the limits of performance. To this end, seven profiles are evaluated, each under the 
same loading and boundary conditions. 
 
The second objective of this research involves the application of uncertainty 
quantification methods recently proposed by Choi et al., Xu and Rahman [35, 36] to the 
design of lightweight structures under stochastic loading conditions. The methods under 
investigation are the univariate dimensional reduction method (UDR) and the performance 
moment integration method (PMI), both of which will be evaluated with a test problem and 
applied to the performance of plate structures under blast loading. This investigation will 
provide a basis for design under uncertainty methods which have previously been little 
applied to the design of lightweight structures for blast mitigation. The application of these 
uncertainty quantification methods to problems of design optimization under uncertainty is 




A summary of the objectives is as follows: 
 Development of a substantially-realized system for shape optimization of plate 
structures under deterministic blast loading conditions. This objective will involve the 
following tasks: 
 Generation of an integrated system of LS-DYNA finite element software 
and the Matlab optimization toolbox to solve blast mitigation optimization 
problems for the automated generation of lightweight structures. 
 Development of seven separate, progressively more complex design 
methods to investigate the effects an increase in design variables has on the 
performance results : 
 Flat Plate design 
 Pyramid profile design 
 Gaussian function design 
 Polynomial function design 
 Trigonometric function design 
 HCA topography design 
 Inverted profile design 
  
 Investigation and evaluation of recently proposed methods for uncertainty 
quantification for application in design under uncertainty problems for plates under 
blast loading 
 Mean-based univariate dimensional reduction (UDR) – evaluation of the 
method through experimentation with non-linear test problem and 
application to blast loading problem. 
 Performance moment integration (PMI) – evaluation of the method through 
experimentation with non-linear test problem and application to blast 
loading problem. 
 
 Through the application of uncertainty quantification methods described above, 
development and evaluation of design under uncertainty methodology for blast-
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resistant component design under stochastic loading conditions. This objective will 
involve the generation of methods and development of automated design software 
for the following design under uncertainty methods: 
 Reliability Based Design Optimization (RBDO) 
 Robust Design Optimization (RBO) 




This thesis illustrates the methods and results utilized in the generation of 
lightweight structures for blast mitigation under uncertainty. As was stated previously, the 
overall objective of this research is to make advances in structural design methods for the 
optimization of lightweight blast-mitigating systems, and the research is carried out 
incrementally in terms of primary research projects. 
 
The main body of this thesis is composed of five chapters, each of which provides 
the details of those research projects and any and all conclusions from the work. Chapter 1 
consists of the social and technical justification for the work, as well as the literature 
review and description of the primary objectives. Chapter 2 contains all information related 
to the methods used to carry out the deterministic design project: the general optimization 
problem, the algorithms used, FEA details, etc.  Correspondingly, Chapter 3 contains all 
methods utilized for the design under uncertainty portion of the research. Chapter 4, 
Numerical Models and Applications, contains results of the application of methodologies 
as well as discussion of the results and salient conclusions. The conclusion of the work, 
Chapter 5, contains all primary and secondary contributions of the research and 
recommendations for future endeavors. In addition, a brief appendix contains samples of 




2. DETERMINISTIC DESIGN METHODOLOGY 
 
 
2.1 Optimization Problem Definition 
In blast protection system design for vehicle applications, there are two primary 
performance measures of critical relevance: weight and cabin penetration. Weight is 
privileged as a key performance measure stemming from the need for lightweight, 
compact structures that can be fitted to existing vehicle designs without extensive re-
design of the frame or other vehicle systems.  The goal is to design light structures that do 
not adversely affect vehicle performance. Large deflections of the plate structure due to a 
blast event can cause penetration into the passenger cabin of the vehicle and result in 
occupant injury. In this way, cabin penetration can be seen as a means of quantifying the 
degree to which the blast energy has been mitigated; if the deflection of the plate 
structure post-blast exceeds a certain amount, the design is unsuccessful. In consideration 
of these performance measures, the objective function is formulated as the mass of the 
plate structure and is minimized subject to displacement constraints (cabin penetration) 
and design space limitations. The general optimization problem for deterministic cases 




subject	to ௖ܲሺࢊሻ െ ௖ܲ	௠௔௫ ൑ 0
ܵሺ࢞, ࢟, ࢠ, ࢊሻ ൌ 0
ࢊ௅ ൑ ࢊ ൑ ࢊ௎
 (2.1) 
where ࢊ ∈ Թ࢔ is the set of all design variables characterizing the shape and thickness of 
the plate, ܯሺࢊሻ	is the plate’s mass, ௖ܲሺࢊሻ is the penetration after the blast event with 
respect to datum plane, ௖ܲ	௠௔௫  is the maximum allowable value for penetration. The 
envelope constraint ܵሺ࢞, ࢟, ࢠ, ࢊሻ is a function of the nodal coordinates x, ࢟, and ࢠ. The
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 box constraint ࢊ௅  and ࢊ௎  are the lower and upper bounds for the design variables, 
respectively. The envelope constraint ܵ is progressively relaxed so the design space is 
expanded to contain more design variables. This allows increasing the performance 
design problem at expenses of more complex topographies.  
 
 
2.2 Geometrically Constrained Designs 
 This work is framed in the context of vehicle protection from blast events. Five 
envelope constraints are considered in this work, as given by Table 2.1 (next page). 
These envelope constraints define geometrically constrained designs whose shape is can 
be characterized through only a few design variables. A description of each geometrically 
constrained design along with a brief motivation for each is given here: 
 Flat Plate Design. This topography for flat plane is defined by the condition in which 
the all the ݖ െcoordinate values for every node is the same. This design is regarded as 
the baseline for comparison with each progressive candidate design. 
 Pyramid Profile Design. Methods of blast mitigating structure design have been 
evaluated extensively through experimental efforts in the development of lightweight 
V-shaped hulls, and have demonstrated that V-shaped designs can mitigate the effects 
of blast events [39]. The pyramid profile design is an improvement of the V-shape 
design used in concept designs, due to the fact that it is constrained on four sides.  
 Gaussian Function Design.  In the interest of creating more complex curves through 
minimal expansion of the design domain, a plate structure that takes on the shape of a 
Gaussian function of two variables is generated. Previous explorations of this shape 
demonstrated promising, yet inconclusive results [40].  
 Polynomial Function Design.  And Trigonometric Function Design.  Two 
additional design methodologies are examined which relax the problem further. In 
both the polynomial function and trigonometric function cases, a function of several 
variables is used to generate a complex curve. The plate design is achieved as a 
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2.3 Free Shape Designs 
As the number of design variables increases, so does the complexity of the 
analytical description of each design.  A large increase in the number of design variables 
makes the problem intractable in that an analytical solution for sensitivity has not been 
derived. In short, for traditional sensitivity-based design optimization, the cost of 
sensitivity limits the number of design variables.  In order to overcome those limitations, 
two alternative methods are examined which utilize a large design domain and rely on 
user input to avoid intractability. These free shape designs deal with the most relaxed 
problem, as there is no underlying analytical description of the shape: 
  
 Inverted Profile Design. There has been some interest in creating a plate that takes 
on an inversion of the topography of a flat plate after a blast event - largely inspired 
by the mathematical idea of the catenary curve, the idealized shape that a chain 
assumes under its own weight. The reasoning being that the complex blast pressure 
distribution would then determine the shape of the plate and influence the z-
coordinate at each node proportional to the magnitude of the loading. This approach 
has been utilized in the design of bridges as well as in the world of architectural 
design [41] [42].   
 HCA Topography Design. The Hybrid cellular automata method, or HCA, is an 
approach that allows us to handle many design variables.  In this approach, the field 
variable, in this case the nodal z-coordinate, is driven toward a pre-determined set 
point. HCA methods have been used in the past by Goetz and Tovar to develop two-
material topologies for blast mitigation [22] , but there is a need to demonstrate the 









2.4 Finite Element Analysis 
 
 
2.4.1 Explicit FEA using LS-DYNA 
Consider the system of 2nd order differential equations that govern a discretized 
structure 
 ࡹ࢞ሷ ሺݐሻ ൅ ࡯࢞ሶ ሺݐሻ ൅ ࡷ࢞ሺݐሻ ൌ ࡲሺݐሻ (2.2) 
where ࡹ is the mass matrix, ࡯ is the damping matrix, ࡷ is the stiffness matrix and ࢞ሷ ሺݐሻ, 
࢞ሶ ሺݐሻ, ࢞ሺݐሻ are the vectors of acceleration, velocity, and displacement (respectively) for 
the nodal locations at any given time ݐ. ࡲሺݐሻ is the vector of external forces applied to the 
structure. Solving for acceleration, equation (2.2) becomes 
 ࢞ሷ ሺݐሻ ൌ ࡹିଵ ൫ࡲሺݐሻ ൅ ࡲ࢙ሺݐሻ൯ (2.3) 
where ࡲ࢙ሺݐሻ is the vector of internal structural forces. In blast simulations, which concern 
highly nonlinear dynamic analysis, quasi-static assumptions for inertia effects are not 
fulfilled due to the fact that the dynamic problem involves loads and responses that vary 
with time and the duration of loads are small [43]. One method for solving such highly 
non-linear problems is to use an explicit finite element method.   
 
The terms implicit and explicit refer to time integration algorithms. An Explicit 
FEA analysis utilizes an incremental procedure to solve for nodal dynamics.  At the end 
of each increment, it updates the stiffness matrix based on geometry changes (if 
applicable) and material changes (if applicable).  Then a new stiffness matrix is 
constructed and the next increment of load (or displacement) is applied to the system.  
The purpose for this explicit approach is that if the increments are small enough, then the 
results will be accurate.  One problem with this method is that the time increment must be 
very small for a high level of accuracy and thus the simulation can be extremely 
computationally expensive.  If the time increment is too large, the solution tends to drift 
from the correct solution. In blast simulations, the load conditions are dynamic and the 
total duration of the simulation is often very small, approximately 0.005 seconds, so an 
explicit solver is a sound choice.  
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This research uses the LS-DYNA explicit solver for all nonlinear finite element 
analysis. For solving systems of differential equations such as (2.2), LS-DYNA utilizes a 
modification of the central difference method for time integration as an explicit method 
[44]. For nonlinear dynamic problems the initial conditions for position and velocity must 
be known. Once the initial conditions are defined, LS-DYNA obtains the nodal velocities 
and accelerations at the next time increment from the following equations: 
 ࢞ሶ ሺݐሻ ൌ 12Δݐ ൫࢞ሺݐ ൅ 1ሻ െ ࢞ሺݐ െ 1ሻ൯ (2.4) 
 ࢞ሷ ሺݐሻ ൌ 1ሺΔݐሻଶ ൫࢞ሺݐ ൅ 1ሻ െ 2࢞ሺݐሻ ൅ ࢞ሺݐ െ 1ሻ൯ (2.5) 
where Δݐ  is the time increment. The accelerations are integrated over time using the 
central difference rule. Subsequently, the velocities are integrated through time and added 
to the initial displacement to generate new displacement values. Dynamic equilibrium is 
then satisfied at the beginning of the time increment and the accelerations for the next 
increment are known.  In order to initialize the time integration, LS-DYNA uses the 
following equation to update displacement 
 ࢞ሺݐ െ 1ሻ ൌ ࢞଴ െ Δݐ࢞ሶ ଴ ൅ Δݐ
ଶ
2 ࢞ሷ ଴ 
 
(2.6) 
where ࢞଴ and ࢞ሶ ଴ are the initial conditions at time ݐ ൌ 0 [45]. 
 
Stability requires that the time increment be smaller than the highest frequency of 
the system [44]. LS-DYNA determines the time increment based on the smallest element 
in the structure excluding any rigid elements that do not deform. The time increment can 
be roughly estimated by  
 Δݐ ൌ 0.9 ݈ܿ (2.7) 
where ݈ is the smallest element dimension and ܿ is the speed of sound in the material 
[44]. In this research, the time increment varies due to the use of different mesh 
discretization, but in general the time increment used by the explicit solver is on the order 
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The surface charge is intended to approach the conditions associated with the blast 
produced by a mine or other road-side improvised explosive device; however, there are 
limitations to this model. There are a number of factors which can have a significant 
effect on the energy released by the explosion which are not taken into account by the 
CONWEP blast model. These factors include: burial depth, surface material (soil, sand, 
etc.), and atmospheric moisture conditions [49]. Thus, the accuracy of the hemispherical 
charge, without the modeling of the immediate environment and without accounting for 
fluid-structure interaction is in question. In addition, there has been shape optimization 
work on isotropic plate structures conducted using air blast loading as the preferred 
loading case [21] [19]. For these reasons, the air blast option is chosen for this research 
and is used consistently for all cases throughout. Future research will include full fluid 
modeling and hemispherical charges that can account for reflected waves and other 
ground effects.  
 
 
2.5 Optimization Algorithm 
There are two primary algorithms used throughout this research for the purpose of 
solving the optimization problems. The first and most extensively used here is sequential 
quadratic programming (SQP), specifically the active-set based quadratic programming 
algorithm. The second optimization algorithm used here is the hybrid cellular automata 
method, developed for application to continuum structures [51].  The development of this 
optimization method was inspired by the biological process of bone remodeling.  
  
 
2.5.1 Constrained Optimization 










where ݂ሺ࢞ሻ is the objective function1 and ܩ௜ሺ࢞ሻ is the set of equality constraints and 
ܩ௝ሺ࢞ሻ is the set of inequality constraints. In constrained optimization, the general aim is 
to transform the problem into an easier sub-problem that can then be solved and used as 
the basis of an iterative process. Current methods for solving this type of problem have 
focused on the solution of the Karush-Kuhn-Tucker (KKT) equations [52]. The KKT 
equations are necessary conditions for optimality for a constrained optimization problem. 
If the problem is a so-called convex programming problem, that is, ݂ሺ࢞ሻ, and ܩ௜ሺ࢞ሻ, and 
ܩ௝ሺ࢞ሻ are convex functions, then the KKT equations are both necessary and sufficient for 
a global solution point. 
 
Given the problem description in (2.9) the principal idea behind the KKT 
equations is rooted in the Lagrangian function 






where ߣ௜ are the Lagrange multipliers associated with the equality constraints and ߤ௝ are 
the Lagrange multipliers associated with the inequality constraints. If we assume that ࢞∗ 
is a regular point, then ࢞∗  is a minimum of ݂ሺ࢞ሻ only if the conditions given by the 
following equations are satisfied: 
 ׏ ܮሺ࢞∗, ࣅ, ࣆሻ ൌ ૙ (2.11) 
 ߣ௜ ∙ ܩ௜ሺ࢞∗ሻ ൌ 0  (2.12) 
 ߣ௜ ൒ 0  (2.13) 
 ܩ௜ሺ࢞∗ሻ ൑ 0  (2.14) 
                                                 
1 Note: for the remainder of section 2.5, the symbol ࢞ refers only to a generic vector of variables used to 
demonstrate the method of constrained optimization. It does not refer to the vector of nodal x-coordinates 
as in previous sections.  
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 ܩ௝ሺ࢞∗ሻ ൌ 0 . (2.15) 
Note that only the Lagrange multipliers ߣ௜ associated with the inequality constraints are 
restricted in sign; The Lagrange multipliers associated with the equality constraints can 
be positive or negative [53]. 
 
The solution of the KKT equations forms the basis to many nonlinear 
programming algorithms. These algorithms attempt to compute the Lagrange multipliers 
directly. Constrained quasi-Newton methods, such as the Davison-Fletcher-Powell 
method or the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, guarantee super-
linear convergence by accumulating second-order information regarding the KKT 
equations using a quasi-Newton updating procedure. These methods are commonly 
referred to as Sequential Quadratic Programming (SQP) methods, since a Quadratic 
Programming (QP) sub-problem is solved at each major iteration. 
 
 
2.5.2 Sequential Quadratic Programming (SQP) 
SQP methods represent the state of the art in nonlinear programming methods. 
Based largely on the contributions of Biggs [54], Han [55], and Powell [56, 57], the 
method allows you to closely mimic Newton's method for constrained optimization just 
as is done for unconstrained optimization. At the execution of each global iteration, an 
approximation is made of the Hessian of the Lagrangian function using the quasi-Newton 
BFGS updating method. This is then used to generate a QP sub-problem whose solution 
is used to form a search direction for a line search procedure. An overview of the general 
SQP method is stated here. 
 
Step 1: Approximation of Hessian Matrix - At each global iteration a positive 
definite quasi-Newton approximation of the Hessian of the Lagrangian function, H, is 




Step 2: Quadratic Programming Solution - Given the problem description in (2.9) 
the principal idea is the formulation of a QP sub-problem based on a quadratic 
approximation of the Lagrangian function given by equation (2.10). The quadratic 





s. t. ׏ܩ௜ሺ࢞࢑ሻࢀ࢘ ൅ ܩ௜ሺ࢞࢑ሻ ൌ 0
׏ܩ௝ሺ࢞࢑ሻࢀ࢘ ൅ ܩ௝ሺ࢞࢑ሻ ൑ 0
 (2.16) 
where the matrix  ࡴ௞  is a positive definite approximation of the Hessian matrix of the 
Lagrangian function, and ࢘ is the search direction. This sub-problem can be solved using 
any QP algorithm. The solution is used to form a new iterate 
 ࢞௞ାଵ ൌ ࢞௞ ൅ ߙ௞࢘௞  (2.17) 
The step length parameter ߙ௞ is determined by an appropriate line search procedure so 
that a sufficient decrease in a merit function is obtained.  
 
 
2.5.3 Active-set Search Algorithm 
As is stated above, at each global iteration of the SQP method, a QP problem is 
solved. The method for solving this QP problem is commonly the differentiating factor 
between SQP algorithms. This research uses an active-set algorithm to solve QP 




s. t. ܣ௜࢘ ൌ ܾ௜
ܣ௝࢘ ൑ ௝ܾ
 (2.18) 
where  ܣ௜  refers  to the ith row of the matrix ܣ. The solution procedure involves two 
phases. The first phase involves the calculation of a feasible point. If a feasible point 
exists, the second phase involves the generation of a local iterative sequence of feasible 
points that converge to the solution. In this method, an active set, ܣ௞, is maintained that is 
an estimate of the active constraints at the solution point, or those that are on the 
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constraint boundaries. ܣ௞ is updated at each iteration k, and this is used to form a basis 
for a search direction ࢘௞ . Equality constraints always remain in the active set ܣ௞. The 
notation for the local variable ࢘௞   is used here to distinguish it from ࢘  in the global 
iterations of the SQP method. The search direction	࢘௞  is calculated and minimizes the 
objective function while remaining on any active constraint boundaries. The feasible 
subspace for ࢘௞  is formed from a basis ܼ௞  whose columns are orthogonal to the estimate 
of the active set ܣ௞ of the form 
 ܣ௞ܼ௞ ൌ 0 .  (2.19) 
Thus a search direction, which is formed from a linear summation of any combination of 
the columns of ܼ௞, is guaranteed to remain on the boundaries of the active constraints. 
 
This SQP active set algorithm can be implemented using Matlab’s optimization 
toolbox and the fmincon function. This function can be fully customized in terms of 
objective function, equality and inequality constraints, and optimization algorithm. 
Although the default algorithm used by the fmincon function is a trust-region algorithm, 
this method requires a numerical formulation of the gradient, which is not feasible for the 
highly non-linear performance functions experienced in blast loading. Thus the active-set 
algorithm is chosen as a solution procedure [52].  
 
 
2.5.4 Hybrid Cellular Automata  
The hybrid cellular automaton (HCA) algorithm is a structural design 
methodology inspired by the biological process of bone adaptation [58, 59]. This 
methodology assumes that cellular automata (CAs) form a structure or design domain, 
and sensors and actuators within the CAs activate local formation and resorption of 
material. With a proper control strategy, this process drives the overall structure to an 
optimal topography by updating the nodal locations. Using distributed controlled rules, 










ݐ௠௜௡ ൑ ݐ௜ ൑ ݐ௠௔௫
ࡾ ൌ ૙
 (2.20)
where ߤ is the Lagrange multiplier associated with the mass constraint. In (2.20) ܯܲܧ∗ is 
the target value to be achieved by every element in the structure. This target is a function 
of the thickness distribution ࢚ and ߤ. In order to preserve a consistent topology design 
that is independent of the number of cells, an effective element mutual potential energy 
ܯܲܧప෫  defined as a function of the cell’s neighborhood size, 
 ܯܲܧప෫ ൌ
∑ ܯܲܧ௜௝∈ே೔
| ௜ܰ|  (2.21)
where ௜ܰ is the neighborhood of the ݅-th cell defined by 
 ௜ܰ ൌ ሼ݆: ݀ሺ݅, ݆ሻ ൑ ݎሽ (2.22)
and ݀ሺ݅, ݆ሻ denotes the distance between the ݅-th and the ݆-th cells. The neighborhood 
layout depends on the distance ݎ referred to as the range of the neighborhood. Figure 2.5 
shows the CA neighborhood layouts for different ranges.   
 
 
Empty von Neumann Moore Radial 
Figure 2.5 CA neighborhood layouts for different ranges  
 
The iterative approach may be achieved using a control-based algorithm [60, 61] 
or a ratio approach [62]. The specific application of this algorithm to the plate structure 
topography problem and the control rules used to govern its execution are addressed in 






Metamodelling involves the generation of one (or possible more) levels of 
abstraction from an existing analytical model; Just as a model is an abstraction from some 
phenomena or object in the real world, a metamodel is an abstract representation of the 
existing model [63].  This research explores the implementation of radial basis function 
networks as a metamodelling technique. It is the intention that the radial basis function 
network tools can be used to approximate the response of the system normally calculated 
be means of FEA simulation, and therefor improve computational efficiency.   
 
Radial basis function networks are a type of artificial neural network. An artificial 
neural network, inspired by the neurobiological workings of the brain, is composed of an 
interconnected group of artificial neurons. The network processes information as a 
relation of connections between these neurons, often referred to as the connectionist 
approach to computation [64]. A radial basis function (RBF) is simply a function whose 
value is based on the distance from the origin. In turn, a radial basis network is a neural 
network that uses RBF functions as the method of neural approximations [65].  
 
A radial basis function network, as shown in Figure 2.6, has three layers: an input 
layer, a hidden layer containing RBF functions, and an output layer. The input layer can 
be modeled as vector of real numbers ࢏	 ∈ 	Թ௡ and the output is a scalar function of the 
input vector ߮ ∶ 	Թ௡ 	→ 	Թ. The hidden layer, which contains the RBF functions, is used 
to approximate the output function expressed as 




where ܰ  is the number of neurons, ܿ௜  is the center vector for neuron ݅ , and ܽ௜  is the 
weight of neuron ݅ in the linear output neuron [65]. The values for ܿ௜ and ܽ௜ are chosen 
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Design under uncertainty refers to the broad field of design methods that take into 
account the stochastic nature of the design variables and other input parameters. In 
deterministic design methods such as those described in Chapter 2, the loading, material 
properties, and environmental conditions of the design process are considered to have 
singular, deterministic values. In design under uncertainty, some or perhaps all of those 
parameters are assumed to have random behavior, and can be analyzed using probability 
theory.  
 
We can characterize all of the design problems discussed herein as black box type 
problems, that is they can be defined in terms of their inputs and outputs without 
knowledge of their internal workings, as in Figure 3.1. All of the input and output 
parameters can be classified into one of four general categories: Signal factors, which act 
as targets for the design, Control factors, which represent design variables over which the 
designer has control, Noise factors, which are uncontrollable factors associated with 
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introduction of random inputs. The potentially endless possibilities of engineering 
problems which can exist inside a black box have resulted in the formulation of many 
different methods for uncertainty quantification. The appropriate method can be chosen 
based on a number of factors including the level of accuracy required, the computational 
cost, and the degree on non-linearity of the design problem [67]. Some examples of 
common uncertainty propagation methods are simulation based methods such as the 
Monte Carlo simulation [68], most-probable point methods such as FORM and SORM 
[69], and numerical integration based methods [36, 35].  
 
Due to the highly non-linear problems associated with the response to blast 
loading, the two methods for uncertainty quantification used here fall under the numerical 
integration based category. Numerical integration based methods first approximate the 
statistical moments of the response and then the probability density function can be 
approximated using empirical distribution systems [67]. The univariate dimensional 
reduction method (UDR) as proposed by Rahman and Xu [36, 37] decomposes the 
performance function into the sum of several univariate functions, which can become 
costly when the number of random variables is large. The performance moment 
integration (PMI) method [35] makes use of numerical integration on the output space of 
the performance function and therefor requires few quadrature points to approximate the 
statistical moments regardless of the number of random variables, but it does require the 
solution of addition inverse reliability problems to determine the terms for integration 
[38].  
 
The end result of both uncertainty quantification methods is the approximation of 
the first two ordinary statistical moments of the system response, mean and variance, 
which can be used to characterize the probability distribution of system performance. 
This probabilistic information can be used to develop new designs that incorporate 
uncertainty and in turn increase confidence in product performance. Robust design 
optimization (RDO) refers to a category of design under uncertainty methods whose goal 
is to reduce the sensitivity of the product with respect to variation of the random or 
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otherwise uncontrollable input factors [70]. Reliability-based design optimization 
(RBDO) refers to a class of methods which aim to increase the confidence in a design 
with respect to user-defined failure criteria [71, 72]. Both of the above mentioned 
methodologies use probabilistic information about the system response to generate higher 
performance designs, and have been integrated into an additional methodology; 
Reliability-based robust design optimization (RBRDO) is a hybridization which 
combines RDO and RBDO to achieve multiple goals simultaneously [38, 35].  
 
 
3.2 Univariate Dimensional Reduction (UDR) 
The univariate dimensional reduction method is based in the decomposition of a 
multi-dimensional function into sum of several one-dimensional functions. Consider the 
decomposition of the performance function ݃ሺࢄሻ as shown: 




where ߤ௜  is the mean value of the random variable ௜ܺ , ݃ሺߤଵ, … , ௜ܺ, … ߤேሻ is a random 
response that depends on the ݅th random variable, and N is the total number of random 
variables. It can be demonstrated that a Taylor series expansion of the approximation 
function ො݃ሺࢄሻ contains all of the single variable terms of the Taylor series of ݃ሺࢄሻ, 
which means that the approximation error is due only to the terms with two or more 
variables. A demonstration of the Taylor series expansion of the univariate 
approximation, complete with determination of the residual error can be found in Xu and 
Rahman [36]. 
  
This univariate decomposition can be applied to the multi-dimensional integral for 
moment calculation given as  








where ௫݂ሺࢄሻ  is the joint probability density function of ࢄ , and ܧ is the expectation 
operator. According to the moment based integration rule [36], which is similar to 
Gaussian quadrature techniques for numerical integration, the statistical moments of a 
function can be obtained through the numerical approximation of (3.2) expressed by the 
following: 




where ݓ௜ are the weights associated with the quadrature and ݔ௜ are the quadrature points. 
If the probability density function (PDF) of the random input variables are known, for 
example standard normal distribution, then the weights and quadrature points can be 
found via the moment based quadrature rule (MBIR) [73]. Similar to Gaussian 
quadrature, the degree of precision is 2n – 1. Therefor for highly nonlinear functions, 
more quadrature points will result in a higher accuracy of approximation.  
  
Through the combination of Equations (3.1), (3.2) , and (3.3) the mean and 
variance of the performance function can be expressed as  
 
ߤீ ൌ ܧሾ݃ሺࢄሻሿ
















where n is the number of quadrature points and N is the number of random variables. It 
can be understood from the above equations that the UDR method involves a double 
approximation to calculate the statistical moments: the first approximation which 
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decomposes the function into the sum of several univariate functions, and a second to 
approximate the multi-dimensional integral for moment calculation.  Due to highly 
nonlinear performance functions observed in the investigation of blast loading of plates, 
five quadrature points are used for all approximations as shown in Table 3.1. 
 
Table 3.1 MBIR Quadrature Points and Weights 
MBIR Quadrature Points, ࢞࢏ Weights, ࢝࢏ 
± 2.856970 0.011257 
± 1.355626 0.222076 
0.0 0.533333 
 
The computational efficiency of this method is dependent on the number of random 
variables and the number of quadrature points used in the approximation. Generally 
speaking, assuming symmetric distribution of the random variables, the number of 
function evaluations of ݃ሺࢄሻ necessary for the approximation of the first two statistical 
moments is  
 No.		of function evaluations ൌ ݊ܰ ൅ 1 (3.6) 
where n is the number of quadrature points and N is the number of random variables. 
 
 
3.3 Performance Moment Integration (PMI)  
An additional method for calculating the statistical moments of the performance 
function ݃ሺࢄሻ  called performance moment integration (PMI) has been developed 
recently  to handle functions with a relatively large number of random variables [35].  
Similar to UDR, this method is also a numerical integration technique, but the integration 
is performed on the output domain as opposed to the input domain. This requires a 
transformation from the original X-space of the function ݃ሺࢄሻ to standard normal U-
space.  By Rosenblatt transformation [74], if we consider a vector of random variables	ܺ, 
where the cumulative distribution function (CDF) is denoted as ܨ௫ሺࢄሻ, we can define a 
transformation from X-space to U-space as: 
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ݑଵ ൌ Φିଵሾ ܨ௫ଵሺ ଵܺሻሿ
ݑଵ ൌ Φିଵሾ ܨ௫ଶሺܺଶ| ଵܺሻሿ⋮
ݑଵ ൌ Φିଵሾ ܨ௫ேሺܺே| ଵܺ, ܺଶ, … , ܺேିଵሻሿ
 (3.7) 
where N is the dimension of the vector or random variables and 
ܨ௫ேሺܺே|	 ଵܺ, ܺଶ, … , ܺேିଵሻ is the conditional CDF stated as 
 ܨ௫ேሺܺே|	 ଵܺ, ܺଶ, … , ܺேିଵሻ ൌ
׬ ௫݂భ௫మ…௫ಿሺݔଵ, … , ݔேିଵ, ߦሻ݀ߦ௫೔ିஶ
௫݂భ௫మ…௫ಿሺݔଵ, … , ݔேିଵሻ
 (3.8) 
	and Φሺ∙ሻ is the standard normal operator stated as 







An inverse transformation can be obtained from (3.7) as well. When the random vector ࢄ 
is independent such that the joint PDF is given as the product of marginal PDFs as 




then the Rosenblatt transformation and its inverse can be simplified as  
 ݑ௜ ൌ Φିଵሾ ܨ௫ሺݔ௜ሻሿ (3.11) 
and  
 ݔ௜ ൌ ܨ௫ି ଵሾΦሺݑሻሿ (3.12) 
where ܨ௫ሺݔ௜ሻ  are the marginal CDFs. For random variables which are normally 
distributed the transformation is 
 ܺ ൌ ߤ ൅ ߪܷ  (3.13) 
where ߤ is the mean and ߪ is the standard deviation. 
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By means of this transformation we can map a function into independent normal 
U-space as shown in Figure 3.3, and perform the numerical integration in the output 
domain. The figure shows a function of two random variables both having the 
characteristics of being normal, i.e. ࢄ	 ∈ ܰሾ5,1ሿ, displayed in X-space and then mapped 
to U-space. In normal U-space, the origin is the location where both random variables are 
at their mean values. The concentric rings in the U-space representation indicate loci of 
points where the probability of the function value occurring is equal. 
 
Figure 3.3 A function of two variables in standard X-space (left) mapped to normal U-
space (right) 
 Using this transformation, the multi-dimensional integral for moment calculation 
can be re-written as  
 













which is then rewritten in terms of its output distribution  











where ݂ீ ሺ݃ሻ  is the PDF of the output performance function ݃ሺࢄሻ . The CDF of the 
performance function can then be expressed in terms of the standard normal CDF using 
the transformation as provided by Lee [75]: 
 ீܨ ሺ݃ሻ ൌ Φሺݐሻ (3.16) 
where t is the distance from the origin in U-space to the point of interest, as shown in 
Figure 3.4.  
 
Figure 3.4 U-space representation displaying the vector t 
Combining (3.15) and (3.16), we can reduce the multivariable integration to 
single variable integration of the following form 




Applying the same quadrature-type approximation to the above equation as was stated in 
equation (3.3), we can obtain three-point integration. Three points is considered the 
minimum needed to maintain good accuracy in integrating the first two statistical 
moments [76]. Since the distribution in U-space is normal we can use values of ݔ ൌ




଺ቅ  for the quadrature points and the weights 













ߪଶீ ൌ ܧሾ݃ଶሺࢄሻሿ 
≅ 16 ൫݃ஒୀି√ଷ൯
ଶ ൅ 46 ݃
ଶሺߤ௫ሻ ൅ 16 ൫݃ஒୀା√ଷ൯
ଶ െ ߤଶீ  (3.19) 
The numerical value for  ݃ሺߤ௫ሻ is simply the value of the performance function evaluated 
at the mean values of all random variables. The values of the points ݃୺ୀି√ଷ  and 
݃୺ୀା√ଷmust be obtained via inverse reliability analysis of the function in U-space [76] by 




s. t. ‖࢛‖ ൌ √3
. (3.20) 
 
The optimum result of this problem is the value for ݃ஒୀି√ଷ. Similarly, the value 
for ݃ஒୀା√ଷ  can be found by maximizing ݃ሺ࢛ሻ  in equation (3.20). Unlike the UDR 
method, the number of quadrature points for PMI does not increase with the number of 
random variables, but instead stays constant since the integration is performed in the 
output space. The cost of the PMI method comes from the number of function 
evaluations necessary to solve the optimization problem stated in equation (3.20) to find 
the values for  ݃ஒୀି√ଷ and ݃ஒୀା√ଷ.  
 
Due to the highly nonlinear performance functions involved in this research, it 
would be far too computationally expensive to solve equation (3.20) by sequential 
quadratic programming methods that rely solely on finite element simulation. This 
approach would in effect create a double-loop that would negate any computational 
savings gained through the use of the PMI method. Alternatively, this research utilizes 
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the RBF network metamodelling method as described in Chapter 2 to solve equation 
(3.20) for the quadrature values.  
 
 
3.4 Robust Design Optimization (RDO) 
As was stated in Chapter 2, this research considers two performance metrics for the 
design of lightweight structures: structure mass and dynamic structural deflection. 
Dynamic deflection in the deterministic case investigations is defined in terms of cabin 
penetration: a maximum allowable amount of deflection is utilized as an inequality 
constraint in the optimization problem. The fundamental goal of all robust design 
optimization is to minimize variations in performance caused by variations in random 
inputs without eliminating the causes themselves [77]. In order to implement a basic 
robust design method, this research makes use of the protection response (penetration) 




subject to ௖ܲሺࢊሻ െ ௖ܲ	௠௔௫ ൑ 0
 (3.21) 
where ࢊ ∈ Թ࢔ is the set of all design variables characterizing the shape and thickness of 
the plate, ࢄ is the set of all random variables which could be of several distributions 
(normal, uniform, Gumbel, etc.), ௖ܲሺࢊሻ  is the penetration after the blast event with 
respect to datum plane, ௖ܲ	௠௔௫ is the maximum allowable value for penetration. The term 
ߪ௉ଶሺࢊ, ࢄሻ is the variance of the protection performance (maximum plate deflection) and is 
a function of both the design variables and the random variables.  
  
This problem can be optimized by means of the SQP active-set optimization 
method as described in Chapter 2. To carry out the optimization procedure, the statistical 
moments ߤ௉ and ߪ௉ଶ must be calculated at each iteration of the process. In addition, the 
sensitivities of the statistical moments with respect to the vector of design variables, ࢊ, 
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due to the fact the fact that ௫݂ሺࢄሻ is often highly non-linear in practical engineering 
examples. One solution to this problem in the past has been to employ a first order 
reliability method (FORM) or a second order reliability method (SORM) [78]. These 
methods are most-probable point (MPP) methods which have been developed extensively 
over the past thirty years [32]. To approximate the integral by these methods, the MPP is 
utilized to generate the cumulative distribution function (CDF) of a system output by 
evaluating probability estimates at various states across the range of output performance 
[72].  
  
In contrast, this research calculates the integral through approximation of the 
statistical moments of the performance function followed by direct integration. First, the 
low-order moments of the protection performance function,  ߤ௉ and ߪ௉ଶ, are approximated 
via the uncertainty quantification methods described above. Assuming the distribution of 
the protection performance to be normal, we can then approximate the probability of 
failure against the failure criterion ௖ܲ	௠௔௫ as 
 ܲሾ ௖ܲሺࢊ, ࢄሻ ൐ ௖ܲ	௠௔௫ሿ ≅ න 1ඥ2ߨߪ௉ଶ






by replacing the joint probability distribution function in (3.22) with the normal 
continuous probability distribution.  
 
If some standard for probability of failure ௙்ܲ  is introduced, for example if the 
designer chooses that only a 5% probability of failure is acceptable, then the equation for 





subject to ܲሾ ௖ܲሺࢊ, ࢄሻ ൐ ௖ܲ ௠௔௫ሿ ൑ ௙்ܲ
 (3.24) 
where ࢊ ∈ Թ࢔ is the set of all design variables, ܯሺ݀ሻ is the mass of the structure and 
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respect to random inputs as in robust design optimization, while including the failure 
constraints that are the hallmark of reliability-based design. 
 
Characterization of the cost function ܨ஼ሺࢊ, ߤ௉	 	, ߪ௉ଶሻ has a substantial impact on the 
outcome of the optimization, and there various ways that the cost function may be 
formulated [35]. In the context of design of lightweight structures for blast mitigation, 
two different cost function formulations are investigated. The first formulation is based 
on the “nominal-the-best” type as proposed by Chandra and found in the works of Choi 
and Lee [79] [75]: 
 ܨ஼ሺࢊ, ߤ௉	 	, ߪ௉ଶሻ ൌ ݓଵ ቆ ߤ௉ െ ߤ்ߤ௉଴ െ ߤ்
ቇ
ଶ




where ߤ் is the target nominal value for the mean of the performance function, and ݓଵ 
and ݓଶ  are the weights to be chosen by the designer. To reduce the dimensionality 
problem of the two terms, each is divided by an initial value ߤ௉଴ and ߪ௉଴. The value of 
the cost function is dependent on terms associated with both the mean ߤ௉ and variance ߪ௉ 
of the performance function, thus it is a bi-objective problem. The optimum value of this 
bi-objective problem is heavily dependent on the weights of each term; Variation of the 
weight values is investigated in the numerical applications section of this thesis.  The 
second cost function investigated is based on a formulation used for optimum design for 
crashworthiness by Lee et al.  [38] given as 






where ܯሺࢊሻ  is the mass of the structure and ܯ଴ሺࢊ଴ሻ  is the mass of the structure 
calculated as a function of the initial design variable values.  
 
To carry out the optimization procedure, the statistical moments ߤ௉ and ߪ௉ଶ must 
be calculated at each iteration of the process. The sensitivity of the cost function with 
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 passenger cabin. This distance allows for some penetration below the datum plane 
without penetrating the cabin. 
 
In order to privilege the display of the optimized plate designs, the full design 
domain has been modeled from beneath or “upside down” orientation, resulting in a 1 m 
by 1 m by 0.15 m three-dimensional space with the datum plane distance ߜ from the 
bottom plane as shown in Figure 4.2. For this orientation, a node is considered to 
penetrate the cabin if its nodal ݖ െcoordinate is less than െ0.03 m.  
 
Figure 4.2 Full design domain representation with datum plane (z = 0) shown 
The penetration it is taken as the z-displacement relative to the initial position. 
The thickness of the plate, c, is computed as the sum of the distance between the through-
integration points for the shell elements. For all models, shell elements with five through 
thickness integration points are used. In some design candidate cases, the nodal locations 
are determined as a function of additional design parameters. Additional design 
parameters are shown on a case-by-case basis below. 
 
While the majority of the design methods examined here make use of the full 
design domain, there are two exceptions.  The design methods that are based in the 
generation of a surface of revolution, i.e. the polynomial function design and the 
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insensitive to mesh refinement.  In order to preserve computational efficiency, the plate 
was modeled with a coarse mesh grid of 26 by 26 nodes, for a total of 625 elements, as 
shown in Figure 4.4.  In the case of the trigonometric function design method, the 
topography of the plate takes on very complex and small curvature, which requires a finer 
mesh discretization. For that design methodology, a similar plate with plate was modeled 
with a mesh grid of 201 by 201 nodes, for a total of 40,000 elements. 
 
 
Figure 4.4 Baseline design 26 x 26 node plate 
 
The plate is modeled as A36 type structural steel with linear elastic-plastic 
behavior – LS-DYNA input card *MAT_PIECEWISE_LINEAR_PLACTICITY.  The 
following material properties are used in each design case: mass density 7800 kg/m3, 




4.1.3 Loading Conditions and Time Considerations 
The loading conditions were applied using the ConWep BLAST_ENHANCED 
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For a given surface divided into ܰ parallelogram elements, the surface area can be 
described as in (4.2) where a new set of vectors is generated for each element (k) based 
on nodal coordinate information. 
 ܣ	 ≅ 	෍ 12ฮ ݒଵ





Mass calculations based on this method of approximating surface area were compared to 
the mass results generated by the LS-DYNA internal method and were found to be within 
± 1% in nearly all cases. 
 
 
4.2 Deterministic Designs – Full Design Domain 
Including the baseline design, five design candidates which utilize the full design 
domain are generated. These five methods are developed using the optimization problem 
as described in the proceeding sections, except the HCA topography design methodology 
which makes use of a controls-based algorithm to find the optimum shape.  All other 
benchmark candidate optimization problems are solved using an active set algorithm.  
The non-linear programming algorithm is described by Powell [56] and incorporated in 
Matlab. Regardless of the optimization technique, all of the design methods in this 
section make use of the full design domain as shown in Figure 4.7. 
 
Figure 4.7 Full design domain 
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The full design domain methods are presented here in order of the number of 
design variables each uses to generate complete plate topography. In other words, the 
method are presented in order of dimension of the vector of design variable, ࢊ. As the 
number of design variables increases, so does the complexity of the analytical description 
of each design.  A large increase in the number of design variables makes the problem 
intractable in that an analytical solution for sensitivity has not been derived. In short, for 
traditional sensitivity-based design optimization, the cost of sensitivity limits the number 
of design variables.  In order to overcome those limitations, two alternative methods are 
examined which utilize a large design domain and rely on user input to avoid 
intractability. These free shape designs deal with the most relaxed problem, as there is no 
underlying analytical description of the shape.  
 
 
4.2.1 Flat Plate Design 
The baseline for all candidate design comparisons is a plate in which all nodal 
locations are initially zero. The objective function is a single variable function in which 
only the thickness ܿ  of the plate is varied until the constraints are satisfied. The 
optimization problem for the flat plate candidate design is: 
 
find ܿ
minimize ܯሺܿሻ ൌ ߩ ܣ ܿ
subject	to ௖ܲሺܿሻ െ ௖ܲ	௠௔௫ ൑ 0
ࢠ ൌ ૙
7.5 mm ൑ ܿ ൑ 50 mm
 (4.3) 
The thickness of the plate is computed as constant at every node. Initial ݖ-coordinate 
values are uniform for the initial surface, i.e., all pre-blast nodal locations ࢠ ൌ ૙. The 
௖ܲ	௠௔௫  value allows the plate to deflect a small amount while still satisfying the 
constraints, but the optimized design exhibits a relatively large increase in mass in order 
to absorb the blast wave while ensuring that the deflection constraint is satisfied. This 
result illustrates the problem associated with the up-armoring of vehicles using only 
thick, flat plate structures: the large increase in vehicle mass associated with ensuring an 
appropriate level of protection is often enough to cause other vehicle-performance issues. 
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The mass characteristics of all proceeding designs are compared to this result as a 
measure of design performance. The results of the active set method optimization are 
thickness ܿ ൌ 29.2 mm with a corresponding mass ܯ ൌ 226.4 kg. 
 
 
4.2.2 Pyramid Profile Design 
There are well-documented studies that demonstrate the ability of v-shaped plate 
structures to deflect/absorb the energy from a blast event. This candidate design is meant 
to emulate that V-shaped profile in rendering a symmetric pyramidal design for 
optimization.  As the base of the pyramid is fixed at all constrained nodes, the analytical 
description for the plate structure is a function of the height of the structure. The number 
of design variables for this method is increased to two: the height of the structure and the 
thickness of the plate are optimized. After the profile generation procedure, the plate 
takes on a pyramid profile where the height ݄ and thickness ܿ of the plate are allowed to 
vary and is optimized with the objective function as a two variable function as  
 
find ܿ, ݄
minimize ܯሺܿ, ݄ሻ ൌ 2 ߩ ܿට݄ ൅ 1 4ൗ
subject	to ௖ܲሺܿ, ݄ሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
ݖ െ ݄0.5 	ݔ ൅ ݄ ൌ 0
7.5 mm ൑ ܿ ൑ 50 mm
0mm ൑ ݄ ൑ 120 mm
 (4.4) 
 
Preliminary results demonstrated that the pyramid tends toward the maximum 
allowable height; therefore, the maximum height of the design was chosen as 120 mm for 
the optimization in order to ensure that the envelope constraints were not violated. 
Convergent results demonstrate an increase in height to the boundary of the design 
domain while exhibiting a thickness less than half of that of the baseline design, resulting 
in a structure of significantly smaller mass. As can be seen Figure 4.8, the blast deforms 
the structure in such a way that the pyramid structure is nearly flattened, but the 





Figure 4.8: Finite Element model showing the optimized pyramid profile design before 
(side view, top left and isometric view, top right) and after a blast event (side view, 
bottom left and isometric view, bottom right). Convergent numerical results: thickness = 
12.4 mm, height = 120 mm, and mass = 99.1 kg. 
 
 
4.2.3 Gaussian Function Design 
Continued investigation of designs with more complex curvature led to the 
development of a plate structure with topography that conforms to the surface described 
by a Gaussian function of two variables.  The common single variable equation for a 
Gaussian function is given as 
 ݂ሺݔሻ ൌ ܽ exp ቈെ ሺݔ െ ܾሻ
ଶ
2 ܿଶ ቉ (4.5) 
where a , b, and c are all constants. In three-dimensional space, given a mesh grid of x 
and y values, we can define a surface that is described by the equation 
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ߙ ቇ቉ (4.6) 
where ߜ is the height of the surface, ߙ is a constant related to the spread of the bulge in 
the center. The curve is centered as point ሺݔ଴, ݕ଴ሻ.  This allows us to optimize a plate 
structure that can take on complex curvatures, while allowing the use of the common 
optimization problem used throughout and only increasing the dimensional order of the 
design problem by one.  
 
After the profile generation procedure, the plate takes on a Gaussian profile where 
ߙ and ߜ and thickness of the plate are allowed to vary and is the design is optimized with 
the objective function as a function of the three variables ܿ, ߙ, and ߜ to as 
 
find ܿ, ߙ, ߜ
minimize ܯሺܿ, ߙ, ߜሻ ൌ ߩ ܿ ܣሺ ߙ, ߜሻ
subject	to ௖ܲሺܿ, ߙ, ߜሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
ࢠ െ ߜ exp ൥െ	൭ሺ࢞ െ 	 ݔ0ሻ
2
ߙ ൅ 	
൫࢟ െ 	 ݕ0൯2
ߙ ൱൩ ൌ ૙
7.5	mm	 ൑ 	ܿ	 ൑ 	50	mm
0 ൑ ߙ ൑ 1
0 ൑ ߜ ൑ 0.12
 (4.7) 
The optimized shape before and after blast events is shown in Figure 4.9, The design 
exhibits deformational characteristics similar to the pyramid profile design in that is 
nearly flattened by the blast pressure while deflecting/absorbing enough of the energy to 





Figure 4.9:  FE model showing the optimized Gaussian profile design before (side view, 
top left and isometric view, top right) and after a blast event (side view, bottom left and 
isometric view, bottom right). Convergent numerical results: thickness = 11.8 mm, ߙ = 
0.099, ߜ ൌ 0.12, mass = 94.3 kg. 
 
The mass of the convergent design is significantly lower than that of the baseline 
design (-58.4 %) and improves upon the mass reduction exhibited by the pyramid profile 
design by a small margin (-4.84 %). In this case, an increase in the number of design 
variables resulting in a more complex shape also yielded a more successful design.  
 
 
4.2.4 Inverted Profile Design 
There has been some interest in creating a plate that takes on an inversion of the 
topography of a flat plate after a blast event. The reasoning being that the complex blast 
pressure distribution would then determine the shape of the plate and increase the z-
coordinate at each proportional to the magnitude of the loading. The basic procedure used 
to generate the topography for this plate is as follows: 
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 Expose a flat plate of some thickness c to a blast event of time ݐ ൌ 	 ݐ௖	in order to 
capture the maximum deflection caused by the blast. 
 Invert the shape about the ݔݕ-plane (ࢠ ൌ 	െࢠ		for all nodal locations) 
 Scale all ࢠ values to remain within the design space (if necessary) 
 
Through the execution of this procedure, the topography of the plate is determined 
without the application of any rigorous analytical description. This inversion procedure 
allows the designer to create complex shapes proportional to the loading condition 
without the need for complicated analytical descriptions that would not be feasibly 
solvable by traditional gradient-based optimization methods. After the inversion 
procedure, the topography of the plate is fully specified, and the design is optimized via 
the active-set algorithm used to find the convergent results as in the previous sections. 
The objective function is a single variable function where only the thickness of the plate 
structure is allowed to vary: 
 
find ܿ
minimize ܯሺܿሻ ൌ ߩ ܣ ܿ
subject	to ௖ܲሺܿሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
7.5 mm ൑ ܿ ൑ 50 mm
 (4.8) 
The optimized design, shown in Figure 4.10, exhibits a performance increase over 
the baseline design in terms of mass reduction very similar to the geometrically 
constrained designs but with an optimization problem of order one, whose solution can be 
found with much less computation. In addition, it utilizes the entire square area of the 
design domain and could easily be applied to irregularly shaped design domains with 





Figure 4.10 Finite Element model showing the optimized inverted profile design before 
(side view, top left and isometric view, top right) and after a blast event (side view, 
bottom left and isometric view, bottom right). Convergent numerical results: thickness = 
13.6 mm, mass = 105.8 kg. 
 
 
4.2.5 HCA Topography Design 
The HCA topography design is an alternative free shape design method, which 
allows for the generation of complex curved structures without the need for complex 
analytical description.  The HCA algorithm considers the nodal z-coordinates of all 
unconstrained nodes in the design domain at every iteration. Thus, the objective function 
is of dimension N, where N is the total number of free nodes in the design domain. The 
convergence behavior is such that the shape depth is increased incrementally at each 
iteration of the control-based HCA algorithm until the penetration constraint is satisfied. 
The thickness of the plate is fixed, and the objective function M, is purely a function of 
the plate geometry. The optimizer does not evaluate the mass at every iteration, but 
simply iterates until the constraints are met. Given an initially flat surface (all nodal 
locations ̃ݖ ൌ 	0) and a fixed elemental thickness (ܿ ൌ 	 ܿ௜ሻ, the HCA algorithm is applied 
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to the design domain iteratively until convergence criteria as fixed by the designer are 
met.  
 
After preliminary analysis, a thickness of ܿ௜ ൌ	12.2 mm was chosen in order to 
keep the structure as lightweight as possible while utilizing the entire design domain 
without violating deflection constraints. The final design obtained from the nodal HCA 
algorithm is given in Figure 4.11 below, with the resulting parameter information given. 
 
Figure 4.11 Finite Element model showing the optimized HCA profile design before 
(side view, top left and isometric view, top right) and after a blast event (side view, 
bottom left and isometric view, bottom right). Numerical results: thickness = 12.2 mm, 
structure height = 11.9 mm, mass = 97.8 kg.  
 
To demonstrate the dependence of the converged solution on user inputs, a second 
design is generated using an initial starting thickness of ܿ௜ ൌ	0.015 m. This second 
structure satisfies the same penetration constraint with a lower height, while exhibiting an 
increase in mass. In other words, the plate is designed to be thicker and have more mass 
with the trade-off that it takes up less space in the vertical direction, demonstrating the 
high-level of control the designer can maintain in the customization of the structure. 
Table 2 shows the comparative results.	
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Table 4.1 Numerical comparison of HCA profile designs 1 and 2. 
Trial Thickness(mm) 
Height of 
Structure (mm) Mass (kg) 
HCA Design 1 12.2 11.9 97.8 
HCA Design 2 15.0 8.61 118.7 
 
While the geometrically constrained candidate designs can be optimized with 
gradient-based methods, this approach is not feasible for the HCA objective function due 
to the large dimensional order of the optimization problem. Convergence criteria must 
instead be chosen by the designer based on specific performance goals and the 
application of the structure. In addition, the design rules are extremely problem 
dependent and are determined through algorithmic testing.  Despite the problems of 
demonstrating convergence and the heuristic nature of the design, the HCA method 
exhibits some key advantages over geometrically constrained designs: computational 
efficiency and a broad potential for application to irregular design domains.  
 
Design algorithm 
The hybrid cellular automaton (HCA) method combines the basis of the cellular 
automaton (CA) paradigm, introduced by Stanislaw Ulam and John von Neumann in 
1950s [81], and the theory of finite element-based structural optimization, introduced by 
Lucien Schmit in 1960s [82]. The HCA method presented by Tovar, et al. [83] 
incorporates local updating schemes such as control rules (i.e., on-off, proportional, 
integral and derivative controllers and ratio techniques). These local rules drive a defined 
field variable to an optimum state or set point. The expression for the field variable and 
the value of the set point are derived from the optimality conditions of the structural 
design problem [58]. A proof of the global convergence of the HCA technique, under 
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Table 4.2 HCA mesh convergence study results. 
Grid size Number  of elements 
Mass of  
converged 
design (kg) 
25 x 25 625 97.8 
100 x 100 10000 98.1 
200 x 200 40000 98.1 
 
In addition to the relatively low mesh requirements, the HCA method is in general 
more computationally efficient in that it only requires one function call per iteration, 
independent of the number of design variables. Gradient-based optimization methods can 
require many function calls, in some cases hundreds per iteration to determine the 
gradient and hessian matrices for higher-dimension optimization problems.  In the case of 
structure design, these multiple function calls to FEA simulation can be very 
computationally expensive. This benefit is augmented by the controls-based optimization 
routine, which allows the designer to control the rate of convergence through gain 
adjustments in the control rule. 
 
Application to irregular design domains 
The other primary advantage of the HCA topography has over the geometrically 
constrained designs is its potential for much broader application to irregular design 
domains. While some of the geometrically constrained designs are dependent on 
symmetric bounds (e.g. the pyramid profile design) and others fail to take advantage of 
the entire design domain due to their inherently circular footprint (e.g. the polynomial 
and trigonometric function designs), the HCA can be applied without difficulty to a wide 
range of design domains under vastly different loading and support conditions.  Figure 
4.14 below demonstrates the adaptation of the HCA method to an irregular design space 
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Staring with the equation for a third order polynomial 
 ݂ሺݔሻ ൌ ܥ଴ ൅ ܥଵݔ ൅ ܥଶݔଶ ൅ ܥଷݔଷ (4.10)
boundary conditions are applied as stated above as equality constraints in the 
optimization problem, which results in a plate design method as a function of five 
variables: the four polynomial coefficients and the thickness of the plate. This in turn 
increases the dimension of the problem to five and the plate takes on a polynomial 
profile, which can be optimized as a function of five variables: 
 
find ܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ
minimize ܯሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷሻ ൌ ߩ ܣሺܥ଴, ܥଵ, ܥଶ, ܥଷሻ	ܿ
subject	to ௖ܲሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
ݔ௜ଶ ൅	ݕ௜ଶ 	ൌ ݎ௜ଶ
ࢠ െ	ܥ଴ ൅	ܥଵݎ ൅	ܥଶݎଶ ൅	ܥଷݎଷ ൌ 0
݄ ൌ 120	݉݉
7.5	mm	 ൑ 	ܿ	 ൑ 	50	mm
ܥ଴ െ h ൑ 0
ܥ଴ ൅ ܴܥଵ ൅ ܴଶܥଶ ൅ ܴଷܥଷ ൌ 0
 (4.11)
 
The optimized shape before and after blast events is shown in Figure 4.16 and 
similarly to the previous candidate designs, the plate structure exhibits deformation 
characteristics in which the structure is nearly flattened by the blast, while allowing only 
a small amount of deflection in the z-direction below the datum plane, within the 
tolerance of the penetration constraint.  The optimized design is an improvement over the 
baseline design in terms of mass reduction, but demonstrates an increase in comparison to 
the pyramid profile and Gaussian profile designs due to an increase in thickness in the 
converged results. It is thought that this increase in thickness is in compensation for a 
feature of this design nit present in the previous two design methods mentioned here. Due 
to the fact that the design is generated as a surface of revolution, which is inherently 
circular, while the shape of the plate as described by the domain is square; the whole 
design domain is not used on the generation of the plate profile. In turn, this creates an 
inherent weakness in the plate structure in the portion of the plate beyond the area 
described by the surface of revolution – i.e. the flat portions of the plate outside of the 
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design domain of the plate but instead utilizes a radial design domain extending from the 
center of the plate. 
 
Given the design space as stated above, a curve is assumed to begin at some 
height (h) at the center of the plate and end at a height of zero at some distance (R) from 
the center. We define ݂ሺݔሻ as the sum of a cos and sin function with coefficients to allow 
customization of the curve within the design domain: 
 ݂ሺݔሻ ൌ ܥ଴ cos ܥଵݔ ൅ ܥଶ sin ܥଷݔ (4.12)
After some development, the coefficients are chosen to allow the designer to control 
overall height and width of the structure and allow for some amplitude and frequency 
modulation of the second term to generate a wave shape. This would allow for the 
creation of plate structures of much greater complexity than a 3rd order polynomial. The 
coefficients in the equation above become the design variables and the trigonometric 
function for design generation is: 
 ݂ሺݔሻ ൌ ܽଵ	cos ߨݔ ൅ 	 ቂሺ௔మభ ି ௔మమሻோ ݔ ൅ ܽଶଵቃ sin ቂቀ
ሺ௙మ ି ௙భሻ
ோ ݔ ൅ ଶ݂ቁ 	2ߨݔቃ  (4.13)
This method exhibits an increase in problem dimension to six and the plate takes on a 
trigonometric function profile, which can be optimized via gradient based methods as a 
function of six variables: 
 
find ܿ, ܽଵ, ܽଶଵ, ܽଶଶ, ଵ݂, ଶ݂
minimize ܯሺܿ, ܽଵ, ܽଶଵ, ܽଶଶ, ଵ݂, ଶ݂ሻ ൌ ߩ ܣሺܿ, ܽଵ, ܽଶଵ, ܽଶଶ, ଵ݂, ଶ݂ሻ	ܿ
subject	to ௖ܲሺܿ, ܽଵ, ܽଶଵ, ܽଶଶ, ଵ݂, ଶ݂ሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
ݔ௜ଶ ൅	ݕ௜ଶ 	ൌ ݎ௜ଶ
ࢠ െ	ܽଵ	cos ߨݎ ൅ 	 ቈሺܽଶଵ	– 	ܽଶଶሻܴ ݎ ൅ 	ܽଶଵ቉ sin ቈቆ
ሺ ଶ݂	– 	 ଵ݂ሻ
ܴ ݎ ൅ 	 ଶ݂ቇ 	2ߨݎ
7.5	mm	 ൑ 	ܿ	 ൑ 	50	mm
h	 ൌ 	120	mm
0		 ൑ 	ܽଵ 	൑ 		h െ	ܽଶଵ
0	mm ൑	ܽଶଵ 	൑ 20	mm
0	mm	 ൑ 	ܽଶଶ 	൑ 	5	mm
0 ൑ ଵ݂ ൑ 50
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This design method yields the greatest reduction in mass over baseline (-64.1 %) 
and a substantial reduction in mass over the Gaussian design, the next best performing 
method (-14.0 %). Despite the increase in the complexity of the curvature, the reduction 
in mass is due to a thinner structure than was found in previous results.  In this case, an 
increase in the order of the optimization problem allowed for a more pronounced 
relaxation of the design, and resulted in a higher performance, more complex structure.  
 
 
4.4 Comparison of Deterministic Results 
The numerical results of the convergent designs are divided into two tables in order 
to compare only designs operating within the same design domain. Table 4.3 contains 
performance values for the full design domain methods. The results are presented as to 
demonstrate the increase in performance associated with an increase in design variables. 
As the number of design variables increases from one to three, i.e. from the flat plate 
design to the Gaussian function design, there is a decrease in mass of the converged 
structure.  










Mass of converged 
design (kg) 
Mass reduction 
from baseline (%) 
Flat Plate Design 1 18 71 226.4 0.0 
Pyramid Profile Design 2 17 121 99.1 -56.2 
Gaussian Function Design 3 9 82 94.3 -58.4 
Inverted Profile Design n/a 16* 68* 105.8 -53.3 
HCA Topography  N** 112 112 97.8 -56.8 
* The procedure of inverting the shape does not apply to the computational efficiency of the design method
** N is equal to the number of free nodes in the design domain  
 
Note the division line between the geometrically constrained designs and the free 
shape designs, i.e. the inverted profile and HCA topography design methods. This 
research represents a straight comparison of these heuristic techniques with other 
deterministic design methods, and the number of design variables in these cases needs 
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further explanation. In the inverted profile design method, first the shape is produced 
through the inversion procedure described in Section 4.2.4, and then the thickness is 
optimized via SQP methods. For this reason, the number of design variables is 
technically one, although the shape is produced heuristically without any formal 
optimization procedure, thus this design method should not be considered as part of the 
trend of increased design variables.  
 
Along a similar line of thought, the HCA concept technically has ܰ	number of 
design variables, where ܰ	is the number of free nodes in the design domain. However, 
this dramatic increase in design variables did not result in a continuation of the trend of 
increased performance. Comparisons between these geometrically constrained methods 
and free shape methods are tenuous, however, and this method should not be considered 
as part of the procession of increased design variables, but instead simply compared in 
terms of performance for methods existing within equal design domains. 
 
As was stated previously, the validation of HCA concept designs can be extremely 
problematic, but an attempt is made here to accomplished validation through direct 
comparison to benchmark results. The summary of numerical results as an improvement 
of the baseline design is given in Table 4.3. In every case, the penetration for the 
converged design is zero. The comparative numerical results for the HCA method 
demonstrate a substantial performance improvement over the baseline design in terms of 
mass reduction and performance approximately equal to or better than all converged 
candidate designs, with the exceptions of the Gaussian function design and the 
trigonometric function design method.  These results demonstrate the success of the HCA 
topography design in generating structures of equal and in some cases superior to 
geometrically constrained designs while using fewer computational resources and 
allowing the designer a higher degree of control. In general, more development is 
required of the HCA heuristic approach in order for it to compare favorably with other 




Table 4.4 contains performance values for the radial design domain methods. In 
both design domain cases, radial and full, there is a trend of increased performance in 
terms of mass reduction as the number of design variables increases. The trigonometric 
function design exceeds the performance of all other design by far, demonstrating a 
reduction in mass over baseline by -64.1%, with the trade-off of a vast increase in 
computational cost. Despite the large computational cost, this design method shows 
potential for further consideration.  
 










Mass of converged 
design (kg) 
Mass reduction 
from baseline (%) 
Flat Plate Design 1 18 71 226.4 0.0 
Polynomial Function Design 5 173 1398 113.1 -50.0 
Trigonometric Function Design 6 272* 1723* 81.2 -64.1 
* These totals are a sum of the iterations necessary for the high and low fidelity models to converge 
 
 
4.5 Uncertainty Quantification Examples 
This section demonstrates the application of the uncertainty quantification methods 
outlined in Chapter 3, namely the univariate dimensional reduction method (UDR) and 
the performance moment integration method (PMI). For this research, the success of each 
method is measured in terms of accuracy and computational efficiency. The investigation 
is divided into two sections. In Section 4.5.1, three numerical test problems are used as 
sample performance functions and the UDR and PMI methods are applied to approximate 
the low-order statistical moments. In Section 4.5.2, the methods are applied to the plate 
design problems and are used to approximate the performance of deterministic plate 






4.5.1 Test Problem Applications 
In the following numerical examples, test functions are used as sample 
performance functions to investigate the accuracy of the uncertainty quantification 
methods. In each case, the test function ݄ሺࢄሻ is a function of two variables. The vector of 
random variables ࢄ is composed of two normally distributed variables with a mean of 5 
and a variance of 1: ࢄ	~	ܰሾ5,1ሿ. To check the accuracy of the methods, the results of the 
UDR and PMI are compared with the results of a Monte Carlo simulation of 10000 
samples. In each test problem case, UDR method is applied using five quadrature points. 
Therefore, the number of function evaluations necessary for moment approximation is 
eleven, according to the formula 
 No. of function evaluations ൌ ݊ܰ ൅ 1 (4.15)
where ݊ is the number of random variables and ܰ is the number of quadrature points. 
However, due to the normal distribution of the random variables, that number can be 
reduced since the value for the quadrature point when the weight is equal to 0.53333, i.e. 
the value when both random variables are at their respective mean values, is known. 
Taking advantage of this, equation (4.15) becomes 
 No.		of	function evaluations ൌ ݊ሺܰ െ 1ሻ ൅ 1 (4.16)
and the total number of function evaluations necessary for moment approximation is 
reduced to nine.  
 
As was stated in Chapter 3, the PMI method requires a transformation from X-
space to standard normal U-space and the numerical integration is performed in the 
output space. This can be done without the need for any function evaluations; the cost of 
the PMI method stems from the need to solve inverse reliability problems in order to 
determine the quadrature points ݃୺ୀି√ଷ and ݃୺ୀା√ଷ. For these numerical test problem 
examples, the sequential quadratic programming methods described in Chapter 2 are 
applied to solve the inverse reliability optimization problem. In order to investigate the 
results if increasing the number of quadrature points, both 3-point and 5-point quadrature 
schemes for the PMI are employed.  The values for the quadrature points are weights for 
all methods are given in Chapter 3.   
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4.5.1.1 Linear Test Function 
A simple linear function 
 ݄ሺࢄሻ ൌ 2 ଵܺ ൅ ܺଶ ൅ 100 (4.17)
is used as a trial performance function to investigate the accuracy of the uncertainty 
quantification methods. Figure 4.19 shows a contour of the function in standard X-space 
and the transformation to standard U-space for random variables having characteristics 
ࢄ	~	ܰሾ5,1ሿ  as described above. The central image displays the locations of the 
quadrature points for the 3-point PMI method and the image on the right shows locations 
of the quadrature points for the 5-point PMI method.  
 
Figure 4.19 Detail of transformation of the linear test function from X-space (left) to 
standard U-space. The locations of the quadrature points are shown for both the 3-point 
(center) and 5-point (right) PMI methods.   
 
As shown in Table 4.5, all methods produce nearly the exact same result. The UDR and 
PMI method both are able to accurately approximate the mean and standard deviation of 
the performance function with less than 1% error when compared to a Monte Carlo 
simulation of 10000 samples. The 5-point quadrature PMI method did not demonstrate a 
discernible increase in accuracy despite more than double the computational cost of the 







Table 4.5 Numerical results of uncertainty quantification for linear test function. 
Method Mean ሺࣆሻ % Error  St. Dev. ሺ࣌ሻ % Error  No. of F.E. 
Monte Carlo (10000 samples) 115.03  2.25  
 
UDR 114.99 -0.03  2.24 -0.44  9 
PMI (3-point) 115.00 -0.03  2.24 -0.44  51 
PMI (5-point) 115.00 -0.03  2.24 -0.44  116 
 
 
4.5.1.2 Nonlinear Test Function - Mixed Terms 
The second performance function used to evaluate the methods for uncertainty 
quantification is a nonlinear function of two variables based on the test function seen in 
the works of Lee and Choi [75] [35] 
 ݄ሺࢄሻ ൌ 5 െ ଵܺ
ଶ ܺଶ
20  (4.18)
This function is evaluated in order to demonstrate that nonlinear functions and functions 
with mixed terms can increase the error seen in the UDR and PMI methods. Figure 4.20 
shows a contour of the function in standard X-space and the transformation to standard 
U-space for random variables having characteristics ࢄ	~	ܰሾ5,1ሿ as described above.  
 
Figure 4.20 Detail of transformation of the non-linear test function from X-space (left) to 
standard U-space. The locations of the quadrature points are shown for both the 3-point 




The comparative numerical results, as given in Table 4.6, show some increase in 
overall error for all methods when compared to the example in 4.5.1.1 for a linear 
performance function. Similar to what has been demonstrated in the work of Lee [75], the 
UDR method shows in increased error in approximation of the standard deviation due to 
the off-diagonal term in the performance function. The PMI method was able to very 
accurately approximate the standard deviation, demonstrating less than 1% error for both 
the 3-point and 5-point methods, with reasonable estimation of the mean as well. It 
should be noted that there was no significant difference in value for the 3-point and 5-
point PMI methods despite the large increase in computational cost.  
 
Table 4.6 Numerical results of uncertainty quantification for nonlinear test function with 
mixed term. 
Method Mean ሺࣆሻ % Error  St. Dev. ሺ࣌ሻ % Error  No. of F.E. 
Monte Carlo (10000 samples) -1.54  2.87  
 
UDR -1.50 -2.79  2.81 -2.02  9 
PMI (3-point) -1.65 6.95  2.89 0.83  62 
PMI (5-point) -1.65 6.96  2.90 0.97  132 
 
 
4.5.1.3 Nonlinear Test Function - No Mixed Terms 
The last trail performance function is designed to be highly non-linear while 
having no mixed terms.  In order to investigate the accuracy of the uncertainty 
quantification methods under those conditions, the trial function is given as  
 ݄ሺࢄሻ ൌ exp ଵܺ ൅ expܺଶ ൅ ଵܺସ ൅ 2ܺଶସ ൅ 8 ଵܺଷ ൅ 7ܺଶଷ ൅ ଵܺଶ ൅ 3ܺଶଶ ൅ 50 ଵܺ ൅ 10ܺଶ ൅ 1 , (4.19)
which is the sum of a 4th-order polynomial and two exponential terms.  Figure 4.21 shows 
a contour of the function in standard X-space and the transformation to standard U-space 




Figure 4.21 Detail of transformation of the non-linear exponential test function from X-
space (left) to standard U-space. The locations of the quadrature points are shown for 
both the 3-point (center) and 5-point (right) PMI methods. 
 
Since there are no mixed terms included in the function, the UDR again provides 
a good approximation of both the mean and standard deviation, accumulating less than 
1% error in both cases and required only the standard nine function evaluations 
associated with that method. The highly non-linear character of the test function yields an 
increased error in the PMI method results, however, with both the 3-point and 5-point 
quadrature methods having an error of over 5%. As shown in Table 4.7, the 5-point 
quadrature PMI method resulted in a negligible increase in accuracy (less than 1%), while 
requiring a substantial increase in computational cost. This increase in computational cost 
can also be thought of as the result of the non-linear nature of the function, since the 
optimization solver requires the use of more iterations to find the values of the quadrature 
points via inverse reliability analysis.  
 
Table 4.7 Numerical results of uncertainty quantification for exponential test function 
with no mixed terms. 
Method Mean ሺࣆሻ % Error  St. Dev. ሺ࣌ሻ % Error  No. of F.E. 
Monte Carlo (10000 samples) 5296.36  2571.30  
 
UDR 5323.36 0.51  2575.90 0.18  9 
PMI (3-point) 4896.20 -7.56  2380.86 -7.41  58 




 In general, we can conclude from these numerical tests that both the UDR and 
PMI methods can be used to effectively approximate the low-order statistical moments of 
certain performance functions. The UDR method has the advantage of only requiring 
nine function evaluations while maintaining a fairly high degree of accuracy in very 
nonlinear cases. However, it does demonstrate some error when the performance function 
has mixed terms for which some cross-contamination of the random variables is possible. 
In contrast, the PMI method can require substantially more function evaluations to solve 
for the quadrature point values, but is not as susceptible to error caused by functions with 
mixed terms. In these investigations, the use of 5-point quadrature did not exhibit an 
increase in accuracy that was worthy of the additional computational cost involved.  
 
 
4.5.2 Plate Design Applications 
In order to apply the methods of uncertainty quantification to the area of plate 
design, numerical function evaluations are replaced by finite element simulations to 
calculate the maximum deflection of the plate under uncertain loading conditions. In this 
way, the statistical moments of the protection response can be approximated for a given 
design. The amount of deflection below the datum plane, ௖ܲሺࢊሻ as given in the general 
optimization problem in Chapter 2, is now a function of both the design variables ࢊ	and 
the vector of random variables ࢄ, and can be stated as ௖ܲሺࢊ, ࢄሻ. This creates a need for 
the introduction of uncertain quantities into the design.  
 
Staying within the framework of vehicle protection, there are two chief candidates 
for sources of epistemological uncertainty: blast magnitude and blast location. The 
deterministic loading cases as investigated in the first half of Chapter 4 assumed a single 
loading case, that being a charge of 5 kg TNT located at a position of 40 cm above the 
plate dead center. In order to investigate the uncertainty propagation throughout the 
system, those deterministic conditions are replaced by random variables, each considered 
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UDR method are compared to values generated by a computationally costly Monte Carlo 
simulation that utilized 5000 finite element simulations to approximate each value.  
 
As shown in Table 4.8, the values found via UDR approximation compare 
favorably with those generated by the Monte Carlo simulation. For all deterministic 
design cases, the relative error of the mean calculation with respect to the Monte Carlo 
results was within 10%, while the mean values for the base and pyramid designs was with 
2%. Similar results were found for the standard deviation, with the largest error being 
observed in the pyramid design, at approximately 8%. 
 
Table 4.8 Numerical results for UDR method in plate design application. 
  Flat Plate   Pyramid   Polynomial 
 Method Mean ሺࣆሻ St. Dev. ሺ࣌ሻ   Mean ሺࣆሻ St. Dev. ሺ࣌ሻ   Mean ሺࣆሻ St. Dev. ሺ࣌ሻ 
UDR -0.0252 0.0096   -0.0522 0.0321   -0.0434 0.0254 
Monte Carlo -0.0256 0.0092   -0.0512 0.0297   -0.0459 0.0247 
% Error -1.68 4.47   1.95 8.01   -5.53 3.00 
 
 
4.5.2.2 PMI Application 
As the results presented in Section 4.5.1 clearly demonstrate, the PMI requires a 
greater number of function calls to approximate the statistical moments of the 
performance function than the UDR method when implemented via SQP applications. In 
some cases, hundreds of function evaluations were necessary to apply the PMI method. 
Due to the large number of function evaluations the PMI method requires relative to the 
nine function evaluations needed by UDR method, an alternative means was used for 
application of the PMI method in plate design.  
 
As a means to improve computational efficiency, metamodelling with radial basis 
function networks is utilized for application of the PMI method to the area of plate 
design. The RBF network metamodels are used to approximate the output of the 
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protection performance function such that the inverse reliability problem necessary to 
determine the quadrature points can be solved efficiently.  As is stated in Chapter 2, these 
networks require some initial training with several sets of input data in order to achieve 
the desired level of accuracy.  
 
Figure 4.24 Contour of a nonlinear performance function in standard U-space with 
sample points shown in red (left), and solution of the quadrature points for the PMI 
method solved via RBF network methods (right). 
Consider Figure 4.24 above. The image on the left shows the contour plot of a 
nonlinear function in standard U-space with nine sample points (shown in red) evenly 
distributed about the origin (point 0,0). These nine sample points are used to initially train 
the RBF network which is in turn used to solve for the quadrature points necessary for 
application of the PMI method. Through the metamodelling procedure, the computational 
cost of the PMI method for both the 3-point and 5-point applications is nine, which 
allows for a direct comparison of accuracy with the UDR method at the same 
computational cost.  
 
The numerical results for the 3-point and 5-point quadrature PMI methods are 
given in Table 4.9. For all deterministic design cases, the relative error of the mean 
calculation with respect to the Monte Carlo results was roughly 15-30%. Similar results 
were found for the standard deviation, with the largest error being observed in the 
pyramid design, at approximately 25%. The relative error observed in the PMI method is 
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larger than that observed in the UDR method in all cases, possibly due to the error 
introduced by the RBF networks and the highly nonlinear performance function. Of note 
is that the difference in percent error for the 3-point and 5-point quadrature PMI methods 
is negligible.  
 
Table 4.9 Numerical results for PMI method in plate design application. 
  Flat Plate   Pyramid   Polynomial 
 Method Mean ሺࣆሻ St. Dev. ሺ࣌ሻ   Mean ሺࣆሻ St. Dev. ሺ࣌ሻ   Mean ሺࣆሻ St. Dev. ሺ࣌ሻ 
PMI (3-point) -0.0299 0.0088   -0.0356 0.0222   -0.0329 0.0228 
Monte Carlo -0.0256 0.0092   -0.0512 0.0297   -0.0459 0.0247 
% Error 16.71 -4.14   -30.47 -25.30   -28.35 -7.51 
PMI (5-point) -0.0301 0.0093   -0.0368 0.0225   -0.0335 0.0227 
Monte Carlo -0.0256 0.0092   -0.0512 0.0297   -0.0459 0.0247 
% Error 17.49 1.31   -28.13 -24.29   -27.05 -7.91 
 
 
4.6 Design Under Uncertainty 
This section applies all of the design under uncertainty methods introduced in the 
uncertainty methodology section of Chapter 3 to area of isotropic plate design for blast 
mitigation. As was explained, the primary characteristic of all design under uncertainty 
problems is the probabilistic analysis of the design rooted in the approximation of 
statistical moment of performance. In the application of these methods, all of the 
statistical moments are calculated via the univariate dimensional reduction method as it 
applies to plate design (see Section 4.5.2). This method is chosen for its accuracy and low 
computational cost.  
 
To investigate the applications in plate design, the deterministic polynomial 
function design method is adapted to each specific design under uncertainty method. The 
deterministic design case, thoroughly discussed in 4.3.1, involves the generation of a 3rd 
order polynomial function where the coefficients are considered the design variables.  
The polynomial function can then be used to generate a surface by rotating the curve 
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about the z-axis. In the following sections, 4.6.1 through 4.6.3, the design under 
uncertainty methods are examined on a case by case basis. Comparisons are drawn 
between results from the various methods and between results of the deterministic design.  
 
 
4.6.1 Robust Design 
In application to the polynomial function design, the optimization problem for 
robust design is a restatement of the general robust problem given in Chapter 3, with the 
same envelope and protection constraints as the deterministic case. The robust problem is 
expressed as 
 
find ܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ
minimize ߪ௉ଶሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ, ࢄሻ
subject	to ௖ܲሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷሻ െ	 ௖ܲ	௠௔௫ 	൑ 0
ݔ௜ଶ ൅	ݕ௜ଶ 	ൌ ݎ௜ଶ
ࢠ െ	ܥ଴ ൅	ܥଵݎ ൅	ܥଶݎଶ ൅	ܥଷݎଷ ൌ 0
݄ ൌ 120	݉݉
7.5	mm	 ൑ 	ܿ	 ൑ 	20	mm
ܥ଴ െ h ൑ 0
ܥ଴ ൅ ܴܥଵ ൅ ܴଶܥଶ ൅ ܴଷܥଷ ൌ 0
 (4.20)
where 	ܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ  is the set of all design variables characterizing the shape and 
thickness of the plate, consisting of the thickness of the plate and the four polynomial 
constants.  ࢄ	~	ܰሾߤ, ߪଶሿ represents the normally distributed random variables for blast 
magnitude and location. The term ߪ௉ଶሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ, ࢄሻ is the variance of the protection 
performance (maximum plate deflection) and is a function of both the design variables 
and the random variables. 
  
 The results of the optimization procedure reveal a fundamental problem with the 
application of robust optimization to lightweight plate design: if the mass of the structure 
is not included in the objective function or applied as a constraint, the optimal result to 
minimize the variance of protection will always be the heaviest structure.  The 
convergent solution, shown in Figure 4.25, is a thick, cone-shaped structure where 



































 from the p
o the pyram












଴ ൌ 0.12, ܥ
ial to first 
































 ܥଶ ൌ 0, ܥଷ
er words th




























































































































































ss of the pl
 distributed
, ܯሺܿ, ܥ଴, ܥ














ate and the 
 random va
ଵ, ܥଶ, ܥଷሻ, i
a dynamic d





 in Figure 4












d a total of 







































 shown as 
erformance 
 that of the 
ss within th
he character
5, ܥଷ ൌ 0.04
rministic d
Figure 4.27









istics of a t








. It is clea
bove the fai











r from the 
lure criterio




6 kg in ord
ability-base






n and the va
slightly con
rgent polyn


















f the low 
ent design




















Figure 4.28 Probability density function for convergent design produced by reliability-
based design optimization. 
 
 
4.6.3 Reliability-based Robust Design 
Reliability-based robust design optimization (RBRDO) combines variance-
minimizing approach utilized by robust design optimization with the probabilistic 
constraint approach utilized by reliability-based design optimization. The general 
implementation of RBRDO in the polynomial function plate design can be stated as 
 
find ܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ
minimize ܨ஼ሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ, ߤ௉ , ߪ௉ଶሻ
subject	to ܲሾ ௖ܲሺࢊ, ࢄሻ ൐ ௖ܲ	௠௔௫ሿ ൑ 0.05
ݔ௜ଶ ൅	ݕ௜ଶ 	ൌ ݎ௜ଶ
ࢠ െ	ܥ଴ ൅	ܥଵݎ ൅	ܥଶݎଶ ൅	ܥଷݎଷ ൌ 0
݄ ൌ 120	݉݉
7.5	mm	 ൑ 	ܿ	 ൑ 	30	mm
ܥ଴ െ h ൑ 0
ܥ଴ ൅ ܴܥଵ ൅ ܴଶܥଶ ൅ ܴଷܥଷ ൌ 0
 (4.22)
where 	ܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ  is the set of all design variables characterizing the shape and 
thickness of the plate, consisting of the thickness of the plate and the four polynomial 
constants.  ࢄ	~	ܰሾߤ, ߪଶሿ represents the normally distributed random variables for blast 
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magnitude and location. The statistical moments of the protection performance are ߤ௉	  
and ߪ௉ଶ . The failure criterion, ௖ܲ	௠௔௫ , and the probability constraint, ܲሾ ௖ܲሺࢊ, ࢄሻ ൐
௖ܲ	௠௔௫ሿ ൑ 0.05, are implemented in exactly the manner as was done for the reliability-
based optimization in 4.6.2.  
 
The objective function, ܨ஼ሺܿ, ܥ଴, ܥଵ, ܥଶ, ܥଷ, ߤ௉	 	, ߪ௉ଶሻ, often called the cost function 
in RBRDO, is a function of all of the design variables as well as the statistical moments 
of performance. Characterization of the cost function can have a substantial impact on the 
outcome of the optimization. In order to investigate the effect the cost function on the 
optimization results, two different formulations are used in the optimization problem 
given by equation (4.22): a mean-based cost function and a mass-based cost function. 
Detailed descriptions of the mean-based and mass-based formulation can be found in 
Chapter 3, Section 3.6. 
 
 
4.6.3.1 Mean-based Cost Function 
The expression for the mean-based cost function used in RBRDO optimization is 




൅ ݓଶ ቀ ߪ௉0.02ቁ
ଶ
 (4.23) 
where ݓଵ and ݓଶ are the weights for this bi-objective problem as chosen by the designer. 
The value െ0.03 represents a target vale for the mean of the performance function of 30 
mm. The values െ0.05 and 0.02 represent initial values for the mean and variance of the 
performance function, which are included to reduce the dimensionality of the two terms. 
In this example, the weights are chosen as ݓଵ ൌ ݓଶ ൌ 0.5	as both of the terms in the cost 
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Figure 4.37 Probability density function for convergent design produced by RBRDO with 
mass-based cost function and unequal weights. 
 
 
4.7 Comparison of Design Under Uncertainty Results 
In the interest of comparing numerical results, all of the design under uncertainty 
optimization procedures demonstrated for the polynomial function design in the 
proceeding sections are also performed for two additional design methods: the flat plate 
design and the pyramid design. The flat plate design is chosen as a baseline for 
comparison and an example of a design with a minimal amount of design variables.  The 
pyramid design is chosen in order to compare a design, which has relatively few design 
variables (in this case, two), to a design such as the polynomial which has a relatively 
large number of design variables (five).  The results for each design method are presented 
individually in tabular form. 
 
Table 4.10 gives the results of all optimization methods for the flat plate design. 
The deterministic design has an approximately 30% probability of failure when uncertain 
loading conditions are considered. Interestingly, the remaining optimization 
methodologies each produce nearly identical results. The mass of the optimized structure 
is approximately 262 kg with a 5% probability of failure in all cases, except in robust 
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design optimization where the mass is higher at the benefit of a reduced variance. These 
results are indicative of a lack of robustness in the design methodology itself. In order to 
satisfy the failure constraint present in RBDO and RBRDO, the thickness of the plate 
must be increased. Since there are no other design variables, as soon as the thickness is 
such that is satisfies the constraint the design is considered converged.  Put simply, the 
only way to increase the reliability of the structure under uncertain conditions is to 
increase the plate thickness. 
 
Table 4.10 Numerical results for optimization of flat plate design. 









Deterministic Design 226.32 18 71 -0.0252 0.0096 0.3085 
Reliability Based Design 262.30 14 446 -0.0164 0.0083 0.0506 
Robust Design 273.00 2 36 -0.0142 0.0077 0.0506 
RBRDO (Mean-based cost function) 262.30 10 621 -0.0164 0.0083 0.0506 
RBRDO (Mass-based cost function), Weights Even 262.40 10 207 -0.0164 0.0083 0.0506 
RBRDO (Mass-based cost function), Weights Skewed 262.33 10 306 -0.0164 0.0083 0.0506 
 
 
The numerical results for the pyramid design, given by Table 4.11, demonstrate a 
similar lack of robustness. The structures produced by the various optimization methods 
again produced nearly identical in terms of mass and reliability. The exceptions to this 
trend are the RBO method and the even-weighted mass-based RBRDO method, both of 
which privilege minimization of the variance of minimization of the mass and thus 
produce heavier structures. As was the case in optimization of the flat plate, the 
convergent structures are nearly identical with only the thickness varying from design to 
design. An interesting note is that the RBDO and skewed-weights mass-based RBRDO 
method produced exactly identical structures, although the RBRDO method required 30 




Table 4.11 Numerical results for optimization of pyramid design. 









Deterministic Design 99.31 17 121 -0.0522 0.0321 0.7554 
Reliability Based Design 135.37 40 576 -0.0106 0.0118 0.0500 
Robust Design 145.00 2 54 -0.0096 0.0105 0.0260 
RBRDO (Mean-based cost function) 135.39 10 306 -0.0106 0.0118 0.0500 
RBRDO (Mass-based cost function), Weights Even 144.39 5 135 -0.0080 0.0088 0.0062 
RBRDO (Mass-based cost function), Weights Skewed 135.37 10 450 -0.0106 0.0118 0.0501 
 
 
In the case of the polynomial function design method, however, some real 
variation in the convergent structures produced is demonstrated.  As given in Table 4.12, 
the results for the optimization procedures show distinct structures generated by the 
design under uncertainty procedures. The reliability-based design produces a heavier 
structure than the deterministic case, but reduces the probability of failure from ~70% to 
~5%. The robust design procedure yields a structure with even larger mass, but with an 
even lower probability of failure. The RBRDO optimization results clearly demonstrate 
structures that vary as function of the optimization method. The mean-based RBRDO 
procedure, which defines a target value for the mean, produces the structure with the 
largest mass value at ~175 kg. The mass-based RBRDO procedure, which in turn 
privileges reduction of mass, produces lighter structures. Of particular interest is the 
result for the skewed-weights mass-based RBRDO procedure, which yielded a structure 
of ~131 kg and probability of failure of only ~5%. This result exceeds the performance of 
the pyramid design produced by the same optimization procedure, in contrast to the 
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This chapter contains all concluding remarks related to this thesis in regard to the 
deterministic design, uncertainty quantification, and stochastic design methods 
incorporated in this work. The following sections deal with each major facet of the work 
and provide salient details including: objectives reached, contributions, and 
recommendations for future work. 
 
 
5.1 Deterministic Design 
A substantially-realized computational framework for shape optimization of plate 
structures under deterministic blast loading conditions has been developed. This 
framework represents a general computational tool for the generation of lightweight plate 
structures under blast loading, not only for deterministic loading cases, but for the design 
of plate structures under uncertain loading conditions as well. This framework should be 
considered as the primary tangible contribution of this research. A graphical summary of 
this computational framework is given by Figure 5.1. These designs are optimized by 
gradient-based, sequential quadratic programming methods, and the measures of 
performance are mass and dynamic plate deflection. Through an integration of LS-
DYNA finite element software and the Matlab optimization toolbox, convergent designs 
for progressively more complex geometrically constrained designs are generated for 
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These methods represent heuristic approaches, which do not rely on gradient-based 
optimization techniques, and this work represents an objective comparison between these 
methods and the geometrically constrained designs. The HCA topography approach 
builds upon the use of HCA in topology optimization [22], and is a thorough test of 
previous attempts to apply HCA to topography optimization [23]. This research finds that 
the HCA topography method functions well and exhibits a number of advantages over 
geometrically constrained designs, including the ease of application to irregular design 
spaces and the ability to produce non-symmetric convergent designs. Despite these 
benefits, the HCA topography method does find sub-optimal solutions when compared 
with the best geometrically constrained methods. The inverted profile method does not 
produce structures which compare favorably with either the HCA topography method or 
the geometrically constrained designs. Additional secondary contributions include: a 
mesh refinement study, and development of computer code for the automated generation 
of deterministic designs. The mesh refinement study demonstrates that the HCA 
topography is for the most part insensitive to the mesh size. The computer code 
developed in this research is open source and is available at the Engineering Design 
Research Laboratory2 repository. 
 
There are additional efforts that can be made based on the investigations and 
conclusions made here. Future work in the area of deterministic design should address the 
following subjects: 
 The primary disadvantage of this type of empirical model for blast loading is the 
absence of reflective waves from surrounding surfaces, i.e., the ground, buildings, 
etc. Future studies should include MM-ALE or similar solver to account for fluid-
material interactions and include those effects. Similarly, future FEA 
implementations could monitor strain values and account for fracture of the 
material. 
 Much attention has been paid recently to the development of sandwich structures 
as a multi-material approach to blast mitigation problems and some have 




demonstrated significant reduction of stress amplitude, especially through the use 
of honeycomb structures. Future work will incorporate concurrent material and 
shape optimization, and if possible will include the application of the design 
candidates examined here to multiple-material design. 
 The trigonometric function based geometrically constrained design shows great 
promise, but additional development is needed in terms a more robust finite 
element model which can allow for accurate rendering of the complex curvature 
and a more accurate material model.   
 There is still great potential for the HCA topography to overcome the limitations 
in performance caused by its current displacement-based formulation. There is a 
distinct need for future work to investigate alternative formulations, possibly 
rooted in nodal acceleration or structural internal energy. 
 
 
5.2 Uncertainty Quantification 
This work represents a concentrated effort to examine recently developed methods 
uncertainty quantification (UQ): the univariate dimensional reduction method (UDR) and 
the performance moment integration method (PMI). These methods are generally 
employed in the context of analytical, computationally inexpensive test functions. This 
research represents one of the first attempts to extend these methods to finite element–
based design. Furthermore, this research adapts such methods to the generation of reliable 
plate structures for blast mitigation. In this thesis, the UQ methods are first applied to 
various analytical test cases, and then to finite element simulation cases, in order to 
compare the results to well-understood but computationally expensive methods for 
uncertainty quantification such as Monte Carlo simulation. The adaptation of these 
methods to FEA simulation created a need to keep computation costs down. This in turn 
led to the development of a metamodelling technique based in radial basis function 
(RBF) neural networks; the integration of RBF networks in performance moment 
integration is unique to this research. It is demonstrated by this thesis that in the 
uncertainty quantification of uncertain loading conditions in the performance of plate 
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structures under blast loading, the univariate dimensional reduction technique applied 
here has a very high level of accuracy. Through the employment of metamodelling, the 
performance moment integration method is also successful at a low computational cost in 
estimation of uncertainty with an acceptable level of error.  
 
Future research can be conducted to improve upon the methods developed and 
applied in this work, including: 
 As the number of random inputs to the design increases, the computational 
cost of implementing the RBF network also increases. There is additional 
work that can be done in the implementation of a RBF network at a low 
computational cost and with improved accuracy.  
 The use of metamodels requires the consideration of trust region 
management methods that support the accuracy of the approximations at a 
reasonable computational cost. These methods provide acceptance/rejection 
criteria and a metric to scale and/or update the metamodels. 
 
 
5.3 Stochastic Design 
Through the application of uncertainty quantification methods described above, 
the development and evaluation of design under uncertainty methodology for blast-
resistant component design has been accomplished. The investigation of those methods 
has allowed objective assessment of the benefit of each stochastic optimization strategy. 
The simple robust design optimization formulation has limited practical value in 
application to lightweight structure design. However, the application of the hybrid 
reliability-based robust design optimization method results in the generation of 
lightweight, robust structures which are reliable and demonstrate little sensitivity to 
uncertain loading conditions. It is demonstrated that structures with a high degree of 
adaptability, structures generated by basis functions with a large number of design 




Literature on design optimization methods for blast mitigation under uncertainty 
is scarce. This work represents one of the few contributions that includes an exhaustive, 
objective evaluation of these methods. Future work should include: 
 There is an interest to perform more encompassing study by expanding the 
amount of uncertainty in the design. This can be achieved through the 
introduction of additional stochastic variables. Possible additions should 
include: material properties, manufacturing and control variables, and blast 
type (surface and air).  
 An exhaustive effort should be made to determine the reliability of the 
trigonometric function based design to determine the reliability of the 
structure under uncertain loading conditions. 
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APPENDIX: SAMPLE CODE 
 
       RBRDO – Polynomial Design 
 




%%% Main script to call optimization 
clc;clear; 
  









Sub function: “runfmincon.m” 
	
% Set up shared variables with OUTFUN 
history.x = []; 
history.fval = []; 
searchdir = []; 
  
% call optimization 
R = 0.5; h = 0.12; 
x0 = [h; -h/R; 0; 0; 0.02]; % This is x = [c0 ... c3, t] 
%x0 = [0;0;0;0;0.02];  
A = [1 0.1 0.1^2 0.1^3 0 
    1 0.2 0.2^2 0.2^3 0 
    1 0.3 0.3^2 0.3^3 0 
    1 0.4 0.4^2 0.4^3 0 
    1 0.5 0.5^2 0.5^3 0]; 
b = [0.12;0.12;0.12;0.12;0.12]; 
Aeq = [1 R R^2 R^3 0]; 
beq = 0; 
lb = [0; -1e6; -1e6; -1e6; 0.005]; 









 function stop = outfun(x,optimValues,state) 
     stop = false; 
  
     switch state 
         case 'init' 
             hold on 
         case 'iter' 
         % Concatenate current point and objective function 
         % value with history. x must be a row vector. 
           history.fval = [history.fval; optimValues.fval]; 
           history.x = [history.x; x]; 
         % Concatenate current search direction with  
         % searchdir. 
           searchdir = [searchdir;...  
                        optimValues.searchdirection']; 
         % plot(x(1),x(2),'o'); 
         % Label points with iteration number and add title. 
         % Add .15 to x(1) to separate label from plotted 'o' 
           text(x(1)+.15,x(2),...  
                num2str(optimValues.iteration)); 
           title('Sequence of Points Computed by fmincon'); 
         case 'done' 
             hold off 
         otherwise 




IT = getfield(output, 'iterations'); 
FC = getfield(output, 'funcCount'); 
  
Mfinal = PolyMassFunc2(X); 
  
results='resultsFmincon.txt'; 
fileR = fopen(results, 'wt'); 
fprintf(fileR,'Results from fmincon \n\n'); 
fprintf(fileR,'Starting point: c0 = %1.3f  c1 = %1.  c2 = %1.3f  
c3 = %1.3f  T = %1.3f \n\n',x0(1),x0(2),x0(3),x0(4),x0(5)); 
fprintf(fileR,'  c0         c1         c2       c3       Thick      
Mass\n');        
fprintf(fileR,' %2.5f       %2.5f       %2.5f       %2.5f      %2.
5f      %2.5f \n',X(1),X(2),X(3),X(4),X(5),Mfinal); 







Sub function: “VarFuncRBRDO.m” 
	
function [F] = VarFuncRBRDO(x) 
%ProbFunc Summary of this function goes here 
CP_max = -0.03; 
  
% constants for cost function 
w1 = 0.8; 
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w2 = 0.2; 
Mu0 = -0.05; 
Sig0 = 0.02; 
M0 = 159.4; 
MuTarget = -0.03; 
  
%plate characteristics 
a0 = x(1); 
a1 = x(2); 
a2 = x(3); 
a3 = x(4); 
t = x(5); 
fprintf('\n\n ***************** \n\n') 
fprintf('a0 = %2.5f \n',a0) 
fprintf('a1 = %2.5f \n',a1) 
fprintf('a2 = %2.5f \n',a2) 
fprintf('a3 = %2.5f \n',a3) 
fprintf('t = %2.5f \n',t) 
fprintf('\n ***************** \n\n') 
  
%create .k file for x values 
PolyFileWrite2(a0,a1,a2,a3,t) 
  
%% random variable data 
n=2; % number of random variables 
mean_x1 = 5; sig_x1 = 1;    %blast magnitude 
mean_x2 = 0; sig_x2 = 0.25; %blast location (x-coordinate) 
  
% ok ok  
  
%% UDR - Statistical Moments 
% Weights and double approximation for UDR     
w = [0.011257 0.222076 0.533333 0.222076 0.011257]; 
P1 = mean_x1 + sig_x1*[-2.856970 -1.355626 0 1.355626 2.856970]; 
P2 = mean_x2 + sig_x2*[-2.856970 -1.355626 0 1.355626 2.856970]; 
  
N = 5; %5 integration points 
% Moment approximations UDR 
G_mean_UDR=0; 
G_Var_UDR=0; 
MeanFun = CFuncPoly(mean_x1,mean_x2);   % function call at both 
means 
for i=1:N 
    Point1 = CFuncPoly(P1(i),mean_x2); 
    Point2 = CFuncPoly(mean_x1,P2(i)); 
    G_mean_UDR = G_mean_UDR + (w(i)*(Point1 + Point2 - (n-
1)*MeanFun)); 
    G_Var_UDR = G_Var_UDR + (w(i)*(Point1^2 + Point2^2 - (n-
1)*MeanFun^2)); 
end 
G_Var_UDR = G_Var_UDR - G_mean_UDR^2; 
  
Mu = G_mean_UDR 
Sig = sqrt(G_Var_UDR) 
  
% Probability calculation 
if Sig == 0 
    P = 0;   
else 
    fun = @(X) 1/(Sig*sqrt(2*pi)) * exp(-((X-Mu).^2/(2*Sig^2))); 





M = PolyMassFunc2(x); 
  
% cost function 






Sub function: “ProbFunc.m” 
	
function [P dP] = ProbFunc(x) 
%ProbFunc Summary of this function goes here 
CP_max = -0.03; 
  
%plate characteristics 
a0 = x(1); 
a1 = x(2); 
a2 = x(3); 
a3 = x(4); 
t = x(5); 
fprintf('\n\n ***************** \n\n') 
fprintf('a0 = %2.5f \n',a0) 
fprintf('a1 = %2.5f \n',a1) 
fprintf('a2 = %2.5f \n',a2) 
fprintf('a3 = %2.5f \n',a3) 
fprintf('t = %2.5f \n',t) 
fprintf('\n ***************** \n\n') 
  
%create .k file for x values 
PolyFileWrite2(a0,a1,a2,a3,t) 
  
%% random variable data 
n=2; % number of random variables 
mean_x1 = 5; sig_x1 = 1;    %blast magnitude 
mean_x2 = 0; sig_x2 = 0.25; %blast location (x-coordinate) 
  
% ok ok  
  
%% UDR - Statistical Moments 
% Weights and double approximation for UDR     
w = [0.011257 0.222076 0.533333 0.222076 0.011257]; 
P1 = mean_x1 + sig_x1*[-2.856970 -1.355626 0 1.355626 2.856970]; 
P2 = mean_x2 + sig_x2*[-2.856970 -1.355626 0 1.355626 2.856970]; 
  
N = 5; %5 integration points 
% Moment approximations UDR 
G_mean_UDR=0; 
G_Var_UDR=0; 
MeanFun = CFuncPoly(mean_x1,mean_x2);   % function call at both 
means 
for i=1:N 
    Point1 = CFuncPoly(P1(i),mean_x2); 
    Point2 = CFuncPoly(mean_x1,P2(i)); 




    G_Var_UDR = G_Var_UDR + (w(i)*(Point1^2 + Point2^2 - (n-
1)*MeanFun^2)); 
end 
G_Var_UDR = G_Var_UDR - G_mean_UDR^2; 
  
Mu = G_mean_UDR 
Sig = sqrt(G_Var_UDR) 
  
% Probability calculation 
if Sig == 0 
    P = 0;   
else 
    fun = @(X) 1/(Sig*sqrt(2*pi)) * exp(-((X-Mu).^2/(2*Sig^2))); 
    P = integral(fun,-Inf,CP_max); 
end 
  
P = P - 0.05; 




Sub function: PolyFileWrite2.m” 
	
function [fileout] = PolyFileWrite2(a0,a1,a2,a3,t) 
%PolyFileWrite2 writes a .k file for a plate with Polynomial 
profile 
%   It takes alpha and delta as inputs 
%   opens a new .k file and writes the info from the old .k fie 
%   the only changes are the nodal coordinates, which are replaced 
%   with the new coordinates for the Gaussian surface 
% 
%   returns the name of the file as a string 
  











filename_in = '26x26_test2.k'; 
fid_in = fopen(filename_in, 'rt'); 
  
filename_out = 'Poly_1.k'; 
fileID = fopen(filename_out, 'wt'); 
  
Col=0:27:nn; 
tline = fgetl(fid_in); 
while feof(fid_in) == 0 
    matches = strfind(tline,'*NODE'); 
    flagN = length(matches); 
    if flagN == 0 
         
        fprintf(fileID,tline); 
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        fprintf(fileID,'\n'); 
        tline = fgetl(fid_in); 
         
    else 
        fprintf(fileID,tline); 
        fprintf(fileID,'\n'); 
        tline = fgetl(fid_in); 
        fprintf(fileID,tline); 
        fprintf(fileID,'\n'); 
        tline = fgetl(fid_in); 
  
            %this generates the nodal coordinates 
            G=zeros(n,m); 
            for i=1:n 
                for j=1:m 
                    r=sqrt(X(i)^2 + Y(j)^2); 
                    if r>=0.5 
                        G(i,j)=0; 
                    else 
                        G(i,j) = (a0 + a1.*r + a2.*r.*r + 
a3.*r.*r.*r); 
                    end 
                     
                    
fprintf(fileID,'    %4.0f       %2.5f       %2.5f       %2.5f       
0       0\n'... 
                        ,j+Col(i),X(i),Y(j),G(i,j)); 
                    tline = fgetl(fid_in); 
  
                 end 
             end 
             
    end 
         
end 
     
%add the file end 
fprintf(fileID,'*END\n'); 
  
%close the file 
fclose(fileID); 
  
filename_in2 = 'Poly_1.k'; 
fid_in2 = fopen(filename_in2, 'rt'); 
  
filename_out2 = 'Poly_2.k'; 
newfile = fopen(filename_out2, 'wt'); 
  
tline = fgetl(fid_in2); 
while feof(fid_in2) == 0 
    matches = strfind(tline,'*SECTION_SHELL'); 
    flagN = length(matches); 
    if flagN == 0 
        % if the flag is not found, copy the line and check the 
next line 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
    else 
        % when a flag is found, copy the next four lines 
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        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        %insert thickness values for integration points 
        fprintf(newfile,'  %1.6f  %1.6f  %1.6f  %1.6f     0.000     
0.000     0.000         0\n',t_p,t_p,t_p,t_p); 
        tline = fgetl(fid_in2); 
         
    end 
     
end 
  









Sub function: “RandomFileWrite.m” 
	
function [fileout] = RandomFileWrite(B_mag,B_loc) 
  







filename_in2 = 'Poly_2.k'; 
fid_in2 = fopen(filename_in2, 'rt'); 
  
filename_out2 = 'Poly_3.k'; 
newfile = fopen(filename_out2, 'wt'); 
  
tline = fgetl(fid_in2); 
while feof(fid_in2) == 0 
    matches = strfind(tline,'*LOAD_BLAST_ENHANCED'); 
    flagN = length(matches); 
    if flagN == 0 
        % if the flag is not found, copy the line and check the 
next line 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
    else 
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        % when a flag is found, copy the next two lines 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        fprintf(newfile,tline); 
        fprintf(newfile,'\n'); 
        tline = fgetl(fid_in2); 
        %insert load case 
        fprintf(newfile,'         1  %1.5f  %1.5f     0.000  
0.400000     0.000         2         2\n',B_mag,B_loc); 
        tline = fgetl(fid_in2); 
         
    end 
end 
  
%close the file 
fclose('all'); 
  
fileout=filename_out2; 
  
end 
	
 
 
