of the median filter, which is used for preliminary processing in most of the state-of-the-art impulsive noise filters. Our first tests on synthetic and natural images demonstrated that the peak-and-valley filter and the median filter have comparable performances. The median filter is slightly better than the peak-and-valley filter at detecting/correcting noisy pixels, but on the other hand it tends to alter more true pixels. Nevertheless, even if the amount of true pixel alterations is significant (more than 63% for the median filter was recorded), the average change is rather small (no more than 11 were recorded). In some applications this degradation of the image, a milt smoothing, could not readily justify a heavy computational method to discriminate between noisy and true pixels, especially when dealing with video processing. The peak-and-valley filter demonstrated to be much faster than the median filter for all types of images tested.
I. INTRODUCTION
The topic of super resolution image reconstruction (SRR) has recently received considerable attention within the research community [1] - [3] . SRR algorithms all attempt to create a single higher resolution image from a number of lower resolution images. Although there are many flavors of these algorithms, all must first assume an image formation model relating the desired higher resolution image to the lower resolution images. Second, the high resolution image model must be inverted in some way to produce the high resolution image from the observations. Depending on the generality of the image formation model, the inversion methods must be more or less sophisticated. For example [4] , a simple assumption of translational motion between low resolution images yields a linear shift-invariant system that is readily inverted in the frequency domain. When more complex motion and blurring is considered [1] - [3] , [5] , iterative methods need to be employed. When the SRR problem is posed in set-theoretic framework [1] , [6] , one of the very general and powerful tools to invert the image formation system and arrive at a solution is projections onto convex sets (POCS) [6] , [7] . Concentrating on the POCS-solution for the set-theoretic SRR formulation, there are two areas where improvements are made in this paper. The first is in the image formation model. Currently, the model begins as a continuous one and is discretized by assuming the continuous high-resolution image undergoes a zero-order hold interpolation. The modeling could thus be improved by using higher order interpolants during the discretization step.
The second area where improvements can be made to existing set-theoretic formulations entails adding some form of regularization to the inversion process. Regularization is often desirable because it can reduce the visibility of artifacts created during the inversion process [8] . Probabilistic SRR formulations and solutions such as maximum a posteriori (MAP) estimators provide a simple and effective way to incorporate various regularizing constraints. Schultz and Stevenson utilized a discontinuity preserving prior within the MAP estimation context, where the likelihood of edges is controlled by the Huber edge penalty function [3] , [9] . Although one of the strengths of POCS is the ability to include various constraints into the inversion process, the inclusion of regularizing constraints has been almost nonexistent in previous formulations, with the exception of rather trivial energy and amplitude bound constraints.
II. THEORY
We will first introduce the video image formation model with an emphasis on the discretization step in Section II-A. After discussing the commonly employed zero-order hold interpolation, we will improve the discretization stage modeling by incorporating bilinear interpolation in Section II-A2. Having understood the interplay between discretization and blurring stages in the bilinear interpolation case, we will present the inclusion of the higher order interpolants in Section II-A3. This development will yield the discrete image formation model that will be used to define the convex sets determining the high-resolution image solution. We will then delineate a regularization method used to constrain the resulting high-resolution image in Section II-B.
A. Image Formation Model
Consider the general linear shift varying (LSV) image formation model given by [1] g(`) = h c (`; x x x)f (x x x) dx x x; = (m1; m2; k); x x x = (x1; x2)
where g(`) denotes the low-resolution (LR) image samples at spatial- It is desirable to discretize the LSV blur relationship in (1), to relate the observed LR images to a discrete version of f (x1; x2). Thus, a discrete superposition summation of the form
will now be formulated. We assume that the continuous imagery f (x 1 ; x 2 ) is sampled on the high resolution two-dimensional (2-D) lattice 3 (i.e., (n 1 ; n 2 ) are integers that specify a point in 3 as shown in Fig. 2 ) to form f (n1; n2).
1) Discretization with Zero-order Hold:
Assuming the space of the focal plane is completely covered by some super-resolution (SR) sensor with physical dimensions that can be used as a unit cell U for the lattice 3 (see Fig. 2 ), we can rewrite (1) as
where U(n 1 ; n 2 ) is the displaced unit cell by (n 1 ; n 2 ). With the assumption that f (x 1 ; x 2 ; k) is constant over the cell U(n 1 ; n 2 ), (1) can be written
By comparing (4) with (2), it is evident that
2) Discretization with Bilinear Interpolation: With the zero-order hold modeling, the function f (x x x; k) is assumed constant over the highresolution sensor U(n 1 ; n 2 ). However, one can better express f (x x x; k), x x x 2 U(n 1 ; n 2 ), in terms of f (n 1 ; n 2 ; k), f (n 1 +1; n 2 ; k), f (n 1 ; n 2 + 1; k), and f (n1+1; n2 +1; k) using bilinear interpolation. Specifically, approximating f (x x x; k) bilinearly, (1) can be written as
U(n1;n2) 1 f (n 1 ; n 2 ; k)x 1 x 2 + f (n 1 + 1; n 2 ; k)x 1 (1 0 x 2 ) +f(n 1 ; n 2 + 1;k)(1 0 x 1 )x 2 +f(n1 + 1; n2 + 1;k)(1 0 x1)(1 0 x2 )
Equation (5) can be rewritten as
Noting that (n1; n2) is utilized four times in (6), one can reorder the terms in the summation and write 
3) Discretization with Higher Order Interpolants: A more proficient approximation of the underlying continuous high-resolution image can be obtained using higher-order interpolants. To this end, we express f (x x x), the continuously interpolated high-resolution image, in terms of an underlying high-resolution image fu(x x x) as
where hr(x x x) is the reconstruction interpolant, 3 denotes two dimensional convolution, and discrete positions indexed by n n n = (n 1 ; n 2 ) are understood to be indexing the sampling lattice. Substituting (9) into (1) and carrying out straightforward manipulations yields The standard POCS constraint sets are then defined based on h d (n n n;`), so the inclusion of higher-order interpolants into the formulation is completely encapsulated into the blur modeling.
B. Edge Adaptive Constraints
The accuracy of blur estimation has a profound effect on the efficacy of SRR algorithms. However, in many real-life SRR applications, little information about the blur function is available. Furthermore, blur estimation techniques may produce inaccurate results. Loosely speaking, if we have a Gaussian blur with a variance , underestimating yields blurry images whereas overestimating it will cause ringing artifacts along the edges. Noting this fact, the method of adaptation for ringing suppression is to selectively modify the constraint sets defining SRR. For example, assuming that the actual blur function lies within a set of Gaussian blur functions, we could conservatively choose a blur function with a lower variance at the edge pixels, whereas in homogeneous regions, wider blur functions are selected.
To begin, the data consistency constraint sets defined based on (11) are given by C(`) = f(n n n): jg(`) 0 n n n f(n n n)h(n n n;`)j o(`) (12) where o (`) is related to the noise in the image. The convex constraint in (12) is an l 2 norm constraint. At every low-resolution pixel a closed and convex set C(`) is defined, and POCS SRR proceeds by successively projecting onto these sets. Unwanted ringing will be caused by projections onto sets defined at edge locations. Therefore, it is the sets defined on edges that will be modified. A modification intended to reduce ringing must alter the sets so that projections at edges do not attempt to invert a large blur in the direction orthogonal to the edge. To reduce the amount of deblurring directly at an edge, the blur function in the direction of the edge gradient must be made more like an impulse. This is accomplished by estimating the directions of edges and then weighting the blur h(n n n;`) along the gradient with an appropriate function. Such a function is given below: r(n n n;`) = < < < (e 0j n n nj ) (13) where is the edge orientation, < < < denotes rotation operator by angle of , and is selected to be proportional to the edge gradient. Although it would appear this modification would also reduce the degree of deblurring near edges, this effect is mitigated because normal projections are still carried out in the near vicinity of the edge such that the edge belongs to the support of h(n n n;`).
It is very important to note that by selectively changing the blur function, we may lose consistency with the observed data. In fact, the underlying physical model may be violated. Therefore, the sets may not have a common intersection. However, there are three compelling reasons to consider this method.
1) In practice, it provides very good results and suppresses the ringing artifacts even if the blur estimation fails. 2) In most applications, blur estimates are not perfect but are within some error bound. From a theoretical point of view, there is not much difference between assuming a constant erroneous blur function and selectively changing the blur function within some bound.
3) One may prove that for a set of functions r(n n n;`), the intersection of the modified sets lies within the intersection of nonmodified SRR sets. In this case, convergence is guaranteed.
III. RESULTS
Two sets of experiments are provided to demonstrate the efficacy of modeling with higher-order interpolants and edge adaptive constraints for ringing suppression. For both cases, four low-resolution images are used, and a resolution improvement by a factor of two horizontally and vertically is sought.
In the first sets of experiments, a portion of a $20 bill is scanned at 300 dpi and used as the high-resolution image (shown in Fig. 3(a) .
It is then blurred by a 9 2 9 gaussian filter, translated by one pixel in both horizontal and vertical directions, and decimated to obtain the low-resolution observations. The first low-resolution image is depicted in Fig. 3(b) . The POCS-based SRR algorithm with 1) zero-order hold interpolation, 2) cubic interpolation, and 3) sinc interpolation [10] in the discretization stage is employed to reconstruct the original high-resolution image. Note that since a 9 2 9 window is also utilized in the POCS solution, sinc interpolation corresponds to a truncated sinc interpolation. Also, since no noise has been added to the LR images for this first set of experiments, o is taken to be 1. The absolute difference image between the reconstructed and original high-resolution image is shown in Fig. 4(a)-(c) , respectively.
The MSE between the original and a reconstructed high-resolution image is defined as MSE = 1 N (n ;n ) (f (n 1 ; n 2 ) 0f(n 1 ; n 2 )) 2 (14) wheref (n1; n2) is the reconstructed image and N is the number of pixels; and is reported for all cases in Table I . Note that the inclusion of higher-order interpolants matters most when the blur function variance is small, i.e., the smaller the blur function variance, the more important it is to account for higher order interpolants. This is expected since convolving a wide blur function with the interpolant makes a small difference (in the blur function) whereas convolving a narrow blur function with the interpolant can change its spread noticably.
In the second sets of experiments, all low-resolution images (observations) are captured via a scanner. Motion is mostly translational but since some rotation is present an affine model is estimated. In addition, the blurring is modeled as Gaussian, while noise is present in the LR images due to the scanning operation. The value of o applied to all LR observations is determined by estimating the noise variance in a smooth area of a LR image.
For the higher-order interpolant experiment the original high-resolution image is depicted in Fig. 5(a) . Fig. 5(b)-(d) shows the result of SRR using, respectively, zero-order hold, cubic interpolation, and truncated sinc interpolation modeling. The cubic spline interpolation model more faithfully reproduces the original.
For the "edge adaptive constraints" experiment, Fig. 6 (a) depicts the result of standard SRR with a blur assumed to be Gaussian with a standard deviation of = 1:5, while Fig. 6(b) shows the result of SRR with the regularization method and the same parameters/images. Fig. 7(a) and (b) show the same images for the case of blur assumed Gaussian with a standard deviation of = 1:8. A Sobel edge detector is utilized to locate the edge pixels [11] . We have also tested the efficiency of the proposed method with images that contain diagonal edges in addition to horizontal/vertical edges. Fig. 8(a) depicts the result of standard SRR with a blur assumed to be Gaussian with a standard deviation of = 1:3, while Fig. 8(b) shows the result of SRR with the regularization method.
We see that edge ringing is greatly reduced using the proposed regularization at little or no cost in terms of image sharpness. Lastly, we noticed no noticeable increase in the number of iterations required to estimate the SR image. 
IV. CONCLUSIONS
We have proposed methods to improve the accuracy and robustness of POCS-based SRR methods. The following conclusions are noted. • It is shown that function approximation via higher order interpolants can be encapsulated into POCS-based SRR by convolving the blur function with the interpolant. This incorporation of higher-order interpolants in SRR algorithms significantly improves their accuracy. The proposed changes only affect the blur tables, hence have no effects on the computational cost of SRR algorithms.
• The edge adaptive constraint sets reduce the artifacts, especially when the blur estimates are not correct. Also, additional computational complexity for edge detection is very small.
