Real-time computations of manipulator Jacobian are examined for execution by uniprocessor computers, parallel computers, and VLSI pipelines. The characteristics of the Jacobian equations are found to be in the form of the first-order linear recurrence. The time lower bound of computing the Erst-order linear recurrence, and hence the Jacobian, is of order 0 (N) on uniprocessor computers, and of order 0 log N) on parallel single-instruction-stream multiple-data-stream (Sb? computers, where N is the number of degreen-of-freedom of the manipulator. The Generalised-k method, which achieves the time lower bound on uniprocessor computers, is derived to compute the Jacobian a t any desired reference coordinate frame k from the base coordinate frame t o the end-effector Coordinate frame. We find that if the reference coordinate frame k is in the range 14, N-31, then the computational effort is the minimum. To reduce the computational complexity from the order of 0 (N) t o 0 (log,N), we derive the parallel forward and backward recursive doubling algorithm t o compute the Jacobian on parallel computers. Again, any reference coordinate frame k can be used, and the minimum computation occurs a t k = (N+1)/2. To further reduce the Jacobian computation complexity, we design two VLSI systolic pipelined architectures. A linear VLSI pipe, which uses the least number of modular processors, takes 3 N floating-point operations to compute the Jacobian, and a parallel VLSI pipe takes 3 floating-point operations. We also show that if the reference coordinate frame is selected a t k = (N+1)/2, then the parallel pipe will require the least number of modular processors, and the communication paths are muchshorter.
Introduction
Existing methods in computing the manipulator Jacobian are formulated to be computed by uniprocessor computers and can be classified into two categories. The first category ex loits the linear recurrence characteristics of the Jacobian equations 1,lZ,l5], and the second category consists of various other methods [1,2,3,11,13,14,16]. Based on the linear recurrence characteristics of the Jacobian equations, Renaud [12], Waldron [15] , and Orin and Schrader [9] all developed efficient computational schemes for the Jacobian t o be computed on uniprocessor computers. All their methods share a common characteristics, and only deviate from each other by a different selection of the reference coordinate frame for computation. The reference coordinate frame is set such that all the vectors and matrices and the Jacobian computed are referred to that reference coordinate system. The best computational order from these methods for an N-link manipulator is 0 (N).
Other methods for computing the Jacobian include Uicker 1131, and Fu et al. [lf. Licker 131 obtained the Jacoand Whitney [le computed the Jacobian based on vector methods. f,2!ul et al. 11 devAoped the differential approach to obtain the Jacobian directly Irom the homogeneous transformation matrices. Vukobratovic and Potkonjak [14] calculated the N individual columns of the Jacobian matrix from the base coordinates t o the end-effector coordinates expressed with respect t o the end-effector coordinates. In Fu et al. [l] , the Jacobian is computed as a by-product from the computation of the Newton-Euler equations of motion in solving the inverse dynamics. Recently, Orin et al. [lo] developed pipeline and parallel algorithms for configuring a systolic array of processors to implement the Jacobian. (N + 1 /2 time units are taken to obtain the Jacobian for the pipeline algoritkm. 2 N processors are used with initiation rate equals to 2. The parallel algorithm, which is based on a divide-and-conquer strategy, reduces the computational order to This paper generaliies Waldron's, Renaud's, and Orin and Schrader's methods to develop the Generalised-k algorithm, which computes the Jacobian in the order of 0 (N) a t any given desired reference coordinate frame 1). From the Generalised-k algorithm, we find that the eoelfietcntan6 the order are h e d with respect to any k; however, the total number of computations is m i n i u m if k is in the range of [4 ,N-31 for an N-link manipulator. To overcome the recurrence problem in the Jacobian, a parallel forward and backward recursive doubling algorithm running on SIMD computers t o yield the time lower bound of 0 (log&" has been developed. To further reduce the computation, two designs of VLSI systolic pipelines for implementing the Jacobian computation are considered. The first one is a linear VLSI pipe, which use8 the least number of modular processors to compute the Jacobian. It takes 3N floating-point operations (flops) to complete the task. The second design is a parallel VLSI pipe, which takes the 'east number of time steps t o compute the Jacobian. The time steps needed are 3 flops. Existing methods and the proposed methods for the computation of the Jacobian are tabulated in Tables 1 and 2 for comparison.
Notation and Jacobian Equations
To derive the Jacobian equations, we will consistently w e the Denavit-Hartenberg matrix representation of coordinate systems as shown in Fig. 1 and its parameters are defined as follows: is the origin of the i t h coordinate frame; is the unit vector along the I axis of the i t h coordinate frame with reference to the inertial coordinate frame; is the 'oint indicator indicating whether joint i is prismatic (xi = j or revolute (xi = 0 ) ; is the rotation matrix relating the orientation of link i coordinate frame with respect t o link i-1 coordinate frame, is the Jacobian matrix with elements referenced t o the kth coordinate frame; is the angular velocity of link i in the Cartesian space expressed in the kth reference coordinate frame; is the linear velocity of link i in the Cartesian space expressed in the kth reference coordinate frame;
is an entry Of J k relating qi t o ' v i ;
' p i is an entry O f Jk relating (li to ' w i ; 
' p i = 'pi+l + kRi+l '+'P:+~ , for i < k.
(4b) In particular, 'p' is the position vector from the origin of link i coordinate frame t o the origin of link i-1 coordinate frame with respect to the link i coordinate frame; it can be shown that
From Eqs. (2) and (3), the Jacobian for an N-link manipulator can be expressed as
In this paper, we shall assume that i-lRi, 'p', and X i , for all i from 1 t o N, are available. For a given robot manipulator, a;, ai and X i are k e d . 0; and di are, respectively, joint variables for a revolute joint and a prismatic joint. These variables determine the entries of the Jacobian matrix of a manipulator.
Since a robot manipulator consists of links in serial, velocities propagate from one link t o another. The angular velocity of link i is that of link i-1 plus a new rotational component a t joint i as in . .
have the following relations regard-
and
where so = ( O , O , 1 )T. Hence, the Jacobian is ...
Equations (10) and (11 are the equations of the Jacobian calculation. In order to compute l l qs. (10) and (ll), 'Ri and 'pi have to be found in advance. Using the "chain rule," we see that Orin and Schrader [9] all developed efficient computational schemes for the Jacobian t o be computed on uniprocessor computers. All their methods deviate from each other by a different selection of the reference coordinate frame for computation. The reference coordinate frame is selected such that all the vectors and the Jacobian components computed are referred t o that reference coordinate system. Waldron's, Renaud's, and Orin and Schrader's methods have their reference frames set a t k = 0, N/2, and N, respectively. The most efficient method is by Renaud, when the Jacobian components are referenced in their respective specified reference frame. However, if the reference frame is selected a t the endeffector coordinates, Orin and Schrader's method is more efficient. We generalize their methods to develop the Genera1ized:k algorithm, which also achieves the time lower bound of 0 (N) running on uniprocessor computers. The objective of developing the Generalised-k algorithm is to determine which and why certain reference coordinate frame k t more efficient in computing the Jacobian, and an optimal reference coordinate frame k which requires the minimum number of mathematical operations in computing the Jacobian will be determined. The Generalised-k algorithm determines all the Jacobian matrices with the reference coordinate frame set a t k = 0,1,2, * * * ,N.
As k varies from 0 t o N, N+1 Jacobian matrices will be obtained. The methods proposed by Waldron, Renaud, and Orin and Schrader can be considered to be special cases of the Generalised-k algorithm. Furthermore, we would like t o investigate the significant influence on the total number of caiculations if we vary the twist angle (a, in the link transformation matrix) of each link t o 0 degree and f 90 degrees.
Given a desired reference coordinate frame k, the following Generalised4 algorithm computes the Jacobian with respect t o the reference frame k.
Algorithm Gen-k (Gcncmlized-k Algorithm). This algorithm determines the Jacobian matrix a t a desired reference coordinate frame k (k is given).
Gl. [Initialization.] 'Rk =I3, and ' p k = 03xi;
End (14) (15)
From the Generalised-k algorithm, if the reference frame is set a t some k, then the calculations can be split into forward and backward recursions. The forward recursion propagates rotation matrix and position vector from the reference coordinate frame k t o the endeffector coordinate frame; whereas the backward recursion propagates rotation matrix and position vector from the reference coordinate frame k to the base coordinate frame. The multiplication of two general rotation matrices '-IR, 'R,+ requires 27 multiplications (mults) and 18 additions/subtractions (adds). However, Eq. (1) shows that a general rotation matrix '-IR, has a zero element in its (3,l) entry. Thus, Eqs. 14) and (16) will only need 24N mults and 15N adds in the first two F b R loops, neglecting constant terms. Similarly, Eqs. (15) and (17) will take 9 N mults and 9 N adds in the first two FOR loops. Equation (18) does not involve any multiplications or additions since the third column of 'R, is selected. The cross product in Eq. (19) can be expressed as a matrix-vector multiplication and takes 6 N mults and 3 N adds in the third FOR loop. Summing up, we have 39N mults and 27N adds in the algorithm, which is obviously of the order 0 (N).
The above computation is an upper bound on the total number of calculations needed. However, as the initial rotation matrix has a zero element in the matrix, the resulting computation needed is reduced if we can identify the sero elements in the matrix equation, since they are not operated on. As we set the reference frame k differently, the total number of computations in terms of mults and adds will be different. Since the computation is extensive for us to carry out by hand, a computer program is written to count the total number of calculations a t each reference coordinate frame k, k = 0 , l , * . * , N, and t o assist ua in determining an optimal reference coordinate frame k, k E [ 0 , N]. The complexity is measured in terms of the total number of mults and adds and the results are listed in Table 3 . We observe that the order of the Jacobian computation is 0 (N) and is independent of the reference coordinate frame k. In addition, the coefficient is the same, 39 in the case of mults and 27 in the case of adds. They only differ by the constant terms. Since the twist angles of most manipulators are either 0 degree or f 90 degrees, we replace the general twist angle a , , and set a , = 0 degree and a, = f 90 degrees in succession in the program. Similar results are obtained. The multiplication coefficient of the computation changes from 39 to 16 for ai = O degree, and t o 30 for ai = f 90 degrees. The addition/subtraction coefficient changes from 27 to 9 for ai = 0 degree, and t o 18 for ai = f 90 degrees.
Jacobian Computation on SIMD Computers
Our next goal is t o reduce the order of the time complexity from 0 (N) to 0 (log N ) t using N processors. We shall focus on SIMD computers for our gacobian computation because we are able to arrange the data in a regular manner. The physical structure of an SIMD computer can be viewed as a set of N processing elements (PES), where each P E consists of a processor with its own memory and the o erations performed by each processor involve a t most two operanis. A network connects each PE t o some subset of the other PES. The interconnection network provides a communication path between processors. For a fully-connected network, every processor is directly connected to every other processor and requires N(N -1)/2 bidirectional links between N processors so that data can be exchanged in one transfer, which is the ideal case of an interconnection network.
Although for a large N, the cost of the links grows enormously, however, for a six-link robot arm, we need only seven processors N = 7 (one for the base) t o handle all the necessary computations, and it requires only 21 bidirectional links. Even to allow for redundant robot arms, we can assume that N will not be a large number, say N 5 12, and it requires only 66 bidirectional links. Thus, it is worthwhile t o consider a fully-connected interconnection network for our SIMD computers.
Furthermore, this network provides three advantages: N is not confined t o be a power of 2; any transfer takes just one move; and the interconnection network is much simpler. Our discussion on the Jacobian computation will focus on this fully-connected SIMD computer, although it will equally be applied to any fully-permutated interconnection network.
The Jacobian equations consist of a set of first-order homogeneous and inhomogeneous linear recurrence equations and independent equations. From the viewpoint of parallel computations, independent equations can be computed simultaneously in one time step. However, linear recurrence equations cannot be done in one single step. This constitutes a computational bottleneck in computing the Jacobian.
of the computation of such problem into two subproblems. The evaluation of the subproblems can be performed simultaneously in two separate processors. By repeating the same procedure, each subproblem can further be split and spread over more processors. For an arbitrary N, there will be (N+1)/2k parallel operations a t the kth splitting until [ log2(N+1)1 splits. The resulting algorithm computes the entire series zo, zl , * , ZN in time complexity of 0 (log2N) on an Nprocessor computer. Thus, the recursive doubling technique achieves the time lower bound and hence is the best solution for linear recurrence problems.
The computational bottleneck in the Generalized4 algorithm comes mainly from the forward and backward first-order linear recurrence equations (i.e. Steps G2 and G3). This set of forward and backward recurrence equations can be evaluated by applying the recursive doubling technique twice, one for the forward recursion and another for the backward recursion, to achieve the time lower bound. Further reduction in the computations can be accomplished by minimizing the coefficient of the logarithmic function of the time complexity. This is done by computing the forward and backward recurrence equations concurrently. A new algorithm, the forward and backward recursive doubling algorithm (Algorithm FABRD), is developed t o compute the forward and backward recurrence equations concurrently. This method is depicted in Fig. 2. Let the base be the reference coordinate system k such that the forward recurrence starts from node k t o node N, and the backward recurrence starts from node k back to node 1. Each part is itself an independent recursive doubling problem. We can rename the nodes 
and the backward recurrence equation becomes tA logarithmic function will be assumed to be in base 2
where "*" indicates an associative operator. The forward and backward recursive doubling algorithm is summarised below. Algorithm FABRD (Forward And Bockward Recurrive Doubling Algorithm). Given k, N, and X ( i ) in PE i) 0 < i < N, this algorithm computes the Jacobian by splitting t i e 'coZpuTations of the linear recurrence equations into forward and backward recurrences.
[ 
Step 1 Do
End-do
The Generalised4 algorithm can be implemented by the F B R D algorithm for an N-link manipulator t o achieve a time lower bound of 0 (log,N), once the preferred reference coordinate frame k is chosen. k can be any value in the range of 0 to N. We have t o apply the FABRD algorithm twice t o compute 'Ri and 'pi in the Generalized-k algorithm. If N+1) 2 > k, then the forward recurrence will take more steps t!an t l e backward recurrence, and vice versa. The forward and backward recurrences are computed concurrently. Soon after the backward recurrence is finished the forward recurrence will continue by itself until it is done. After *Ri and 'pi are calculated, ' p i and ' p i can be calculated all in two time steps.
Detailed steps in computing the Jacobian are described in the following parallel forward and backward recursive doubling algorithm (Algorithm PFABRD).
Algorithm PFABRD (Paralkl Forward And Backward Recursiw Doubling Algorithm). This algorithm computes the Jacobian by splitting the linear recurrence equations of the Jacobian into forward and backward recurrences. 
END PFABRD.
Recall that in the FABRD algorithm, a is the smaller of [log(N-k)] and [log(k-l)]. Forward and backward computations are executed concurrently in a time steps. If y is the larger of [log(N-k)] and [log(k-l)], then y-a more steps will be needed to complete the computations. In the PFABRD algorithm,.y time steps are taken in each P 2 and P 3 Steps. In Step P2, each time step executes 24 mults and 15 adds. In Step P3, each time step executes 9 mults and 9 adds.
C o m t i n r I !hpa ~ I Plda and P3, mults, we have and max 33 log N-k 33 log k-1 max 24 log N-k 24 log k-1 adds.
Step P 4 takes one time step to complete and no mults and a s are needed.
Step P 5 also takes one time unit t o complete with 6 mults and 3 adds for the vector cross product. Summing up the computation in Steps P2-P5, we have 
Jacobian Computation on VLSI Architectures
Asystolic system 51 consists of a set of interconnected cells; each flows between cells in a pipeline manner, and communication with the outside world occurs only a t the boundary cells. Criteria for evaluating the design of systolic structures include: multiple use of each input data, extensive concurrency, few types of simple cells, and simple and regular data and control flows [SI. We shall only limit ourselves in the design level of the Jacobian computation algorithms and two designs will be presented with comparisons. One design is to compute the Jacobian linearly using the least number of modular processors; the other design is t o compute the Jacobian in parallel with the least time units. The first architecture takes 3 N floating-point operations (flops) for an N-link manipulator, and the second architecture takea 3 flops.
A VLSI chip is commonly comprised of a few blocks of thousands of identical modular processors. A modular processor performs simple operations such as matrix t o matrix multiplication, cross product of two vectors, vectors addition, or simply passing of data. In our implementation of VLSI for the Jacobian computation, a few modular processors will be needed. Arithmetic computations can be grouped into matrix to matrix products M M P , matrix to vector products MVP , vector cross products (VCA and vector to vector additions b A ) .
All of the MMPs, MVPs, VCIk, and W A a can be built based on simp e modular processors (MPs). Each MP has three processing units which cell performs some simp \ e operations. Information in a systolic system can perform scalar addition and multiplication simultaneously. It can be used t o evaluate the operations of two 3 x 1 vectors such as vector dot product and vector addition. We sly11 assume one scalar multiplication takes the same processing time as one scalar addition/subtraction in one floating-point operation (flop). Hence, a vector dot product will take three flops, one multiplication and two additions. We will use these MMF's, MVPs, VCPs, and W A S as building modular cells to complete our design of the Jacobian computation in a VLSI chip. Figure 3 shows the data flow and systolic array implementation on the linear computation of the Jacobian (cf. the Generalised4 algorithm). In this linear pipeline design, five cells are needed. Cell 1 is a MMP. It computes Eqs. (14) and (16) in 3 flops. Cell 2 is a MVP, which computes part of Eqs. (15) and (17) in 3 flops. Cell 3 is a 2-to-1 multiplexer in which Xi is a switch control. If Xi = 0, input A will be used; if Xi = 1, input B will be used. If input B is used, then a MVP will be used t o evaluate the input data; otherwise the output is the data a t input A. Cell 3 computes Eq. (18) in 2 flops. Cell 4 is a W A , which completes calculation of Eqs. (15) and (17) data for the backward recurrence into the pipe. There is no distinction of where the reference coordinate frame k should be in the evaluation of e5ciency. This means that the performance of the linear pipe is independent of the selection of the reference coordinate frame k. Our linear pipe design satisfies three of the above four criteria, namely multiple use of each input data, a few types of simple cells, and simple and regular data and control flows. Extensive concurrency criterion cannot be satisfied inherently because of a linear pipe design.
Linear VLSI Pipeline Design

Parallel VLSI Pipeline Design
In order to exploit extensive concurrency, the design of a parallel pipe is performed. Figure 4 shows a block diagram for a VLSI design on the parallel computation of the Jacobian using the PFABRD algorithm. There are four major blocks in the design. Block 1 computes
Step P2 of the PFABRD algorithm; block 2 computes Step P3; block 3 computes Step P4, and ' p i = 'Ri E~, by selecting the third column of k R i ; and finally block 4 computes Step P5. To apply the PFABRD algorithm to block 1 and block 2, we replace each node in Fig. 2 by an appropriate modular cell. Block 1 is shown in Fig. 5 . Here, darkened squares represent processor cells, and open squares represent a simple pass of data. In this structure, there are N-2 rows and ma, ( [ log,(k-l)] , [ log,(N- Fig. 6 , is similar to block 1, except that a column of circles are added to the left, and each darkened square is a W A . Darkened circles are MVPs. Block 3 and block 4 are shown in Figs. 7 and 8 respectively. Each square in these two figures represent a 2-to-1 multiplexer. X i is a switch control. When X i = 0, the top input will be used; when X i = 1, the bottom input will be used. In Fig. 7 , when the top input is selected, the data will pass through an MVP. In Fig. 8 , when the top input is selected, the data will pass through a VCP. In both cases, when the bottom input is selected, the output is the data a t the input.
Let us define three important parameters for analysing the components and performance of the parallel VLSI pipeline design.
From Fig. 5 , it can be verified that the total number of MMPs is given by m4 = { ml(log,ml-l)+ (N-k-ml)[log,(N-k)l
Block 1 needs m 4 MMPs; block 2 needs m 4 W A a and (N-1 M v p s ; block 3 needs N MVPs; and block 4 neede N VCPs. The total number of M P s t o implement the system shown in Fig. 4 is 9N + 4m4 -3. The critical path of the parallel pipe starts from block 1, throu h block 2, to block 4. From the critical path, it takes (6m3 + flops to fill the pipe as the initial delay. Once the pipe is full, each successive output takes three flops. Hence, the Jacobian can be obtained in three flops whenever the pipe is full. From Eq. (27) , it is clear that the initial delay time will be minimum when the reference coordinate frame ia selected a t k = ( N + l ) / 2 . The minimum number of MPs required is when k = (N+1)/2, derived by taking partial derivative of Eq. (30) with respect to k. In addition, when k = (N+l)/2, the data flow from one cell t o another is exactly one-half shorter than when E = N or k = 0 in block 1 and block 2. This in very important in the VLSI design. The fact that k = (N+1)/2 is the best coincides with the results in sections 3 and 4.
Conclusion
To investigate real-time Jacobian computation, we proceed by determining an optimal reference coordinate frame k for efficient computation in uniprocessor computers, then extend the concept to be computed by parallel SIMD computers, and finally design two VLSI pipelines. Results are summarised here:
(1) The time lower bound of computin the Jacobian using uniprocessor computers is o ( N ) for an N-lini manipulator.
(2) The optimal computation using uniprocessor computers occurs when the reference coordinate frame k is set in the range [4, N-31 for an N-link manipulator. (3) We show that if given a choice of any twist angle a, to be *90 degrees or 0 degree, it is computationally more efficient to pick the twist angle to be 0 degree.
(4) The time lower bound of parallel computation using the recursive doubling technique is shown t o be 0 log N To speed up the process %fold a t the best, we derive t h e L F b k D method, which also achieves the time lower bound of 0 (log,N). The minimum computation is found when the reference coordinate frame k is selected a t (N+1)/2.
( 5 ) Two VLSI systolic pipelined architectures are designed. The first one is a linear VtSI pipe, which uses the least number of modular processors; however, 3N flops are needed to compute the Jacobian. The second one is a parallel VLSI pipe, which just takes 3 flops to compute the Jacobian. When the reference coordinate frame k is selected a t (N+1)/2, it requires the least number of 
