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Message from the Workshop Chairs
The increasing functionality and capacity of mobile devices have enabled new mobile applications
which require new approaches for data management. Users want to have a seamless integration
of their data on their mobile with other devices, which can be either classical devices such as a
desktop PC or other mobile devices. Although the capabilities of mobile devices are growing, their
limitations have to be taken into account when designing efficient and effective mobile applications.
For example, constraints on energy, CPU power, storage, display size, communication bandwidth,
and real-time capabilities have to be considered.
Information management in mobile applications is a complex problem space which requires the
consideration of the aforementioned constraints. In addition, mobile data can have various forms,
such as sensor data, user profiles & user context, spatial data, and multimedia data. Smartphones,
mobile and wearable sensors, and other portable systems are used in various applications to collect,
process, and exchange an increasing amount of data. Applications can run on several devices
(mobile, PCs, multimedia), but the exchange, the integration, and the querying of data between
these devices remains a challenging problem.
The International Workshop on Information Management for Mobile Applications (IMMoA’13)
is a continuation of the successful IMMoA and HIMoA workshops in the previous years. It aims
at a broad range of mobile application fields: Business, (Serious) Games, Leisure, and Transport.
IMMoA’13 was co-located with VLDB 2013 in Riva del Garda, Italy, and provided a forum for
discussion about technologies and mechanisms, which support the management of mobile, complex,
integrated, distributed, and heterogeneous data-focused applications.
We received about ten high quality submissions of which we could accept six as full papers.
The papers have been peer-reviewed by three to four reviewers each. In addition, we had three
invited papers and a keynote presentation by Maria Luisa Damiani from the University of Milan
on “Moving objects beyond raw and semantic trajectories”. The presentations covered topics
such as pattern recognition, models for spatio-temporal data, mobile data management in health
applications, and videogames to evaluate information management in vehicular networks.
We would like to thank all authors, presenters, and the reviewers for their good work that re-
sulted in a successful workshop. Furthermore, we would like to thank the DFG Research Cluster
Ultra High-Speed Mobile Information and Communication (UMIC, http://www.umic.rwth-aachen.de)
at RWTH Aachen University, Germany, for their support in organizing this event.
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ABSTRACT
Mobile applications, for example for road traffic monitoring,
mobile health and animal data ecology, call for methods
enabling rich and expressive representation of moving ob-
jects. This demand motivates the increasing concern for the
paradigm of semantic trajectories. In this paper, I overview
related research, focusing in particular on the novel data
model of symbolic trajectories proposed for the efficient and
flexible handling of semantics-aware trajectories through a
Moving Object DBMS.
1. INTRODUCTION
Semantic trajectories is a relatively recent paradigm de-
veloped to provide applications with knowledge about the
movement of moving entities. The key idea is to supple-
ment the raw mobility data (i.e. raw trajectories in the
following) - typically sequences of GPS points - with con-
textual data [4]. For example, semantic trajectories can be
used to describe the sequence of points of interest visited by
tourists in a city, or the sequence of transportation means
used by an individual to reach the working place from home.
Basically a semantic trajectory consists of a raw trajectory
augmented with annotations regarding the whole trajecto-
ry or parts of it. Probably because of its simplicity and
naturalness, the concept of semantic trajectory has attract-
ed the interest of numerous researchers over the last years.
Current research develops along diverse streams including:
ontology/conceptual modeling, mobility pattern mining for
the generation of semantic annotations, semantic location
privacy, and - more recently - the connection with the the-
ories of complex networks and social analysis. The main
results achieved so far are nicely summarized in the survey
paper [4].
Somewhat surprisingly, one aspect that is largely ignored
by the most recent literature regards the data management
dimension of semantic trajectories. Put simply: how can we
store and access semantic trajectories? How can we repre-
sent semantic trajectories through a rigorous data model?
How can semantic trajectories interplay with raw trajec-
tories and conventional data? These questions have been
only marginally addressed. In fact no operational system
enabling the management of semantic trajectories in real
applications exists. We believe that this is a critical limita-
tion especially in the light of the increasing availability of
big raw trajectory data collected from mobile application-
s (e.g. LBS) that creates challenging opportunities for the
application of this concept.
The research that we have undertaken in the context of
the European initiative Cost Action MOVE1 aims to fill
this gap. Indeed the goal is not simply to take some exist-
ing definition of semantic trajectory and find the best way
for implementing it on a DBMS, but rather to re-think of
the notion of semantically meaningful movement while tar-
geting the specification of a general, formal and operational
framework. We imagine that in the long run this research
could lead to the development of a novel class of software
platforms for mobility data handling. The users of these
systems will be able to organize and analyze mobility da-
ta in the same way that users now organize and analyze
spatial data in a conventional GIS platform, e.g. Quantum
GIS, or using one of the more recent platforms on cloud,
e.g. GISCloud. While the idea in itself may sound not par-
ticularly innovative, just a restyling of GIS, we believe that
these platforms, going beyond the notion of Moving Object
DBMS, can greatly facilitate the development of novel and
challenging applications. In what follows, the notion of se-
mantic trajectory is presented; next the concept of symbolic
trajectory is introduced along with the results achieved so
far and major open issues.
2. SEMANTIC TRAJECTORIES
Early work on semantic trajectories was triggered by the
experimental analysis of a set of raw trajectories about a
group of birds [5]. By using the standard functionalities
of a GIS, we found that the sequences of points, just pairs
1http://move-cost.info/
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of timestamped coordinates, associated with birds identi-
fiers were actually representing the migration routes from
Central Europe to Africa and vice versa. Such discovery,
that was somewhat unexpected, inspired the proposal of a
novel model for the high level representation of movemen-
t. Since this first result, research developed along different
directions, including the following:
• Conceptual modeling. The first conceptualization was
centered on the notions of stop and move [5]. A stop
represents a temporary suspension of the movement,
while a move is the transfer from one stop to anoth-
er stop. While this conceptualization is appropriate
in many applications, there is increasing evidence that
stop-and-move is just one of the possible mobility pat-
terns. For example Yan et al. [7] present an approach
to extract and represent the sequence of activities from
raw trajectories. In the light of these experiences, a
novel conceptual model has been recently proposed
which enables the attachment of any kind of mean-
ing (not just stop and move) to sequences of points
[4].
• Extraction of mobility patterns. A major research di-
rection regards the mining of mobility patterns to au-
tomatically annotate semantic trajectories. Early work
by Alvares et al. [1] focuses on the identification of
stops and moves. Numerous approaches can be found
in literature, either explicitly related to the notion of
stop-and-move or developed within different commu-
nities. A comprehensive survey can be found in [4].
• The privacy of mobility patterns. A different issue is
to preserve the privacy of sensitive mobility patterns
such as the presence in places, e.g. hospitals and reli-
gious buildings, that might reveal sensitive information
about moving individuals. This problem is particular-
ly challenging in on-line applications, e.g. LBS and
geo-social networks, whereas the privacy mechanism
has to rely on partial knowledge of the movement (past
and current positions are known, but not future posi-
tions). The privacy of mobility patterns in an open
issue [2]. An approach in this direction, focused on
the protection of specific mobility pattern, i.e. sensi-
tive places, is presented in [8].
3. SYMBOLIC TRAJECTORIES
Semantic trajectories are often considered the result of an
analytical process conducted on raw trajectories. We believe
that the notion of semantic trajectory is valuable on its own,
independently of how these trajectories are generated. For
example, annotations can be deliberately attached by indi-
viduals (e.g. user can specify the transportation means) or
even the annotation can be automatically attached by the
location tracking system (e.g. locations in indoor settings
have natural semantics, such as room 1 and building A).
Moreover, even in those cases in which semantic trajecto-
ries are obtained from an analytical process, the problem
remains of how to encode them in a machine readable for-
m. This is the focus of our current research that we briefly
present in what follows.
3.1 The data model
We have defined a simple generic data model able to cap-
ture different types of semantics called symbolic trajectory
[6]. In essence the idea is to represent semantic informa-
tion in terms of names or labels. For example an activity
(running, walking ) and points of interest (Colosseum, Lou-
vre) can be straightforwardly described by labels while sen-
sor readings, e.g. temperature, need first to be turned into
qualitative values, e.g. high, low temperature. Formally, a
symbolic trajectory is an ordered sequence of pairs
(i1 l1), ..(in ln)
called units when each unit uj = (ij lj) consists of a time in-
terval ij and a label lj . The label lj describes the movement
in the time interval ij . Symbolic trajectories are provided
as abstract data types and integrated into the ADT model
defined in [3]. For example a symbolic trajectory describ-
ing places and the transportation means used to reach those
places, can be as follows:
(2013-01-17-9:02:30 2013-01-17-9:05:51) "home")
(2013-01-17-9:05:51 2013-01-17-9:08:44) "bus")
(2013-01-17-9:08:44 2013-01-17-9:50:02) "train")
(2013-01-17-9:50:02 2013-01-17-17:50:02) "work")
....
The core technical contribution is a novel language for pat-
tern matching and rewriting on symbolic trajectories. The
pattern language enables the extraction of subsequences from
symbolic trajectories. Patterns are defined as regular ex-
pressions that can be matched by single units or sequences
of units. For example, the query: Which are the trajecto-
ries in which the individuals take more than 1 hour to move
from home to work? can be solved specifying the following
pattern:
*(_ home ) Z* (_ work)*// getDuration(Z.time)> 3600
where:
- Z is a variable denoting a sequence of units, the symbol
* denotes a sequence of zero or more units,
- ( home)Z ∗ ( work) is the pattern
- getDuration(X.time) > 3600 is the condition that
must be met by the matching sequences, in this case
the duration in seconds of the transfer from home to
work.
An important feature of the language is that it is embed-
ded into an existing Moving Object DBMS (i.e. Secondo).
The pattern language at work is illustrated in a video2.
4. CONCLUDING REMARKS
Capturing and representing the meaning of movement is a
challenging issue that calls for novel solutions. We are work-
ing on the definition of the symbolic trajectory data model
for the representation of time-varying textual descriptions.
A number of issues are still open. For example, a major is-
sue is integrating - whenever it is meaningful - the symbolic
dimension with the geometric dimension of the movemen-
t. Another major issue regards the usability of the system
that is fundamental for an effective deployment of symbolic
trajectories in real applications.
2http://molle.fernuni-hagen.de/DfnA/SymbolicTrajectories.mp4
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ABSTRACT
Mining frequent patterns is an essential task in discovering
hidden correlations in datasets. Although frequent patterns
unveil valuable information, there are some challenges which
limits their usability. First, the number of possible patterns
is often very large which hinders their effective exploration.
Second, patterns with many items are hard to read and the
analyst may be unable to understand their meaning. In ad-
dition, the only available information about patterns is their
support, a very coarse piece of information. In this paper,
we are particularly interested in mining datasets that reflect
usage patterns of users moving in space and time and for
whom demographics attributes are available (age, occupa-
tion, etc). Such characteristics are typical of data collected
from smart phones, whose analysis has critical business ap-
plications nowadays. We propose pattern exploration primi-
tives, abstraction and refinement, that use hand-crafted tax-
onomies on time, space and user demographics. We show on
two real datasets, Nokia and MovieLens, how the use of
such taxonomies reduces the size of the pattern space and
how demographics enable their semantic exploration. This
work opens new perspectives in the semantic exploration of
frequent patterns that reflect the behavior of different user
communities.
1. INTRODUCTION
Nowadays, large amounts of user-generated content rep-
resenting behavioral data are made available. This is par-
ticularly true for data generated by users carrying a mo-
bile phone and moving in different geographic regions. The
large size of such data hinders its effective exploration. For-
tunately, user-generated data contains repetitive behavior
that can be discovered using frequent pattern mining, a
common method for discovering hidden patterns that cap-
ture some regularities or correlations in the data. Those
patterns are used in decision support and can be displayed
to analysts for further exploration. There has been exten-
sive work on optimizing algorithms for mining patterns from
large datasets. The problem is that there can be millions of
automatically discovered patterns, hindering their analysis.
Moreover, such patterns can be very long (i.e. containing
many items), making them difficult to interpret.
Our goal is to develop a method that leverages the rich-
ness of underlying data to determine which patterns the an-
alyst has to focus his attention on, and how to interpret
those patterns. The two questions we ask ourselves are:
i. How to explore frequent patterns that characterize sub-
parts of a pattern space in a data-centric way, by giving
legible and useful information to the analyst? The possibil-
ity to organize items forming a pattern along space and time
taxonomies is a new opportunity to reduce the size of the
pattern space and the length of patterns. ii. How to help
an analyst better interpret a pattern by going beyond the
notion of support? The availability of demographics infor-
mation such as users’ age and occupation enables a semantic
exploration of the space of support users of a pattern.
The most simple way to explore patterns is skimming
through the list of frequent patterns, i.e., those for which
there is enough evidence in the underlying dataset, or in
other terms, those whose support (number of users who ex-
hibit the behavior illustrated in the pattern), is above a
given threshold. However, just like in Web search, a list
that is more than few dozens of patterns long is infeasible
to exploit effectively. Instead, we define two pattern explo-
ration primitives each of which operates on a single pattern
at a time. When applied to a pattern, abstraction reduces
its size and as a side-effect, the size of the pattern space.
Refinement, on the other hand, highlights different subsets
of users forming the support of a pattern, making it more
understandable to the analyst.
1.1 Abstraction and Refinement Examples
We propose to use two very different datasets, each of
which contains a rich set of usage data and user demograph-
ics. Our focus is on Nokia, a small dataset (38 users) that
contains application usage data on smartphones and that
was made available to the research community as part of
a challenge. Nokia contains one year of smartphone us-
age traces, from GPS position to applications used with a
millisecond resolution. We also validate our approach on
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MovieLens which is a well-known movie rating dataset (we
use the 1M ratings set). All patterns presented in this paper
are real ones screeched from our datasets.
Pattern abstraction exploits hand-crafted domain taxonomies.
We illustrate it on examples. Our first example is in the con-
text of Nokia. A pattern of the form {Females between 39
to 50 years old use Email, Bluetooth and Contacts at noon}
could be abstracted into {Females between 39 to 50 years old
use Desktop Communication at noon} if the collective usage
of the applications in the original pattern covers that of a
more general Desktop Communication class in the taxonomy.
This abstraction makes use of a taxonomy on applications
that dictates the semantics of abstraction.
In our second example, patterns represent correlations be-
tween movies rated by the same users in MovieLens. The
support of a pattern is the number of users who rated all
the movies in the pattern. Using abstraction on one pat-
tern at a time, multiple patterns can be rewritten into the
same abstracted form if ratings of items in the patterns cover
most ratings for their parent node in a time taxonomy. For
example, a pattern of the form {Independence Day (ID4),
Total Recall, Star Wars: Episode V are watched by users
in IL, KS, NE and MO states of U.S.} could be abstracted
once to {Independence Day (ID4), Total Recall, Star Wars:
Episode V are watched by users in center of U.S.} using lo-
cation taxonomy if most ratings for those movies come from
the states in the center of U.S. It could again be abstracted
into {Action movies are watched by users in center of U.S.}
if most ratings for Action movies are covered by those 3.
This last abstraction relies on a movie genre taxonomy.
The intuition behind refinement is to enable the under-
standing of users that constitute the support of a pattern.
The pattern {The Fugitive, Terminator 2, Men in Black,
The Matrix} in MovieLens has a support of 1054 users.
Refinement reveals more information on those users by pro-
viding a mechanism for exploring their demographics. To
enable that, we need a mechanism that identifies which sub-
sets of users in the support of a pattern we need to focus
on. In our example, if for instance most support users of the
pattern are [28-33] years old, this age bracket would qualify
as a refinement for that pattern. To enable that, refinement
is a primitive that relies on a notion of saliency for user de-
mographics in order to examine the distribution of values of
different demographics attributes in a pattern.
1.2 Contributions
We formalize pattern abstraction and refinement as two
pattern exploration primitives. We then study experimen-
tally the potential of our primitives in reducing the space
of patterns, making them more compact and hence more
readable, and in providing a better understanding of the
support users of patterns. Our work lays the ground for
exploring how time, geography and item taxonomies as well
as demographics attributes enable pattern exploration using
behavior semantics.
The paper is organized as follows. Section 2 describes our
data model, patterns and primitives. Section 3 contains an
evaluation of our primitives. Related work is reviewed in
Section 4. Finally, Section 5 concludes with a discussion of
ongoing and planned efforts.
2. FRAMEWORK
2.1 Data Model: Taxonomies
We are given a set of users U , items I, locations L and
a database D of quadruples of the form < u, i, l, t > where
u ∈ U , i ∈ I, and l ∈ L and t, a time-stamp, represent the
location and time user u has used (opened, watched, rated,
voted, etc.) item i.
Each user u is also described with attributes drawn from
a set of attributes A representing demographics information
such as Gender and Age. We refer to each attribute in A as
ai and to its values as v
i
j . The domain of values of attribute
ai is Dai with DA = ∪Dai . For example, if we use a1 to
refer to Gender, it takes two values v11 and v
1
2 representing
male and female respectively.
Figure 1: τA: User Attribute Taxonomy
User attributes, items, location and time, are organized in
hand-crafted taxonomies. The values of each user attribute
in A are organized in a taxonomy τA (Figure 1). Similarly,
items in I (applications in Nokia and movies in Movie-
Lens) and locations in L are organized into their respective
taxonomies τI and τL . The set of all taxonomies is referred
to as T . We do not aim to show all the taxonomies we built
for our datasets, rather we illustrate some examples that
will be used later in the paper. In particular, the time tax-
onomy is omitted. Figure 2 shows a subset of the taxonomy
we built for Nokia applications. Figure 3 shows a subset
of the location taxonomy for MovieLens. Finally, Figure 4
shows the taxonomy for MovieLens movies.
Figure 2: τI : Application Taxonomy
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Figure 3: τL: Location Taxonomy
Figure 4: MovieLens Movie Taxonomy
2.2 Patterns
Given a database D, we are interested in finding patterns
of the form p =< v1, . . . , vk, i1, . . . , im > where {v1, . . . , vk} ⊆
DA and {i1, . . . , im} ⊆ I. In our context, patterns reflect
user behavior and a pattern p can be read as users with
attribute values v1, . . . , vk used items i1, . . . , im. The num-
ber of users in D satisfying p is referred to as the support
of p and denoted support(p) = |users(p)|. Typically, only
patterns satisfying a minimum support value σ are retained.
Table 1 contains example patterns and their support re-
trieved from Nokia and MovieLens, using a closed frequent
itemset mining algorithm [1].
Dataset Pattern Sup. (%)
Nokia Female, Age 39-45, Calcu-
lator, Calendar, Bluetooth,
Clock, Messaging
13
MovieLens The Fugitive, Terminator 2,
Men in Black, The Matrix
17
Table 1: Example Patterns
2.3 Abstraction Primitive
A pattern mining algorithm explores a very large space
(exponential in the number of items) and can return long
patterns (the lower the support threshold, the longer the
patterns). In order to enhance pattern readability, we pro-
pose to use semantic information provided in taxonomies
to abstract items in a pattern into their parent item in the
taxonomy. The intuition behind abstraction is simple yet
powerful. Our abstraction method is not merely syntactic
and relies on a taxonomy-based usage measure and reflects
a way of approximating the interest of users. This approxi-
mation could be applied to items, time of day or to location.
2.3.1 Definitions
We define the usage of an item i for a set of users V ⊆ U ,
usage(V, i) = |{< u, i >∈ D | u ∈ V }| as the number of
times users in the set V used item i. The usage of an item
i wrt a pattern p, usage(users(p), i) is the number of times
the item i has been used by users who satisfy p.
Definition 1. Taxonomy-Based Usage. Given a set
of sibling items i1, . . . , in and their parent item iˆ in the tax-
onomy τI , their taxonomy-based usage in a pattern p, de-
noted Pusage(p, i1, . . . , in) =
Σiiusage(users(p),ii)
usage(users(p),ˆi)
, is the pro-
portion of usage between sibling items and their parent in τI .
The intuition of taxonomy-based usage is that if most of
the usage of a given item is that of some of its children in
the taxonomy τI , those children could be replaced by their
parent in all patterns they appear in thereby reducing the
size of those patterns and making them more readable.
Definition 2. Valid Pattern Abstraction. Given an
abstraction threshold ρ and a pattern p containing sibling
items i1, . . . , in whose parent in τI is iˆ, we say that a pattern
pa is a valid abstraction of a pattern p iff Pusage(p, i1, . . . , in) ≥
ρ and ∀ii, ii /∈ pa and iˆ ∈ pa.
Definition 3. Maximal Pattern Abstraction. Given
an abstraction threshold ρ, we say that a pattern pa is a max-
imal abstraction of a pattern p iff pa is a valid abstraction
of p and @i1, . . . , in ∈ pa s.t. Pusage(p, i1, . . . , in) ≥ ρ is
satisfied.
Let us now illustrate the definitions above on our datasets.
2.3.2 Pattern Abstraction in Nokia and MovieLens
In this section, we show some examples of abstraction us-
ing taxonomies. In Nokia, pattern p = {Studying Full-time,
Female, FG Thread, WLAN Wizard, Calculator, Calendar,
Bluetooth, Contacts, Log, Web, Text message, Messaging}
has a support equal to 4. Given an abstraction threshold of
50%, we obtain a maximal abstraction of p using application
taxonomy into pa = {Studying Full-time, Female, System,
WLAN Wizard, Calculator, Calendar, Desktop Commu-
nication, Web App} where the highlighted applications
are parent classes in the taxonomy.
The pie charts A, B and C in Figure 5 show usages that
enable a recursive abstraction of pattern p1 into pa1. In pie
chart A of Figure 5 we can see that 87.68% of usage for item
Desktop Communication is for its children items Bluetooth,
Contacts, Log, Text Message and Messaging. Pie charts B
and C of Figure 5 contain two other usages, one showing that
50% usage of System items is for FG Thread and another
showing that 53.61% of usages of Web App items, is for Web.
Finally, in pie charts D and E of Figure 5, we show two
examples of non-valid abstractions given a threshold equal
to 50%. We see that 9% usage of Configuration items, is for
WLAN Wizard and that 22% of usage of Desktop Common
items, is for Calculator and Calendar. Thereby, none of
those could be abstracted in pattern p.
As another example, pattern p={Engineer, Age 18-45,
Batman, Jurassic Park in NY, MA, MN, MI, OH, TN states
of U.S.} becomes abstracted to pa={Engineer, Age 18-45,
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Figure 5: Item Usages for Abstraction
Batman, Jurassic Park in North of U.S.} using location
taxonomy. The abstraction is possible in location because
most ratings for movies in the above pattern come from users
in the location specified in the abstracted pattern.
2.4 Refinement Primitive
The goal of refinement is to provide an informed explo-
ration of users in the support of a pattern. User attributes
constitute an opportunity for doing so. Given the set of
users in the support of a pattern, we propose to identify
demographics attributes that can be used for further ex-
ploration. Just like abstraction, refinement is a simple yet
powerful primitive as it constitutes a way to characterize
pattern users by exploiting the richness of their demograph-
ics. Our refinement method is not merely syntactic and
relies on computing a saliency measure in order to best de-
termine which subset of users in the support of a pattern is
most interesting to further explore.
2.4.1 Definitions
Many pattern interestingness measures have been sug-
gested in the literature as summarized in [2]. However, they
were designed to pick representative patterns in a large pat-
tern space. None of them was designed to explore users in
the support of a pattern.
Definition 4. Attribute Saliency. The saliency of an
attribute ai wrt a pattern p, sal(ai, p), is a measure of in-
terestingness of the attribute ai for users in users(p).
We intentionally keep the definition of saliency general in
order to explore different ones. Alternative measures are
variance, entropy, or a measure that computes the ratio be-
tween distribution of values of pattern users for an attribute
(say age) with that same distribution for all users in U . Such
a measure aims at selecting user attributes for which pattern
users differ from all users.
sal(a, p) can be calculated using standard deviation or en-
tropy measures. Standard deviation is the one we use in this
paper in our examples and experiments and it measures the
amount of variation or dispersion from the average, in a list
of values.
Having a low standard deviation score for an attribute
means its values tend to be very close to the average. Also
having a high score for an attribute means its values are
spread out over a large range of values.
Definition 5. Valid Pattern Refinement. Given a
saliency threshold µ and a pattern p, we say that a pattern
pr is a valid refinement of a pattern p iff sal(a, p) ≥ µ and
a ∈ pr is a user attribute value.
We propose to calculate all patterns that constitute valid
refinements of a given pattern p and associate the k best
refinements (that is, patterns) to p. Those refinements con-
stitute alternative explorations of the support users of p.
2.4.2 Pattern Refinement in Nokia and MovieLens
Consider again pattern p = { Studying Full Time, Fe-
male, FG Thread, WLAN Wizard, Calculator, Calendar,
Bluetooth, Contacts, Log, Web, Text Message, Messaging}
in Nokia, with a support equal to 4 users. We show how
standard deviation can be used to explore users of this pat-
tern.
We report in Figure 6, two attributes having an espe-
cially high saliency. On the left, Age distribution of the
pattern users is shown. We can see that 3 out of 4 users are
in age category [28-33]. This non-homogeneous distribu-
tion leads to high saliency for attribute Age for this pattern.
That is why standard deviation is a good measure for Age
in pattern p. This information indicates the existence of a
super-pattern {p, Age 28-33 } with support 3 that may be
of interest for further exploration.
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Figure 6: Saliency Input for Age (left) and Calcu-
lator (right)
On the right part of Figure 6 the time of day usage for the
Calculator application is illustrated by all 4 users in pattern
p. Once again, this usage is not homogeneous, leading to
a high saliency. Users 51 and 68 mostly use Calculator in
the morning, while users 75 and 165 mostly use it at noon.
This indicates two sub-populations of 2 users, and the exis-
tence of two refinements {p, Calculator Morning } and {p,
Calculator Noon }, each supported by 2 users. Mining again
the dataset with a minimum support threshold of 2 would
discover these super-patterns. They may have additional at-
tributes giving more information on the demographics and
specific application usage of these sub-populations.
3. EVALUATION
The goal of this section is to evaluate abstraction and re-
finement primitives on Nokia and MovieLens datasets. We
propose quantitative and qualitative evaluations. We dis-
cuss some interesting results for each evaluation.
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3.1 Datasets
Nokia consists of data from smartphones of some par-
ticipants in the course of more than one year. For each
user, all records of phone events and sensors like applica-
tion usage, calendar, contacts, and call-logs are logged with
a time-stamp. Personal information is anonymized in the
data. In our study, we focused on application usage: the
opening of applications by users indicating what they use
their smartphones for, at any time of day. This dataset also
includes responses to a questionnaire by some users in the
experiment. Demographic attributes like gender, age group,
and profession come from that questionnaire. Application
usage records consist of an application ID and a time-stamp
of when it was used. After removing some core system ap-
plications, we ended up with 170 applications.
MovieLens is the dataset published by the GroupLens
research group1. We used the 1M ratings version that con-
tains 1,000,209 anonymous ratings of 3,952 movies by 6,040
users. Rating records consist of a user ID (between 1 and
6040), movie ID (between 1 and 3952), a rating (based on
a 5-star scale) and time. Each user provided at least 20
ratings. When user X has rated movie Y, it means X has
watched Y. This is how we define the usage or consump-
tion of a movie by a user. For each user, gender, age group,
occupation and zip-code are provided. All demographic in-
formation is provided voluntarily by users.
We pre-processed the datasets and ran the LCM closed
frequent itemset mining algorithm [1] with a minimum sup-
port threshold of 7% that resulted in 74723 patterns for
Nokia and 50,299,230 patterns for MovieLens.
3.2 Abstraction Evaluation
In order to evaluate the benefit of abstraction, we propose
to explore abstraction volume and pattern space reduction
as described below.
3.2.1 Abstraction Volume
As seen in Definition 2, the abstraction primitive only ab-
stracts group of items of a pattern if a condition is met. We
want to evaluate how often this condition is met, depending
on the abstraction threshold ρ chosen. We thus define an
abstraction volume measure, which evaluates for each pat-
tern the ratio between the number of abstractions performed
(given ρ > 0) and the maximal number of abstractions pos-
sible (case of ρ = 0).
Given N the number of occurred abstractions in the pat-
tern p and M the total number of classes of the taxonomy
that have at least one of their child items in p, the ab-
straction volume of p denoted by θ is equal to (N / M *
100). We perform abstraction volume experiment on pat-
terns from Nokia mined with minimum support threshold
of 7%. Patterns may include demographic information and
applications. We applied the abstraction method using dif-
ferent abstraction thresholds ρ varying from 0 % to 100 %.
Figure 7 shows the result of this experiment. The evolution
of abstraction volume can be categorized into three different
periods by two cutting points M1 = 15% and M2 = 60%.
Before M1 (where the abstraction threshold ρ is between
zero and 15 %), we observe a very mild slope in the diagram
and the abstraction volume decreases only 10 %. It shows
that in Nokia, low values of ρ lead to many abstractions.
1http://www.grouplens.org/
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Figure 7: Abstraction Volume
Choosing ρ in this range causes to have many abstractions
with less attention to the usage of attributes. It will ab-
stract nearly syntactically except for some extreme cases
where usage is very low. Therefore, it is useful to select an
abstraction threshold in this range only when data does not
provide many usage information.
After M2 (where ρ is higher than 60 %), we observe that
the abstraction volume decreases drastically and it remains
very close to zero. It means that in this range, the num-
ber of abstractions done is very low. Thus, choosing the
abstraction threshold in this range is useless for simplifying
the analysis.
Between M1 and M2 (where ρ is between 15 to 60 %),
we observe that the plot has a derivative close to -1. Thus
changing ρ in these values gives a predictable reduction in
the number of abstractions performed. We thus consider
that this range of ρ threshold values is the most interesting,
and we will focus on it for most of the following experiments.
3.2.2 Pattern Space Reduction
Applying abstraction on distinct patterns will sometimes
result in the same abstracted pattern. Hence, in addition to
reducing pattern size, a beneficial side effect of the abstrac-
tion primitive is to reduce the size of the pattern space. We
want to evaluate the scale of this pattern space reduction
experimentally.
Given a support threshold σ and an abstraction threshold
ρ, the pattern space reduction is equal to 1− |Pa||P | where Pa
is the set of all abstracted patterns and P is the set of initial
(not abstracted) patterns. For Nokia, we generated the set
of maximal abstracted patterns using 4 different values for σ
i.e. 10, 25, 50 and 75% by varying ρ from 0% (i.e. syntactic
abstraction) to 100% (i.e. no abstraction). The result is
shown in Figure 8.
As an example, using abstraction with σ = 25% and
ρ = 20%, the pattern space reduces to half of its initial
size. The three periods mentioned in Figure 7 with the cut-
ting points M1 = 15% and M2 = 60% are also visible in
Figure 8, with a pattern space reduction between 20 and
30% in the most interesting range [M1,M2]. When fixing
the abstraction threshold ρ, the lower the support thresh-
old, the higher the reduction of the pattern space. However,
for low support values the gain in reduction is from lower-
ing the support threshold. This can be explained by the
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Figure 8: Pattern Space Reduction
fact that with lower support thresholds, longer patterns are
produced, many of them having mostly the same items (can
differ by one item or two only). Thus abstraction is more
likely to abstract those patterns to the same pattern. How-
ever the lower the support value, the smaller the number of
users supporting the patterns, which reduces the differences
in usage values (recall that Nokia has only 38 users).
These results show that the space reduction given by ab-
straction is not negligible, and can help reduce the burden
on the analyst.
To reach maximal abstraction, in worst case an item may
be abstracted at most 3 times, coming from the depth of
the Nokia application taxonomy (as shown in Figure 2). It
is interesting to see the influence of successive iterations of
the abstraction primitive, and the distribution of abstracted
items in the different levels of the application taxonomy.
This result is presented in Figure 9. For each application of
the abstraction primitive, and thus each level of the taxon-
omy as shown by Figure 2, the percentage of patterns that
got abstracted to a class of the taxonomy of that level is
shown. The bars correspond to different abstraction thresh-
olds ρ, the support threshold is fixed to σ = 25%.
One can note that for too low abstraction thresholds (ρ =
3%), 90% of patterns are abstracted to the top level of the
taxonomy, which is the least informative: it confirms the
poor interest of such low abstraction thresholds. Conversely
excessively high abstraction thresholds (ρ = 90%) lead to
less that 20 % of patterns abstracted on the lower level of
the taxonomy, and near no higher level abstraction: this is
not enough to help the analyst. On the other hand, abstrac-
tion thresholds between the bounds M1 and M2 defined be-
fore lead to a reasonable percentage of patterns abstracted
per level, with a decrease of more than 20% of patterns
abstracted from level 1 to level 3. This indicates that the
analyst will be presented with patterns containing a mixture
of classes from the taxonomy, which is what is expected to
help in the analysis.
3.3 Refinement Evaluation
The goal of refinement is to restrict the number of choices
at each step of the exploration so that the analyst is not con-
fronted with thousands of choices. Saliency allows to do it in
a principled way, and only present potentially “interesting”
choices to the analyst. We run two experiments to evaluate
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Figure 9: Abstraction per Level for Nokia
refinement. In the first one, we evaluate quantitatively the
practical reduction in the number of choices. In the second
one, we evaluate the quality of obtained refinements.
3.3.1 Exploration Choice Reduction
For each pattern p, we count the number of exploration
choices (i.e. number of valid refinements of p), and compute
the average result for all patterns. The saliency threshold
is fixed to µ = 50%, and we vary the support threshold σ.
The results are shown in Figure 10 for MovieLens.
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Figure 10: Average number of Exploration Choices
for Patterns of MovieLens
As shown in Figure 10, with the lowest possible sup-
port threshold σ = 0%, there exist in average 13 explo-
ration choices for patterns of MovieLens, which is an ex-
treme case. For more realistic support thresholds such as
3 ≤ σ ≤ 6%, there exist between 1 and 3 choices in av-
erage: the analyst is not overwhelmed with choices, but is
often offered more than one choice, which suffices to allow
different directions of exploration. One can note that in this
experiment, with σ ≥ 10 there is only 1 choice on average:
saliency becomes too strict. For such higher values of sup-
port the saliency threshold should be relaxed to get more
choices, but then it would be less adapted to lower support
values.
3.3.2 Refinement Qualitative Evaluation
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Beyond the quantitative aspect of refinement, we evalu-
ate the quality of refinement primitive in an extensive user
study. Through the survey, we evaluate the usefulness of
refinement primitive by measuring if users find the pro-
vided histograms (plotting values of an attribute for support
users) with the refinement primitive informative and prefer
to observe the histograms that the primitive detects as more
salient. We have used 2 patterns from Nokia and 2 from
MovieLens.
In a comparative study, we present two histograms for
each pattern (a salient and a random non-salient one) and
ask the participant which histogram is more useful to be
attached to the pattern.
In the second part of our study, we seek user feedback in
order to independently evaluate the usefulness and meaning-
fulness of refinement. We present a pattern with the most
salient histogram detected by our measure (standard devia-
tion). We ask the participant if she considers the histogram
informative. Table 2 shows overall results.
Positive Negative
Comparative (%) 69 31
Independent (%) 83 17
Table 2: Qualitative Evaluation
The positive option for the comparative study means pref-
erence for the salient histogram, and the negative option,
otherwise. Also the positive option for the independent
study shows the percentage of participants that have found
the associated histograms informative, and the negative op-
tion, otherwise.
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Figure 11: Comparative Refinement Evaluation
Figure 11 shows the percentage of responses for each pat-
tern in the comparative evaluation. In all 4 patterns, people
have preferred the salient histograms to random ones. We
observe a high rate of positive answers (close to 90 %) for
the first pattern. The value of saliency for the attribute of
the histogram shown for this pattern is equal to 0.35 which
counts as a high saliency. But we observe just a slight su-
periority of positive answers (around 10 %) for the second
and fourth patterns, because the values of saliency for the
attribute of the histogram associated to these patterns were
not as high as the first pattern. It shows that the more
salient an attribute is, the more people prefer its histogram.
The result above suggests to consider different saliency
measures for different demographic attributes. We plan to
explore that in future work.
Figure 12 shows the assessment of how informative his-
tograms are for each pattern. Users found the histograms
informative for all 4 patterns. For MovieLens patterns (3
and 4) the percentage of not informative responses is close
to zero.
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4. RELATED WORK
There has been quite a bit of research activity to help an-
alysts explore the space of patterns. We can however safely
claim that none of them is data-driven and a lot of work
is left to the analyst. Moreover, existing pattern interest-
ingness measures have been used for selecting representative
patterns but none of them was used to explore the support
users of a pattern. Finally, in both our primitives, we ex-
ploit usage data that is not present in the transaction dataset
given as input to frequent pattern mining algorithms, but
that appears in the original data. This allows us to go be-
yond what just traditional methods do based on the trans-
action datasets.
B. Goethals et al. propose an interactive pattern explo-
ration framework called MIME in [4] as an iterative process,
so the analyst would be able to explore and refine the dis-
covered patterns on the fly. In MIME, the analyst becomes
an essential part of the mining algorithm as she has to select
the items to include in the pattern for further exploration.
Also, there is no data-driven navigation as in our case. The
analyst is left alone to make an educated choice.
A constraint-based mining approach [5, 6] can also be seen
as a pattern exploration mechanism where the analyst can
iterativley tune the constraints to generate additional pat-
terns to explore. Designing constraints is not an easy task
and requires an appriori knowledge of the dataset.
In [7, 8], an approach is proposed to learn the model of
prior knowledge of the analyst based on her exploration ac-
tions. In [7] the analyst has to order her exploration choice
preference which puts more burden on the analyst. These
methods can be complementary to ours to make a refinement
biased towards previous choices by the analyst.
We exploit taxonomies for abstraction that helps reduce
the space of patterns. Our taxonomy-based usage is an inter-
estingness measure and it has the same principle as defined
in previous work [9, 2]. The difference is that we calculate
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our measure for items in a pattern and not necessarily for
a whole pattern. The reason is that we are not interested
in pruning a pattern, but in abstracting parts of it. The
method used in [10, 11] is a top-down approach and is the
most similar work to our abstraction method.
The idea of refinement for semantic exploration can be
categorized as an interestingness mining approach. In our
work, salient demographics attributes can be visualized as
histograms associated with a pattern. In [12, 13, 14], the
idea is to mine a small set of interesting patterns using novel
interestingness measures. Those measures are computed for
whole patterns and are used to select representative ones as
opposed to explore users of a given pattern. A complete list
of measures used in the literature can be found here [2].
5. DISCUSSION
In this paper, we addressed the problem that arises when
analyzing the behavior of a large number of users with fre-
quent pattern mining, namely the discovery of a large num-
ber of patterns and the length of each pattern. We pro-
posed abstraction and refinement primitives to navigate in
the space of frequent patterns and better understand their
users. Our evaluation on two real datasets showed that ab-
straction reduces the size of the pattern space and produces
more readable patterns. It also shows the usefulness of re-
finement in guiding the analyst in the exploration of the
behavior of well-defined sets of users as dictated by the data.
Our primitives are key for the implementation of an in-
teractive exploration framework for frequent usage patterns.
To do so we need to devise an algorithm that combines
our primitives in such a way that provides to the analyst a
number of alternative navigations in the space of patterns.
Instead of relying solely on the lattice induced by pattern
mining (pattern generalization and specialization), our al-
gorithm could guide the analyst in exploring different users
communities formed by patterns in the lattice. We hence
envision an interactive framework within which users alter-
nate between exploring patterns and exploring user com-
munities induced by them and described by a combination
of demographics attributes. For example, an analyst could
from the pattern Users of Communication and Web Search
applications who live in Lausanne and see two alternative
subsets of those users, ones who are students and live on
EPFL Avenue and use those Messaging applications, and
ones who are stay-at-home users and use Google in the af-
ternoon. For each subset, the analyst could ask to see other
patterns. This process is iterative and requires the ability
to compute patterns and communities on-demand. We are
currently exploring the use of scalable indexing techniques
to enable such flexibility.
Refinement is a principled way of identifying user commu-
nities of interest for which activity is known. We consider
this a starting point for exploring subsets of users and plan
to use the algorithms developed in [15] and in [16] to do
so. There is an opportunity to specialize the exploration
depending on the type of action users perform in the un-
derlying dataset. For example, in the case of collaborative
rating such as MovieLens, rating exploration may require
to search for subsets of users whose ratings are uniform or
polarized wrt to the movies contained in a pattern as in [15]
whereas in the case of Nokia, the duration of usage of the
set of applications embedded in a pattern is more appropri-
ate. In our immediate future work, we plan to investigate
the applicability of different action-aware exploration algo-
rithms to complement pattern refinement.
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ABSTRACT 
This paper demonstrates a method for activity recognition 
partially resilient on mobile device orientation, by using data from 
a mobile phone embedded accelerometer. This method is partially 
resilient on mobile device orientation, in such a way that a mobile 
device can be rotated around only one axis for an arbitrary angle. 
The classifier for activity recognition is built using data from one 
default orientation. This method introduces a calibration phase in 
which the phone’s orientation is determined. After that, 
accelerometer data is transformed into the default coordinate 
system and further processed. The solution is compared with the 
method that built a classifier using data from multiple 
orientations. Three classifiers were tested and a high accuracy of 
around 90% was achieved for all of them. 
1. INTRODUCTION 
The advance of low-cost and low-power sensors has led to their 
massive integration into modern mobile devices that have become 
powerful sensing platforms. By using data from sensors like 
accelerometers, gyroscopes, digital compasses, light sensors etc. it 
is possible to describe the context of a mobile device user in much 
more detail than by using only location data. A richer description 
of a user context provides better adaptation of mobile content, 
services and resources, enabling the user to stay focused on the 
task at hand.  
An activity of the user represents an important aspect of a context, 
because it directly impacts user’s ability to interact with the 
mobile device and applications. By employing the information 
about the current activity, the mobile device can adapt its 
interfaces, filter the content it provides, or perform a specified 
action, to support the user in the best possible way. 
The greatest possibilities for application of activity recognition 
systems lay in the healthcare domain. For example, such systems 
can be used for elderly care support or for long-term health/fitness 
monitoring [1]. Current methods for tracking activities, like 
paying a trained observer or relying on self-reporting are time and 
resource consuming tasks, and are error prone. An automatic 
system for recognizing activities could help reduce errors that 
arise from previously mentioned methods. Also, such system 
enables users to go about their daily routines, while the data 
collection and processing are done in the background, and do not 
interfere with their current activities. 
In recent years a lot of work has been done on activity recognition 
from accelerometer data. Since an accelerometer is a standard part 
of modern mobile devices (like mobile phones and tablets), they 
can be used in activity recognition. An advantage in using these 
devices is that they are already commonly used by a lot of people 
that would not have to wear an additional device to perform 
activity recognition, which greatly increases the acceptance of 
such a system.  
This paper focuses on recognizing activities from accelerometer 
data processed at a mobile phone. Activity recognition is 
formulated as a classification problem. This paper considers the 
healthcare domain for activity recognition system application. For 
this reason it is important to recognize physical activities, such as: 
walking, running, walking up/down stairs etc. Examples of 
possible users in this domain are the elderly and persons with 
certain disabilities. It can be assumed that such users keep their 
mobile phone relatively (but not completely) fixed. In the paper it 
is assumed that the phone position is fixed, but that the phone 
orientation is only partially fixed. The orientation is partially fixed 
in such a way that the axis that is perpendicular to the phone’s 
screen is parallel to the ground and the phone can be rotated freely 
around that axis. For experiments in this paper, the mobile phone 
was worn in the right front pants pocket (as one of the places 
where people usually carry mobile phones) and the screen of the 
phone was facing the user. The orientation where the bottom side 
of the phone is facing the ground is considered the default 
orientation. First, three classifiers were built using data from 
multiple orientations. These classifiers were tested using data 
from the same orientations. Then, classifiers were built again, but 
using data from the default orientation only. These new classifiers 
were tested using data from multiple orientations, transformed 
into the default coordinate system prior to testing, according to 
the method proposed in this paper. After that, classifier 
performances from these two tests were compared.   
Using results from previously mentioned tests, we created an 
application for activity recognition that runs on a mobile device in 
real time and tested the impact that data transformation has on the 
performance of such an application, specifically in terms of 
processor load. The processor load is important because if such 
application is to be accepted by users, it must not significantly 
decrease battery life, or the performance of the device in everyday 
tasks. 
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The proposed method represents only an intermediate step in the 
development of a method for activity recognition with no 
restrictions in mobile device orientation. 
The rest of the paper is structured as follows: section 2 provides 
an overview of related work on activity recognition. Section 3 
describes the process of accelerometer data collection. In sections 
4 and 5, mixed orientation data and data reorientation processing 
approach, for activity recognition resilient on mobile device 
orientation, are presented and evaluated. Section 6 presents an 
evaluation of how much the activity recognition application and 
data transformation phase participate in the processor load. 
Section 7 gives the conclusions about the paper and outlines plans 
for future work. 
2. RELATED WORK 
In recent years there has been a lot of research related to 
recognizing activities from accelerometer data. In [2] authors used 
data from 5 biaxial accelerometers worn simultaneously on 
different parts of the body. Used accelerometers could detect 
acceleration up to ±10G. Accelerometers were mounted onto 
hoarder boards and firmly attached to different body parts. Data 
was collected from 20 subjects performing various everyday tasks 
without researcher supervision. The following features were 
computed on sliding windows of accelerometer data: mean, 
energy, frequency-domain entropy and correlation. A number of 
classifiers were trained and tested with the calculated data, where 
decision trees showed the best result, recognizing activities with 
an accuracy of 84%.  
Ravi et al. in [3] attempted to perform activity recognition using a 
single triaxial accelerometer worn near the pelvic region. Data 
was collected by 2 subjects performing 8 different activities. 
Similarly to [2] the features were computed using the sliding 
windows technique. Four features were extracted: mean, standard 
deviation, energy and correlation. Extracted features were used to 
train and test 5 base-level classifiers, and in addition to that, 5 
meta-level classifiers. Authors concluded that meta-level 
classifiers in general outperform base-level classifiers and that 
plurality voting, which combines multiple base-level classifiers, 
shows the best results. The authors also showed that out of the 
used features, energy is the least significant one, and that there is 
no significant change in accuracy when this feature is avoided.  
Kwapisz et al. in [4] tried to recognize activities by using data 
from a single acceleration sensor, but they used data from an 
acceleration sensor embedded into a standard mobile phone. 
These accelerometers typically detect acceleration up to ±2G 
along three axes. Their research methodology follows the one in 
[2, 3]. The authors collected data from 29 subjects, extracted 6 
basic features and tested 3 classifiers, where multilayer 
perceptrons showed the best result, recognizing activities with an 
accuracy of 91.7%.  The authors showed that activity recognition 
can be performed successfully by using acceleration data from a 
mobile phone. 
The unifying fact for papers [2 - 4], no matter if one or more 
accelerometers are used, is that the position and the orientation of 
the accelerometer is fixed while performing all of the examined 
activities. This fact can be probably expected in case of 
specialized devices as in [2, 3]. In case of using a standard mobile 
phone as in [4], the method puts strains on how someone carries a 
mobile device, which could decrease acceptability of such a 
system.  
Sun et al. in [5] tried to recognize activities by using acceleration 
data from a mobile phone, in a setting where the position and the 
orientation of the phone vary. They restrict their hypothesis space 
to 6 possible positions (6 pockets) and 4 orientations of the 
mobile phone. The data from all position and orientation 
combinations were collected. The authors added acceleration 
magnitude at each sample, as an additional sensor reading 
dimension. By using collected data, several features were 
calculated: mean, variance, correlation, FFT energy and 
frequency-domain entropy. Calculated features were used to train 
and test SVM (Support Vector Machine) models. Generated SVM 
model recognizes activities with an accuracy of 93.1% throughout 
all tested positions and orientations.  
Thiemjarus in [6] applied a different approach. Accelerometer was 
mounted on a belt-clip device which was worn by test subjects in 
a fixed position on a body, but which could be mounted in 4 
different orientations. Data was collected by 13 subjects that 
performed a routine comprised of 6 activities. The first step in 
data analysis was device orientation detection. The orientation 
detection was also formulated as a classification problem. The 
features used for orientation detection were mean along Y and Z 
axis. Orientation detection was performed for an activity routine 
performance, which contains approximately 5 seconds of data for 
each tested activity, while activity recognition was window-based. 
The second step was signal transformation using the appropriate 
transformation matrix, and the third step was activity recognition 
itself. Author achieved a subject-independent classification 
accuracy of 90.9%. 
A possible problem with the approach in [6] is that orientation 
detection is done on a data set that includes information about all 
tested activities. The open issue is how this approach can be 
applied in a real world scenario, when the user does not perform a 
specified activity routine. A unifying fact for [5, 6] is that the 
hypothesis space is limited to a number of orientations. Again, the 
open issue is how such a system would perform when given data 
from an unknown orientation. In this paper we propose a method 
that only partially limits the device orientation, in a way that the 
device can be rotated only around one axis, but for an arbitrary 
angle. This arbitrary rotation practically creates an infinite number 
of possible orientations, in contrast of previous approaches, which 
are all limited to a certain number of orientations. To achieve this, 
a calibration phase which precedes activity recognition is 
introduced.  
3. ACCELEROMETER DATA 
COLLECTION 
As a test device, a smartphone Samsung I9001 Galaxy S Plus 
which runs on Android operating system version 2.3.5 is used. 
The accelerometer embedded in this phone detects acceleration up 
to ±2G. Data from the accelerometer has three attributes: 
acceleration along X, Y and Z axis, represented by floating point 
values. Sampling rate for the accelerometer was set to 
SENSOR_DELAY_FASTEST to achieve the highest possible 
accuracy. 
An application for recording data from the accelerometer has been 
developed. Data was collected by several test users. The recording 
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process is as follows: while standing still, test user selects the 
activity he is going to perform and starts the recording. After that 
the user has ten seconds to place the phone in the pocket in the 
desired orientation. After ten seconds a beep sound is played and 
for two seconds the gravity vector is extracted from accelerometer 
data. After two seconds another beep sound is played and an 
average value for the gravity vector is saved to a file. To extract 
the gravity vector from accelerometer data a simple low-pass filter 
is used. The user can then start to perform the specified activity. 
Another 2 seconds after the second beep, the application starts to 
record acceleration data to another file. After finishing with the 
activity the user stops the recording.  
Data was collected while performing 6 different activities: 
 Standing 
 Walking 
 Running 
 Walking up stairs 
 Walking down stairs 
 Sitting. 
For each activity data was collected for the default orientation and 
for 3-4 other orientations, depending on the activity. Some of the 
non-default orientations matched between activities and some did 
not. To minimize mislabeling a portion of data was removed from 
the beginning and the end of each recording. 
4. A MIXED ORIENTATION DATA 
APPROACH 
The first approach to the free orientation problem we test is 
building a classifier from data collected from all orientations, very 
similar to [5]. In this approach, the next step after data collection 
is feature extraction. The features were extracted from 
accelerometer data using a window size of 512 samples with 256 
samples overlapping between consecutive windows. Three 
features were extracted from each of the three axes, giving a total 
of nine attributes for building a classifier. The features extracted 
were:  
 Mean 
 Standard deviation 
 Correlation.  
We specified these features, that are calculated using data in time 
domain, because we apply the activity recognition system in real-
time locally on a device. For this reason, the features should be 
relatively simple to compute, to reduce power consumption and 
processor load. The selected features do not require signal 
representation in the frequency domain, and thus can be computed 
relatively fast. Also, the mean is used in the standard deviation 
calculation, and the mean and the standard deviation are used in 
correlation calculation, which further increases computation 
speed. 
Extracted features were used to train and test 3 classifiers 
available in the WEKA Data Mining Toolkit [7], which are 
commonly used in activity recognition [2 – 4, 6]:  
 C4.5 decision tree 
 Naïve Bayes 
 K-nearest neighbors.  
We are mainly interested in the performance of the decision tree 
classifier, since it requires the least amount of computation in the 
classification phase, which is important when the system is 
applied in a real-time locally on a device. For the testing we used 
10-fold cross validation, and the results are shown in Table 1. All 
of the tested classifiers showed excellent results in recognizing 
activities, which is consistent with previous work [5]. The results 
are slightly better than in [5] which can be probably contributed 
to a specific data set and the fact that the data was collected by a 
single test user. 
Table 1. Classifier accuracy – Mixed orientation data 
approach 
Classifier Accuracy (in %) 
C4.5 Decision Tree 98.8 
Naïve Bayes 99.5 
K-nearest neighbors 99.8 
 
5. A DATA REORIENTATION 
PREPROCESSING APPROACH 
The second approach to the free orientation problem is based on 
building a classifier from data collected in the default orientation. 
In the classifying phase, transformation of data collected in 
various orientations into the default coordinate system is 
performed, prior to the feature extraction and classification. 
The classifiers for testing are built in the same way as in the 
mixed orientation data approach, but now only data collected 
from the default orientation is used. To get the most precise 
results, it is important to test the classifier with data from all 
available orientations, which includes also data from the default 
orientation. For this reason, a portion of data from the default 
orientation was omitted in classifier building, and was used later 
in classifier testing. In this way we avoid overfitting, which can 
happen when the same data is used for training and testing. No 
data transformation was done on data used for building a 
classifier.  
As previously mentioned, in this paper we assume that the phone 
can be rotated only around the Z axis, and consequently, we 
assume that there is no change in the acceleration along the Z axis 
when performing some activity in the default and non-default 
position. This means that we do not need to transform the Z 
coordinate, just X and Y coordinates. To achieve that, we use a 
rotation matrix for rotation around the Z axis for an angle θ. The 
rotation matrix is given in (1). To calculate angle θ we use the 
information about gravity vectors. 
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(1) 
By using the gravity vectors from all of the recordings in the 
default orientation, we computed an average gravity vector for the 
default orientation (gravity vector is defined as data from the 
accelerometer, by three attributes: X, Y and Z). Since the phone’s 
screen is facing the user, the Z axis is practically parallel to the 
ground, so we take into account only the X and Y components of 
the vector.  
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Figure 1. The accelerometer data collected while walking 
 
In the classifying phase, we firstly calculate the difference 
between the angle of the average gravity vector in the default 
orientation and the angle of the gravity vector for the current 
orientation, and this difference is angle θ we need to transform 
accelerometer data into the default coordinate system. In the next 
step, each sample from the accelerometer is transformed into the 
default coordinate system using the rotation matrix given in (1). 
Figure 1 shows data from the accelerometer while walking. The 
vertical axis represents the acceleration in m/s2. Samples from the 
acceleration sensor are represented along the horizontal axis.  
Samples 1-250 represent data when the phone is in the default 
orientation, samples 251-500 represent data when the phone is in 
a non-default orientation and samples 501-750 represent the same 
data as samples 251-500, but transformed into the default 
coordinate system. Transformed data is then used to extract 
features in the same way as in the mixed orientation data 
approach. For testing we used data from non-default orientations, 
and data from default orientation. Data from default orientation 
was treated the same way as data from non-default orientations, 
and was transformed accordingly to its gravity vector. We tested 
the same 3 classifiers as in the mixed orientation data approach, 
and the results are shown in Table 2. 
Table 2. Classifier accuracy – Data reorientation 
preprocessing approach 
Classifier Accuracy (in %) 
C4.5 Decision Tree 86.5 
Naïve Bayes 91.5 
K-nearest neighbors 95.0 
 
The results obtained are lower than in the mixed orientation data 
approach, but are still above 90% threshold, except for the 
decision tree classifier. For this reason we analyze the decision 
tree classifier further. The confusion matrix for the decision tree 
classifier is shown in Figure 2. 
 
Figure 2. Confusion matrix for the decision tree classifier 
 
It can be seen that a lot of instances that represent sitting are 
classified as standing, which is not intuitive, because these two 
activities should be easy to distinguish. This is a consequence of 
how WEKA generates the decision tree. When we look at the 
generated decision tree shown in Figure 3, we can see that sitting 
and standing are distinguished by mean value along the Z axis 
(MeanZ). WEKA makes the split on value -9.804189 which is the 
maximum value for MeanZ for sitting. It can be expected that the 
maximum value for MeanZ will vary for different recordings, 
since it can’t be expected from someone to sit in exactly the same 
way every time. Since the minimum value for MeanZ for standing 
is -1.07289 the split should be done on the value -5.4385, which 
is halfway between the maximum for sitting and the minimum for 
standing. This would generate a much more robust tree with 
higher accuracy. Such decision tree would correctly classify all of 
the sitting instances, previously misclassified as standing. 
Consequently, decision tree accuracy increases to 92%. 
 
Figure 3. Generated decision tree 
To demonstrate the benefits of this approach, the same classifier 
was tested with the same test data, but this time no data 
transformation was performed prior to classification. Based on the 
results shown in Table 3, it can be concluded that a classifier built 
using data from only one orientation, cannot classify instances 
from other orientations with a high success rate. With the 
reorientation preprocessing included, the classification accuracy 
results (shown in Table 2) increase significantly, which 
demonstrates the advantage of this approach, compared to the one 
assuming a fixed orientation at all times. 
Table 3. Classifier accuracy – Single orientation classifiers 
without reorientation 
Classifier Accuracy (in %) 
C4.5 Decision Tree 54.4 
Naïve Bayes 48.5 
K-nearest neighbors 58.8 
 
To compare the data reorientation preprocessing approach against 
the mixed orientation data approach, the classifier built with the 
mixed orientation data approach was retested with a data set 
consisting of classifier training data, as well as data including 
orientations that were not used in classifier training. Accuracy of 
the mixed orientation data approach, when handling data 
including unknown orientations, can be analyzed in this manner. 
Evaluation results are shown in Table 4 and are comparable to the 
results achieved with the data reorientation preprocessing 
approach. It can be concluded that the mixed orientation data 
approach can also handle data from previously unknown 
orientations, but with a decrease in accuracy compared to the data 
reorientation preprocessing approach. 
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Table 4. Classifier accuracy - Mixed orientation data approach 
with unknown orientations 
Classifier Accuracy (in %) 
C4.5 Decision Tree 85.0 
Naïve Bayes 83.8 
K-nearest neighbors 88.5 
6. EVALUATION OF MOBILE CPU LOAD 
Using results from the previous test we built an application for 
activity recognition in real-time locally on the device. The 
application implements the data reorientation preprocessing 
approach and uses a prepared decision tree as a classifier. To test 
how much the application and data transformation phase 
participate in the processor load we used DDMS (Dalvik Debug 
Monitor Service).  
We ran DDMS for thirty seconds while the application was active 
on the device. The results are shown in Figure 4. The first line of 
the figure represents the main thread of the application in which 
all of the application processing is done. Different methods are 
represented with different colors on the timeline. This figure 
focuses on the period between two feature extractions. The boxes 
marked with the number 1 represent feature calculation. We 
notice three color groups, where each one, looking from the left to 
the right, represents calculation of mean, standard deviation and 
correlation. The box marked with the number 2 represents data 
transformation. We can see how data transformation is performed 
whenever a new sample is read from the accelerometer and that 
feature extraction is performed only when the window shifts for 
the specified number of samples. 
The Figure 5 shows the timeline again but this time in more 
details. Similar to Figure 4, the box marked with the number 1 
represents mean calculation (green color on the timeline), and the 
box marked with the number 2 represents data transformation. It 
can be seen that data transformation requires a small portion of 
processor time, compared to processor time required to calculate 
just one feature, but is performed more often. 
The entry point of the application is the onSensorChanged 
function, which is called whenever a new sample from the 
accelerometer is read. This function encapsulates all of the 
application processing and participates in the processor load with 
22.9%. Also, the function transformData, which encapsulates all 
of the data transformation, participates in the processor load with 
1.3%. It can be concluded that although data transformation is 
performed more often than feature extraction, it doesn't increase 
processor load significantly. 
 
 
Figure 4. Result of the DDMS tool applied on the activity recognition application 
 
 
Figure 5. Result of the DDMS tool in more detail 
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Figure 6. Participation of individual functions in processor load 
7. CONCLUSION AND FUTURE WORK 
In this paper a method for orientation independent activity 
recognition from accelerometer data is described. An 
accelerometer embedded in a mobile phone was used. Orientation 
of the phone was partially fixed in such a way, that the phone 
could be rotated only around one axis, but the angle of orientation 
was arbitrary. To determine the angle of rotation a calibration 
phase was introduced, in which the user has to stand still for a 
couple of seconds with the phone placed in the desired 
orientation. In this period the gravity vector is extracted and the 
difference between the angle of that gravity vector and the angle 
of the average gravity vector in the default orientation is 
calculated. This difference is the angle of rotation of the phone. 
After that the user can start to perform activities freely. The data 
from the accelerometer is transformed into the default coordinate 
system, the features are extracted and the activity recognition is 
performed. 
This method showed slightly reduced accuracy compared to the 
method when a classifier is built from data collected from various 
orientations, when data from the predefined orientations only is 
considered, but the results are still above the threshold (accuracy 
above 90%). When data from not predefined orientations is 
considered as well, the proposed method demonstrates increased 
accuracy. The most significant advantage of this method is that it 
requires data collection from only one orientation, so less data is 
required for training. Also it makes no assumption on the 
orientation in the classifying phase; there are no predefined 
orientations, so the system will work with data from any 
orientation. The drawback is the existence of the calibration 
phase, so the process in not fully transparent. This probably 
makes this method unusable in some areas of application, like in 
elderly care for example, but in others, like in fitness monitoring, 
we believe that is acceptable because the calibration phase is very 
short and requires very little effort from the user. In return the 
user can place the phone in any orientation. 
In this paper the phone orientation is assumed to be partially 
fixed, which still limits the user to a certain degree. Demonstrated 
method represents only an intermediate step in development of a 
method which would acquire a full three-dimensional orientation 
in the calibration phase and impose no limits in the phone’s 
orientation. 
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ABSTRACT
ARCAMA-3D (Augmented Reality for Context Aware Mo-
bile Applications with 3D) is a mobile platform that allows
us to overlay a 3D representation of the surroundings with
augmented reality objects. In this paper, we show how these
3D objects, which are overlaid on the real view captured by
the camera of the mobile device, are coupled with the Linked
Open Data (LOD) cloud. With this approach, the data ag-
gregation for a mobile augmented reality system is provided
using the interconnected knowledge bases on the Web. This
offers the possibility to enrich our 3D objects with struc-
tured information on the cloud. The objects that act as an
augmented reality interface are used to provide an interac-
tive access to these information. This approach provides an
opportunity for people who publish information on the LOD
cloud to interlink their data with 3D urban models. In order
to achieve this, we propose an extensible data model that
takes into account the temporal evolution of real world en-
tities (such as buildings, monuments, etc.) and we publish
our 3D models using this data model.
1. INTRODUCTION
Ubiquitous mobile applications rely on context and loca-
tion aware approaches in which the system takes into ac-
count the changing context of the user to provide informa-
tion dynamically. However, constraints related to the small
displays of mobile devices and the methods used in order to
look for information during the mobility require providing
the most relevant information when the user expects a quick
answer. For example, in order to discover the surroundings
using a mobile application, the systematic and exhaustive
presentation of all Points of Interest (PoIs) will not only
hamper the readability of these collected information, but
also risk to divert the user who observes her surroundings.
In this paper, we present a context-aware Augmented Re-
ality (AR) approach which minimizes the effort from the
user to access and interact with the information that may
be of her interest. For this, we interconnect our applica-
tion with the Linked Open Data [8] which, by structuring
the knowledge available on the Web, enables a semantic ap-
proach in the information search and discovery.
Augmented reality consists in an interactive medium that
overlays the real world with some objects modelled in 3D
and keeps their alignment in real time [3]. By adding a
virtual layer on the real world view, the goal is to improve
and enrich the user’s perception.
LOD uses the infrastructure of the World Wide Web to
publish and link datasets that can then be explored and ex-
ploited by applications accessing to them. While achieving
some of these objectives still remains a research interest,
many datasets from very different domains (media, biology,
chemistry, economics, energy, etc.) are already published
and are constantly being enriched. A portion of these data
contains geo-localized information that can be exploited by
the applications, especially while the user is moving. How-
ever, few mobile augmented reality applications have ex-
plored this possibility.
ARCAMA-3D (Augmented Reality for Context Aware Mo-
bile Applications with 3D) [1], [2], our AR system, superim-
poses transparent 3D representations of the real world ob-
jects, with which the user can interact, on the view captured
by the mobile device, such as a smartphone. By enriching
the 3D models with thematic and temporal metadata pub-
lished on the LOD cloud, ARCAMA-3D proposes answers
to several applicable ubiquitous scenarios in which the aug-
mented reality interface effectively helps the user during her
exploration of the real world based on her choices and pref-
erences.
The paper is organized as follows. In Section 2, we present
some work that integrates a location-based approach in an
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Figure 1: LOD Cloud
augmented reality system, as well as the aspects that differ-
entiate our system from existing ones. Section 3 describes
our previous work, the platform ARCAMA-3D and intro-
duces the data model (ontology) that we defined in order to
interconnect 3D objects with the LOD. We also show in this
section how this interconnection, on the one hand, extends
the use of ARCAMA-3D, and on the other, contributes to
the expansion of LOD cloud with structured information
currently unrepresented in this cloud. In Section 4, we draw
a general view of the ARCAMA-3D system, and we conclude
in Section 5.
2. BACKGROUND AND RELATEDWORK
The most well-known mobile augmented reality applica-
tions are Layar1 and Wikitude2. They provide the user with
some local points of interests (POIs) by querying particular
servers where such information is stored. The user’s con-
text in these applications is limited to the location and the
direction in which the user is moving. Using these informa-
tion, the databases and servers are queried. In Wikitude,
the user discovers information about interesting places, fa-
mous landmarks and other POIs. In order to get such in-
formation, the application communicates with some servers
such as Wikipedia, Twitter, Instagram, world heritage list,
etc. Layar integrates information from social networking
platforms such as Twitter and Qype, as well as with photo
sharing web services such as Flickr. In both applications,
the location-based data is overlaid on the real view as an
augmented reality tool.
For a person who visits a place, finding and providing all
the information by using her geolocation as the unique cri-
terion, may not be considered as satisfactory. The context-
aware mobile augmented reality platforms should also con-
sider filtering the information to keep only the relevant in-
formation that fits to the expectations or the interests of the
user. To this end, Semantic Web technologies can be used to
provide a meaningful exploration of the information avail-
able on the Web with general and/or specialized knowledge
expressed in a formal and structured manner.
Linked data[5] is a term used to describe a recommended
practice to represent, share and interconnect information
1http://layar.com/
2http://wikitude.com/
Figure 2: A representation of the ARCAMA-3D ap-
plication. (a) on the left: real view (b) on the right:
a 3D model of the surroundings is overlaid on the
real view with ‘red’ objects indicating some interac-
tive objects providing access to information.
using Semantic Web technologies: URIs, RDF, SPARQL.
Linked Open Data constitutes a community effort to publish
datasets available under open licence respecting the princi-
ples of linked data [8]. Among them, DBpedia, which con-
tains the structured information extracted from Wikipedia,
plays a central role in interlinking many other datasets, such
as Freebase, LinkedGeoData, GeoNames, Flickr, Revyu, or
even FOAF profiles (see Figure 1).
Related to the problem of discovering the surroundings
during the mobility of the user, mSpace mobile [15] is one
of the early mobile applications that uses the Semantic Web
to support the exploration of information resources. It is
a London city guide with connections to different domains
or sources of interests (movies, music, etc.). Using the loca-
tion information of the user, the application queries different
knowledge bases (IMDB, video archives of the BBC, etc.)
and displays the results in an information box with textual
descriptions. Although, this application does not provide
any augmented reality experience and its user interface does
not allow a fast and efficient exploration, it remains inter-
esting for the use and exploration of multiple interconnected
knowledge databases.
DBpedia Mobile, is a context-sensitive browser running
on mobile devices [4]. Designed for the exploration of a
touristic place, it displays on a map information about the
nearby locations that can be found in the DBpedia dataset.
The user can then explore information associated with these
locations through links between DBpedia and other data
sources (for instance, the associated Wikipedia pages). It
also allows users to publish their location, photos and com-
ments on the Linked Data. We note here that the interface
does not use augmented reality, but a 2D map which necessi-
tates constant attention of the user to read the information.
Moreover, all the information within the vicinity of the user
is provided to her without any preliminary selection.
In contrast, in [13] several possible use cases of linked data
are discussed in the context of mobile applications based on
augmented reality. [14] explores the use of datasets related
to search and view information about cultural heritage. Us-
ing the geolocation and the direction in which the user is
moving, the nearby PoIs are identified using the LOD cloud.
The authors have focused here on merging and aligning mul-
tiple resources associated with the same PoI, as well as the
semantic enrichment of the erroneous data (errors in geo-
referenced data, human annotations, etc.).
In conclusion, these different research projects show the
potential of using the Linked Open Data in mobile applica-
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tions where the information access is based on the geoloca-
tion of the user. However, the risk of displaying all the geo-
referenced information, in particular in augmented reality
applications, may expose the mobile user to some cognitive
overload [10].
3. CONTRIBUTION
In our previous work, we have proposed a mobile aug-
mented reality platform, ARCAMA-3D, which is based on
the use of a lightweight 3D model [1]. The real-world objects
are represented by a semi-transparent 3D geometric model
superimposed on the real view captured by the camera of the
mobile device (see Figure 2). Thus, the real world is repre-
sented by the 3D objects on the user interface. Interacting
with these objects, the user can ask questions like “what is
it?”, “Is there something interesting (for me) around me?”
etc.
The ARCAMA-3D application continuously acquires ge-
olocation data as well as orientation data using the embed-
ded sensors (GPS, accelerometer, gyroscope, etc.) of the
mobile device (smartphone, tablet PC, etc.) on which it
runs. We ensure the alignment of the 3D model on the real
scene by refining the captured data using a Kalman filter
and merging these data [9], [6]. The fusion of sensor data
allows an accurate estimation of the position, hence, super-
imposes the 3D model on the real view, and maintains this
superimposition all along the movement of the user [2].
When we observe users’ demands from an AR mobile ap-
plication, we notice that they expect a ‘transparent’ aug-
mented reality that should be there only when needed and
that should give only meaningful information, following the
recommendations made in [10]. ARCAMA-3D displays the
augmented reality objects as transparent, and indicates the
objects in different colors if they contain interesting informa-
tion for the user with respect to a given topic of her interest.
By indicating the existence of information in this way, we
invite the user to interact with these objects.
The 3D models exploited by ARCAMA-3D play a key
role here. They are indeed the support of the augmented
reality objects that provide access to information. We pro-
pose to represent these 3D models by means of an ontol-
ogy that captures the characteristics of 3D models (levels
of detail, time period that they cover, etc.). Thus, such 3D
models can be linked to ontological descriptions of 3D ob-
jects by establishing a valuable link between the real world
entities described on the cloud. To achieve this goal, we
integrate the geometric descriptions (3D models) of a real-
world entity corresponding to a nearby Object of Interest
(OoI) [1] of ARCAMA-3D in an RDF graph. This graph
uses a controlled vocabulary defined in an OWL ontology
(arcama-owl). This ontology defines a generic model for
ARCAMA-3D; and the RDF graph corresponding to a given
entity can be seen as an instance of this generic model.
The representation of 3D models used by ARCAMA-3D
brings two advantages:
• it allows to connect - and thus enrich - these 3D mod-
els with other structured datasets (especially Freebase,
DBpedia, etc.)
• symmetrically, it offers the possibility to other datasets
of the LOD cloud to bind their information with 3D
models and re-use them.
3.1 3D Data Model
We have created a 3D data model where we store the
geometric representations of real-world entities and the in-
formation associated with them. Our data model is exten-
sible, and the representation of an OoI can be associated
with temporal and thematic information. Also, in the de-
sign of a 3D data model, we think that it is necessary to
incorporate spatial (what portion(s) of space the 3D model
covers ), temporal (which time period(s) the 3D model be-
longs to) and thematic (what is (was) the role (function)
of that real world object) characteristics in the model. We
adopt a similar approach to that described in [11] which pro-
poses a spatio-temporal conceptual model focusing on the
orthogonality of spatial, temporal and structural instances.
In this work, the authors apply this approach to non-urban
geographic features (rivers, lakes, townships, etc.) or 2D
spatial data relating to urban objects (the surface of a cas-
tle, etc.). We integrate this approach in our 3D data model
to allow the exploitation of spatial, temporal and thematic
information related to the OoIs during the AR experience
of the user.
To illustrate this model of 3D data using a concrete ex-
ample, let us consider a real world entity: the Hagia Sophia
edifice in Istanbul, Turkey. The choice of this entity is suit-
able to illustrate our approach, since the architecture and
the role (the function) of the building have both evolved
over time. Thus, on the Wikipedia page dedicated to this
monument3, we can find in the infobox (a table that sum-
marizes the article on the right corner of each Wikipedia
page), the information related to this evolution.
The DBpedia resource representing Hagia Sophia4 assigns
successive roles to it as eastern orthodox cathedral, mosque
and museum (see Figure 3). However, no indication re-
lated to the relevant time periods of these functional changes
nor its architectural changes is presented in this descrip-
tion. The purpose of our data model is to fill these gaps.
Thus, the proposed model takes into account both the tem-
poral evolution in space (geometry) and thematic informa-
tion (role/function) that describe the OoIs. Therefore, for
a given OoI, we need multiple representations of the ob-
ject, each of them corresponding to a change in the thematic
and/or the geometric dimension. Figure 3 shows the evolu-
tion for the Hagia Sophia, and the different representations
(i.e. R1, R2, R3, R4 in the figure) that the model should
be able to hold for this OoI. As expected, each of these four
representations correspond to an architectural change (geo-
metric) and/or a functional change (role) of the OoI.
3.2 Arcama-owl Ontology
In order to construct these multiple representations, we
have defined an OWL ontology that describes a generic model
for an OoI. The UML class diagram in Figure 4 shows the
different concepts (classes) and relations between these con-
cepts (properties) defined in this ontology.
For our system, this class model (and its instantiations)
plays an important role: it allows the interconnection be-
tween the historical 3D models associated to OoI and the
information related to these OoIs found on the LOD.
• The Entity class corresponds to an OoI (the real-world
entity Hagia Sophia, for example). This model al-
3http://en.wikipedia.org/wiki/Hagia_Sophia/
4http://dbpedia.org/resource/Hagia_Sophia/
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Figure 3: Representations of Hagia Sophia according thematic and geometric changes.
lows to combine several temporal representations of
the same entity (see class TemporalRepresentation).
The represents association allows to interconnect this
model with other resources described in other datasets
and published on the LOD cloud (for instance, the DB-
pedia resource5 or the Freebase resource6 for the Hagia
Sophia).
• The TemporalRepresentation class is at the heart of
our model. It corresponds to a given representation of
the entity. This representation has a temporal validity
interval defined by OWL-Time7 with hasTimePeriod
association. A temporal occurrence aggregates spatial
and thematic attributes that describe the entity during
this time interval. These attributes are described re-
spectively by Geometry and Role classes. Any changes
in the Geometry and/or Role information require cre-
ating another TemporalRepresentation associated with
a new time interval.
• The hasRole association sets the role(s) of a Tempo-
ralRepresentation object through the Role class which
holds the properties about the function of the object
(museum, monument, hall, church, etc.). This infor-
mation is used to classify the temporal representations
according to the thematic criteria chosen by the user.
Accordingly, it allows to filter temporal representa-
tions that will be displayed as the augmented reality
interface and allows the access to additional informa-
tion related to the that entity. All the roles presented
here are defined by another ontology that we have cre-
ated and currently has 125 classes corresponding to
different types of architectural structures, for example,
religious buildings (cathedral, mosque, temple, etc.)
or historical sites (castle, monument, pyramid, etc.).
To facilitate the interconnection with resources from
other datasets defined with their own ontology, a map-
ping between roles and classes of some of these ontolo-
gies is defined (currently with DBpedia and Freebase
datasets). Initially, we had planned to base it solely on
the roles used in the DBpedia ontology, but it turned
5http://dbpedia.org/resource/Hagia_Sophia
6http://www.freebase.com/m/0br5q
7http://www.w3.org/TR/owl-time/
out, on the one hand that the proposed DBpedia struc-
ture was not fully satisfactory, and, secondly, that the
roles of the resources could be of variable qualities (i.e.
depending on the quality of the information provided
by Wikipedia contributors). Using our own ontology
and establishing a mediator mechanism allowed us to
free ourselves from these drawbacks.
• In order to describe the geometry associated with a
time instance, we use the composite design pattern
[7] that combines geometry in a tree structure that
represents a part-whole hierarchy. Geometry is an ab-
stract class with two subclasses ElementaryGeometry
and CompoundGeometry.
• The CompoundGeometry class allows to define a com-
plex geometry composed of several different geometries
that can be either complex geometries or elementary
geometries.
• The ElementaryGeometry class describes a leaf node
in a tree structure of geometries. As for a specific pur-
pose, we want to be able to offer different 3D models
at different levels of detail, ElementaryGeometry class
aggregates one or more GeometryFile objects. Each
GeometryFile object is described by a URI that pro-
vides access to a physical file containing a description
of the 3D object in a usual format (KML, CityGML,
VRML, COLLADA etc.).
• The LevelOfDetail class describes the level of detail
of a GeometryFile. We have defined three levels of
detail where LOW corresponds to a rectangular prism.
It corresponds to the LOD18 of CityGML. MEDIUM
corresponds to a much detailed 3D geometry with no
texture. HIGH corresponds to texturized 3D objects
(it can even represent a laser scanned object).
Figure 5 presents a part of the RDF graph corresponding
to an instantiation of this model for the example of Hagia
Sophia. In order to facilitate the interpretation of this RDF
graph in relation to the generic model presented above, we
8Please note that this acronym is not related to the Linked
Open Data appreviation (LOD) that we often use in our
article.
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Figure 4: UML class diagram of the arcama-owl ontology.
choose to color and format the resource nodes that belong to
the same arcama-owl class in Figure 4 with the same color
and line format.
In this RDF graph (Figure 5), Hagia Sophia is represented
by two temporal instances: model:HagiaSophia#TI1 and
model:HagiaSophia#TI2. The former one is the instanti-
ation of the model in interval R2 of Figure 3 and the latter
one is of R3. As it can be seen in the temporal evolution
of the real world entity, first temporal instance represents a
change in the geometry of the entity, whereas the second one
represents the changes both in the role and the geometry.
4. ARCAMA-3D
Figure 6: The architecture of ARCAMA-3D
The mobile device (ARCAMA-3D client) connects to the
ARCAMA-3D server (see Figure 6). Using geolocation infor-
mation and user thematic preferences (architecture, history,
museum, etc.), the server queries the triplestore contain-
ing descriptions associated with 3D models using SPARQL.
Then, the corresponding 3D geometries are superimposed on
the actual view in a semi-transparent form, and in different
colors if they have some results from the SPARQL query as-
sociated with them. The user can then interact with the 3D
objects by selecting the object on the screen of the mobile
device (3D picking technique). This interaction gives access
to information related to this object in the LOD cloud (pho-
tos interlinked with that object on the LOD cloud, historical
3D models and roles of the buildings during different time
periods, etc.). Then the user accesses these information.
5. CONCLUSION AND FUTUREWORK
New datasets are continuously being added contributing
to the evolution of the LOD cloud which is a semantically
interconnected knowledge base. We describe in this paper
a system dedicated to ubiquitous mobile applications based
on augmented reality which includes temporal, thematic and
spatial representations to interlink 3D models with the in-
formation available on the LOD cloud. The interconnection
with the LOD cloud not only helps to represent 3D datasets
on the cloud, but also improves the integration process of
the augmented reality system. Temporal aspects supported
by the proposed model reflect the evolution of real-world
objects in their form, function, location, etc.
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Figure 5: RDF graph representing Hagia Sophia with different temporal instances.
We now intend to improve the representation of the iden-
tity of objects in the real world and the characterization
of their evolution over time, adapting some of our previous
work [12].
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ABSTRACT
Vehicular Ad Hoc Networks (VANETs) are attracting con-
siderable research attention, as they are expected to play
a major role for Intelligent Transportation Systems (ITS).
Thus, according to a recent survey by ABI Research1, about
62% of new vehicles will be equipped with vehicle-to-vehicle
(V2V) communications by 2027. Vehicular networks offer
new opportunities for the development of interesting mobile
applications for drivers, but at the same time they also bring
challenges from the data management point of view. Thus,
for example, techniques should be developed to estimate the
relevance of the information exchanged among the vehicles
and to propagate the relevant data in the network efficiently
and effectively. As testing the proposals in a real large-scale
scenario is impractical, simulators are often used.
In this paper we present Vanet-X, an online multiplayer
driving videogame that we have developed to help in the
difficult evaluation task of data management strategies for
VANETs. The idea behind the proposal is to exploit the
potential of players around the world driving vehicles in the
videogame to effortlessly collect data that can be used to
extract some conclusions and fine-tune the proposed data
management strategies. So, for example, the videogame
allows to evaluate if a certain data management strategy
is able to provide useful information to the driver/player
(i.e., if the presented information represents an advantage
for him/her). We argue that this videogame can be a good
complement for existing simulators. As a proof of concept,
we have performed some preliminary tests that show the
potential interest of the proposal.
1. INTRODUCTION
The widespread availability of mobile devices and the de-
velopment of wireless communication technologies (such as
Wi-Fi, WAVE, etc.) have encouraged the development of
1http://www.abiresearch.com/press/
v2v-penetration-in-new-vehicles-to-reach-62-by-202.
services for drivers within the context of Intelligent Trans-
portation Systems (ITS). In particular, Vehicular Ad Hoc
Networks (VANETs) have become an attractive research
area [1, 14, 15, 20, 24, 26, 30]. In these vehicular net-
works, the vehicles can exchange information directly by us-
ing short-range wireless communication technologies. This
decentralized architecture provides some advantages over
other solutions such as the use of 3G communications: e.g.,
no need of an infrastructure, quicker transmission of safety-
related data in the vicinity, localized communications with-
out the need of a centralized server, and free of charges
(which also encourages the participation of peers in the net-
work). Numerous types of events can be relevant for drivers
(e.g., accidents, traffic congestions, an ambulance asking the
right of way, available parking spaces, etc.). These events
can be exchanged in the vehicular network and stored lo-
cally by the vehicles. Then, a query processor can periodi-
cally evaluate the interest of those events and decide if they
should be shown to the driver; there may be implicit queries
(e.g., information about an accident in the direction of travel
will be relevant for any driver) and explicit queries (e.g., a
driver may indicate his/her interest in finding an available
parking space or in receiving information about other spe-
cific types of events).
However, although VANETs offer interesting opportuni-
ties for the development of data services for drivers, they
also bring new challenges. Thus, several difficulties arise
from the point of view of data management [5]. As an ex-
ample, estimating the relevance of events in order to dis-
seminate them effectively and efficiently in the network is
a challenge [2]. Similarly, disseminating information about
a scarce resource (e.g., an available parking space) to many
vehicles can lead to competition situations among them to
try to reach the resource [7]. As a final example, the rele-
vance of events must also be considered in order to decide
if a specific event received by a vehicle should be shown to
the driver or not [3].
A big challenge is how to evaluate the data management
techniques proposed. Evaluating them in a real scenario
with a significant number of vehicles is simply impractical
and expensive. Therefore, simulations are frequently used
in this field. However, even with simulations the evalua-
tion task can be very time-consuming. For example, many
proposals depend on a number of parameters that can be
fine-tuned for a given scenario (e.g., see [2, 31]), and de-
termining a good choice of parameters for general evalua-
tion is quite challenging. On the other hand, crowdsourcing
strategies where users play the role of drivers could help to
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introduce human behavior and facilitate new tests initiated
by the users themselves.
So, in this paper we propose a complementary approach
that can be used in conjunction with the use of simulators.
In particular, we argue that we can benefit from players hav-
ing fun with a driving game to easily collect interesting data
that can be used to extract some conclusions and fine-tune
the proposed data management strategies. The videogame
is inspired by the classic videogame Rally-X (http://www.
klov.net/game_detail.php?game_id=9259, videogame re-
leased in 1980) but it is a new development, with different
goals, game modes, and spirit. So, the basic idea is that
the vehicles can receive information through the vehicular
network and different data management techniques can be
plugged in the videogame (e.g., different data dissemination
strategies). Data received from other vehicles, if evaluated
as interesting by the local query processor in the car, are
shown on a radar and can provide a competitive advantage
to the player. During the game, a variety of data are col-
lected (e.g., number of messages received by the vehicles,
network overhead, time required by the vehicles to complete
their goals in the game, etc.), that can be analyzed later. So,
while playing, players contribute to collect data for a variety
of scenarios, and these data can be exploited to evaluate the
effects of particular data management strategies.
The structure of the rest of this paper is as follows. In
Section 2 we describe the high-level architecture of the video-
game and its features. In Section 3 we summarize the main
behaviors implemented for the computer-managed vehicles.
In Section 4 we present some basic aspects about the way the
data are collected for later analysis. In Section 5 we present
the results of the first experiments that we have developed
as a proof of concept. In Section 6 we present some related
work. Finally, in Section 7 we present our conclusions and
some lines of future work.
2. ARCHITECTURE AND FEATURES
Vanet-X is a car videogame that can be played by multiple
players connected to the Internet (see Figure 1 for a snapshot
showing parking spaces).
2.1 Main Features
We summarize some features of the game as follows:
Figure 1: Cars and parking spaces in Vanet-X
• It is implemented in Java as a Java applet, so only a
Java Virtual Machine and a browser is needed to play.
A desktop application version is also available.
• Both real (human) and computer-controlled players
can participate in the game. Human players can join
a game through the Internet.
• The game can be configured to execute on a server and
create new games when necessary. Alternatively, the
computer of any user can play the role of a server and
start a new game that other users can join.
• Any real map can be used in the game, by selecting
and downloading the data of the desired area from
OpenStreetMap (http://www.openstreetmap.org/).
• To increase the playability, real maps are combined
with some extra elements, such as enemy cars, smoke
emission devices to disturb enemies (see Figure 2), evo-
lution of events in game time rather than in real-world
time, higher maximum speeds for cars controlled by
humans, when the driver has a task to go to a certain
building he/she has to park nearby and then go by foot
to the destination (he/she will be a vulnerable target
for enemy cars, that will try to hit him/her, as shown
in Figure 3), the car can get damaged and be repaired
by paying a certain price (points accumulated during
the game), there is infinite or limited fuel depending on
the game mode (requiring refueling in a petrol station
when running out of fuel in the second case), etc.
Figure 2: Trying to escape from an enemy vehicle
Figure 3: Driver going by foot
• A wide range of game modes is available (see Table 1).
Thus, for example, we offer games where the goal is
to collect some items along the roads, and task-based
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games where the players have to complete a series of
goals in sequence (with tasks such as parking the ve-
hicle, going to a certain building/business or address,
etc.) as soon as possible to win the game. As shown
in the table, some game modes can be cooperative,
competitive, or both. For the tasks implying going
to a certain location, the task may require reaching
that location with the car, park and then get there by
foot, or just park as near as possible (in this last case,
the score for completing the task will be inversely pro-
portional to the distance between the parking location
and the final destination). Competitive games involves
from 1 to 4 teams in the game, being the winner the
team that obtains more points during the game.
Game mode
Multiplayer
mode
Inmortal
Possibility to
get out of the
car and walk
Infinite
fuel
Capture the flag
(capture 5 flags)
cooperative
no no configurable
competitive
Capture the
enemy cars (1 or
more)
cooperative
yes no no
competitive
Solve tasks (1-3
tasks)
cooperative
no yes configurable
competitive
Survival (1 or 2
tasks)
cooperative
no yes configurable
competitive
Park (find one
available parking
spot)
competitive yes yes no
Table 1: Summary of game modes
• Some default data management strategies, inspired by
the work performed in the VESPA project [2, 3, 4, 6,
7], have been implemented. Different tuning parame-
ters can be modified through the graphical user inter-
face of the videogame (see Figures 4 and 5). Moreover,
the design of the videogame allows an easy integration
of other data management alternatives.
Figure 4: Data management: basic options
• There is a “radar” (e.g., on the right part of Figure 2
we show a basic radar, and on the right part of Fig-
ure 1 a radar in debug mode that shows some extra
elements about the scenario) that can provide some
information to the players. For example, a player can
see the following on the radar: his/her location, the
petrol stations, and the destination location (if any).
Besides, if the option to use a data sharing strategy for
that vehicle has been enabled, it will also show data
about interesting events received from other vehicles,
such as free parking spaces, enemy vehicles, items to
Figure 5: Data management: advanced options
pick up (e.g., flags in Figure 6), priority vehicles like
ambulances, etc.
Figure 6: Picking up flags during the game
From a more technical point of view, we have used the
Java programming language to develop the video game. Be-
sides, some auxiliary libraries have been useful. For exam-
ple, we use Apache Xerces2 Java (http://xerces.apache.
org/#xerces2-j) to extract data from the XML files ob-
tained from OpenStreetMap, JLayer (http://www.javazoom.
net/javalayer/javalayer.html) to decode and reproduce
MP3 files for the game music, Guava-12.0 (https://code.
google.com/p/guava-libraries/), etc.
2.2 Basic Architecture
The basic architecture of the videogame is presented in
Figure 7 (the part concerning the collection of statistics
about the game is not shown here, as it will be described in
Section 4). At a high-level, we can briefly describe the main
components as follows:
• A client application receives commands from the player,
sends them to the server, and receives from the server
information about the objects that should be rendered
on the screen (see Figure 8).
• The server receives the input from the clients, up-
dates the current status of the game (e.g., by consider-
ing the movements performed by the vehicles and the
tasks that they complete), and generates new goals and
events as needed (see Figure 9). The server is multi-
threaded, with a thread per vehicle that performs a
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Figure 7: Basic architecture of Vanet-X
Figure 8: Basic functioning of a client
basic cycle of “while a vehicle is alive, perform actions
and check for potential collisions”.
Figure 9: Basic functioning of the server
• An interface IDataManagementStrategy declares the
methods that should be implemented by a data man-
agement strategy to allow its integration with the vi-
deogame (e.g., a method to define the types of events
that are interesting for the driver, a method to gener-
ate an event, etc.).
• Another interface IVehicle is implemented by the ve-
hicles to allow interacting with them (e.g., to obtain
a reference to the data manager in the vehicle or to
obtain information about the GPS location).
Any data management strategy can potentially be inte-
grated in this framework, as long as it implements the in-
terface IDataManagementStrategy and calls the appropriate
methods to inform the vehicles (interface IVehicle). So, we
can easily plug in different alternative data management
techniques for testing.
3. BEHAVIORS OF THE VEHICLES
We have implemented several behaviors for the vehicles
controlled by the computer, which adapt the steering behav-
iors proposed in [23]. In particular, we consider the following
basic behaviors:
• Seek implies directing the vehicle towards a certain
static target, by adjusting its direction and speed.
• Flee is the opposite behavior to Seek, as it implies get-
ting as much further as possible from the target.
• Pursuit is similar to Seek, but in this case the target
is a moving object. So, the expected movement of the
target is estimated, to try to catch it.
• Evasion is the opposite behavior to Pursuit (i.e., based
on Flee instead of Seek).
• Arrival implies the progressive reduction of speed as
the vehicle approaches the target.
• Obstacle avoidance provides vehicles with the ability
to dodge vehicles and other obstacles.
• Wander generates a random trajectory, to represent a
vehicle traveling around with no clear objective. This
is useful, for example, to represent a vehicle that is
searching for an available parking space in the vicinity.
• Path following allows a vehicle to circulate within the
boundaries of a certain path.
• Unaligned collision avoidance is a behavior that tries
to avoid the collision of vehicles moving in different
directions. Thanks to this behavior, vehicles can es-
timate a potential collision risk with other vehicles in
the near future, to try to avoid it.
Of course, all the vehicles exhibit the whole set of behav-
iors at the same time, applying a priority ordering in case
several behaviors could be applied at the same time and are
in conflict to each other. Based on the previous basic be-
haviors, we have defined the schema of a normal behavior
for different types of vehicles: enemy cars (that try to catch
the players or flee from the players, depending on the game
mode), ambulances (as representatives of emergency vehi-
cles which may ask the right of way), and traffic cars (that
represent neutral cars in the game). As an example, the
basic behavior of traffic cars is shown in Figure 10.
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Figure 10: Basic behavior of a traffic car
4. DATA COLLECTION AND EXPLOITA-
TION
In this section, we summarize the strategy applied for data
collection during the game and the corresponding exploita-
tion of results. If a certain configuration option that acti-
vates the collection of statistics during the game is enabled,
several data are collected: data about the scores obtained by
the players, the time needed by vehicles (the ones controlled
by humans as well as those managed by the computer) to
perform certain tasks (such as parking), and other measures
about the performance of the data management strategy
applied (e.g., events created, events that are considered rel-
evant by each vehicle, etc.). When the game ends, all these
data are stored in several files on the game server, along with
a file that contains information about all the configuration
parameters used in that game (e.g., game mode, configura-
tion parameters used for the data management strategy con-
sidered, the wireless communication range simulated, etc.).
To centralize the data collected, it is possible to set up a
Statistics Server, which is a process executing continuously
on a certain computer. In this way, the clients playing the
game automatically connect to the Statistics Server when a
game ends, in order to communicate the statistics collected
during the game. Besides, it is possible to connect to the
Master Server by using a terminal client (called Statistics
Client) that allows seeing and modifying the configuration
parameters as well as retrieving the statistics files generated.
Another option is to avoid the use of a Statistics Server and
collect the statistics in the computer that plays the role of
a server for a game. If we consider configuration settings
where there is a predefined game server and all the clients
connect to it to start a new game or join an existing game,
this option also keeps the statistics in a single location. How-
ever, if there are several game servers then the statistics
would have to be centralized manually.
Figure 11 provides an overview of the way the differ-
ent components of the game, and particularly the Statis-
tics Server, are distributed in a network. Notice that we
actually distinguish between a Master Server and a Game
Server. The Master Server is executing on the server ma-
chine and a client first connects to it (so, it is the entry point
for clients); then the Master Server checks if a Game Server
is available and if not it creates one; finally, it returns the
port number of its Game Server to the client, as the client
will interact with the Game Server during the game.
It should be noted that, as we collect information about
the performance of human players, the skills of those players
Figure 11: Deployment of components in a network
with the game will have an impact on the results and this has
to be taken into account when exploiting the results. Indeed,
directly comparing the achievements of several human play-
ers without considering their game skills could lead to wrong
conclusions. For example, player1 without a data sharing
system could perform better than player2 with a data shar-
ing system, but we should not necessarily conclude that the
use of such a data sharing system is harmful. In other words,
we should always compare players with the same skills. For
this reason, each human player is assigned a certain skill
level (which may change along time, as the player improves
his/her performance) and the statistics about players are
tagged with the skill level corresponding to that player. Be-
sides, players that have a skill level below a certain threshold
are (by default) not allow to participate in games with collec-
tion of statistics enabled, as performance data about them
are assumed to be unreliable and besides their clumsiness
could interfere with the normal development of the game.
The skill level of a player is computed based on his/her abil-
ity to complete missions in the game (tasks per time unit).
5. EXPERIMENTAL EVALUATION
We have performed a few preliminary experiments to eval-
uate the interest of our proposal. As a use case for testing,
we focused on the case of available parking spaces, as these
are events that represent scarce resources, which implies ad-
ditional challenges for data management (i.e., the competi-
tion among vehicles should be minimized).
5.1 Data Management Strategies
As a data sharing strategy for the vehicles, we considered
the following options.
5.1.1 VESPA-P: VESPA With No Reservation
First, we adapted the proposal in [2], developed in the
context of the system VESPA (Vehicular Event Sharing with
a mobile P2P Architecture) [4, 6], which is based on the
computation of an Encounter Probability (EP).
The EP between a vehicle and an event estimates the
likelihood that the vehicle will meet the event, based on
geographic computations that estimate the spatio-temporal
relevance of the event. For example, the relevance decreases
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with the distance between the event and the vehicle, with the
time since the event was generated (e.g., consider the case
of information about an available parking space, which can
be unoccupied only for a limited amount of time), and the
direction of the vehicle (e.g., if it is approaching the event or
not). In particular, the directions of both the vehicle and the
event are estimated and several penalty coefficients (α, β, γ,
and ζ) are used to weigh the importance of four estimated
parameters: the minimum distance to the event over time
(∆d), the time until the closest position to the event (∆t),
the age of the event at the closest position (∆g), and the
angle between the vehicle and the event (c).
So, when a vehicle receives an event it computes its EP
and disseminates the event again if the computed EP ex-
ceeds a certain dissemination threshold (DT ). The intuition
is that vehicles should disseminate data that are relevant
for them (as those data are also probably relevant for the
neighboring vehicles). Two other thresholds are managed:
the storage threshold (ST ) and the relevance threshold (RT ).
The ST determines the minimum value of the EP for an
event to be stored locally in the vehicle, and the RT the
minimum value needed to show the event to the driver.
Besides, the proposal in [2] proposes a contention-based
approach for data dissemination in order to limit the net-
work overhead in the dissemination of messages (basically,
when there are several candidate vehicles to re-disseminate
an event, the message will be disseminated only by the vehi-
cle located further away from the vehicle that disseminated
the message previously). Several parameters are used in the
protocol, such as D (the maximum time to wait before redif-
fusing) and D′ (time to wait for an acknowledgement that a
message sent previously was received by some other vehicle).
5.1.2 VESPA+P: VESPA With Reservation Protocol
Communicating the availability of a single parking space
to many vehicles could lead to an unfruitful competition
among the vehicles to try to reach the same parking space,
leading to dissatisfaction of the drivers and parking times
that could even exceed those that would be obtained if no
data sharing system were used. For this reason, the work
presented in [7] proposed an enhancement to the previous
approach VESPA-P for the case of scarce resources such
as parking spaces. It provides an allocation protocol that
coordinates a procedure that ensures that the information
about an available parking space is communicated to a single
interested vehicle.
5.1.3 Blind: No Data Sharing
Finally, we also considered an approach where no data
sharing strategy is used. In this case, the vehicles receive no
information and the only data available for the drivers are
what they see with their own eyes. For vehicles trying to
find available parking spaces, this will lead to a blind search.
5.2 Experimental Settings
The basic configuration of the videogame for the experi-
mental evaluation is as follows. The communication range
considered for the vehicles is 200 meters and a maximum of
50% of the vehicles are assumed to be equipped with a data
sharing application. The penalty coefficients used to com-
pute the EP for VESPA are: α=1/1500 (∆d ≤ 500 meters),
β=1/180 (∆t ≤ 60 seconds), γ=1/360 (∆g ≤ 120 seconds),
and ζ=1/270 (c ≤ 90◦); these are parameters that can be
considered for a “medium” (not small, not large) dissemi-
nation area, according to [2]. The RT and the DT are both
set to 75%, and the ST is 60%. The query processor on each
vehicle re-evaluates the relevance of the events received with
a refreshment period of 2 seconds, showing on the radar the
events that are considered relevant. For the dissemination
protocol, D is set to 1 second and D′ to 2 seconds.
5.3 Experimental Results
We have simulated a varying number of vehicles moving
in an area of 1 squared kilometer around the street “Sophie
Oury” in the city of Valenciennes (France). In this scenario,
we measured the time needed by the vehicles to find free
parking spaces near certain destinations. In Figure 12 we
show the reduction on the average time needed by a human
player to find an available parking space near the target.
The experimental results show the interest of sharing data
among the vehicles (with both VESPA-P and VESPA+P),
as these data can later be shown on the radar to provide
interesting information to the drivers. Besides, according
to these results, using a reservation protocol to avoid the
competition problem (VESPA+P) is particularly beneficial.
Figure 12: Time to park by a human
In Figure 13 we compare the performance of human play-
ers (vehicles controlled by humans) and computer players
(vehicles controlled by the computer), by showing the reduc-
tion on the average time needed to find an available park-
ing space near the target when using VESPA+P. According
to these experimental results, we can see that the human
players get more benefit from the use of the data sharing
strategy. The difference may be due to the way the artificial
intelligent behavior of the computer vehicles is implemented.
Figure 13: Time to park: human vs. computer
The experimental results obtained correspond to data col-
lected during a total of 14 hours playing the videogame
(about 400 parking actions by the human player during this
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game time). The results are consistent with our intuition
and with other experimental results obtained previously by
using a simulator. Nevertheless, more tests are needed to
validate the results and evaluate other scenarios. For exam-
ple, we started to obtain some first preliminary results with
games played by more than one human player. It is also in-
teresting to perform experiments with other types of events
(e.g., accidents, obstacles on the roads, etc.); with informa-
tion about them, drivers could try to avoid those hazards
and so decrease the total travel time.
6. RELATEDWORK
As far as we know, this is the first attempt to develop a
videogame whose hidden purpose is to help with the eval-
uation of information management strategies for vehicular
networks.
Nevertheless, the idea of trying to benefit from human ac-
tions to improve or evaluate a system is not new. Exploit-
ing the power of people to perform large-scale tasks that are
costly, time-expensive, or hard, is called crowdsourcing [33].
For example, mCrowd [32] benefits from sensors available on
iPhone devices to perform collaborative tasks such as image
tagging or road traffic monitoring. As another example, re-
CAPTCHA [29] exploits CAPTCHAs [22] (Completely Au-
tomated Public Turing test to tell Computers and Humans
Apart), as a security measure to avoid web access to pro-
grams, in order to recognize words from scanned books that
are challenging for OCR (Optical Character Recognition)
systems. According to [10], “The practice of crowdsourcing
is transforming the Web and giving rise to a new field”.
Particularly relevant for our work with Vanet-X are those
proposals that achieve the crowdsourcing results through the
use of a videogame. A notable example is the ESP game [27],
where players implicitly help to label images while playing
the game. The use of videogames as learning tools is a clear
example of the benefits of using educative videogames; as
an example, CodeSpells [11] is a fantasy videogame where
players have to write spells in Java. Other games with a
hidden purpose exist, as commented in [28]. The multiplayer
online game Planet PI4 [16] intends to serve as a testbed
environment for Peer-to-Peer (P2P) game architectures. It
is also interesting to mention that the term gamification has
appeared to denote a variety of software that is inspired
somehow by videogames [8, 9].
There exist some driving videogames that, as Vanet-X, are
based on the use of real road maps or city layouts, such as
Mini Maps (https://apps.facebook.com/minimaps/) and
Push-Cars 2: On Europe Streets (http://www.push-cars.
com). However, unlike in Vanet-X, in these games the play-
ers do not contribute to any crowdsourcing task or data
management strategy evaluation.
Finally, a good number of simulators of vehicular net-
works and mobility generators have been developed, such as
TraNS [21], SUMO [19], Veins (Vehicles in Network Simu-
lation) [25], GrooveNet [17], or VanetMobiSim [13]. Some
interesting surveys can be found in [12, 18]. As commented
along the paper, we argue that the videogame-based ap-
proach can be an interesting complement (but not a replace-
ment) to the use of existing simulators to evaluate informa-
tion management strategies for vehicular networks. Besides,
mobility generators and vehicle simulators could potentially
be used to generate neutral traffic for Vanet-X.
7. CONCLUSIONS AND FUTUREWORK
We have developed a videogame that can be used to eval-
uate data management strategies for vehicular networks, as
a complement to existing simulators. Whereas the oppor-
tunity of crowdsourcing through a videogame is attractive,
several challenges arise. Thus, the goal of developing a fun
videogame required the introduction of several elements that
would not appear in a real scenario (like enemy cars), which
could have an impact on the results, but on the other hand
this will attract people to play. Moreover, the results ob-
tained can depend not only on the benefits offered by the
data management strategy but also on the ability of the
specific player. So, whereas the videogame can provide an
ideal tool to collect many data for a variety of scenarios, the
experimental results obtained have to be judged with cau-
tion (e.g., we label the collected data with the skill level of
the player). Even with these limitations, we argue that the
videogame helps to collect with less effort data that can be
used to fine-tune a protocol and/or obtain some initial con-
clusions, prior to the evaluation in more realistic scenarios.
Additional information regarding the videogame is avail-
able at http://sid.cps.unizar.es/Vanet-X/, including a
playable version of the videogame, some videos, and screen-
shots. This is a first step that shows the potential interest of
exploiting videogames to evaluate data management strate-
gies for vehicular networks. As future work, we would like
to optimize and improve the videogame, as well as to de-
velop a complete methodology and architecture to collect
the data, evaluating the interest of the results obtained in
other scenarios and in a larger scale.
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ABSTRACT
Medical health care is undergoing a significant change of
paradigm. Moving health care from health centers to home
environments poses new challenges for acquisition, manage-
ment and mobile exchange of information. The HealthNet
project at RWTH Aachen University has developed a proto-
type which addresses these new challenges: a Body Sensor
Network (BSN) collects information about the vital func-
tions of a patient while she is in her home environment;
the integration of smart textile sensors increases the accept-
ability of such technology; mobile communication and data
management enables the exchange of health data between
patients and doctors; data stream mining techniques tuned
for mobile devices provide immediate feedback of the col-
lected data to the user; and finally, advanced security and
privacy features increase user acceptance and cope with le-
gal requirements. This paper summarizes the challenges and
achievements in the development of this prototype.
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1. INTRODUCTION
The demographic change with a growing population of
elderly people and the associated increase of health care re-
lated expenses require new models for health care manage-
ment. Moreover, there is a growing group of health-aware
people that would like to take more personal responsibility
for their own health, e.g., by monitoring their vital parame-
ters during sport activities. New innovative technologies are
necessary to fulfill these new requirements. Mobile and re-
mote health monitoring has demonstrated positive influence
on patients disease courses, especially for chronic diseases
[20, 13], and promises high cost reductions [16]. While vari-
ous systems have been proposed to measure the physiological
state of mobile users, most of these systems are restricted
to a certain set of sensors, or can monitor only a few vital
parameters [6].
In this paper, we describe an extendable and flexible mon-
itoring system for the case study of physiological state moni-
toring of runners. The system has been developed in the con-
text of the HealthNet project [14]1, which addresses inter-
disciplinary challenges such as sensor network design, manu-
facturing of smart textiles, information exchange, data min-
ing, security and privacy, and mobile communication. The
HealthNet project is part of the UMIC Research Cluster at
RWTH Aachen University which focuses at Ultra high-speed
Mobile Information and Communication systems support-
ing the demands of future mobile applications and systems.
In the prototype developed by the HealthNet project team,
the vital functions of athletes (or patients) are monitored
by a BSN (e.g., ECG, skin humidity / temperature, activ-
ity) which are partly integrated into textiles. These sensors
produce data streams that are integrated, consolidated, and
aggregated in a device which acts as a peer in a network.
Other trusted participants in the network are, for example,
other runners or trainers who want to observe the perfor-
mance of a runner. In a medical scenario, other peers in
the network might be doctors or nursing staff who monitor
the state of a patient while (s)he is at home. Furthermore,
data can be stored in a server system for long-term mon-
itoring and analysis. An intensive monitoring of vital pa-
rameters of patients is especially important after they have
1http://dbis.rwth-aachen.de/cms/projects/UMIC/
healthnet
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been released from hospital. Changes in environment and
medication often result in expensive re-hospitalizations of
patients which could be avoided by more detailed observa-
tion of vital parameters [10]. Thus, both scenarios (sports
and medicine) share a common basis; in addition, specific
features like the identification of critical situations are rele-
vant for both cases, although the definition of a critical situ-
ation is different. Nevertheless, the same techniques for data
analysis can be applied. Furthermore, merging the acquired
sensor data with additional information such as position,
time, or weather conditions improves the expressiveness of
pure health data and can lead to new insights.
Using a mobile communication infrastructure (e.g., UMTS,
LTE, or Wi-Fi), mobile devices can communicate with each
other such that peers can easily exchange health informa-
tion. Especially, the mobility of patients is improved as
detailed monitoring can now be performed at home: peri-
odically or in the case of important events, the device sends
the collected and pre-processed data to information systems
maintaining patient health records (e.g., hospital informa-
tion systems) which can be accessed by medical experts.
The main challenges in this project are
• the design and development of wireless medical sen-
sors, which are able to monitor vital functions of a
person,
• the integration of theses sensors into textiles and devel-
opment of electronic units as textiles (e.g., conductive
paths) for unobtrusive and comfortable usage,
• the integration of the data collected by various sensors
in one data stream, and
• the analysis, mining, and aggregation of the sensor
data to detect emergency events, to reduce commu-
nication costs, and to predict near future.
We addressed these challenges in the HealthNet project
and report in this paper our experiences in developing an
integrated prototype. Sectioin 2 first describes the require-
ments analysis which we have done with a group of athletes.
An overview of the prototype system and its architecture
is given in Section 3. The main components of the proto-
type are an intelligent T-Shirt with integrated conductive
leads/electrodes (cf. Section 4) and a Body Sensor Network
(IPANEMA, Integrated Posture and Activity NEtwork by
Medit Aachen) which aggregates multiple data streams from
a range of sensors (cf. Section 5). The data are transmit-
ted wirelessly over a Bluetooth interface to a mobile device
for visualization and a first lightweight analysis (cf. Section
6). A more detailed analysis of the data is done on a server
which receives periodically or in case of peculiar events data
from the mobile device. We also performed a case study in a
running event of which we will briefly summarize the results
in Section 8.
2. REQUIREMENTS AND USE CASES
For gathering of requirements, four active runners on semi-
professional level were interviewed. All interviews were con-
ducted by two interviewers with one interviewee. The in-
terviews used a unique set of 14 questions regarding mobile
health monitoring, and eight questions regarding a station-
ary counterpart. The questions especially targeted the us-
ability of smart phones as supporting device in runs and
the information needs of the runners and the willingness
to share information during training and competitions. All
interviews took about one hour, and were recorded for post-
interview analysis.
2.1 Participants
The interviewed runners are male, three between 20 and
25 years old, and one between 30 and 35 years old. All
runners participate in competitions on national level. The
disciplines range from 3000 meters steeplechase to marathon
distance, and triathlon. All interviewed persons do intensive
training between 5 and 15 sessions per week.
2.2 Information Requirements
2.2.1 Personal Information Sources
All interviewed persons consider their self-assessment as
the most important source of information, which is even
more reliable than any physiological measure. They stated
to ignore measured high peaks of their pulse if feeling good,
and also low measures if feeling bad. That means, that their
subjective rating of their state is more important for them
than an objective measurement. They treat many technolo-
gies as fun, which could be more interesting to increase mo-
tivation in mass sports.
2.2.2 Medical Information Sources
In addition to the self-assessment, all interviewed runners
were interested in heart rate (they all measure it in training).
The data could be used to trigger a notification if exceeding
upper or falling below lower personal limits. Furthermore,
the sportspersons consider breathing rate and oxygen ab-
sorption relevant to detect exhaustion in advance. Sweat
analysis could lead to an estimation of water balance of the
body, useful for reminding the runner to drink or to deter-
mine the amount of liquid to drink for convalescence after
a training session. Determining the blood sugar level could
signal a low sugar level or hunger knock2. Last but not least,
all interviewed runners had measured lactate in the past. It
is probably the best indicator for the current personal fit-
ness. Noticeably, none of the interviewed runners associated
any value with blood pressure information, even if explicitly
asked by the interviewers.
Most measurements listed above require settings incom-
patible with daily outside use. Some request tests in medical
labs, some include in addition blood analysis (such as blood
sugar level, lactate) which is not compatible with mobile
use. All interviewed runners agreed that therefore it will be
challenging or impossible to apply these measurements in
their training sessions or competition.
2.2.3 Track, Time and other Information
Speed measurements have a strong influence on the run-
ning speed. All runners pointed out that speed measures
from cars or bicycles are not usable because of the mean-
ingless unit (mph, km/h) and low precision. They request
measures of time needed for the last lap (on cycle tracks),
the last 400 meters or the last 1000 meters (all preferable in
a unit of minutes:seconds) to adjust their personal running
speed accordingly.
2a completely run out of energy, also known as “bonk” or
“hit the wall”
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For uphill sections, the absolute distance and remaining
distance of the uphill part are valuable for all interviewed
runners. The gradient is less important because of the low
absolute number.
Other information, like weather conditions, weather fore-
cast or condition of the ground are important in preparation
of training or competition; it is of no value while being on
the move.
2.2.4 Personalization
All interviewed persons request methods for personalisa-
tion of the measurements and accompanied items, such as
frequency, upper/lower border.
2.3 Mobile Monitoring
2.3.1 Use of Technology
All interviewed runners had applied technology for mon-
itoring heart rate; all interviewed runners knew technology
for gathering track data (i.e., GPS). None used other tech-
nology, like step counters or sensors in shoes. Only one per-
son carries the mobile phone in training sessions, in a back
pocket together with keys. They do their sports without
listening to music.
All interviewed runners track heart rate in training, only
two do the same in competitions. Two do not track the
heart rate in competition mainly because of loosing comfort,
i.e., chest belt slipping out of place and making the runner
feeling confined. The interviewed runners do not agree to
carry any additional device. In competition, none of them
would be willing to carry a mobile device.
2.3.2 Carrying a Mobile Device
Carrying a mobile device while doing sports is considered
burdensome. There must be a reasonable benefit from doing
so. It must not require any attention by the runner, it must
not swing (e.g., on a neck strap), it must not disturb the
rhythm of arms, legs or breathing (the latter nearly excludes
speech interfaces). The device must be lightweight, small,
waterproof and shock resistant. The touch-sensitive surface,
if any, must come in a sweat resistant cover.
The shape and feeling of a watch was considered most
appropriate, as applied in current monitoring systems for
heart rate. It can be worn at one arm and operated with
the hand of the other arm. If more functions are to be
integrated, the only sensible way of carrying a larger mobile
device seems to be a pocket at the arm. It supports a similar
way to operate it using the hand of the arm not carrying the
device.
2.3.3 Operating a Mobile Device
Operation of a 1-button-watch was considered sufficient;
nevertheless the operation of buttons of a mobile device were
considered to require too much attention and too fine gran-
ular movements for hand and finger. A mobile device at the
arm can be similarly operated by touch on the display.
The interviewed persons see the problem with touching
the display that it might get dirty and smeared by the run-
ner’s sweat, making checking current values from the display
impossible. Because of disruption of rhythmic breathing,
speech-based operation is only considered feasible for a few
short commands.
2.4 Sharing of Information
2.4.1 Live-sharing
Live-sharing information with others is considered a minor
issue by the interviewed runners. Together with personal
trainers, post-processing (for long distance runs) and fre-
quent analysis after smaller sessions (e.g., in interval train-
ing) was seen to be more important than live data transmis-
sion. One interviewee had the idea that the trainer might
interrupt over-pacing of a runner in a hopeless intermedi-
ate state of a competition, especially if it is one in a row
of competitions. All interviewed persons declined to lively
share personal or medical information with other external
persons like friends, training mates, online communities, or
event organisers or competitors. It was only acceptable for
notification in case of emergency.
To receive information from others, trainers and support-
ers call out time information and intermediate state of the
competition to the runner on track. The interviewed runners
think that receiving more information, e.g., about personal
state of competitors, is rather distracting. One of the inter-
viewed persons stated a value of knowing intermediate state
of competition within the same age group, in particular if
persons nearby are of the same or another group like the run-
ner. Getting the positions of the team mates was considered
not interesting, neither in training nor in competition.
As an open question, the interviewees brainstormed about
other ideas for valuable live-sharing of information. As a
result, it could be valuable for optimisation of the handover
in relays, especially in long distance relays. It would be of
value to the successor to know the personal health state of
the predecessor in order to adjust warming and preparation
phase. If the predecessor is in good shape, the estimated
arrival time is earlier than if the person is in bad shape,
influencing the point of time to start preparation.
2.4.2 Post-event sharing
After a training session or competition, the runners were
open to share track and time data with team mates and on-
line communities, which is already implemented by portals
like http://www.gpsies.com.
2.5 Persistent Storage
Post-processing of the collected data is very important to
all interviewed runners. They asked to file all information
to a computer system for persistent storage. They all use a
kind of training diary, two use already computer applications
for this purpose.
2.5.1 Connecting with PC
The interviewed runners asked for easy connection with
the PC, and easy to handle download.
2.5.2 Post-Processing
All interviewed runners do intensive performance analy-
sis combining tracking data, time data, health information,
and comments on personal feeling. If applicable they com-
pare current data with past datasets for recurring events,
competitions, tracks, or distances. The main goal of the
analysis is identification of flaws in performance (absolute
speed, endurance, power to go uphill) requesting updates of
the training method and plan.
The triathlete analyses shifts in performance of the single
disciplines, e.g., intensively training one discipline has con-
tradictory influence on the performance in the other two.
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One runner mentioned to use the post-processing also to
estimate lifespan of used hardware, e.g., professional running
shoes that loose suspension after 3000 km of use, demand-
ing for replacement to prevent damage from tendons and
ligaments.
2.6 Use Cases
Based on the requirements analysis, several use cases were
identified which are described in this section. The use cases
are grouped in four categories: Sensor management, mobile
monitoring, sharing, and archiving.
2.6.1 Managing Sensors
The sensor managing use cases describe the setup, con-
figuration and maintenance of the set of sensors delivering
information to the system. The actor usually is the user.
In addition, other persons or organizations might perform
the use cases as well, e.g., an emergency doctor who adds a
sensor after the user had an accident, or a physician who ad-
justs the upper border of a physiological parameter to raise
notification earlier. The actor employs a plug-in / plug-off
mechanism to add or remove sensors to the network; this
should be as automatic as possible. The added sensors per-
form registration and de-registration at the controlling com-
ponent of the sensor network. Configuration of the sensors
should be also possible, so that user can adjust the prop-
erties of the sensor (e.g., sampling rate, sensor identifier,
measure unit, data transmission rate) to his/her personal
needs.
2.6.2 Monitoring
The monitoring use cases describe the use of a mobile sys-
tem to monitor the health status. The user employs the sys-
tem for observing specific parameters, being informed about
the current status and alarming himself or another entity
during a personal activity. The user can also turn off all
monitoring and notification functions by muting the device.
2.6.3 Sharing
The group of sharing use cases describes the information
exchange between all parts of the system with external en-
tities (e.g., server or other users). It applies to sharing in-
formation while being mobile as well as sharing information
from the other parts of the system like the archive. The
group contains:
2.6.4 Archiving
The archiving use cases describe the use of and retrieval
from a persistent storage. The user employs a stationary
device (such as a laptop or desktop PC) to search for infor-
mation of a specific type, date and time, activity, or value.
The archiving use-cases are:
3. SYSTEM ARCHITECTURE
The HealthNet prototype is based on a BSN integrated
into a textile platform (i.e., T-shirt) measuring the phys-
iological state of a person. An overview of the system is
illustrated in Fig. 1. A registry server manages the commu-
nication between different peers in the network. The sensor
data is received by a smartphone via Bluetooth which sends
the data to other peers in the network. Other peers in the
network are an advanced data mining & analysis service or
other trusted parties such as trainers and doctors.
In the current prototype, the BSN consists of an ECG
sensor, a combined temperature/humidity sensor, two 3D
acceleration sensors, and a master node. The master node
collects the data from the individual sensors and sends it
to the smartphone. Conductive yarn acts as electrodes as
well as leads. The signals are received by the ECG sensor
attached to the shirt. The sensor processes the ECG and
infers the current heart rate from it.
On the smartphone, a mobile application integrates the
health data with data measured by the phone, such as the
current GPS position. The mobile application also visual-
izes, stores, and analyzes the data. If enabled by the user the
integrated data is sent via UMTS or Wi-Fi (IEEE 802.11)
to a registry server which distributes it to registered third
parties, such as a trainer, a doctor, or a server analyzing
the data. The architecture also allows sending feedback and
results of the analysis of the data to the users smartphone.
4. TEXTILE PLATFORM
The state-of-the-art electrodes used for most medical ap-
plications are, for example, disposable electrodes glued onto
the skin. These electrodes are coated with electrolyte-gel
to improve the conductivity. The advantages of those elec-
trodes are low contact impedance and a fixed position. How-
ever, they are not suitable for a continuous long-term mea-
surement because the electrolyte-gel can dry and may also
cause allergic reactions. Moreover, the wires between elec-
trodes and the sensor exacerbate the handling for untrained
users. To achieve the aim of a continuous and mobile mon-
itoring system, another solution has to be found.
Textile electrodes could be a good alternative for the stan-
dard ones. They can be used for long-term measurements
because they are not coated with electrolyte-gel. The yarn
for the textile electrodes must possess high conductivity,
good elastic behavior to assure a good skin conformance and
it should be biocompatible due to the constant skin contact.
Another advantage of textile electrodes is that these elec-
trodes can be integrated into garments which lead to a very
high mobility of the whole system and intuitive handling.
Mobility can be further increased by using textile integrated
conductive paths instead of cables. A reversible interface is
necessary to remove the sensor node before washing. How-
ever, textile electrodes also have disadvantages: the contact
impedance is higher and movement causes motion artifacts.
Suitable yarns matching all requirements mentioned above
have been researched and tested. The best one was a silver-
coated polyamide yarn. A circular foam padded textile elec-
trode with a radius of 2.5 cm was used. In addition to
the ECG electrodes, the same material was also used to
manufacture the textile conductors (see Fig. 3). The tex-
tile conductors were applied to the outside of the T-shirt
with metal push buttons to connect both electrodes and
the sensor. Preliminary results with this T-Shirt show the
suitability of textile electrodes for the application as ECG
electrodes.
5. BODY SENSOR NETWORK
Body Sensor Networks (BSN) usually consist of a varying
number and diverse types of sensors. They are wirelessly
connected either to each other, called mesh network, or to
a central master node, called star network. The acquired
data is then transferred over wide area networks (WAN) to
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Figure 1: Overview of the system architecture Figure 2: BSN node Figure 3: Sensor shirt
central data and health service providers for further process-
ing. This section focuses on the challenges in developing the
medical sensors, connecting them in a BSN, and processing
the measured signals.
Bringing health status monitoring to personal health care
environments presents a new set of challenges: devices have
to be small, unobtrusive and easy to handle. Preferably,
they need no or only minor interaction and are connected via
wireless technology to the supervising medical professional
or health care center.
The IPANEMA BSN is designed to be easily modified for
different application scenarios, e.g., cardio-vascular moni-
toring or hydration status monitoring [11]. It is small (68
x 42 mm, see Fig. 2), light (30 g) and wireless enabled. A
sensor node consists of a base board which includes a low
power microprocessor (MCU, MSP430F1611, Texas Instru-
ments), power management circuitry, and a low power ra-
dio transceiver (CC1101, Texas Instruments). Modularity
is ensured by using a pair of connectors to attach different
sensor extensions. Two connectors (Samtech Inc.) enable
the use of digital (SPI, UART, I2C) sensors, five analog-to-
digital converter inputs and three interrupt capable inputs.
The MCU is running at 8 MHz with an additional precision
32.768 kHz crystal for the real time clock. It is powered by
a lithium polymer battery which can be recharged over an
on-board MicroUSB connector.
The sensors of the current prototype produce a raw data
stream of about 14 kbit/s which is transmitted over a 433
MHz ISM band transceiver with a proprietary protocol.
The network is structured in a star topology. The leaves
are formed by a flexible number of modules which can be
equipped with different types of sensors. The sensor data
is send over-the-air to a central master module. The main
tasks of the master node include network management, data
transfer to a mobile device and creating time synchroniza-
tion beacons for the sensor nodes.
6. MOBILE APPLICATION
The goal in the design of the architecture of the mobile ap-
plication was to have a very flexible and extensible system.
As explained before, the HealthNet project is not limited
to a particular application domain, our solution should be
applicable in a healthcare domain as well as in a sports do-
main. To allow easy customization and adaptation to new
domains, we identified four main components for the mobile
application on the smartphone (cf. Fig. 4).
The HealthNet Controller is the central unit for manag-
ing the set of active sensors, and notifying dependants if
measures changed value or the composition of the network
changed. The Data Cache stores recent sensor data in a
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Figure 4: Architecture of the mobile application
Data Window such that a single-stream prediction over a
short timeframe is possible. The windows are implemented
as a circular data structure - if a window is full, the lat-
est incoming data will flush the oldest data. Furthermore,
the cache stores also all data (if desired by the user) such
that the data can be uploaded to a server for detailed data
mining and analysis later on.
The Data Transmission Unit (DTU) takes care of the
information exchange among different stakeholders. Four
methods of sending data to authorized entities have been
implemented. Any external entity must prove eligibility to
receive any data from the mobile application. The DTU
supports three communication modes:
1. Request-response: an external entity requests informa-
tion from the mobile application. The DTU retrieves
the requested data from the cache and transmits the
response. This is for example done when a trainer
wants to see detailed data about a runner.
2. Time-based submission: A fixed interval after which
a selected data set is sent, e.g., data is sent from the
runner to a trainer only every 10 seconds to reduce
required bandwidth and communication costs.
3. Direct transmission: The relevant data is transmitted
directly to the receiver. This mode is used for audio
feedback from a trainer to a runner.
Due to the modular design, peer mobile applications use
roughly the same architecture, with the only difference that
these applications receive data via the DTU and not from
sensors.
5Proceedings IMMoA’13 40 http://www.dbis.rwth-aachen.de/IMMoA2013/
On the user interface level, the data which is received from
the sensors or other peers is managed according to the use
cases as described in section 2.
6.1 Data Analysis
To get the maximum benefit of the HealthNet applica-
tion the measured data has to be analyzed to detect critical
situation or events, and to make a short term predictions.
Data mining techniques in this context are restricted by two
important constraints: (i) the data is a continuous stream
and has to be analyzed in real-time; persistent storage and
long time series of data are not available as in classical data
mining tasks, (ii) the resources (CPU power, battery life,
memory) of the mobile device are very limited.
To cope with the problem of limited resources, we devel-
oped: (i) an adaptive technique for anytime classification,
which is capable of both, classifying under varying time and
resource constraints, and incrementally learning from data
streams to adapt to possible evolutions of the underlying
data stream [15], (ii) and a novel in-network distributed
sensor data clustering technique that efficiently aggregates
similar sensor readings using coordinators [8].
Context prediction is an emerging topic in the field of
data mining, e.g., predicting the location of mobile objects
was a frequently tackled subtask of mobile context predic-
tion in recent researches. For scenarios of managing health
information of mobile persons, the prediction of the near fu-
ture health status of persons is at least equally important
to predicting their location. A first method for predicting
the next health context of mobile persons equipped with
body sensors and a mobile device has been developed and
implemented [7]. The proposed PrefixSpan-based method
searches for sequential patterns within multiple streaming
inputs from the body sensors as well as other contextual
streams that influence the health context.
Our main observation is: frequent sequential patterns ap-
pearing in rules containing multiple streams, are completely
built using frequent patterns existing in each single stream.
Thus, predicted values were directly presented to the user
in the mobile application using a light-weighted resource-
aware algorithm that was implemented locally on the user’s
mobile phone. More accurate predicted values were sent to
the user from a multiple stream prediction algorithm which
was implemented on a server using the preprocessed frequent
patterns on each stream (cf. Fig. 4).
6.2 Security and Privacy
A rigorous evaluation of security and privacy risks was
done, requirements were derived from it, and the implemen-
tation was developed accordingly [3]. The measured data is
kept confidential at all times: during collection, in storage,
and during transmission within and between all components
of the system. To reduce the risk of data extortion from
stolen devices, secure authentication methods are used both
for wireless links as well as user interfaces on the devices
themselves. Generally, data may only be read by persons
authorized by the user. Finally, no more data than required
for a given monitoring application shall be stored.
Confidentiality during data collection is achieved by using
ZigBee AES-128 encryption between the sensor nodes and
the master node, and Bluetooth encryption E0 is used be-
tween the master node and the smartphone. Confidentiality
during data storage is achieved using AES-128 encryption on
the devices, so that no data can be recovered wrongfully by
someone who has physical access to a device. During com-
munication between trusted devices, we do not rely on the
security mechanisms of the technologies used (e.g., UMTS,
LTE, WLAN) because the data must not be revealed to the
network operators, and wireless technologies such as UMTS,
LTE, and WLAN typically only encrypt the air interface.
Instead, all data transfers apply AES-128 encryption and
message authentication codes on the application layer.
In wireless connections to trusted parties, all parties are
identified using certificates with shared keys. The implemen-
tation of the encryption is transparent to the application as
standard interfaces of the Android SDK are used to imple-
ment secure storage and communication. In addition, we
found that the authentication and encryption mechanisms
had no significant influence on battery life or performance
of the handheld device.
7. RELATEDWORK
The interest in mobile healthcare applications started with
systems like [19, 12] supporting professionals (like physician,
nurse, therapist, or midwives) to enter, receive and exchange
information about their patients. Systems for professional
users in hospitals like [2] considered specific design aspects
to support local mobility in the hospital by interconnecting
PDA, laptop and desktop computers. Examples of systems
for non-professional users are the self-monitoring applica-
tion for overweight people [22], alcohol consumption moni-
tor [4], or dietary advisor [9]. The results of these studies
point to a high degree of monitoring by those using a mobile
monitoring device compared to other monitors. In differ-
ence to the aim of the HealthNet project, these systems are
not equipped for continuously monitoring vital parameter in
silent mode.
7.1 Textile Sensor Platforms
A reasonable idea to integrate real-time monitoring into
daily life activities are the application of wearable or textile
sensor platforms. This section therefore reviews the integra-
tion of sensors into garments, such as sport shirts or similar.
In [5] two types of textile sensor platforms are distinguished:
while textile sensors are realized by special yarns, non-textile
or textile-integrable sensors are singular units which are ap-
plied to the garment, e.g., printed onto the textile. The
advantage of textile sensors is that these can be produced
in one manufacturing process [17]. A disadvantage is that
current technologies for textile sensors have to be moistened
to deliver acceptable results [5].
To integrate multiple vital parameters into one textile
platform, several sensors are combined to form a sensor net-
work. Often, a master component controls the network and
centralizes data acquisition, short-term storage and trans-
mission. These can be realized either wired or wireless.
7.2 Textile-based Monitoring Applications
The MyHeart-project3 led by Philips was dedicated to the
prevention, diagnosis and therapy of cardiovascular diseases
The monitoring is based on sensors integrated into daily
life textiles, such as undergarment. A sensor shirt has been
3http://www.hitech-projects.com/euprojects/
myheart/
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developed using conductive and piezoresistive yarn for mon-
itoring of heart (ECG) and respiratory activity (impedance
pneumography), core and skin temperature with non-textile
sensors and an accelerometer [1]. The shirt has been used
for monitoring during outdoor activities and at home. A
proprietary user device or PDA is used for interaction [21].
The respiratory sensing technology was also used in the
Wealthy project4 [18, 17]. For the data processing and trans-
mission a relatively heavy and big Portable Patient Unit
(250g) was connected with the sensors by wires. The data
is transmitted from the PPU via GPRS to a central system
analysing and visualizing the data.
A project that supports medical treatment and behaviour
of elderly people suffering from cardio-vascular disease is
described in [23]. The system comprises a front worn array
of body sensors, a user interaction system for a PDA for
displaying information and entering simple answers and a
back-end system for professionals analysing data and pro-
viding feedback.
7.3 Products for Sports Monitoring
Commercial products are available on the market in par-
ticular to support ambitious sports(wo)men. The products
do not aim on sophisticated measuring medical data. Usu-
ally, it is considered sufficient to provide heart rate and calo-
ries burned, and location and time related information. The
often use wrist or chest bands.
A large set of wrist-mounted computers is available for
example from Polar, ranging from low-end technology for be-
ginners to high-end systems for professionals like the RS8005.
They receive body signals from chest straps, display and
store the information on the watch, and allow for down-
loading and post-processing with the personal computer. A
similar system is the Garmin Forerunner6. It monitors time,
distance, pace, heart rate and calories burned. As Garmin’s
unique selling proposition, it additionally tracks the posi-
tion of the sportsperson by the use of a high-sensitive GPS
receiver built into the wrist watch. The GPS antenna is
partially integrated into the watchstrap. The heart rate is
measured by the use of a chest strap. The system supports
different profiles, e.g. for swimming, cycling, and running of
triathlons.
A more sophisticated system is the adidas miCoach7. It
is an integrated system to plan, work-out, and analyse per-
sonal training. As the main part of the system, it combines
three components to support the work-out: an auditive dis-
play (miCoach Pacer) for heart rate measures, speed and
distance which reacts to the speed; a bundle of a chest belt
measuring heart rate and a wristwatch (miCoach Zone); an
application running on the user’s mobile phone for coaching
(miCoach Mobile).
As a main advantage, the textile strap for monitoring the
heart rate can be replaced by two different bra’s (adidas
supernova glide/sequence bra) or a shirt (adidas supernova
cardio shirt). Nike+8 is a training system similar to mi-
Coach developed by Nike and Apple. The main differences
to miCoach is that Nike+ combines the features from Nike’s
4http://www.wealthy-ist.com
5http://www.polar.fi/en/products/maximize_
performance/running_multisport/RS800CX
6http://www8.garmin.com/marathon/forerunner/
7http://www.micoach.samsungmobile.com/
8http://nikerunning.nike.com/
running shoes with an integrated step counter (with the
drawback of getting depended on the Nike’s brand), and
that it uses the iPod instead of a mobile phone (with the
same drawback of dependency).
8. CONCLUSIONSANDLESSONSLEARNED
We implemented an end-to-end prototype for a runner
scenario (training and competition mode) with one or more
runners and a trainer. Case studies with the implemented
prototype have been conducted during the Lousberglauf 2011
& 2012 (a local running event in Aachen with about 2000
participants). A team of five runners has been equipped with
the sensors and smartphones. In addition, a trainer mon-
itored the performance of the runners using also a smart-
phone. Data communication and management did not cause
any problems; the trainer could always see the position and
vital parameters of the runners. Due to excessive motion ar-
tifacts during running, we used standard electrodes for the
run. In the meanwhile, we did some additional measure-
ments with a new version of the textile electrodes in a lab
environment on a treadmill which gave better results. We
also improved the algorithm for inferring the heart rate from
the raw ECG data, such that it is less sensitive to movement
artifacts. This improved the data quality in the second case
study in 2012, but the data quality is still too low for deriv-
ing health-related advices.
We have shown in this project that health monitoring us-
ing mobile wearable sensor networks is feasible. Data man-
agement and analysis can be done in real-time although the
data is coming at a high frequency. Security and privacy
issues have been addressed by implementing suitable en-
cryption and authentication mechanisms into the applica-
tion. In another related project (Nanoelectronics for Mobile
AAL-Systems9), a similar approach for data management
has been developed in the context of Ambient Assisted Liv-
ing (AAL). Some results (e.g., the architecture of the mobile
application in Fig. 4) have been applied also in this project.
However, we have seen that with the current technology,
problems like data management, analysis, security, and pri-
vacy can be solved as mobile devices are powerful enough
in terms of CPU and communication bandwidth. The real
challenges are at the two ends of the data processing flow:
firstly, the sensor data must have very high quality to be use-
ful in any kind of application (for sportspeople or patients),
false alarms will be annoying, missed alarms might be fatal;
secondly, the potential users have to be convinced about the
usefulness of such technology. In our interviews, the sports-
people were sceptic about the benefit of such an application.
The same applies also to elderly people who might be even
more reluctant in wearing any device that monitors them.
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ABSTRACT 
A POC clinical information system was designed and deployed on 
a Motion tablet to allow data collection at the bedside by 
specialist auditors. Collected data is then stored in a Microsoft 
SQL Server Environment in real time, allowing immediate 
feedback through corporate level reporting. The reporting 
framework consists of self-service non-interactive reports and 
scorecards, and self-service interactive reports (dashboards) where 
users can seek detailed information from an organizational level 
down to a patient level. Information is presented both numerically 
and graphically, including in a traffic light paradigm, to highlight 
clinical risks and their relative urgency. Increased information 
provision to end users via the intranet scorecard and dashboard 
systems was able to efficiently and effectively close the audit and 
feedback loop within the organization. Previous variability in 
information provision was systematically improved to push 
information to the appropriate decision makers in a timely and 
efficient manner. Since this health service is one of the first across 
the country to undergo accreditation under new national 
standards, the system as described is a novel approach to meeting 
this compliance challenge. This paper will outline the design 
features of the system, implementation and training challenges, 
and proposed future directions for the application and the 
collected data.  
1. INTRODUCTION 
The aim of this work is to improve the provision of quality of 
care information to healthcare executives, managers and 
clinicians, in order to target organizational strategies to achieve 
clinical improvements and increase patient safety. This initiative 
has been undertaken in the context of new nationally driven 
quality and safety standards for healthcare in Australia [1]. This 
aim has been achieved through the use of a new mobile data 
collection platform linked to tailored business intelligence tools. 
Business intelligence tools are known to have a place in assisting 
in the management of facilities and systems in range of industries 
[2,3] and healthcare is no different [4,5].  
 
Recently the Australian Government, through its healthcare 
quality agency, the Australian Commission for Quality and Safety 
in Healthcare, released a series of clinically focused standards 
("the standards") that health services need to meet in order to be 
accredited. Failure to meet the standards can have adverse effects 
on the financial state and reputation of health services.  
 
These 10 standards [1] cover the areas of: 
 Governance 
 Partnering with consumers 
 Infection control 
 Medication safety  
 Patient identity checking 
 Clinical handover 
 Blood product usage 
 Pressure injury prevention 
 Managing deterioration in patients condition and 
 Falls prevention.  
 
Typically, in order to supplement the often limited range of data 
available to measure compliance with standards like these, 
additional ad-hoc audit work has been performed to attempt to 
measure the necessary dimensions of care. One of the practical 
and information management challenges imposed by this 
approach is the need to randomly audit numerous patients for each 
different kind of audit - pressure care, falls management, drug 
interactions and so forth. As a result, such audits often need to be 
conducted in a rolling fashion through multiple clinical areas so 
as not to create an implementation burden for frontline staff. 
However this in turn delays feedback to these staff and reduces 
the frequency of measurement - effectively creating a series of 
"photographs" in relation to clinical quality and safety, rather than 
a constantly running "movie". 
2. RELATED WORK 
As mentioned above, a variety of clinical audits have been a long 
standing part of clinical practice improvement in healthcare 
[6,7,8,9]. Historically, many clinical audit [10,11] processes- 
designed to collect information about an organizations or 
individuals compliance with clinical quality standards (eg - care 
measures to prevent pressure ulcers)- have been centered around 
primary data collection on paper based structured or unstructured 
assessment tools. An example is the Surgical Tool for Auditing 
records (STAR), used for auditing clinical records in the UK [12].  
Historically, data has then typically been secondarily entered into 
electronic systems for subsequent analysis, reporting and 
benchmarking. Obviously such processes are error prone and far 
from ideal from an information management perspective. They 
also introduce a potential delay between primary data collection 
and subsequent feedback to key staff that can influence practice 
and improve outcomes for patients. 
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There has certainly been much work done around the world on 
how to better support the measurement of clinical care - be that 
the measurement of the outcomes of care or the processes of care. 
Examples include the work of Wong and Giallonardo [13], 
Roodpeyma et al [14] and that of Nseir et al [15]. In addition 
there has been work done on describing systems for, or 
approaches to, storing healthcare data for subsequent analysis and 
reuse [16]. This could be at a hospital level [17], or at a broader 
community level [18].   
In addition, as previously mentioned, there had been work done in 
the business intelligence space in healthcare [19,20] with further  
work acknowledging the value added by investments in such 
systems. Examples are the paper by Rufer [21] on the value added 
by such systems in the context of radiology services, as well as the 
work by Moore et al [22]. Karami et al [23] have also published 
in the area of business intelligence in support of radiology 
services  
In the space of standards for healthcare, there has been a lot of 
work published. Ryan et al [24] examined the role of standards in 
credentialing specialist documentation practitioners in healthcare, 
whilst Drew and Funk [25] published around practice standards 
for electrocardiograph (ECG) monitoring in hospital settings. 
There are also numerous publications around treatment standards 
of different kinds – for example the work by Davies et al [26] 
providing guidelines for treatment of patients with spleen related 
problems. 
Finally, the other relevant context here is the use of mobile 
devices in healthcare. An extensive literature review published in 
2013 showed that there are a wide number of contexts in which 
mobile devices and mobile apps are being used in healthcare [27]. 
In their investigation of many thousands of apps, the authors 
discovered the usage of commercial apps in a range of disease 
conditions including: (in descending order of number of apps) 
diabetes, depression, migraine, asthma, low vision, hearing loss, 
OA (osteoarthritis), and anemia. This is despite some of the 
concerns over the security and privacy implications of mobile 
devices in the healthcare context [28]. 
 
In this work, the worlds of healthcare standards and care 
measurement, mobile device usage and business intelligence in 
healthcare are considered together through the lens of a specific 
case study In this case study, the nursing division of a large 
tertiary - quaternary Australian health service conceived of a 
modular, electronic audit tool to allow data collection at the 
bedside. Data collection at the bedside using a range of devices is 
a topic of interest amongst nursing staff given the nature of their 
work [29]. In this case, the senior nursing staff had a vision of a 
system that would dramatically improve the efficiency and 
validity of the audit process, as well as of resultant intelligence 
about care that could improve outcomes for patients in a range of 
dimensions. Technical staff at the health service shared the vision 
and played a key role in bringing the system to life. The 
commencement of the standards program acted as a further 
catalyst for the work. In this paper we will describe this work, and 
also elements of the storage and reporting systems that allow the 
collected data to be used to improve clinical and managerial 
practice. 
3. APPROACH 
A POC clinical information system was designed and deployed on 
a Motion tablet (Figure 1) to allow data collection at the bedside 
by specialist auditors. Collected data was then warehoused in a 
Microsoft SQL Server Environment in real time, allowing 
immediate feedback through corporate level reporting. The 
reporting framework consists of self-service non-interactive 
reports and scorecards (Microsoft Reporting Services), and self-
service interactive reports (Qlikview) where users can seek 
detailed information from an organizational level down to a 
patient level. Information is presented both numerically and 
graphically, including in a traffic light paradigm, to highlight 
clinical risks and areas for action. 
 
 
Figure 1 – A Motion Tablet Device 
The application was developed using an iterative prototyping 
approach with a phased implementation, commencing with a pilot 
amongst the core nursing staff involved in the development 
process. The modules contained within the application are as 
follows:  
 Module 1 – Patient Demographics and Identity 
Checking  
 Module 2 - Bed Area 
 Module 3 - Infection Prevention 
 Module 4 - Medication Safety 
 Module 5 - Patient Identification 
 Module 6 - Clinical Handover 
 Module 7 - Blood & Blood Products 
 Module 8 - Pressure Injury Prevention 
 Module 9 - Deteriorating Patients 
 Module 10 - Falls Prevention 
 Module 11 – Nutrition 
 
As can be seen from this list, there is an alignment, but not an 
absolute correlation, between the modules and the list of 
government standards. This is in part because the desired scope of 
the POC application was broader than just those topics mandated 
by the standards. 
Proceedings IMMoA’13 45 http://www.dbis.rwth-aachen.de/IMMoA2013/
 3 
 
The context in which the POC application was developed was 
characterized by several constraints. Foremost of these was a 
limited time frame- approximately 6 months from the need being 
raised to an outcome being expected. In addition, there was little 
if any, additional funding available to support the work. However, 
the importance of establishing an electronic tool to support 
clinical audit data collection and reporting for the purposes of 
demonstrating compliance with new national healthcare standards 
cannot be overstated  
 
3.1 System Features 
The POC system (Figure 2) is a Microsoft Excel-VBA application 
and hence can be run on any platform capable of running Excel 
with macros enabled. One of the drivers for the use of this 
platform was the fact that the available programming resource had 
already demonstrated proof of concept in this space with another, 
smaller audit application, and the responsible managers were 
impressed with the results. In addition, it could be seen that 
development on this platform would enable completion of the 
project under the immense time pressures surrounding the project, 
and within existing resource allocation. At project initiation it was 
always accepted that the application may need to be ported to a 
more stable long term platform when time allowed. 
 
 
 
Figure 2 – The POC application – Module 10- Falls Prevention 
 
One of the reasons for this is the limitation of the approach to 
security implicit in this product. Security is not achieved at an 
application level, but rather at a folder access level. So the Motion 
devices are only accessible to the small range of trained and 
approved users (the auditors) and the application file is in a folder 
that can only be accessed by those trained users. Whilst far from 
ideal, this was felt to be adequate for the intended use of the 
application in the short to medium term, particularly given that the 
application does not allow viewing of, or writing to, the official 
medical record of the patient.   
 
3.2 Graphical User Interface (GUI) 
From a graphical user interface (GUI) perspective, the POC 
application was specifically designed to be deployed on a Motion 
tablet, but can be run on a PC, laptop, computer on wheels 
(COW) or other devices, thru minor GUI adaptations that do not 
affect the core flow and function of the application. 
 
Staff undertaking clinical audits may be time poor, and at times 
overawed by the amount of data to be collected in the audit 
process. With these issues in mind, the GUI has several specific 
design features to enhance the usability of the application. These 
design features include a modular design - at this stage users can 
select a "full audit" - all 10 modules; or a single audit module 
from a pick list. Another relevant GUI design feature in this 
regard is the progressive exposure of questions to users as they 
proceed down the relevant logic chain. So, for example, within a 
given module, if the larger number of questions a user may have 
to answer is 20, they will not be presented with these all at once. 
Each question will only be displayed on the screen as the last one 
is answered. This reduces the cognitive load on the user and 
allows them to focus on accurately answering the question at 
hand, rather than mentally skipping ahead to answer the next 
question or the one after that. 
As is the case with most good surveys, a consistent feature across 
all POC modules is a highly structured question format with 
codification of answers, and with minimal need for, or 
opportunity to enter, free text answers. Data entry is supported by 
stylus with a rapid system response time.    
 
 
3.3 Information Management Issues  
Patient identity validation is undertaken automatically by the 
application, by checking the entered patient identification number 
against the organizational data warehouse. The patient‟s gender 
and date of birth are then retrieved so the user can ensure they are 
auditing the correct patient. As well as ensuring that the collected 
data will be linkable with other data about the patient, this reduces 
the risk of incorrect patient details being collected as can be the 
case with traditional primary data collection on paper. 
 
Very significantly, the POC application was designed from the 
outset to be connected to what is known as the organizational 
"information grid". This grid- analogous to the electricity grid, 
where data is equivalent to electricity- is designed to allow the 
reliable and predictable flow of data and information to users 
irrespective of how or where it is generated. The aforementioned 
data warehouse is one of the key components that has been 
constructed inside “the grid”. 
 
The services available to the business from “the grid” include data 
extraction and distribution, non-interactive (static) reporting 
through Microsoft Reporting Services, and interactive (dynamic) 
reporting through Qlikview. It is these latter 2 services that the 
POC application leverages off to provide feedback to stakeholders 
regarding collected data. 
 
3.4 Mobile Deployment Issues  
There is a growing awareness of the utility of mobile devices and 
applications deployed on them across all of healthcare [30]. There 
are already a range of clinical areas in which mobile device usage 
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has established a stronghold such as in Nutrition [31], Radiology 
[32] and Emergency care [33].  
 
It is also important to note however, that there are a number of 
potential issues in relation to deploying and using healthcare 
applications on mobile devices, be they smart phones, handheld 
tablets or larger and heavier tablets like the Motion tablet. These 
include the need for a medical grade tablet device choice at the 
bedside versus more popular choices such as the iPad. In a 
bedside setting it is critical that end user devices are physically 
robust but that they can also withstand trauma and are able to be 
wiped down to prevent the spread of infection. Some pieces of 
computing equipment are certainly known to harbor infectious 
organisms [34]. The Motion tablet was the device of choice in our 
facilities based on criteria such as these. In addition, this device 
was also suitable as a platform on which to deploy other core 
applications including the Cerner Millennium clinical system 
which the health service uses. 
 
4. RESULTS 
The POC system has had a strong history of use since its release 
in April 2013. 
 
4.1 Usage Statistics 
Since the commencement of the POC audit program, in excess of 
635 unique patients have been randomly audited in a 4 month 
period across 3 campuses of an academic health service. This 
number will grow substantially over time. This has been across 
21, 12 and 4 wards respectively at the 3 main campuses of the 
health service-these being the main acute campus, the aged and 
sub-acute care campus, and the community based hospital 
campus. 
 
4.2 Reporting  
The interactive report (Figure 3) to which the data contributes 
has had 675 views in 4 months – equating to about 42 views per 
week.  
 
 
 
Figure 3 – NSQHS Interactive report (or Dashboard) – 
DevelopmentVersion (Qlikview) 
The longest standing non–interactive report (Figure 4) to which 
the data contributes has had 1382 views in 4 months – equating to 
about 80 views per week. Below is an example of the non-
interactive report showing the summary traffic lights across the 
entire organization for all measures captured in the POC 
application. 
 
 
 
Figure 4 – The POC Scorecard – Development Version 
 (MS Reporting Services report) 
 
Both kinds of reports can be viewed on a variety of devices, as 
they are intranet based, including on the Motion tablets 
themselves. In the case of the non- interactive reports, these are 
updated as soon as the data is submitted from the POC 
application.  
 
4.3 Stakeholder Acceptance 
Stakeholder acceptance of the solution - the POC application, 
the Motion tablets and the reporting options - has on the whole 
been excellent. One of the reasons for this, on the management 
front at least, is that the solution replaces a mixture of manually 
executed processes, with a large administrative burden, that 
resulted in incomplete and insufficient detailed data stored in 
disparate Excel spreadsheets. 
 
Instead, the management staff responsible for running the clinical 
audit program, and those charged with driving towards improved 
outcomes off the back of it, now have more complete and robust 
data that can be fed back to relevant staff in reports almost 
instantaneously. In addition that data is stored in a centrally 
supported, robust technical environment and can be kept for as 
long as needed and re-used, along with other relevant data from 
"the grid" for a range of research and evaluation activities in 
addition to its core and immediate purpose. 
 
Some of the direct feedback obtained from stakeholders has been 
very encouraging. For example one of the nurse managers stated 
“It is great that we can see the data instantaneously and can use it 
to inform our practice”.  The auditors, who were nurse educators, 
made positive statements such as “(the) ward appreciate receiving 
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the feedback as we complete the audit and can address issues at 
the time at a local level”. Another auditor saw the solution and its 
use as “A great educational opportunity. We are getting to know 
what the wards learning needs are by having the ability to look at 
the data as it is entered”.  
 
In relation to the Motion tablets themselves, some comments 
included that they were "user friendly" and "easy to use". Others 
felt that it was "great not to have to double handle data!" when 
compared to the old method of primary data recording on paper 
then transcribing into an electronic source. Certainly the broader 
literature has many examples of tablet devices being well received 
amongst users. For example, work from the US has examined the 
positive benefits of distracting children with iPads as an 
alternative to sedation or anesthesia for medical procedures [35] 
and another study from Singapore [36] describes positive 
experiences, on the whole,  of radiologists viewing images on 
iPads versus on traditional workstations. 
 
5. DISCUSSION 
Increased information provision to end users via the intranet 
scorecard and dashboard systems was able to efficiently and 
effectively close the audit and feedback loop within the 
organization. Previous variability in information provision was 
systematically improved to push information to the appropriate 
decision makers in a timely and efficient manner. 
Since this health service is one of the first across the country to 
undergo accreditation under the new national standards, the 
system as described is a novel approach to meeting this 
compliance challenge.  
 
There were a number of specific lessons learned from the 
development and implementation activities in this project. 
5.1 Requirements Elicitation 
One of the key lessons in relation to the project and its relative 
success was the nature of the requirements elicitation process. 
Even though the software development approach could be best 
described as iterative prototyping, the many dozens of questions 
across all audit modules, and their complex conditional logic, 
were captured and kept up to date in a semi- formal requirements 
document. This document became critical in maintaining good 
communication and clarity between the development team and 
nursing subject matter experts (SME's). 
The other critical aspect of this part of the project was the very 
direct and regular access that the developer had to the SMEs both 
on terms of explanations about requirements and feedback on 
released development versions of the software. 
These 2 things combined to ensure a stable, well tested 
application at release that needed little post release work. 
 
5.2 Software Bugs 
Despite the measures outlined above, released software can still 
have bugs, even when developed with an abundance of resources 
applied to the process. The key software issue discovered in the 
case of the POC application was the identity checking function. In 
short the function appeared to work well when checking against 
test databases and in small scale production use. However when 
greater production use began there were cases where known 
inpatients could not have their details checked and hence could 
not have their care audited as the application was designed with 
this check as a "gate keeping" step. 
An investigation identified the problem which was remedied by 
having the check look at more than one underlying database for 
auditable patients. Once this was done the bug was resolved. 
Ironically this was not due to a fault with the application itself but 
with an inherited architectural decision in the underlying 
databases. 
5.3 Wireless Coverage 
Another unforeseen issue was that of wireless coverage in ward 
areas. This was a problem especially in the main campus of the 
health service. In short, multiple staff using the application in 
multiple locations highlighted the fact that wireless coverage was 
somewhat patchy. Users soon found ways around this, but the 
problem expedited an investigation by the IT department of 
wireless coverage across the main building. 
 
6. FUTURE WORK 
6.1 The POC Application  
Some of the issues for consideration in relation to the future of the 
POC application and its use include porting the application to a 
more robust software platform, and potentially expanding the 
range of devices on which the application is deployed (eg - 
Windows based phones or smaller, handheld tablets), and 
increasing the range of usage of the collected data. It is also 
highly likely that the business will drive changes in the core 
application - for instance an 11th module relating to audit of 
timely patient access to care is already under development. 
The health service has an IT architecture team and that team has 
begun investigating a more robust software platform on which the 
same data collection functionality could be delivered. It is highly 
likely, that in line with the standard approach to patient centric 
data collection used in the institution, the Cerner Millennium 
Clinical system, will serve as that platform. A key challenge will 
be the extent to which the Cerner platform can support some of 
the GUI features of the current POC application, For example, the 
progressive “unhiding” of questions as users navigate through the 
application. There is no question however, that deployment on 
this platform would allow great levels of security around the use 
of the application and, critically, direct integration with the 
remainder of an individual‟s clinical record. 
 
6.2  Mobile Device Usage  
There are also opportunities off the back of this work to further 
examine the use of mobile devices across our institution, and how 
that usage compares to best practice from around the world. This 
is of interest from both a heath and IT research perspective, and 
an operational perspective. Such opportunities are also important 
in shaping future “bring your own device” (BYOD) strategies for 
the organization, particularly given the part time (senior staff) and 
or transient (junior staff) nature of much of its medical workforce.   
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6.3 Information Management and Usage 
What will be critical, in terms of assessing the long term impact of 
the POC application, is to see the effect of the tool and the 
feedback loop to clinicians and managers, in terms of reducing 
bad practice and maximizing good practice. So for example in 
performing falls risk assessments, or in reducing harder end points 
like hospital acquired pressure ulcers. An example of such an 
evaluation is the previous quoted work by Tuffaha et al [12].  
Let us consider a specific example of how the collected data has 
been, and will continue to be used to improve patient care. In 
Figure 5 below, the percentage of audited patients having had a 
falls risk assessment upon admission is tracked from pre-POC 
implementation (February) thorough to the time of writing (July). 
In that time that percentage has risen from 42% to 76%.   
 
 
Figure 5 – Percentage rate of Initial Falls Risk Assessment completion 
 
 
Now lets us consider Figure 6 below. In this graph we can see 
that the percentage rate of audited patients having had a falls plan 
documented within 24 hours of admission has risen from 42% to 
63% over the same time period. These trends may partially be 
explained by an increasing sample base over time, but also will to 
some extent reflect efforts, based on the early results of the audit, 
to raise the rate of both of these key markers of good nursing care. 
It is critical to note that such trend data, which can also be 
examined by sub-group (ward, campus) was previously not 
readily available, and certainly not in a timely fashion with 
automated reporting. Hence clinicians, managers and executives 
have been “flying blind” to some extent in relation to how well 
their clinical workforce has been performing in regards to these 2 
key pieces of documentation. Given the known problems relating 
to falls in hospitals all over the world [37,38,39,40], this is a non-
trivial issue. 
 
 
 
 
 
Figure 6 – Percentage rate of completion of Falls Plan within 24 hrs of 
admission 
 
There are also great opportunities to leverage off, and cross 
reference the data collected by the POC application with, data in 
”the grid”. The best example, although there are several, is in the 
area of pressure ulcers and pressure ulcer prevention. Specifically, 
data about the completeness of implementation of strategies 
regarding pressure ulcer prevention, and data about the incidence 
of pressure ulcers – collected from the POC application; will be 
able to be compared with data from International Classification of 
Disease (ICD) codes of admitted patients, and data on adverse 
events in patients (including pressure ulcers), each from their own 
separate sources. Such comparisons will not only enable a 
complete picture of  pressure care at the hospital to be built, but 
also will have the effect of driving up overall data quality in this 
area of measurement right across our health service. 
 
Furthermore, use of grid data will enable interesting correlations 
between, for example, shift by shift staffing, or hospital 
occupancy;   and the impact on the processes and outcomes of 
care as they relate to individuals on various hospital wards. Work 
like this would be of a particularly novel nature.  
 
7. CONCLUSIONS 
This paper outlines how a novel POC software application 
deployed on a mobile device has been able to successfully 
supplant much paper based auditing practice resulting in strong 
uptake and positive feedback from users and other key 
stakeholders. The coupling of this application  – albeit that it is 
likely to be a temporary deployment vehicle - with a robust 
corporate approach to information management, has paved the 
way for greater  amounts of data collection, and greater data 
quality in this space, and in turn improved outcomes for patients. 
Another essential benefit has been an increase in the ability of the 
health service to demonstrate its compliance with new national 
healthcare standards.  
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ABSTRACT 
The videos recorded by video surveillance systems represent a key 
element in a police inquiry. Based on a spatio-temporal query 
specified by a victim, (e.g., the trajectory of the victim before and 
after the aggression) the human operators select the cameras that 
could contain relevant information and analyse the corresponding 
video contents. This task becomes cumbersome because of the 
huge volume of video contents and the cameras’ mobility. This 
paper presents an approach, which assists the operator in his task 
and reduces the research space. We propose to model the 
cameras’ network (fixed and mobile cameras) on top of the city’s 
transportation network. We consider the video surveillance system 
as a multilayer geographic information system, where the cameras 
are situated into a distinct layer, which is added on top of the 
other layers (e.g., roads, transport) and is related to them by the 
location. The model is implemented in a spatio-temporal database. 
Our final goal is that based on a spatio-temporal query to 
automatically extract the list of cameras (fixed and mobile) 
concerned by the query. We propose to include this automatically 
computed relative position of the cameras as an extension of the 
standard ISO 22311. 
             
1. INTRODUCTION 
The number of video surveillance cameras increases in 
public and private areas (e.g., in train and metro stations, on-
board of buses and trains, inside commercial areas, inside 
enterprises buildings). For example, some estimations show that 
there are more than 400000 cameras in London and that only the 
RATP also known as Régie Autonome des Transports Parisiens 
(English: Autonomous Operator of Parisian Transports) 
surveillance system comprises around 9000 cameras in Paris. In 
these conditions, any person that lives and walks in those two big 
European capitals is likely to be captured many times during a day  
(up to 300 times in London) by several video surveillance systems 
(e.g., the traffic surveillance cameras, the cameras in the subway, 
and the cameras of a commercial centre). The only markers 
available for all these videos are the id of the camera (eventually 
GPS coordinates) and a local date/timestamp that are not 
homogenous throughout the different systems.  
A great majority of the existing video surveillance systems 
are manual or semi-automatic (they employ some form of video 
processing but with significant human intervention) [11]. Taking 
into account the huge amount of video contents that need to be 
handled, the purely manual approach (agents watching the videos 
and detecting events) becomes insufficient. The main objective in 
the video surveillance domain is to provide users with tools that 
could assist them in their research by reducing the research space 
and therefore the response time. These tools depend on the 
research context and complexity (e.g., real time surveillance of big 
events, police inquiry) [22].  
Our work is situated in the context of the police inquiry 
which involves an a posteriori processing of the data in order to 
help the investigator to highlight (isolate) the relevant elements 
(e.g., persons, events). To do that, the investigators dispose of the 
set of recorded videos from different video surveillance systems 
(e.g., public, private, RATP). In order to assist the investigators in 
their tasks, it is important that the different outputs of the systems 
are interoperable, which is not currently the case. The 
interoperability between any video surveillance systems from the 
simple ones with only few cameras to the large scale systems is 
the main goal of the standard ISO 223111. It specifies a format for 
the data which can be exchanged between the video surveillance 
systems in the inquiry context. 
This standard does not consider the video surveillance 
cameras’ mobility or their fields’ of view modification. In fact, at 
the beginnings of video surveillance systems the cameras were 
placed in fixed locations in order to monitor indoor and outdoor 
places. With the improvements in the hardware and software 
technologies, on-board cameras are more and more employed in 
mobile vehicles (e.g., buses, police cars). This cameras’ mobility 
makes the task of security agents even more difficult in the 
context of an inquiry, when they have to analyse a huge amount of 
video contents and to have supplementary knowledge on the 
system’s characteristics (e.g., the bus timetables, the city transport 
plan) in order to select the most appropriate video contents.  
In this context, our goal is to provide users with tools that 
could assist them in their research and reduce the research space. 
In order to achieve this objective, in this article, we propose an 
extension of the ISO 22311 standard in order to take into account 
                                                                
1http://www.iso.org/iso/fr/catalogue_detail.htm?csnumber=5346 
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the cameras’ mobility. We consider the video surveillance system 
as a multilayer geographic information system, where the cameras 
are situated on a distinct layer, which is added on top of the other 
layers (e.g., roads, transport) through the location. We 
implemented our solution using a spatial database in order to 
select the cameras that might have acquired video contents 
corresponding to a user’s spatio-temporal query. 
The remainder of this paper is organized as follows. After a 
review of related work concerning the three aspects addressed in 
this paper, video surveillance systems, standard ISO 22311 and 
mobile objects modelling in the Section 2, Section 3 presents our 
multilayer modelling approach. This model is implemented using 
a spatio-temporal database. Some queries that can be answered 
based on this database are presented in Section 4. Finally, Section 
5 concludes and discusses possible future research.   
 
2. STATE OF THE ART 
2.1 Video Surveillance Systems 
The generic schema of a video surveillance system is 
illustrated in Figure 1. The content is captured and stored in a 
distributed manner and analysed in a control centre by human 
operators that watch a certain number of screens displayed in a 
matrix (the Video Wall in Figure 1).  
 
 
Figure 1: Video surveillance system’s schema 
 
There is a big diversity of cameras and sensors that constitute 
the acquisition part of surveillance systems and a heterogeneity of 
their installation contexts (e.g., on the halls or platforms of 
railway or metro stations, on-board of trains and buses, on the 
streets, in commercial centres or office buildings). Therefore, we 
have fixed and mobile cameras having different technical 
characteristics (most of the time dynamic) (see Figure 2 for an 
example of such cameras) [14]:  
 Camera type: optical, thermal, infrared 
 Sensor type and dimension: CMOS, CCD 
 Transmission type: analogous/ IP 
 Angle of view (horizontal and vertical), focal 
distance, pan-tilt-zoom, field of view orientation, 
visible distance etc.  
 
      
Figure 2: Examples of video surveillance cameras having 
the same position but different fields of view 
 
We started by analysing the way a query is processed in a 
video surveillance system today. When a person (victim of an 
aggression for example) files a complaint, he is asked to fill a 
form describing the elements that could help the investigators to 
find the relevant video segment (the Figure 3 illustrates an 
example of such form). Based on the spatial and the temporal 
aspects of the query, the surveillance operator uses his own 
knowledge concerning the spatial disposal of the cameras’ 
network in order to select the most relevant video contents. Then 
he analyses these contents by playing them on the different 
screens that he has in front of him. The monitors themselves show 
no spatial relationship of any kind, only the numbering of the 
cameras is in a somewhat logical order. 
 
Figure 3: Example of a form filled by a victim 
Therefore, the operators’ tasks become cumbersome taking 
into consideration the huge volume of video contents to be 
analysed, the mobility and the different characteristics of cameras. 
Moreover, in the current systems, most of the stored contents is 
not exploitable because of the recording’s low quality. This lack 
of quality is often caused by inappropriate installation of cameras, 
bad shooting, bad illumination conditions etc. The operator has no 
a priori knowledge on the quality of the video contents and thus 
he loses time by visualizing the low quality contents also. 
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Figure 4: ISO 22311 sensor description 
 
The video surveillance domain has seen a big number of 
commercial systems developed [8]. In the research area, many 
projects were developed as well: CROMATICA [5], 
CARETAKER2 [3], VANAHEIM3 for the indoor static video 
surveillance, and SURTRAIN [20], BOSS4 [13], 
PROTECTRAIL5 projects for the on-board mobile surveillance. 
All these heterogeneous projects concentrate on the development 
of the system’s physical architecture and of better detection 
algorithms in order to obtain a fully automatic system [12], [24]. 
We can summarize by saying that there is a growing concern 
in the research and industrial environments for developing 
algorithms for video content analysis (VCA) in order to 
automatically index content and detect objects (e.g., abandoned 
packets or luggage) and events (e.g., intrusions, people or vehicles 
going the wrong way) [16] or to draw operators’ attention to 
events of interest (e.g., alarms). However, solutions for assistance 
to a posteriori investigation are at a lesser stage of maturity, and to 
date most of the data remain unexploited.   
In this article, we are going to address also the lack of 
interoperability between different surveillance systems. In the 
context of an inquiry, the police might need to analyse data from 
different sources (systems), so it is important that the different 
outputs of the systems to be interoperable. As a consequence, the 
big actors of the domain started to unify efforts in order to 
standardize the structure of folders and of metadata files generated 
by video surveillance systems. A result of these efforts is 
represented by the ISO 22311 standard that proposes a structure 
                                                                
2 http://cordis.europa.eu/ist/kct/caretaker_synopsis.htm 
3 http://www.vanaheim-project.eu/ 
4 http://celtic-boss.mik.bme.hu/ 
5 http://www.protectrail.eu/ 
for the data issued from video surveillance systems and the 
metadata needed to exploit that data.    
In the following, we are going to present the ISO 22311 
standard, especially the part concerning the description of the 
cameras characteristics and mobility. We are going to highlight 
the interesting elements which relate to our research.  
 
2.2 Standard ISO 22311 
The Standard ISO 22311 defines an interoperability format 
for the data generated by video surveillance systems and for the 
metadata needed to exploit these huge volumes of data. 
The audio visual packages (containing audio, video or 
metadata files) have to be structured hierarchically (in files, 
folders and groups of folders) according to time intervals in 
Coordinated Universal Time (UTC). For each group of folders it 
is mandatory for the system to provide a XML description of the 
source(s) (e.g., cameras, GPS, video analysis tools), codec(s), file 
formats and a temporal index enabling an easy access to the 
content.  
The current technologies and processing power enable the 
analysis of video content and the extraction of metadata 
describing objects, events, scenes etc. This analysis depends on 
the acquisition context (e.g., the position of the camera, the image 
quality, the type of sensors). Therefore, the standard distinguishes 
between the systems, those that can generate such metadata (i.e., 
level 2 systems) and provides a general structure and dictionary 
for describing sensors and events (i.e., metadata).  
As in this paper we are going to address the problem of 
cameras’ geo-localization we present the schema for the sensors 
description in Figure 4. 
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Each camera has an absolute location (GPS coordinates) as 
more and more of the installed cameras have an embedded GPS 
transmitter. But, there are many cases when the GPS is not 
enough because: (1) we need to model the position of the camera 
with regards to the video surveillance system and not to the world; 
(2) in some situations, for example in indoor environments, the 
GPS positions do not provide a good precision.  
In the context of a video surveillance system: 
 The mobile cameras are embedded in buses, train, police 
cars; 
 The movement of these vehicles is constrained by a road 
network and a transportation network. 
By analysing the standard, we can notice that it defines a 
relative position for a camera that is today a simple link to an 
image (the plan of the network of cameras or of a building). This 
kind of location is not easily exploitable. Furthermore, the 
standard does not consider the video surveillance cameras’ 
mobility. In order to overcome these issues, we propose to extend 
this standard through a multilayer modelling approach, where the 
network of cameras is put on top of a transportation network.  
In the following, we present a state of the art of the mobile 
objects modelling as the cameras’ mobility management 
represents the main focus of this paper.  
 
2.3 Mobile Objects Modelling 
With the technology’s evolution, the mobility became very 
important in the context of video surveillance systems. Not only 
the objects (e.g., persons, cars) are moving in the monitored 
scene, but also the surveillance cameras are moving. The great 
majority of the research papers concerning the mobile objects in 
the video surveillance domain concentrate on the video content 
analysis in order to detect and track the objects, to interpret their 
behaviour and to understand the visual events of the monitored 
scene [10]. Thus, the mobility of the cameras is not exploited. 
In the field of moving objects, a mobile object means the 
continuous evolution of any object over the time, in terms of 
position and dimension [21]. This movement of the mobile 
objects can be effectuated in an unconstrained environment [18] 
(e.g., for hurricanes, fires) or in a constrained environment [17] 
(e.g., cars move on road and transportation networks).  
In the video surveillance domain, the objects are moving in a 
constrained environment, mainly by the road network. This 
environment is represented as a graph-based model [6], [15], [25], 
where the vertices are junctions and the edges are the roads 
between the two junctions. [9] considers also the connectivity at 
each junction in order to represent the road network. [19] extends 
the model proposed by [9] in order to consider the predefined 
trajectories that some objects could have (e.g., buses). [7] 
proposes a mobile object data model where they consider the road 
and rail networks. [2] takes into account the transport network in 
a city as a graph and they add to each graph vertex the transport 
modes available (i.e., pedestrian, auto, urban rail, metro, bus).  
In the management of mobile objects, a major issue is the 
storage of the objects’ spatio-temporal positions. Several 
strategies can be considered: using the spatio-temporal data types 
defined by [9] (e.g., moving points, moving lines, moving 
regions), or using the dynamic attributes [23] (e.g., motion vector) 
which enables to limit the size of the data that has to be stored and 
queried. 
As far as we know, the video content’s mobility is not taken 
into account in the video surveillance domain. In this article, we 
want to exploit the advances in the field of mobile objects and 
apply them in the video surveillance domain in order to consider 
the mobile aspect of surveillance cameras.  
 
3. Extension of the Standard 22311 for the 
management of cameras mobility  
As you could see in Section 2.2, the Standard 22311, 
defines a fix position of video surveillance camera, through the 
GPS coordinates and a link to an image containing the plan of the 
network. In order to overcome this issue, we propose to compute a 
relative position with regards to a map which will enable us to: 
 Model the distances between the cameras and select the 
relevant cameras for a certain trajectory;  
 Model the connections between the cameras ( e.g.,  possible 
path between camera1 and camera2 but not between 
camera2 and camera3 ); 
 Model trajectories for mobile cameras;  
 Model the fields of view and the maximum detection 
distances of fixed and mobile cameras. 
In order to achieve this goal we took our inspiration from the 
domain of GIS (Geographical Information Systems) [4] and 
mobile objects modelling.  
By considering the video surveillance system as a GIS we 
benefit from the separation between the conceptual layers. Thus at 
any time, a new layer can be added without modifying the existing 
layers.  
In our approach, we propose a four layer model: (1) Road 
network, (2) Transportation network, (3) Objects and (4) Cameras 
network. The Figure 5 illustrates the UML model for the first 
three layers.  
The “Road network” layer, presented in blue in Figure 5, is 
based on the graph modelling approach well-known in the 
literature. The road network is considered as an undirected graph 
G= (V, E), with V a set of vertices and E a set of edges defined 
according to the granularity level that we want to consider (for a 
big boulevard of a European capital for example we can consider 
each segment of the road, each segment between two intersections 
or the entire boulevard). Each vertex has an identifier and a 2D 
position. Each edge is determined by two vertices.  
The “Transportation network”, presented in yellow in 
Figure 5, is also based on a graph model. At this level, the vertices 
of the transportation network are intersections between roads, and 
bus stations. Each transportation vertex has a position with 
regards to a road segment. Ordered sequences of transportation 
vertices constitute sections, which form lines (e.g., bus lines). The 
advantage of our approach with regards to the ones proposed in 
the state of the art [9] is that we have two independent graphs that 
are connected to each other through the positions of transportation 
vertices. That way if the buses stations are modified or new buses 
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lines are introduced we do not have to recompute the underlying 
road graph.  
The “Objects” layer, presented in red in Figure 5, models 
the positions of fixed and mobile objects with regards to the 
underlying layers.  
The Fixed Object has a position on a road segment. Its 
position is defined as a distance from each end of the segment. 
For this kind of objects, we adopt the same localisation as the one 
proposed by [9].  
In the case of Mobile Objects (e.g., buses, police cars, 
persons), the position changes in time. Each object will 
periodically transmit its position using different strategies (e.g., 
each Δt seconds, each time the object is changing the segment, 
when the object's position predicted by the motion vector deviates 
from the real position by more than a threshold [23]) that are out 
of the scope of this article. We suppose that we periodically 
receive updates containing time-stamped GPS points that we 
transform into a relative position with regards to the road network 
(i.e., the segments). We use this information to reconstitute 
object’s trajectory.  
We distinguish two types of mobile objects: objects that 
move freely within the road and transportation networks (e.g., car, 
person) and objects of which trajectories are constrained by a 
“line” (e.g., buses).  
 
Figure 5: "Road network", "Transportation network" and 
"Objects" layers 
On top of all these layers, we model a video surveillance 
cameras’ network. A simplified schema of this model is illustrated 
in Figure 6.  
The cameras’ network is composed of fixed and mobile 
cameras. The fixed cameras have a 2D position that is given at 
installation time. The mobile cameras are associated with mobile 
objects (e.g., buses) and their trajectory is the same as the object’s 
one.  
The new generation of digital surveillance cameras has 
embedded GPS transmitters and even compasses. The 
technologies developed around these cameras make it possible to 
automatically extract information from the camera related to its 
orientation, pan, tilt, zoom, focal distance, compression 
parameters etc.  
Based on all these elements it is possible to model the field 
of view for each camera and track its modifications in time. The 
field of view is computed based on four parameters [1]: the 2D 
position, the viewable angle, the orientation and the visible 
distance. A schema of a 2D field of view proposed by [1] is 
shown in Figure 7. 
 
Figure 6: "Cameras network" layer 
 
 
P : camera location (<longitude, latitude>) 
θ : viewable angle 
d : camera direction vector 
R: visible distance 
Figure 7: Illustration of the field of view model in 2D [1]  
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Figure 8: General architecture of the system  
 
In order to select the most appropriate attributes to describe 
a video surveillance camera, we studied the sensor description 
proposed by the ISO 22311 standard, SensorGML6, KML7. We 
separated the identified camera’s properties in two categories: 
properties that could be modified over the time, and fixed 
characteristics. 
Thus, the extension of the standard ISO 22311 is realised at 
three levels: 
 Taking into account the road and transportation networks as 
a graph and not as an image; 
 Taking into account the camera’s relative position and its 
mobility on the networks; 
 Taking into account the camera’s characteristics change 
over the time. 
Our model is implemented in a spatio-temporal database 
that can be queried by users in order to retrieve the relevant 
cameras for a given trajectory. The originality of our research 
work is given by: 
 the fact that it combines different spatio-temporal 
information (e.g., road network, transportation network, 
objects’ positions) and computation (e.g., trajectories, field 
of view) within the same database; 
 the twofold mobility, of the target objects and of the 
cameras. 
In the next section we present the general architecture of the 
tool that could assist the video surveillance operators in their 
research based on our spatio-temporal database and some 
examples of queries. 
 
4. Spatiotemporal database and queries 
Based on the presented model, our goal is to automatically 
select the cameras (fixed and mobile) that could contain relevant 
video content with regards to the user query (their field of view 
intersected the query trajectory).  
                                                                
6 http://www.opengeospatial.org/standards/sensorml 
7  http://www.opengeospatial.org/standards/kml 
More precisely, the idea is to compare a spatio-temporal 
query of the user (e.g., Rivoli Street from Louvre to Metro 
Chatelet the 14th of July between 10h and 14h) with the 
trajectories stored in our database and, for a better precision, with 
the cameras fields of view. The Figure 8 illustrates the generic 
architecture of a system based on our spatio-temporal database for 
assisting the video surveillance in their research.     
From the Figure 8 it is easy to observe that there are two 
main questions when developing such system: How to query the 
system? and How to update the system?. As explained in the 
previous section our work addresses only the querying aspect that 
we are going to describe in the following. 
 First, a Query Interpreter module will transform the user 
query (e.g, Rivoli Street from Louvre to Metro Chatelet the 14th of 
July between 10h and 14h) in a spatio-temporal query. By spatio-
temporal query we understand a sequence of road segments and a 
time interval that will be further transformed in a SQL query, by 
the SQL Query Generator module. The SQL query is executed on 
the database having as a result a list of cameras. Based on some 
image quality parameters a score per camera can be computed and 
the initial list can then be ranked according to this relevance 
score.   
In the following we present two examples of spatio-
temporal queries executed on our database implemented in Oracle 
Spatial 8: 
 The first selects the fixed cameras of which geometry 
(field of view) intersects the geometry of the Rivoli street; 
SELECT IdCamera  
FROM FixedCamera  
WHERE SDO_RELATE( 
        camera_geom, 
       (SELECT street_geom  
  FROM Road 
  WHERE Name ='Rivoli‘ ), 
                        'mask=OVERLAPBDYDISJOINT querytype=WINDOW' 
)='TRUE'; 
 
                                                                
8http://www.oracle.com/fr/products/database/options/spatial/index
.html 
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 The second selects the mobile cameras that are associated 
with the buses that crossed the street within the given time 
interval. 
 
LET TimePeriod = Timestamp(hour(2013,1,14,10), 
hour(2013,1,14, 12));  
SELECT ObjetID  
FROM ConstrainedObject  
 WHERE Type.MobileObject= “Bus” AND 
TimePeriod.ConstrainedObject (atperiods (Timestamp, 
TimePeriod)); 
 
SELECT DISTINCT IdMobileCamera  
FROM ConstrainedObject, FreeObject, MobileCamera  
 WHERE Intersect (MobileCamera.geom, 
ConstrainedObject.geom) AND Intersect 
(MobileCamera.geom, FreeObject.geom); 
 
5. CONCLUSION  
In this paper, we presented a spatio-temporal modelling 
approach of fixed and mobile cameras within a common 
transportation network. Taking our inspiration from the multilayer 
representation of the geographical information systems, we model 
spatial information about the road and transportation 
infrastructures and mobile objects’ trajectories in four 
independent layers: (1) Road network, (2) Transportation 
network, (3) Objects and (4) Cameras network.      
 Based on this modelling approach we also proposed a 
generic architecture for a system that could assist the video 
surveillance operators in their research. Starting from a sequence 
of trajectory segments and a temporal interval, such system 
generates the list of cameras that could contain relevant 
information concerning the query (that “saw” the query’s 
trajectory).    
The need of such assisting tools was identified within the 
French National Project METHODEO. Among the project’s 
partners, we mention the French National Police, Thales and the 
RATP also known as Régie Autonome des Transports Parisiens 
(English: Autonomous Operator of Parisian Transports). Our 
approach has been validated and will be evaluated within the 
project.    
Obviously, many questions are still left with no answer 
giving way to a large number of perspectives. We will present 
several of them in the following. 
For now, our model considers only outdoor transportation 
and surveillance networks. We plan to extend our model to indoor 
spaces also in order to model cameras inside train or subway 
stations for example.  
Our work is situated in the context of the a posteriori 
research in the case of a police inquiry. We would like to extend 
this context in the future in order to be able to process real time 
queries or to predict trajectories based on some statistics realized 
based on the stored data (e.g., average speed on some road 
segments).  
Another perspective of our work is the improvement of the 
resulted cameras list by re-ranking it based on cameras’ 
characteristics (e.g., image quality, visible distance).  
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ABSTRACT
The amount of time evolving spatial data that is currently
being generated by automatic observation processes is huge.
In general, observation data consists of both heterogeneous
spatio-temporal data and relevant observation metadata.
The former includes data of Spatial Entities (cities, roads,
vehicles, etc.) and data of temporal evolution of both prop-
erties of Spatial Entities (population of a city, position of
a vehicle, etc.) and properties of space (temperature, el-
evation, etc.). Real uniform integrated management of all
these types of data is still not achieved by current models
and systems. The present paper describes the design of a
data modeling and management framework for observation
data warehouses. A hybrid logical-functional data model
based on the concept of MappingSet and relevant language
enables the specification of spatio-temporal analytical pro-
cesses. The framework in currently being implemented.
1. INTRODUCTION
According to [16], properties of entities (called Features
of Interest - FOI) are either exact values assigned by some
authority (names, prices, geometry of a municipality, etc.)
or estimated by some observation process (height, classifica-
tion, color, etc.). Observation processes may be classified in
various different ways [15]. Physical Processes produce their
data in some spatial context. They are usually hardware
sensing devices that perform measurements either locally or
remotely. Besides, they may be installed in either static or
mobile platforms. Non-Physical Processes are computations
that may be defined in some mathematical way. Any pro-
cess may be either Time-triggered o Event-triggered. The
former perform their results at some predefined time fre-
quency. The latter are started by some external event at
any moment in time.
Observation data has an inherent temporal nature. Be-
sides, in many cases FOIs are also spatial. Therefore, sys-
tems devoted to observation data analysis should cope with
spatial and spatio-temporal data analysis. In particular,
they should support relevant functionality for the manage-
ment of Spatial Entities and Spatial Coverages, and their
evolution with respect to time [9, 20, 6]. Spatial Entities are
entities of a given application domain that have geometric
valued properties (rivers, municipalities, cities, etc.). Spatial
Coverages are sets of functions with a common spatial do-
main that describe the continuous or discrete variation over
space of some specific phenomenon (temperature, humidity,
elevation above sea level, etc.).
The amount of data that is currently being obtained from
automatic observation processes is huge and the estimated
tendency is to have an exponential growth during the up-
coming years. The analysis of all these data to support
appropriate decision making is key challenge for future in-
formation systems. Many application domains exist that
would benefit from innovative technologies in this area, in-
cluding environmental observation and monitoring, natural
disaster management, e-health, etc.
Based on the above, in the present paper a data modeling
and management solution is proposed that enables spatio-
temporal analysis in data warehouses of observation data. In
particular, a proposed E-R extension enables the insertion
of observation metadata in spatial models at a conceptual
level. At a logical level, a new data model based on Map-
pingSets enables the integrated management of any kind of
spatial and temporal data. A MappingSet is a collection of
Mappings, in the functional programming sense, defined on
a common domain. Both Spatial Entities and Spatial Cov-
erages and both Time-triggered and Event-triggered obser-
vation data are modeled uniformly with MappingSets.
The remainder of this paper is organized as follows. Sec-
tion 2 describes other pieces of work related to the pro-
posed solution. The MappingSet based spatio-temporal log-
ical model is described in Section 3. The conceptual level
E-R extension for observation data is described in Section
4, as it is also its translation to the MappingSet based logi-
cal model. Section 5 illustrates the spatio-temporal analysis
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capabilities of the model for the definition of Non-Physical
spatio-temporal analytical processes. Finally, Section 6 con-
cludes the paper and outlines lines of future work.
2. RELATED WORK
The OGC defines an abstract specification of a data model
for Observations and Measurements [16] in a Geographic
Information context. Various types of observations are sup-
ported, according to the data type of their values. Simple
observations include: i) measurements that combine a value
of a real type with a unit of measure, ii) categories whose
results are items of enumerated types, iii) counts of inte-
ger types, iv) truth observations of boolean type, v) time
observations and vi) geometric observations. Complex ob-
servations are record structures that combine various simple
observation types. Metadata of each observation is also rep-
resented in the model. In particular, each observation refer-
ences its observation Process, the observed Property and its
related FOI, the time instant when the observation applies
to the FOI observed property (phenomenon time) and the
time instant when the Process obtained the result value (re-
sult time). Notice for example that if a sample of water is
obtained from a river and next analyzed in a laboratory two
different observation time instants are involved. Optionally,
other metadata, parameters, data quality information and
observation context may also be provided.
In [4] a conceptual model to represent observation data se-
mantics is defined. Annotating the conventional data mod-
els of available heterogeneous datasets with observation and
measurement conceptual constructs enables their integra-
tion at a semantic level. Integrated query of heterogeneous
observation datasets becomes therefore possible after the an-
notation process. A similar approach is followed by the E-R
extension proposed in the present paper.
Observation data has always a temporal nature. Besides,
the spatial components of observation data and metadata is
centric to many application domains, such as those related
to environmental observation and monitoring. Spatial and
temporal extensions of conceptual and logical data models
have to be considered. Examples of spatio-temporal concep-
tual models are [18, 17]. Relational and object-relational
spatio-temporal extensions are defined in the area of Spa-
tial Databases [9, 20] to support spatial entity management.
Field [6] and array algebras [3] are behind spatial cover-
age and array management systems [14, 5, 2]. Integrated
management of spatial entities and coverages is also objec-
tive of some approaches [19, 12], that incorporate different
structures for those data types. Integrated management of
entities and coverages in a uniform manner is achieved by
the MappingSet data model proposed in the present paper.
Various different data management approaches are pos-
sible to deal with spatio-temporal observation data auto-
matically generated by sensing devices. If we consider the
data generated by each sensor as a virtual temporal rela-
tion, then the simplest approach is to consider Materialized
Views of such virtual relations. Automatic maintenance of
such views on the arrival of new data from sensors has to
be solved by the system [8]. Automatically updating these
views through Extraction Transformation and Load (ETL)
processes on sensor data is the approach followed by the
present framework.
A more sophisticated solution is to consider sensor data
streams and to enable the continuous execution of queries
on those input streams. Continuous query languages [1, 11]
enable the definition of those continuous queries on both
data streams and recorded relations. Operations to create
relations from streams and streams from relations are at the
core of those languages. A similar approach is followed by
some languages specifically designed to access sensor net-
works [13, 7]. It is important to notice that spatial data,
including spatial entities and spatial coverages and spatial
analysis is not explicitly supported in these solutions.
3. SPATIO-TEMPORAL MAPPINGSET
BASED DATA MANAGEMENT
This section introduces the MappingSet based data model
that is the basis of the proposed framework. Temporal and
spatial data types are first defined. Based on themMappings
and MappingSets are next formalized. Data management
will be based on the intensional definition of MappingSets
using both logical and functional paradigms.
Conventional data types includeBoolean,CString (vari-
able size character strings), Int16, Int32, Int64 (integers),
Float32, Float64 (reals with floating point representation).
Fixed point parametric typeNumeric(P,D) consists of real
numbers with a maximum of P digits, D of them are in the
fractional part. In order to define temporal and spatial data
types, 1D and 2D samplings are first formalized. Let R and
I denote the set of real and integer numbers, respectively,
then 1D and 2D samplings are defined as follows.
Definition 1. A 1D-sampling S with resolution r ∈ R
and phase p ∈ R is defined as the infinite subset of R
{x|x = i · r + p, ∀i ∈ I}
Definition 2. Let vr1, vr2, vp1 and vp2 be four vectors
in R2 defined by respective directions D1, D2, D1, D2 ∈
(−pi, pi] and respective magnitudes r1, r2, p1 and p2. A 2D-
sampling S with directions D1, D2, resolutions r1, r2 and
phases p1 ∈ [−r1/2, r1/2], p2 ∈ [−r2/2, r2/2] is defined as
the infinite subset of R2
{(x, y) ∈ R2|
x = (i1r1 + p1) cos(D1) + (i2r2 + p2) cos(D2)∧
y = (i1r1 + p1) sin(D1) + (i2r2 + p2) sin(D2),
∀i1, i2 ∈ I}
An element s of a 1D-sampling (2D-sampling) S is called a
1D-sample (2D-sample). Integer i, i1, i2 are called the sam-
pling coordinates of s. s(i), s(i1, i2) denote respectively the
1D-sample and 2D-sample with sampling coordinates i and
(i1, i2). Figure 1 illustrates the above definitions with a
geometrical representation.
Definition 3. TimeInstant(D) is defined as a finite sub-
set of elements s(i) of a 1D-sampling S with resolution 10−D
and phase 0 such that
−263 < i < 263 + 1
where each s(i) is interpreted as the time instant 1/1/1970+
s(i) seconds. Maximum allowed D is 6 (microsecond).
Definition 4. TimeInstantSample(D, R) is defined as
a finite subset of elements s(i) of a 1D-sampling S with
resolution R · 10−D and phase (R · 10−D)/2 such that
−263 < i < 263 + 1
where each s(i) is interpreted as the time interval [1/1/1970+
s(i) seconds, 1/1/1970 + (s(i) +R · 10−D) seconds). Again,
maximum allowed D is 6 (microsecond).
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Figure 1: Illustration of 1D and 2D samplings.
Definition 5. Date is defined as a shorthand of TimeIn-
stantSample(0, 86400).
Definition 6. Point2D(P,D) is defined as the finite sub-
set of elements s(i1, i2) of a 2D-sampling S with directions
D1 = 0 and D2 = pi/2, resolutions R1 = R2 = 10
−D and
phases Ph1 = Ph2 = 0 such that
−10P < i1, i2 < 10P
Definition 7. Point2DSample(P,D,R) is defined as the
finite subset of elements s(i1, i2) of a 2D-sampling S with im-
plementation dependent directions D1 and D2, resolutions
r1 = r2 = K ·R · 10−D and phases p1 = p2 = 0 such that
1. −10P < i1, i2 < 10P
2. K < max(
∣∣cos(D2−D1
2
)
∣∣ , ∣∣sin(D2−D1
2
)
∣∣)
TimeInstant and Point2D data types provide discrete rep-
resentations for both time and space, where the user has con-
trol over the supported precision. Types TimeInstantSam-
ple and Point2DSample provide representations for temporal
and spatial samplings at user defined resolution. It is noticed
that each time instant is approximated by its closest lower
TimeInstantSample, whereas each 2D point is approximated
by its closest Point2DSample. It is out of the scope of this
paper to demonstrate that K factor above ensures that any
2D point is approximated by a sample at a distance lower or
equal to R · 10−D. Type castings are available for the above
data types.
If T is either a numeric or temporal type, then data type
Interval(T) is a new data type whose values are closed in-
tervals over data type T. If t1, t2 are two elements of data
type T, then [t1, t2] is used to denote the relevant closed
interval. Similarly, if S is spatial data type then the follow-
ing geometric data types are also supported, based on the
standard specification given by [10].
• Geometry(S): Abstract type. Represents any vector
geometry or set of geometries defined with elements of
S.
• LineString(S): Vector polylines defined by sequences
of elements of S.
• Polygon(S): Vector polygons, possibly with holes, whose
borders are defined by sequences of elements of S.
• GeometryCollection(S): Heterogeneous collections
of Geometries.
• MultiPoint(S): Homogeneous collection of elements
of S.
• MultiLineString(S): Homogeneous collection of ele-
ments of LineString(S).
• MultiPolygon(S): Homogeneous collection of elements
of Polygon(S).
Definition 8. If ADT1, ADT2, . . . ADTn are not necessar-
ily distinct data types, A1, A2, . . . , An are distinct names
and RDT is a data type, then:
1. A Mapping with signature M() : RDT is defined as
a value of type RDT
2. A Mapping with signature
M(A1 : ADT1, A2 : ADT2, . . . , An : ADTn) : RDT
is defined as a partial function
M : ADT1 ×ADT2 ×ADTn → RDT
Operations are syntactic sugar for Mappings. Implicit
castings between compatible data types are applied during
Mapping invocations, enabling transparent transformation
between temporal and spatial elements of different resolu-
tions by applying constant interpolation. Various primitive
mappings and operations are provided by the model. How-
ever, formalizing a complete set of them is out of the scope
of the paper. Informal descriptions of required primitive
mappings will be given throughout the paper.
A MappingSet is nothing but a set of Mappings that share
a common domain defined as a n-ary relation over data
types. Formalism is given below.
Definition 9. Let C1, C2, . . . , Cn be distinct names, ADT1,
ADT2, . . ., ADTn be not necessarily distinct data types
and RDT1, RDT2, . . ., RDTm be not necessarily distinct
data types. Let also D be a n-ary relation with scheme
D(C1 : ADT1, C2 : ADT2, . . ., Cn : ADTn) defined as
a finite subset of ADT1 × ADT2 × . . . × ADTn. Then
a MappingSet is defined in either of the three following
forms:
1. A 1-tuple MS = 〈D〉.
2. A m-tuple MS = 〈M1,M2, . . . ,Mm〉, where each Mi
is a Mapping with signature Mi() : RDTi defined as a
value of RDTi.
3. A (m+1)-tuple MS = 〈D,M1,M2, . . . ,Mm〉, where
eachMi is a Mapping with signatureMi(C1 : ADT1, C2 :
ADT2, . . . , Cn : ADTn) : RDTi defined as a partial
function Mi : ADT1 ×ADT2 ×ADTn → RDTi.
The evolution with respect to time of spatial entities and
spatial coverages may be modeled with appropriate Map-
pingSets that contain both Domain and Mappings. n-ary
relationships are also modeled with MappingSets, usually
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without Mappings. MappingSets without Domain are also
useful to record short collections of key-value pairs that are
common in the specification of configuration settings.
The Domains and Mappings of a MappingSet may be de-
fined either extensionally or intensionally. If a extensional
definition of the Domain is given, then both extensional
and intensional definitions of Mappings are allowed. On
the other hand, an intensional definition of the Domain may
only be accompanied by intensional definitions of Mappings.
Generally, an extensional definition is a sequence of all the
elements of Domain and Mappings in some specific order.
Both row-wise and column-wise orderings may be used. It
is even possible to combine row and column-wise orders for
different components and Mappings. If the data type of
a Domain component is of some integer or sampling data
type, then its extensional definition might be given in the
form of a collection of sequence definitions. In general, a
sequence definition has an start element, a size and a step.
For example, for an integer data type, a sequence start-
ing at 5, with size 4 and step 2 describes the following list
< 5, 7, 9, 11 >. For a TimeInstantSample data types, a se-
quence starting at “2013 − 05 − 0215 : 00 : 45.06”, with
size 2 and step 30.42 describes the following sequence of
type TimeInstant(2, 3042) ¡“2013 − 05− 0215 : 00 : 20.22”,
“2013−05−0215 : 00 : 50.64”¿. 1. For Point2DSample data
types, starting element is fo type Point2D and step has to
be given by two pairs (direction, resolution).
Spatio-temporal analysis is enabled through the inten-
sional definition of Mappings and MappingSets. Mappings
may be intensionally defined with functional, conditional
and aggregate expressions.
Functional expression. AMapping M with signature M(D):
DT may be defined by a expression of the form
M(D) := e
where e is a functional expression of data type DT that may
include variables referencing components of D, mappings,
operations, constants and castings.
Conditional Expression. A Mapping M with signature
M(D): DT may be defined by a expression of the form
M(D) := CASE b1 THEN e1
CASE b2 THEN e2
. . .
CASE bn THEN en
[OTHERWISE en+1]
where each bi is a functional expression that yields a value
of Boolean type and each ei is a functional expression that
yields a value of type DT. The semantics are the obvious
ones.
Aggregate Expression. AMapping M with signature M(D):
DT may be defined by a expression of the form
M(D):= agge
OVER {P}
where P is a domain relational calculus predicate and agge
is an functional expression where variables bounded to Map-
pingSet domains in P must be used as arguments of aggre-
gate functions. Various aggregate functions are provided
1Notice that the start instant of the sequence is automati-
cally adapted to match the underlying time representation
for type TimeInstant(2, 3042)
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Figure 2: E-R Diagram Notation for Spatial and
Observation Data.
by the system including both statistical and rank functions.
MappingSet domains may also be intensionally defined.
Intensional Domain. Let e be a functional expression that
yields a value s of either Interval(T) or Geometry(S) data
type, whose base type T, S is either some integer type or
some sample type. Then, SAMPLING(e) yields all the el-
ements of type T or S contained in s. Based on this, the
domain D of a MappingSet M may be defined by an expres-
sion of the form
{(e1, e2, . . . , en)|P}
where P is a domain relational calculus predicate and each ei
is either a functional expression or an expression of the form
SAMPLING(e), where e is also a functional expression.
Expressions e and ei may include variable names bounded
to MappingSet domain components in P. Given that nested
structures are not allowed in the model, if an expression
SAMPLING(e) is used then the result relation has to be
unnested.
4. MODELING OBSERVATION DATA WARE-
HOUSES
The data model described in this section captures observa-
tion data semantics and integrates them with spatial entities
and coverages. An E-R extension is proposed in Subsection
4.1 to model observation metadata. The translation of such
a conceptual model to the MappingSet based logical model
is explained in Subsection 4.2.
4.1 Conceptual Data Model
Contrary to conventional metadata that is recorded at the
level of entity and property types, some observation meta-
data has to be recorded at the level of entity and property
instances, i.e., combined with the data itself. This is the
case for example of observation time instants and observa-
tion processes.
An extension of the E-R model is next proposed to incor-
porate spatial and observation data semantics in conceptual
models. Spatial Entity types are represented in diagrams
as conventional entities (see Figure 2(a)). Spatial Coverage
Types are represented as entities tagged with the symbol
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Figure 3: E-R Diagram of a Running Application
Example.
C (see Figure 2(b)). Entity Types, either spatial or not,
and Coverages whose whole data is obtained through an ob-
servation Process are tagged with either symbol TO if it is
a Time-triggered Process or symbol EO if it is an Event-
triggered Process (see Figure 2(c)). Relationships resulting
from observation processes are tagged in the same way (see
Figure 2(d)). Finally, properties of either Entity or Cover-
age types that are obtained through observation processes
are also tagged with the same TO and EO symbols, as it is
shown in Figure 2(e) for simple, complex and multivalued
properties.
To illustrate the use of the above notation the E-R dia-
gram of a reduced running application example is given in
Figure 3. Spatial Entity Type ICES records fishing zones de-
fined by the International Council for the Exploration of the
Sea (ICES). Spatial Coverage SST records Sea Surface Tem-
perature at each location of the sea, daily produced by the
Moderate Resolution Imaging Spectroradiometer (MODIS)
sensor installed in the Terra and Aqua NASA satellites. En-
tity type Vessel records data of fishing vessels, including an
identifier (vesId) and its engine power. Vessels incorporate
CTD sensors that enable obtaining triples of water conduc-
tivity, water temperature and depth. Every time a ctd ob-
servation is performed a Non-Physical Process is executed
that computes the difference with the value given by MODIS
and provides it as a derived property difTemp. Vessels also
incorporate GPS sensors from which locations are obtained
every 30 seconds. Entity type Species records data of fish-
ing species, including an identifier specId, species name and
an interval of temperature values where the fish feels com-
fortable (property comfort). The derived property comfGeo
records the geometry of the area of the sea where comfort-
able temperatures for the fish are located. This property
is obtained by a Non-Physical Process from the SST data.
Property load of relationship catches records the values mea-
sured by the vessel bascule for each species. The autho-
rized fishing capacity of a vessel is given by two parameters.
The Fishing Effort gives a measure of the number of days
weighted by the vessel engine power that the vessel may
stay in each zone. Relationship Effort records both the ini-
tial quota and the available one (property stock). Available
Fishing Effort stock is obtained by a Non-Physical Procress
FOI
ObsFOI NonObsFOI
ObsPropertyProcessType
MappingSet
DomComponent Mapping
Process
Figure 4: E-R Diagram of the Frameworks Catalog.
using the quota and the vessels GPS information. The Fish-
ing Capacity gives the kilograms of each species that the ves-
sel may get from each zone. Again both quota is recorded
and stock is computed by a Non-Physical Process.
The translation of the above model to the MappingSet
logical model of the framework is explained in the following
subsection.
4.2 MappingSet Based Logical Model
To support the implementation of the conceptual model of
the previous section, observation metadata has to be added
to the frameworks catalog. Thus, the catalog contains meta-
data of the defined Mappings and MappingSets and meta-
data related to the various observation processes, including
observation properties and features of interest. The E-R
diagram of such catalog structures is given in Figure 4.
Entity types MappingSet, DomComponent and Mapping
record general metadata of the MappingSets. Entity type
FOI records metadata of Features of Interest, and it refer-
ences the MappingSet that records its data. FOIs that are
fully generated by observation processes are registered in
ObsFOI. The remainder FOIs, i.e., those that combine ob-
served with non observed properties are represented by en-
tity type NonObsFOI. Each observed property of such a FOI
is represented by a weak entity of type ObsProperty, which
references the MappingSet that records its data. Finally,
ProcessType records metadata of the various types of ob-
servation processes registered in the framework. Metadata
of each specific instance of each process type is recorded in
weak entity type Process. Notice the difference between the
process type “Vessel Bascule” that obtains values of load
property of relationships catches and the specific bascule
installed in each vessel that must be referenced from each
observation.
The rules that enable the transformation of the concep-
tual model of the previous section to MappingSets are now
given next. Each Entity Type, either Spatial or not, gener-
ates a relevant MappingSet, whose domain is defined by key
properties and whose Mappings are defined by the remain-
der properties. See for example Entity Types Vessel, Species
and ICES in Figure 3 and relevant MappingSets in Figure 5.
Each Spatial Coverage generates a MappingSet, whose do-
main has just one component of some Point2DSample type
and whose Mappings are generated from coverage proper-
ties. Each Relationship Type with cardinalities various to
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MAPPINGSET
DOMAIN
MAPPINGS
Vessel
vesId: CString
power(vesId:CString):Numeric(6,2)
MAPPINGSET
DOMAIN
MAPPINGS
Species
speId: CString
name(speId:CString):CString
comfort(speId:CString):Interval(Numeric(5,2))
MAPPINGSET
DOMAIN
MAPPINGS
Effort
vessel: CString
ices: CString
quota(vessel:CString,
ices:CString):Numeric(7,3)
quotaUOM(vessel:CString,
ices:CString):CString
MAPPINGSET
DOMAIN
MAPPINGS
Capacity
vessel: CString
ices: CString
species: CString
quota(vessel:CString, ices:CString
species:CString):Numeric(7,3)
quotaUOM(vessel:CString, ices:CString
species:CString):CString
MAPPINGSET
DOMAIN
MAPPINGS
Catches
species: CString
vessel: CString
: TimeInstant(0)
load(species:CString, vessel:CString,
:TimeInstant(0)): Numeric(7,3)
obsTime
obsTime
loadUOM(species:CString, vessel:CString,
obsTime:TimeInstant(0)): CString
process(species:CString, vessel:CString,
obsTime:TimeInstant(0)): CString
MAPPINGSET
DOMAIN
MAPPINGS
Vessel_loc
: TimeIntantSample(0, 30),
vesId: CString
loc(
vesId:CString):Point2D
process(
obsTime
phenTime: TimeIntantSample(0, 30),
obsTime: TimeIntantSample(0, 30),
vesId:CString):CString
MAPPINGSET
DOMAIN
MAPPINGS
ICES
zoneId: CString
geo(zoneId:CString):Polygon(Point2D(9,2))
MAPPINGSET
DOMAIN
MAPPINGS
SST
loc:Point2DSample(9,2,100000)
:Date
temp(loc:Point2DSample(9,2,100000),
:Date):Numeric(5,2)
obsTime
obsTime
tempUOM(loc:Point2DSample(9,2,100000),
obsTime:Date):CString
process(loc:Point2DSample(9,2,100000),
obsTime:Date):CString
MAPPINGSET
DOMAIN
MAPPINGS
Vessel_ctd
: TimeIntant(0),
vesId: CString
cond(
vesId:CString):Numeric(4,1)
condUOM(
temp
obsTime
obsTime: TimeIntantSample(0, 30),
obsTime: TimeIntantSample(0, 30),
vesId:CString):CString
(obsTime: TimeIntantSample(0, 30),
vesId:CString):Numeric(5,2)
tempUOM(obsTime: TimeIntantSample(0, 30),
vesId:CString):CString
depth(obsTime: TimeIntantSample(0, 30),
vesId:CString):Numeric(5,2)
depthUOM(obsTime: TimeIntantSample(0, 30),
vesId:CString):CString
process(obsTime: TimeIntantSample(0, 30),
vesId:CString):CString
Figure 5: MappingSets for a Running Application Example.
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various generates a MappingSet whose domain is defined
from the key properties of the participating Entity Types.
Properties of those Relationship Types generate Mappings
in such a MappingSet. See for an example Relationship
Types capacity and effort in Figure 3 and MappingSets Ca-
pacity and Effort in Figure 5. If an Entity, Coverage or Re-
lationship Type is tagged with the symbol TO , then a com-
ponent named obsTime of some TimeInstantSample(D,R)
data type is added to the MappingSet Domain to enable the
recording of observation time.2 Besides, a Mapping named
process is also added to obtain the id of the process used
to produce the observation. See for example Spatial Cover-
age Type SST in Figure 3 and relevant MappingSet SST in
Figure 5. If symbol EO is used instead, then the data type
of component obsTime is some TimeInstant(D). See for ex-
ample Relationship Type catches in Figure 3 and relevant
Catches MappingSet in Figure 5. In any of the above cases,
an entity of type ObsFOI has to be added to the catalog with
relevant relationships to its process type and MappingSet.
If a simple or complex property is tagged with symbol TO
then such property is not added as a Mapping to the relevant
MappingSet. Instead, a separate MappingSet is created for
the property whose domain has components to reference the
key of its Entity Type (FOI of the relevant observation) and
has a component named obsTime of some TimeInstantSam-
ple(D,R) type to record observation time. The property
itself is added as a Mapping to the MappingSet and an ad-
ditional Mapping named process is added to record the id of
the process that generates the observation. An example is
loc property of Entity Type Vessel in Figure 3 and relevant
Vessel loc MappingSet in Figure 5. If symbol EO is used
instead then the transformation is exactly the same except
for the fact that Domain component obsTime is of some
TimeInstant(D) type. For an example see ctd property of
Vessel Entity Type in Figure 3 and relevant Vessel ctd Map-
pingSet in Figure 5. In any of the above cases an entity of
type ObsProperty is added to the catalog, with appropriate
references to its MappingSet, ProcessType and NonObsFOI.
Once the MappingSets are created and the required meta-
data are added to the catalog, the insertion of observation
data may be started. ETL tasks are continuously executed
to maintain the data warehouse updated with latest obser-
vation data, using extensional MappingSet definitions. Each
observation is appended to the appropriate MappingSet with
its observation time and reference to its process and FOI.
5. DEFINITION OF SPATIO-TEMPORAL AN-
ALYTICAL PROCESSES
The capabilities provided by the framework for the inten-
sional definition of MappingSets enable the specification of
spatio-temporal analytical processes. These capabilities are
now illustrated with some examples.
Example 1. Define a Non-Physical Process that obtains
a derived observed property that computes the difference
between the temperature measured by the CTD and the
sea surface temperature produced for the same location by
2Currently we restrict to phenomenon time semantics, how-
ever, it can be extended with result time and other required
metadata.
MODIS (see difTemp derived property of Vessel in Figure
3).
MAPPINGSET Vessel difTem
DOMAIN
{(obsTime, vesId) | Vessel ctd(obsTime, vesId)}
MAPPINGS
difTem(obsTime, vesId):=
SST.temp(Vessel loc.loc(obsTime, vesId), obsTime) −
Vessel ctd.temp(obsTime, vesId)
difTemUOM(obsTime, vesID):=
Vessel ctd.tempUOM(obsTime, vesId)
process(obsTime, vesID):= “difTemProcess”
In the expression above it is noticed that automatic castings of
spatial and temporal types are performed during the evaluations
of Mappings Vessel loc.loc and SST.temp.
Example 2. Define a Non-Physical Process that detects when
a vessel leaves an ICES zone to enter a new one (see enters derived
relationship in Figure 3).
ICESFromLoc(loc):=
singleton(zone)
OVER {ICES(zone) ∧ within(loc, ICES.geo(zone))}
MAPPINGSET enters
DOMAIN
{(vesId, ICESFromLoc(Vessel loc.loc(obsTime, vesId)),
obsTime) |
Vessel loc(obsTime, vesId) ∧
ICESFromLoc(Vessel loc.loc(obsTime, vesId)) <>
ICESFromLoc(Vessel loc.loc(predecessor(obsTime), vesId))}
MAPPINGS
process(vesId, zoneId, obsTime):= “entersProcess”
In the above expression, Mapping within(g1, g2) yields true if
geometry g1 is within geometry g2. Aggregate function single-
ton(S) yields the element contained in the unitary set S. Finally,
Mapping predecessor(ts) yields the time sample that precedes
time sample ts in its data type.
Example 3. Define a Non-Physical Process that produces a
measure of the remaining fishing effort for each vessel and ICES
zone for each of the preceding 60 days. Consumed fishing effort is
obtained from the temporal evolution of vessel location data and
ICES zone geometries (see derived property stock of relationship
type Effort in Figure 3).
ICESFromLoc(loc):=
singleton(zone)
OVER {ICES(zone) ∧ within(loc, ICES.geo(zone))}
consumed effort(vesId, zoneId, obsTime) :=
((count(obsTime2)*30)/86400)*Vessel.power(vesId)
OVER {Vessel loc(obsTime2, vesId2) ∧
obsTime2 < obsTime ∧ vesId2 = vesId ∧
ICESFromLoc(Vessel loc.loc(obsTime2, vesId2)) = zoneId
}
MAPPINGSET Effort stock
DOMAIN
{(vesId, zoneId,
SAMPLING([cast(difTime(now(), 60 Days) AS Date),
cast(now() AS Date)])) | Effort(vesId, zoneId)}
MAPPINGS
stock(vesId, zoneId, obsTime):=
Effort.quota(vesId, zoneId) −
consumed effort(vesId, zoneId, obsTime)
stockUOM (vesId, zoneId, obsTime):=
Effort.quotaUOM(vesId, zoneId)
process(vesId, zoneId, obsTime):= “EffortStockProcess”
In the above expression, Mapping now() yields the current sys-
tem time instant. Mapping difTime(t, i) subtracts time interval
i from time instant t.
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Example 4. Define a Non-Physical Process that obtains the
evolution with respect to to time during the last 7 days of the
geometry of the comfort zone for each species. Comfort zone is
obtained from the temperature interval defined for each species
and the sea surface temperature generated by MODIS (see derived
property comfGeo of entity type species in Figure 3).
MAPPINGSET Species comfGeo
DOMAIN
{(speId,
SAMPLING([cast(difTime(now(), 7 Days) AS Date),
cast(now() AS Date)])) | Species(speId)}
MAPPINGS
comfGeo(speId, obsTime):=
vectorize(loc)
OVER { SST(loc, obsTime2) ∧ obsTime = obsTime2 ∧
within(SST.temp(loc, obsTime2), Species.comfort(speId))}
process(vesId, zoneId, obsTime):= “ComfortZoneProcess”
In the above expression, aggregate function vectorize(loc) ob-
tains the vector geometry that surrounds the set of sample loca-
tions loc. Mapping within(e, i) yields true if element e is within
interval i.
6. CONCLUSIONS AND FURTHER WORK
A data model and data management framework has been pro-
posed spatio-temporal analysis of data in data warehouses of spa-
tial observation data. The approach consists of an E-R exten-
sion for observation data to be used at a conceptual level and
a new logical level model that combines logical and functional
paradigms. The advantages of the approach can be summarized
as follows:
• General purpose observation data and metadata coexist
with application specific Spatial Entities and Coverages,
enabling efficient analysis over the whole set.
• Few primitive Mappings combined with general purpose
logical and functional expressions enable the integrated man-
agement of any kind of spatial and spatio-temporal data.
Besides, both data and analytical processing is unified un-
der the well known mathematical concept of function.
• Parametric temporal and spatial types enable the user to
have control over the precision and resolution of underlying
time and space representations.
• Specific constructs for the specification of sampled and non-
sampled domain components together with the absence of
nested structures simplifies efficient implementation.
Further work is mainly related to efficient implementation struc-
tures and algorithms and the extension of the framework to deal
with continuous queries on sensor data.
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ABSTRACT
The popularity of smartphones makes them the most suit-
able devices to ensure access to services provided by smart
cities; furthermore, as one of the main features of the smart
cities is the participation of the citizens in their governance,
it is not unusual that these citizens generate and share their
own data through their smartphones. But, how can we know
if these data are reliable? How can identify if a given user
and, consequently, the data generated by him/her, can be
trusted? On this paper, we present how the IES Cities’
platform integrates the PROV Data Model and the related
PROV-O ontology, allowing the exchange of provenance in-
formation about user-generated data in the context of smart
cities.
1. INTRODUCTION
According to the “Apps for Smart Cities Manifesto”1,
smart city applications could be sensible, connectable, acces-
sible, ubiquitous, sociable, sharable and visible/augmented.
It is not a coincidence that all of these features can be found
in a standard smartphone: the popularity of these devices
makes them the most suitable to ensure access to the ser-
vices provided by smart cities. As one of the main features
of the smart cities is the participation of the citizens in their
governance, it is not unusual that these citizens generate and
share their own data through their smartphones. Reviewing
the literature, some examples of apps that deal with user
∗This research is funded by project CIP-ICT-PSP-2012-6
“IES Cities: Internet Enabled Services for the Cities accross
Europe”, under “The Information and Communication
Technologies Policy Support Programme”. More info
at http://ec.europa.eu/information_society/apps/
projects/factsheet/index.cfm?project_ref=325097
1http://www.appsforsmartcities.com/?q=manifesto
generated data can be found, like Urbanopoly [4], Urban-
match [5] or popular mobile apps related to the 311 service
in cities like Calgary, Minneapolis, Baltimore or San Diego,
all of them available in Google Play. The IES Cities project
goes one step beyond, providing an entire architecture to fos-
ter the development of urban apps based on Linked Open
Data2 provided by government, through user-friendly JSON
APIs. All of these works that manage user-generated data
have the same worry about these data: are they reliable?
How can we know if can a given user and, consequently, the
data generated by him/her can be trusted? Recently, the
W3C has created the PROV Data Model [14], for provenance
interchange on the Web. This PROV Data Model describes
the entities, activities and people involved in the creation of
a piece of data, allowing the consumer to evaluate the relia-
bility of the data based on the their provenance information.
Furthermore, PROV was deliberately kept extensible, allow-
ing various extended concepts and custom attributes to be
used. For example, the Uncertainty Provenance (UP) [8] set
of attributes can be used to model the uncertainty of data,
aggregated from heterogeneously divided trusted and un-
trusted sources, or with varying confidence. On this paper,
we present how IES Cities’ platform integrates PROV Data
Model and the related PROV-O ontology [13], allowing the
exchange of provenance information about user-generated
data in the context of smart cities. The final aim is to
enrich the knowledge gathered about a city not only with
government-provided or networked sensors’ provided data,
but also with high quality and trustable data coming from
the citizens themselves.
The remaining of the paper is organized as follows: in
Section 2 the current state of the art on apps that deal with
user data in the context of smart cities is presented. Sec-
tion 3 outlines the main concepts about IES Cities project.
Sections 4 and 5 describe the semantic representation of the
provenance through a use case and the metrics to calculate
the reliability of the data, respectively. Finally, in Section 6
the conclusions and the future work are presented.
2. RELATEDWORK
The following works can be highlighted regarding smart
cities’ mobile applications. Urbanopoly [4] presents an app
2http://linkeddata.org/
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for smartphones which combines Human Computation, gam-
ification and Linked Open Data to verify, correct and gather
data about tourism venues. To achieve this, Urbanopoly
offers different games to the users, like quizzes, photo tak-
ing contests, etc. Similar to Urbanopoly, Urbanmatch [5]
can be found, a game in which the user takes photos about
some tourism venues, in order to be published as Linked
Open Data by the system. Another work that uses Hu-
man Computation for movie-related data curation is Linked
Movie Quiz3. In [3], the authors present csxPOI, an appli-
cation that allows its users to collaboratively create, share,
and modify semantically annotated POIs. These semantic
POIs are modelled through a set of ontologies developed to
fulfill this specific task; and published following the Linked
Open Data principles. csxPOI allows users to create custom
ontology classes, modelling new POI categories, and to es-
tablish subclass, superclass or equality relationships among
them. In addition to create new classes, users can link these
categories to concepts extracted from DBpedia4. In order to
detect duplicate POIs, csxPOI clusters the available POIs
with the aim of finding similarities among them.
As can be seen, the authors that work with user-generated
Linked Open Data have to deal with duplication, missclasi-
fication, mismatching and data enrichment issues; and, as
previously described, the end-user has arisen as the most
important agent in smart cities’ environments. In the next
sections we explain how the IES Cities project uses the
Provenance Data Model to represent provenance informa-
tion about user-generated data.
3. IES CITIES
‘IES Cities’5, is the last iteration in a chain of inter-related
projects promoting user-centric and user-provided mobile
services that exploit both Open Data and user-supplied data
in order to develop innovative services.
The project encourages the re-use of already deployed sen-
sor networks in European cities and the existing Open Gov-
ernment related datasets. It envisages smartphones as both
a sensors-full device and a browser with increasing compu-
tational capabilities which is carried by almost every citizen.
IES Cities’ main contribution is to design and implement
an open technological platform to encourage the develop-
ment of Linked Open Data based services, which will be later
consumed by mobile applications. This platform will be
deployed in 4 different European cities: Zaragoza and Ma-
jadahonda (Spain), Bristol (United Kingdom), and Rovereto
(Italy), providing citizens the opportunity to get the most
out of their city’s data.
Remarkably, IES Cities wants to analyse the impact that
citizens may have on improving, extending and enriching the
data these services will be based upon, as they will become
leading actors of the new open data environment within the
city. Nonetheless, the quality of the provided data may sig-
nificantly vary from one citizen to another, not to mention
the possibility of someone’s interest in populating the sys-
tem with fake data.
Thus, the need for evaluating the value and trust of the
user contributed data requires the inclusion of a validation
module [12]. In other words, we should be able to express
3http://lamboratory.com/hacks/ldmq/
4http://dbpedia.org
5http://iescities.eu
special meta-information about the data submitted by IES
Cities’ users. The idea that a single way of representing
and collecting provenance could be internally adopted by
all systems does not seem to be realistic today, so the actual
approaches modelling their provenance information into a
core data model, and applications that need to make sense
of provenance information can then import it, process it,
and reason over it [6].
In addition, when considering user-provided data mea-
sures for data consolidation have to be considered. Contri-
butions from one user have to be cross-validated with con-
tributions from other users in order to avoid information du-
plication and foster validation of others’ data. Thus, data
contributions from different users presenting spatial, linguis-
tic and semantic similarity should be clustered [2]. Before
a user contributes with new data, other user’s contributions
at nearby locations should be shown to avoid recreating al-
ready existing data and encourage additions and enhance-
ments to be applied to the existing data. After contributing
with new data, the data providing user should be presented
with earlier submitted similar contributions both in terms of
contents and location in order to confirm whether their new
contribution is actually a new contribution or it is amend-
ing an earlier existing one. In essence, aids before and after
editing new entries have to be provided and a two phase com-
mit process for user provided data should be put in place
to ensure that contents of the highest quality are always
added. Future work in IES Cities will tackle these issues by
providing REST interfaces to invoke services for clustering
data entries and to retrieving related entries associated to a
given one.
4. SEMANTICREPRESENTATIONOFPROVE-
NANCE
To illustrate the semantic representation of trust and prove-
nance data through the Provenance Ontology, a use case is
presented: 311 Bilbao. This app uses Linked Open Data to
get an overview of reports addressing faults in public infras-
tructures. From the data owner’s point of view, the enrich-
ment of datasets carried out by third parties (such as users
of the 311 Bilbao app), revealed two problems: 1) the fact
that data does not need to be approved before being pub-
lished and that there is no mechanism to control the amount
of data a citizen can add and 2) there is still the need for
a way to differentiate the default trustworthiness of the dif-
ferent authors such as citizens and city council’s staff. The
following code represents the provenance of a user-generated
report6:
1 @prefix foaf: <http :// xmlns.com/foaf /0.1/> .
2 @prefix prov: <http ://www.w3.org/ns/prov#> .
3 @prefix iesc: <http :// studwww.ugent.be/~ satvheck/IES/
4 schemas/iescities.owl > .
5 @prefix up: <http :// users.ugent.be/~ tdenies/up/> .
6 @prefix : <http :// bilbao.iescities.org#> .
7
8 entity (: report_23456 , [ prov:value ="The paper bin is
9 broken" ])
10 wasGeneratedBy (: report_23456 , :reportActivity_23456)
11 wasAttributedTo (: report_23456 , :jdoe)
12 wasInvalidatedBy (: report_23456 , :invActivity_639 ,
13 2013 -07 -22 T03 :05:03)
14
6The provenance data is represented using Provenance No-
tation (PROV-N). More information at http://www.w3.
org/TR/prov-n/
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15 activity (: reportActivity_23456 , 2013 -07 -22 T01 :01:01 ,
16 2013 -07 -22 T01 :05:03)
17 wasAssociatedWith (: reportActivity_23456 , :jdoe)
18
19 agent(:jdoe , [ prov:type=’prov:Person ’, foaf:name=
20 "John Doe", foaf:mbox=’<mailto:jdoe@example.org >’ ])
21
22 entity (: report_23457 , [ prov:value="It is incorrect ,
23 another paper bin has replaced the old one , but 2
24 meters beyond" ])
25 wasAttributedTo (: report_23457 , :jane)
26 wasDerivedFrom (: report_23457 , :report_23456 ,
27 :invActivity_639 , -, -, [ prov:type=’prov:Revision ’ ])
28
29 activity (: invActivity_639 , 2013 -07 -22 T02 :58:01 ,
30 2013 -07 -22 T03 :04:47)
31 wasAssociatedWith (: invActivity_639 , :jane)
32
33 agent(:jane , [ prov:type=’prov:Person ’, foaf:name=
34 "Jane", foaf:mbox=’<mailto:jane@bilbao.iescities.org >’
35 ])
36 actedOnBehalfOf (:jane , :bilbao_city_council)
37
38 agent(: bilbao_city_concil , [ prov:type=
39 ’prov:Organization ’, foaf:name=" Bilbao City Council"
40 ])
On this piece of semantic information the :report 23456
resource represents the report made by the user. This re-
port is identified by its own and unique URL and provides
information about the user that has made it and which
activity that has generated this report (lines 8-13). The
:reportActivity 23456 shows details about the activity that
generated the report, like when the user started reporting
the issue and when it ended. At line 19 the information
about “John Doe”, the user that reported the fault, can be
seen. In the example given, another user, Jane (lines 33-36),
has revised the report made by John (lines 22-31). As the
actedOnBehalfOf asserts, Jane is some kind of municipal
worker of Bilbao City Council (line 38). As Jane’s report
has more authority agains John’s report, John’s report is
invalidated as wasInvalidatedBy asserts. Allowing the se-
mantic descriptions of the provenance of the reports made
at 311 Bilbao app, the data generated by a concrete user
can be reached through SPARQL [15] language queries.
5. PROVENANCE BASED RELIABILITY
There exist some approaches on how to calculate trust in
semantic web using provenance information. IWTrust [16]
uses provenance in the trust component of an answering
engine, in which a trust value for answers is measured based
on the trust in sources and in users. In [10] provenance
data is used to evaluate the reliability of users based on
trust relationships within a social network. [11] presents
an assesment method for evaluating the quality of data on
the Web using provenance graphs, and provides a way to
calculate trust values based on timeliness. In [7] the authors
propose generic procedures for computing reputation and
trust assessments based on provenance information.
In [9] the authors identify 19 parameters that affect how
users determine trust in content provided by web informa-
tion sources, such as the authority of the creator of the in-
formation or the popularity and recency of that informa-
tion, among others. Based on these factors, we have built a
generic model for the measurement of a trust value in the
context of IES Cities, in which the trust according to each
factor is calculated independently:
trust(report) =
∑n
p=[auth,agree...] αp ∗ trustp(report)
n
(1)
where p is the measured property and n is the total number
of measured properties. α is a value between 0 and 1 to
denote the relevance of this property, making the measure
based on a certain property more or less relevant. trustp is a
function that returns a value between 0 and 1 determining
the trust of a given report according to a certain property.
Both the α values and the trustp functions can be defined
by the developers using IES Cities platform, because both
of them are dependant on the context and the need of the
application domain.
To clarify, we are using this model in the 311 Bilbao use
case. To that end, we have selected the most relevant trust-
properties concerning our use case:
Authority: It refers to the fact that if a resource is cre-
ated by an authority in a given context, this information
is more reliable. For our use case a basic function like the
following can be used:
trustauthority =
{
0 ifuser 6= authority
1 ifuser = authority
(2)
in which being authority can be checked with a SPARQL
ASK query:
1 PREFIX prov: <http :// www.w3.org/ns/prov#>
2 ASK { :jane prov:actedOnBehalfOf :bilbao_city_concil }
Popularity: The number of references and uses of a piece
of information is a key aspect to determine its trust. In the
case of 311 Bilbao we measure the popularity of a report
based on the number of visits that the report receives, with
the following formula:
trustpopularity =
visitsreport
visitsopen reports
(3)
in which the number of visits of the report is normalized
with the number of overall visits of opened reports at the
moment.
Recommendation: Recommendation refers to impor-
tance that the ratings that other users gives to a given re-
source has in its trust. The function to measure the rele-
vance of user ratings can be as sophisticated as the developer
wants, but for our case we have selected a very naive and
simple one, in which other users can vote the reports with
+1 / -1 buttons and the trust value is calculed with this
formula:
trustrecommendation =
positive votesreport
total votesreport
(4)
Provenance / Reputation: In this case, provenance
refers to the trust that the entities responsible for generat-
ing a piece of information may transfer information itself. A
key aspect to measure the trust in a publisher is the reputa-
tion. There exist many approaches to measure the reputa-
tion of a user; some of them measure the reputation based
on trust relationships between users [10], while some others
like [7] are based the historical evidence of each user. For
the our use case, we propose using the three-step procedure
presented in [7]. In the ‘evidence selection’ step every report
made by a given user are retrieved, in the ‘evidence weight-
ing’ step the recommendation trust function is executed for
every report, and in the last step all these trust values are
aggregated through subjective logic to get the trustworthi-
ness of a given user.
Recency / Timeliness: Timeliness can be defined as
the the up-to-date degree of a data item in relation with the
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task at hand. We propose and adaption of [11] formula to
measure timeliness, based on the work described in [1]:
trustauthority = (max(1− currency
volatility
), 0)sensitivity (5)
where currency is the difference between the time data is
presented to the user and the time it was reported to the
system. Volatility refers to the maximum amount of time a
given report time should be active (for example, if a broken
street lamp is reported, it should be repaired within a month
at most), and sensitivity may change its value by observing
the updates made over the status of the report: it would
adopt a high value for data being constantly updated, and
a low value for data that does not change often.
Other trust factors: Apart from the aspects identified
in [9], the model is flexible enough to include other factors
affecting the trust. In the case of 311 Bilbao mobile app, the
geographical distance could be a key aspect of the truth, as
reports talking about events happening near to where the
user sends the report would be more reliable.
trustdistance =
1
geodistance(locreport, locreportedplace)
(6)
The function for the calculus of the geographical distance
has as input the geographic coordinates of the report, re-
trieved from the smartphone GPS sensor, and the geographic
coordinates of reported place, obtained with geolocation ser-
vices like Nominatim7.
After applying our model we will get a trust value between
0 and 1, that could be inserted in the provenance graph
with a triple, assuming the confidence level was ‘0.6’, like
:report 23456 up:contentConfidence ‘0.6’ [8].
6. CONCLUSIONS AND FUTUREWORK
The proposed approach in this article will allow to eval-
uate the provenance of user-submitted data in IES Cities’
platform. The metrics proposed will measure data trust-
worthiness level, providing an extra confidence layer in the
project’s framework. City council staff and platform admin-
istrators will be able to query data quality through SPARQL
queries, retrieving only those results with a confidence level
above a parameterised threshold.
The evaluation and validation of the proposed metrics
against other implementations following the PROV-O on-
tology will be left for a future iteration on IES Cities, ag-
gregating other significant metrics should they improve the
provenance of the generated data.
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