We study the Hardy space of translated Dirichlet series H + . It consists on those Dirichlet series a n n −s such that for some (equivalently, every) 1 ≤ p < ∞, the translation a n n −(s+ 1 σ ) belongs to the Hardy space H p for every σ > 0. We prove that this set, endowed with the topology induced by the seminorms · 2,k k∈N (where a n n −s 2,k is defined as a n n −(s+ 1 k )
Introduction
A Dirichlet series is a formal series of the form D = a n n −s , where the coefficients a n are complex numbers and s is a complex variable. Introduced by Dirichlet in the second half of the 19th century, they played a fundamental rôle in the development of the analytic theory of numbers. In the beginning of the 20th century they started to be studied from the point of view of complex analysis. It was then proved (see e.g. [QQ13] or [DGMSP19] ) that Dirichlet series converge on half planes and that, then, for each Dirichlet series D there exists σ c (D) ∈ R so that the series ∞ n=1 a n 1 n s converges for every Re s > σ c (D) and diverges for every Re s < σ c (D). For a given σ ∈ R we denote the series, and an abscissa σ u (D) so that the Dirichlet series converges uniformly on C σ for every σ > σ u (D).
By the end of the 1990s a deep relation between Dirichlet series and different parts of analysis (mainly harmonic and functional analysis) was discovered. Ever since, this interaction has shown to be very fruitful, with interesting results in both sides. A key element in this development are the Hardy spaces H p of Dirichlet series, introduced by Hedenmalm, Lindqvist and Seip for p = 2 and p = ∞ [HLS97] and by Bayart for the remaining cases in 1 ≤ p ≤ ∞ [Bay02] . Let us briefly recall the definition of these spaces. The space H ∞ is defined as consisting of Dirichlet series that define a bounded holomorphic function on C + . Given 1 ≤ p < ∞, the expresion N n=1 a n n −s p = lim
defines a norm on the space of Dirichlet polynomials (i.e. finite Dirichlet series). Then the space H p is defined as the completion of the Dirichlet polynomials under this norm. Let us note that H 2 consists exactly of those Dirichlet series a n n −s for which (a n ) n ∈ ℓ 2 . Translation is a useful tool within the theory. Given a Dirichlet series D = a n n −s and σ ∈ R we define the following Dirichlet series D σ = a n n 1/σ n −s .
Note that σ c (D σ ) = σ c (D) − 1 σ and, for Re s > σ c (D) − 1 σ we have D σ (s) = ∞ n=1 a n 1 n s+1/σ = D s + 1 σ .
(1)
A key property in this setting is that a Dirichlet series D belongs to H p if and only if D σ ∈ H p for every σ > 0 and sup σ>0 D σ p < ∞ .
A natural question then arises: 'what happens if we drop the second condition?' or, to be more precise: 'what kind of structure do we find when we consider those Dirichlet series for which all translations belong to H p ?'. This task was overcome by Bonet for p = ∞ in [Bon18] . There the Fréchet space H ∞ + of Dirichlet series D so that D σ ∈ H ∞ for every σ > 0 was defined. Several properties of this space, as well as composition operators defined on these spaces were studied. Our aim in this note is to complete this study, extending this to H p for 1 ≤ p < ∞. We define for each p the corresponding Fréchet space with the same idea and show that, in fact, they are all isomorphic. So, we denote this space by H + and study in Theorem 2.5 certain properties. In particular, we investigate its relation with spaces of holomorphic functions defined on infinite dimensional Banach spaces.
Given two open sets Ω 1 , Ω 2 ⊆ C and a holomorphic function φ : Ω 2 → Ω 1 , we have that f •φ is holomorphic for every holomorphic function f . This defines in a natural way an operator C φ (called composition operator of symbol φ) given by f → f • φ. These are by now very classical objects that have been studied from several points of view. If φ : C σ 2 → C σ 1 is holomorphic and f is represented by a Dirichlet series on C σ 2 , then f • φ is holomorphic on C σ 1 but may not be represented as a Dirichlet series. One may then wonder under what circumstances is f • φ represented by a Dirichlet series on C σ 1 . Or, to put it in other terms, if F is some space of Dirichlet series converging on C σ 2 , to find conditions on φ so that C φ defines a composition operator acting on F and taking values on some other space of Dirichlet series. The first ones to address this question were Gordon and Hedenmalm in [GH99] , who characterised those φ for which C φ is a well defined (and continuous) operator on H 2 taking values on D (see below for the definition) or on H 2 and studied some of their properties. This study was later extended by Bayart for H p with p = 2 in [Bay02] and Bonet for H ∞ + in [Bon18] . In Section 4 we perform an analogous study for operators C φ defined on H + , giving conditions on φ so that the compostion operator H + → H + is well defined, continuous or bounded. We also study when the composition operator takes values in H ∞ + or H p for some p. Superposition operators S ϕ are defined with a similar idea, but with a different point of view. Given a function ϕ, these are defined as f → ϕ • f . When two spaces of functions are fixed as domain and range, the questions are the same as before: to find conditions on the symbol ϕ so that the operator S ϕ is well defined and continuous. For operators on H ∞ and between H p and H q these questions were addressed in [BCMG + 20]. It was shown there that ϕ defines a superposition operator H ∞ → H ∞ if and only if ϕ is entire, whereas those ϕ's leading to superposition operators between H p → H q correspond exclusively to certain polynomials (where the degree depends on the involved space). In Section 5 we study superposition operators defined on H + . We show that if ϕ defines a superposition operator H + → H + , then it has to be entire. Moreover, H + results a Fréchet algebra and therefore, in particular, every polynomial defines a superposition operator. On the other hand, opposite to the case of H ∞ (or also H ∞ + ), we exhibit entire functions that do not define operators of this type. A very classical operator acting on spaces of differentiable functions is the differentiation operator, f → f ′ . The action of this operator and of its inverse on H ∞ + has been studied in [Bon] . In Section 6 we perform a similar study within this context. Before we proceed let us fix some basic notation that will be used all along this note. We write D for the space of Dirichlet series that converge at some point (and then define a holomorphic function on some half plain). We denote N 0 = N ∪ {0} and N (N) 0 = ∞ n=0 N n 0 × {0} is the set of multi-indices of arbitrary length with non-negative integer entries. Then the notation Z (N) is clear. Given a sequence of complex numbers z = (z n ) n and α = (α 1 , . . . , α N , 0, 0, . . .) ∈ Z (N) we denote z α = N n=1 z α n n . We write D(z, r ) for the disc in the complex plain centred at z and with radius r , and T for ∂D(0, 1). Finally, p = (p j ) j denotes the sequence of prime numbers; sometimes p will denote a particular primer number.
Spaces of translated Dirichlet series
As we already mentioned before, our aim is to consider the spaces of those Dirichlet series whose translations belong to H p . Abscissas are a quite convenient way to formulate this idea. Let us note that the space defined by Bonet in [Bon18] can be reformulated as H ∞ + = {D ∈ D : σ u (D) ≤ 0}. For 1 ≤ p < ∞, we define the H p -abscissa of a Dirichlet series D = a n n −s as σ p (D) = inf σ : a n n σ n −s ∈ H p , and define the space
For each k ∈ N we consider the seminorm a n n −s p,k = a n n 1 k n −s H p .
By [DGMSP19, Proposition 11 .20] we have · p,k ≤ · p,k+1 , and we may endow H p + with the Fréchet topology defined by the family of seminorms · p,k k∈N .
Remark 2.1. If a Dirichlet series a n n −s belongs to H p for some 1 ≤ p < ∞, then the translated series a n n σ n −s belongs to H q for all σ > 0 and every p < q < ∞ (see [Bay02,  Section 3] or [DGMSP19, Theorem 12.9]).
The previous observation implies that σ p (D) = σ q (D) for every 1 ≤ p, q < ∞ and, in particular, all H p + for 1 ≤ p < ∞ are equal as vector spaces. Since the inclusion H q → H p is continuous, the inclusion H q + → H p + between the Fréchet spaces is also continuous. Then an application of the Open Mapping Theorem shows that they are all isomorphic. So, we are dealing with only one Fréchet space (that we will denote H + ) whose topology can be defined by different families of seminorms · p,k k∈N . In the following proposition we show how these seminorms relate with each other. Before we proceed, let us briefly recall some basic facts that we are going to use. First of all, we consider T ∞ , the infinite product of T on which we consider the product of the normalised Lebesgue measures. Given a function f ∈ L 1 (T ∞ ) and α ∈ Z (N) we consider the Fourier coefficient
It is a well known fact (see e.g. [DGMSP19, Chapter 11]) that for every 1 ≤ p ≤ ∞ the Hardy space
Proposition 2.2. For every 1 ≤ p ≤ q < ∞ and k ∈ N there exists C k,p,q > 1 so that a n n −s p,k ≤ a n n −s q,k ≤ C k,p,q a n n −s
for every Dirichlet series in H + .
Proof. The first inequality in (2) is obvious, so it is only left to show that the second inequality holds. 
Following [DPSP19, Theorem 2.5], by doing M a n n −s = a n n − 1 2k n −s we define an operator M :
This gives (2) and completes the proof. On the one hand, we take the series D = a n n −s defined by a n = 1 if n = 2 j for some j ∈ N and a n = 0 otherwise. Note that σ u (D) ≤ σ a (D) = 0, so a n n −s ∈ H ∞ + , but clearly (a n ) n ∈ ℓ 2 and then a n n −s does not belong to H 2 (nor to any H p for 2 ≤ p < ∞). As a matter of fact, (a n ) n does not belong to ℓ r for any 1 ≤ r < ∞; then a straightforward application of the Haussdorff-Young inequalities (see e.g. [CMSP19] ) shows that a n n −s ∈ H p for every 1 < p ≤ 2. The same argument shows that the series b n n −s given by b n = j if n = 2 j for j = 0, 1, 2, . . . and 0 otherwise belongs to H ∞ + but not to H 1 . Summing up,
On the other hand for a fixed 1 2 > ε > 0 the series 1 n 1 2 +ε n −s has abscissa of convergence σ c > 1 2 − ε > 0 and then cannot belong to H ∞ + . However, it clearly belongs to H 2 and, since it can be seen as the ε 2 -translation of the series 1 n 1 2 + ε 2 n −s (that again belongs to H 2 ), it belongs to H p for every 1 ≤ p < ∞. Hence (3)
Our aim now is to prove the following result, parallel to [Bon18, Theorem 2.2].
Theorem 2.5. The space H + is a reflexive Fréchet-Schwartz, non-nuclear algebra and the Dirichlet monomials e n (s) = n −s form an unconditional, non-absolute Schauder basis.
Before we proceed, let us note that for each fixed 1 ≤ p < ∞ and k ∈ N we may consider the following space of Dirichlet series H p k := a n n −s : a n n 1 k n −s ∈ H p , that, with the norm · p,k , is a Banach space. Note that H p k+1 ⊆ H p k , and the inclusion is continuous. By Remark 2.1 (and the comment after it), H + is the projective limit of the spaces H p k . Note that for every p we get the same projective limit, so we have
endowed with the projective limit topology. With this, reflexivity follows immediately [MV97, Proposition 24.15] from the fact that each H 2 k , being isomorphic to a weighted ℓ 2 -space, is reflexive.
Let us recall that a Fréchet space E with a decreasing basis of absolutely convex neighbourhoods of 0, {U n } ∞ n=1 , is Schwartz if for every n ∈ N there exists m > n so that for every ε > 0 there is a finite set F ε ⊆ X such that U m ⊂ F ε + εU n . In our case, it suffices to show that the inclusions id k : In our case, due to the particular structure of the spaces, is particularly easy. Let us note that the mappings H 2 k+1 → H 2 given by a n n −s → a n n 1/(k+1) n −s and H 2 → H 2 k given by a n n −s → a n n 1/k n −s are continuous. Also, the operator H 2 → H 2 defined as a n n −s → a n n 1/(k+1) n 1/k n −s is compact (because it is a diagonal operator between Hilbert spaces with a defining sequence tending to 0). The inclusion H 2 k+1 → H 2 k is the composition of these three mappings and is, therefore compact. This implies that H + is a Schwartz space.
We already have the first statement in Theorem 2.5 (that H + is a reflexive Fréchet-Schwartz space). The rest of the statements are scattered along the paper: the fact that it is an algebra is proved in Proposition 5.3, the monomials are shown to form an unconditional Schauder basis in Lemma 2.6, and that it is not absolute follows from the identification with certain Köthe echelon space (see Remark 2.8). The non-nuclearity is given in Lemma 2.7.
Let us recall that a sequence {e n } n in a locally convex space E is a Schauder basis if for every x ∈ E there is a unique sequence (x n ) n of scalars so that x = ∞ n=1 x n e n . We now move to the proof of the fact that the monomials {n −s } form a Schauder basis of H + . This is already known for the Hardy spaces H p for 1 < p < ∞ [AOS14] and for H ∞ + [Bon18] . In this case we even have that the basis is uncoditional (that is, the series ∞ n=1 x π(n) e π(n) converges for every permutation π of the natural numbers. Proof. Take a n n −s ∈ H + and fix k ∈ N. Given N ∈ N and a permutation π, let us denote F = {π(1), . . . , π(N )}. Then a n n −s − But the sequence |a n | 2 n 2/k n is absolutely summable (since a n n 1/k n −s ∈ H 2 ), hence it converges unconditionally. This gives the conclusion.
Let us recall that a locally convex space E is nuclear if for every seminorm p there exist a seminorm q such that the identity operator I : (E , q) → (E , p) is nuclear. Every nuclear space is Schwartz and has a fundamental system of Hilbert seminorms (see [MV97, Corollary 28.5 and Lemma 28.1]). The space H + shares these two properties (note that the family · 2,k k is a fundamental system of Hilbert seminorms). It comes then naturally to ask whether or not it is nuclear.
Lemma 2.7. The space H + is not nuclear.
Proof. Once we have that the monomials form a Schauder basis, this follows from a straighforward application of the Grothendieck-Pietsch criterion (see e.g. [MV97, Theorem 28.15]).
, for all k ∈ N and all i ∈ I and that for each i ∈ I there exist k ∈ N such that b k (i ) > 0. Given a Köthe matrix and 1 ≤ p < ∞, the corresponding Köthe echelon space is defined as
These are all Fréchet spaces endowed with the topology given by the increasing sequence of seminorms q
for k, n ∈ N a straightforward computation shows that
as Fréchet spaces. Let us recall that a Shauder basis {e n } n of a locally convex space E is absolute if for every continuous seminorm p on E there is a continuous seminorm q on E and C > 0 so that
for every x ∈ E . Let us note that n −s 2,k = 1 n 1/k for every n, k. If the monomials were an absolute basis of H + then, by [ 
Connection with spaces of holomorphic functions
It is a well known and important fact within the theory that Dirichlet series are closely related with holomorphic functions on infinite-dimensional Banach spaces. The space H ∞ is isometrically isomorphic to the the space of bounded holomorphic functions on B c 0 (the open unit ball of c 0 ) and each H p is isometrically isomorphic to a certain Hardy space of holomorphic functions on ℓ 2 ∩ D N (see [QQ13] , [DGMSP19, Chapters 3 and 13] or [BDF + 17] for details). Our aim in this section is to see to what extent can we connect the new spaces with spaces of holomorphic functions. First of all, let us recall that a function f : U → C (where U is an open subset of some normed space X ) is said to he holomorphic if it is Fréchet differentiable at every point of U . We say that X is a Banach sequence space if it is a vector subspace of C I (where I is either a finite set or N) endowed with a complete norm and satisfying that, if x, y ∈ C I are so that x ∈ X and |y i | ≤ |x i | for every i , then y ∈ X and y ≤
x . An open subset R ⊆ X is a complete Reinhardt domain if whenever x ∈ R and y ∈ C I are so that |y i | ≤ |x i | for every i , then y ∈ R. If R is a complete Reinhardt domain, then every holomorphic function f : For N and k we write
To functions of N variables correspond Dirichlet series that depend only on the first N primes. We denote P N = {p α 1 1 · · · p α N N : (α 1 , . . . , α N ) ∈ N N 0 } and consider the space
= a n n −s ∈ H p k : a n = 0 ⇒ n ∈ P N .
and, if a n n −s and g are related to each other, then a n = c α (g ) whenever n = p α .
Proof. Choose some a n n −s ∈ H p,(N) k , then a n n 1/k n −s ∈ H p and depends only on the first N primes. Then (see for example [DGMSP19, page 316]) we can find f ∈ H p (D N ) so that c α ( f ) = a n n 1/k whenever n = p α and f p = a n n 1/k n −s H p = a n n −s
Hence g ∈ H p (p −1/k D N ) and, moreover,
Then, by the uniqueness of the monomial coefficients,
On the other hand, given g ∈ H p (p −1/k D N ) define a n = c α (g ) for n = p α and consider the Dirichlet series a n n −s (note that a n = 0 for every n ∉ P N ). Essentially the same computations as before show that the function f :
n 1/k . This gives a n n −s ∈ H p,(N) k and completes the proof.
In H(D N ), the space of all holomorphic functions on D N we define, for each k and p,
Proposition 3.2.
and, if f and a n n −s are associated to each other,
for every k and 1 ≤ p < ∞.
Proof. Fix some 1 ≤ p < ∞ and take a n n −s ∈ H (N) + . Then, for each k, the Dirichlet series belongs to H p,(N) k and, by Proposition 3.1 we can find g k ∈ H p (p −1/k D N ) so that c α (g k ) = a n for every n = p α . By the uniqueness of the coefficients one easily gets that g k | p −1/ j D N = g j for k ≥ j and, therefore, we may define a holomorphic function f :
a n n −s p,k . On the other hand, the restriction of every holomorphic function f : D N → C clearly belongs to H p (p −1/k D N ) (and the norm equals ρ k,p ( f )). Proposition 3.1 gives that a n n −s (where a n = c α ( f )) belongs to H p,(N) k for every k and, hence to H (N) + .
We already have a description of the spaces of Dirichlet series that depend only on a finite number of primes, and our aim now is to consider arbitrary Dirichlet series. The N -th section of a Dirichlet series is built by taking those terms that involve only the first N primes. To be more precise, the N -th section of a n n −s is defined as n∈P N a n n −s . It is well known [DGMSP19, Corollaries 3.10 and 13.9] that a Dirichlet series belongs to H ∞ or to H p if and only if every N -th section belong to the space and their norms are uniformly bounded. An easy translation argument then yields the following analogue.
Proposition 3.3. Let E be either H ∞ + or H + and · k denote in each case either · ∞,k or · 2,k . Then a n n −s ∈ E if and only if n∈P N a n n −s ∈ E for every N and sup N n∈P N a n n −s k < ∞ for every k.
For each 1 ≤ p < ∞ we define the space H p + (ℓ 2 ∩ D N ) as consisting of those holomorphic functions f :
for every k. Given f ∈ H p + (ℓ 2 ∩D N ) we may consider coefficients a n = c α ( f ) (with n = p α ) and
the Dirichlet series a n n −s . Note that the restriction f N of f to D N is obviously holomorphic and ρ k,p ( f N ) N is bounded by the supremum in (7). Then Propositions 3.2 and 3.3 yield a n n −s ∈ H + and, then,
In order to give a more accurate description of H + in terms of spaces of holomorphic functions we need to introduce some notation. To begin with, we consider the following two weighted sequence spaces
Both are Banach sequence spaces, and the set
Proposition 3.4. Let k ∈ N, then
as Banach spaces.
Proof. Let us begin by taking some f ∈ H 2 (ℓ 2 (p 1/k ) ∩ B ℓ ∞ (p 1/k ) ), defining as usual a n = c α ( f ) for n = p α and considering the Dirichlet series a n n −s . Fix N and define f N as the restriction of f to p −1/k D N , which is holomorphic and satisfies that sup
Hence f N ∈ H 2 (p −1/k D N ) and, by Proposition 3.1, if b n = c α ( f N ) for every n = p α with α ∈ N N 0 , then the Dirichlet series b n n −s belongs to H 2,(N)
0 , this implies that n∈P N a n n −s ∈ H 2,(N) k for every N or, in other words, n∈P N a n n 1/k n −s ∈ H 2,(N) for every N . Moreover, n∈P N a n n 1/k n −s H 2 = n∈P N a n n −s
With this [DGMSP19, Corollary 13.9] gives a n n 1/k n −s ∈ H 2 . Then a n n −s ∈ H 2 k and also a n n −s 2,k ≤ f H 2 (ℓ 2 (p 1/k )∩B ℓ ∞ (p 1/k ) ) . Take now a n n −s ∈ H 2 k and define
Observe that p 2/k n z 2 n n ∈ ℓ 1 ∩B c 0 and therefore the last sum in (8) 
Consider for each N the restriction of f to p −1/k D N and denote it by f N . This belongs to
This immediately yields f ∈ H 2 (ℓ 2 (p 1/k ) ∩ B ℓ ∞ (p 1/k ) ) with f ≤ a n n −s 2,k and completes the proof.
Corollary 3.5.
where in the intersection the topology of the inductive limit is considered.
Composition operators on the space H +
If φ : C θ → C µ and D = a n n −s ∈ D converges on C µ , then one can consider the composition D • φ = a n n −φ(s) . This defines a holomorphic function on C θ . It is then natural to ask under which circumstances this composition is again a Dirichlet series or, if even it belongs to a given class of Dirichlet series. The first ones to address these questions were Gordon and Hedenmalm, who in [GH99] considered the operator D → C φ (D) = D • φ (known as composition operator of symbol φ) and characterised those φs that define continuous composition operators C φ : H 2 → D or C φ : H 2 → H 2 . This was extended by Bayart in [Bay02] to composition operators H p → H p and by Bonet [Bon18] to operators H ∞ + → H ∞ + . We carry on here an analogous study replacing H p and H ∞ + by H + . In this section we analyse those functions φ : C θ → C 1 2 (since every Dirichlet series in H + converges at least on C 1 2 we are led to consider functions taking values in this half-plane) whose associated composition operators are bounded or continuous. We begin by looking at the case H + → D, that goes essentially along the same lines as [GH99, Theorem A]. 
Proof. If C φ is a composition operator, then 2 −φ(s) and 3 −φ(s) are holomorphic and nowherevanishing functions on some half-plane C µ with µ ≥ θ, so with the same proof given in [BCMG + 20, Lemma 2.1] we have that φ is an analytic function on C µ . On the other hand, the fact that H 2 ⊆ H + and [GH99, Theorem A] immediately give that φ : C µ → C 1 2 has to be as in (9). Suppose now that φ(s) = c 0 s + ϕ(s) with c 0 ∈ N ∪ {0} and ϕ ∈ D. Then φ generates a composition operator on H 2 . For each fixed ε > 0 we define φ ε (s) = c 0 s + ϕ(s) − ε, which also defines a composition operator on H 2 . Given a Dirichlet series D = a n n −s in H + we have
We move on now to characterise the continuous composition operators on H + , following the spirit of [GH99, Theorem B].
Theorem 4.2. Let φ be as in (9). Then C φ : H + → H + defines a continuous composition operator if and only if φ has an analytic extension to C + , such that
Before we can give the proof of this result we have some work to do. We begin by fixing some concepts and notations. First of all, a character is a function χ : N → T satisfying χ(nm) = χ(n)χ(m) for every n, m. We write Ξ for the group of all characters that, as a matter of fact, is the dual group of the multiplicative group Q + of positive rationals. With this in mind Ξ is a compact abelian group that has a unique (up to normalisation) Haar measure. In [HLS97] it was shown how Ξ can be identified with T ∞ and the Haar measure corresponds to the product of the normalised Lebesgue measure. Given a Dirichlet series D = a n n −s and a character χ ∈ Ξ we denote D χ = a n χ(n)n −s .
We know from [HLS97, Lemma 2.4] that the functions D χ for χ ∈ Ξ correspond exactly with the vertical limits of D. Clearly, if D belongs to D (or to H + ), then so also does D χ . Now, if φ is defined as in (9), then we write φ χ (s) = c 0 s + ϕ χ , which can no longer be seen as a vertical limit. Our first step is to see, following [GH99, Proposition 4.3] how this action of the characters relates with composition. Let us recall that if φ is as in (9), by [GH99, equation (4.2)], we have
for s ∈ C σ u (ϕ) .
Remark 4.3. If φ is defined as in (9), then [GH99, Proposition 4.2] provides us with a good control of the behaviour of ϕ in half-planes. More precisely, if φ(C θ ) ⊆ C η , then for every ε > 0 there is some δ > 0 so that ϕ(
is a holomorphic mapping as in (9), then for D ∈ H + and χ ∈ Ξ, the following relation holds:
Proof. On the right hand side, by [GH99, Proposition 4.1], we have that φ χ maps the halfplane C θ into C 1 2 . On the other hand, D χ c 0 is in H + , since D ∈ H + and χ c 0 ∈ Ξ (because c 0 ∈ N 0 ). Then (see (3)) it converges absolutely on C 1 2 , and D χ c 0 • φ χ defines a holomorphic function on C θ . On the left hand side, since D = a n n −s ∈ H + , it converges absolutely on C 1 2 (see again (3)). Then
can be rearranged as a Dirichlet series on some C θ for θ big enough. Then, (D • φ) χ is a Dirichlet series that converges absolutely (an then defines a holomorphic function) on C θ . The idea now is to see that these two functions coincide. We distinguish several cases. First of all, if ϕ is constant, then φ = φ χ = c 0 s + c 1 , and For each N let D (N) = N n=1 a n n −s denote the N -th partial sum of D. Fix k with 0 < 1 k < ε, then
and these two series are convergent. This implies that D (N) • φ = N n=1 a n n −φ converges uniformly on C θ ′ to D • φ. Using again (10) we have
Since taking vertical limits is continuous with respect to the uniform convergence, this gives
So, these are two holomorphic functions on C θ that coincide on a smaller half-plane. The identity principle yields the claim.
The proof of the following result follows word by word that of [GH99, Proposition 5.1], so we omit it. We need one more result before we proceed to the proof of Theorem 4.2. We know from [HLS97, Theorem 4.1] that if D ∈ H 2 then for almost every χ ∈ Ξ the vertical limit D χ extends to a holomorphic function in C + . We need the counterpart in H + of this fact.
Proposition 4.6. Let D ∈ H + , then D χ extends to a holomorphic function on C + for almost every χ ∈ Ξ Proof. Take D = a n n −s ∈ H + and observe that, for each fixed k, since D k ∈ H 2 , [HLS97, Theorem 4.1] implies that (D k ) χ has a holomorphic extension (let us call it f k,χ ) to C + . Define the set A k := χ ∈ Ξ : (D k ) χ extends holomorphically to C + and A = k∈N A k (note that Ξ \ A has null measure in Ξ). We fix now χ ∈ A and k ∈ N and observe that, for s ∈ C 1
Define now g k,χ : C 1 k → C by g k,χ (s) = f k,χ s − 1 k , that is clearly holomorphic and satisfies g k,χ (s) = D χ (s) for every s ∈ C 1 2 + 1 k . Note now that, if k < l then g k,χ and g l ,χ coincide on C 1 k , and we can define g χ : C + → C by g χ (s) = g k,χ (s) if s ∈ C 1 k . This is a holomorphic function that extends D χ to C + .
We can finally proceed to the proof of Theorem 4.2. We split it in two parts, showing first necessity and later sufficiency.
Proof of necessity in Theorem 4.2. The proof follows essentially the same lines as the proof of necessity in [GH99, Theorem B], so we only sketch it. Let us assume that φ : C 1 2 → C 1 2 generates a continuous composition operator C φ : H + → H + . Then, by Proposition 4.4, for every D ∈ H + and every χ ∈ Ξ we have
on C 1 2 . If we can find χ ∈ Ξ for which φ χ extends to a holomorphic function on C + satisfying Suppose that c 0 = 1, 2, . . .. Since the χ → χ c 0 preserves measure, the function D χ c 0 extends holomorphically to C + for almost every χ ∈ Ξ. Then there is a set of full measure in Ξ for which D χ , (D • φ) χ and φ χ can be extended analytically to C + and then (12) holds on C + . Take one such χ and, following exactly the same argument as in [GH99, page 323], to see that (13) holds in this case it suffices to find some D ∈ H + for which D χ does not extend analytically to any region larger than C + for almost all χ.
If c 0 = 0 then we can only assure that D χ c 0 = D defines a holomorphic function on C 1 2 . The argument in [GH99, page 324] shows that if we can find a Dirichlet series D ∈ H + that cannot be extended to a half-plane larger than C 1 2 then (13) holds in this case.
The series a n n −s given by a n = 1 n log n if n is prime and 0 otherwise clearly belongs to H + and in [GH99, page 325] it is shown that satisfies the two required conditions.
Suppose φ : C + → C is a holomorphic mapping as in (9) that defines a composition operator C φ : H + → D. Given k ∈ N and δ > 0 we define a function φ k,δ :
This is obviously holomorphic, but even more
where
is a Dirichlet series that converges at least in the same half-plane as ϕ (and that, as ϕ, has a holomorphic extension to C + ). Then, by Theorem 4.1, φ k,δ defines a composition operator C φ k,δ : H + → D. Let us note that, if D = a n n −s ∈ H + , then D • φ ∈ D and, whenever this converges, for k ∈ N we have (recall (1)) D • φ k (s) = D • φ s + 1 k = a n n −φ(s+1/k) = a n n δ n −φ(s+1/k)+δ = D 1/δ • φ k,δ (s) , that is (note that D 1/δ again belongs to H + )
Proof of suffiency in Theorem 4.2. Let us note in first place that if φ is such that for every k there is δ > 0 so that the function in (14) defines a continuous composition operator C φ k,δ : H 2 → H 2 , then we just have to choose m with 0 < 1 m < δ and take (16) into account to get
for every D ∈ H + ; and this shows that C φ : H + → H + is continuous. It is then enough, then to show that if φ satisfies any of the conditions in Theorem 4.2, then for each k we can find δ > 0 so that the operator C φ k,δ : H 2 → H 2 is continuous. We consider different cases. for every D = a n n −s ∈ H + .
Once we have characterised the continuity of the composition operator we move on to look at conditions that give boundedness of the operator. Let us recall that an operator T : E → F between locally convex spaces is said to be bounded if there is a 0-neigbourhood U in E for which T (U ) is bounded (in F ). We start with two simple observations. 
Proof. Let us begin by assuming that c 0 ∈ N and φ(C + ) ⊆ C ε for some ε > 0. Take 0 < 1 m < ε and consider the following neighbourhood of 0 in H + ,
For each k ∈ N we consider the function φ k,1/m defined in (14) and note that, if Re s > 0 we have
In other words, φ k,1/m (C + ) ⊆ C + and, by [GH99, Theorem B], the composition operator C φ k,1/m : H 2 → H 2 is continuous. Having this, if D ∈ U m (note that D m ∈ H 2 and recall (16)), then
and C φ is bounded. The case c 0 = 0 and φ(C + ) ⊆ C 1 2 +ε follows in the same way. Suppose now that φ generates a bounded operator. Then there exists N ∈ N (that we may assume N ≥ 2, since the sequence of seminorms · 2,k is increasing) such that for each k ∈ N there is M k > 0 such that C φ (D) 2,k ≤ M k D 2,N for every D ∈ H + . Fix now some k ∈ N and consider the function φ k,1/N defined in (14). By Theorem 4.1 (check (15)) it defines a composition operator H + → D, and our aim now is to show that in fact C φ k,1/N : H 2 → H 2 is continuous. If P = M n=1 a n n −s is a Dirichlet polynomial, we may consider P −N = M n=1 a n n 1 N n −s . This is again a Dirichlet polynomial, and as in (16) 
This shows that C φ k,1/N defines on the Dirichlet polynomials a continuous operator taking values in H 2 . This operator extends by density to a continuous G k,N : H 2 → H 2 . Our aim now is to see that this operator in fact coincides with C φ k,1/N . Choose some D ∈ H 2 and take a sequence (P M ) M of Dirichlet polynomials converging in H 2 to D. Then We have obtained conditions that ensure that a composition operator C φ is well defined from H + to H + . We finish this section by finding conditions so that the operator takes values in a smaller space, in the spirit of [Bay02, Theorems 12 and 13], where conditions where given so that H p is mapped to H q for 1 ≤ q ≤ ∞.
Our first result in this matter gives sufficient conditions on the composition operator to take values in H p . Its proof is modelled along the same lines as [Bay02, Theorem 12] Theorem 4.9. Let φ(s) = c 0 s + ϕ(s), with c 0 ≥ 1 and ϕ ∈ D be such that φ(C + ) ⊆ C ε for some ε > 0. Then C φ (H + ) ⊆ H p for every 1 ≤ p < ∞.
Proof. Let us consider the function
and note that ψ = (c 1 − ε) + n≥2 c n n −s ∈ D. On the one hand we have φ(C + ) ⊆ C ε . This, by [GH99, Proposition 4.2] (see Remark 4.3), gives ϕ(C 1 2 ) ⊆ C ε+δ , which together with the fact that c 0 ≥ 1, yields φ(C 1 2 ) ⊆ C 1 2 +ε . Then γ(C 1 2 ) ⊆ C 1 2 and γ(C + ) ⊆ C + . By [Bay02, Theorem 11] C γ : H p → H p is a well defined composition operator for every 2 ≤ p < ∞. Fix some 2 ≤ p < ∞. Given D = a n n −s ∈ H + we have D 1 ε ∈ H p and C φ (D) = a n n −φ(s) = a n n ε n −φ(s)+ε = a n n ε n −γ(s) = C γ (D 1
This and the fact that H 2 ⊆ H p ⊆ H 1 for every 1 ≤ p ≤ 2 complete the proof.
We finish by answering the question of when does a composition operator
Theorem 4.10. Let φ : C + → C 1 2 be as in (9). Then
Theorem 13] gives φ(C + ) ⊆ C 1 2 +ε for some ε > 0. Let us conversely suppose that there is ε > 0 so that Re(φ(s)) > 1 2 + ε for all s ∈ C + . Take a Dirichlet series D = a n n −s in H + and s ∈ C + , then
The last term is finite because D ∈ H + (and obviously does not depend on s). Hence C φ (D) ∈ H ∞ and the proof of the first statement is completed. For the second statement let us assume that φ(C + ) ⊆ C 1 2 , and fix ε > 0. From [GH99, Proposition 4.2] we now that we can find δ > 0 so that φ(C ε ) ⊆ C 1 2 +δ . Then, clearly φ(
and observe that ψ = c 0 ε + ϕ 1 ε ∈ D. Clearly Ψ(C + ) = φ(C ε ) ⊆ C 1 2 +δ and, therefore the composition operator
Being the latter finite (because C Ψ (D) ∈ H ∞ ) and ε > 0 arbitrary this yields C φ (D) ∈ H ∞ + . Necessity follows just by hypothesis.
Superposition operators
If ϕ : C → C is some function and f belongs to some space of functions (say E ) defined on a subset of C we may consider S ϕ ( f ) = ϕ • f . In this way we define an operator S ϕ (called superposition operator) on E . We draw now our attention to the existence of superposition operators between spaces of Dirichlet series. This was first considered in [BCMG + 20], where it is shown that a function ϕ defines a superposition operator S ϕ : H ∞ → H ∞ if and only if ϕ is entire, and S ϕ : H p → H q is well defined if and only if ϕ is a polynomial degree less or equal to ⌊ p q ⌋. In this section we carry on with this study, considering operators defined on H ∞ + or H + . We show that S ϕ : H ∞ + → H ∞ + is well defined if and only if ϕ is entire (as in the case of H ∞ ). The case of H + is different. We give examples of entire functions ϕ that are not polynomials but that define superposition operators S ϕ : H + → H + , but that there are entire functions that do not define superposition operators. We begin with a technical lemma.
Proof. Fix some R > 0, then the function s → ϕ R 2 s defines a holomorphic function on C σ . Then, taking two different branches of the complex logarithm we have that ϕ is holomorphic on D(0, R/2 σ ) \ {0}. Since R > 0 was arbitrary, we have that ϕ is holomorphic on C \ {0}. Now, the Dirichlet series defined on C σ by s → ϕ 1 2 s is bounded on some half plane C θ and, then,
Hence 0 is an isolated singularity of a bounded function in D(0, 1 2 θ ). This gives that ϕ is holomorphic also at 0 and completes the proof. |ϕ(D k (s))| , and this supremum is finite because D k ∈ H ∞ and the superposition operator is well defined from H ∞ to H ∞ (because ϕ is entire). Since this holds fore very k we conclude that ϕ • D ∈ H ∞ + .
So the behaviour of superposition operators on H ∞ and on H ∞ + is essentially the same. This is not the case when we look at superposition operators defined on H + . In this case, every polynomial (of any degree) defines a superposition operator. The reason for this is that (unlike for H p ), the space H + is an algebra.
Proposition 5.3. The space H + is a Fréchet algebra.
Proof. Fix m and take two Dirichlet polynomials P and Q. Then PQ is again a Dirichlet polynomial and (recall (2))
Take now two Dirichlet series D 1 , D 2 ∈ H + and choose sequences of Dirichlet polynomials (P j ) j and (Q j ) j converging to D 1 and D 2 , respectively. Our first step is to show that (P j Q j ) j is a Cauchy sequence. Note that for each k we may find M k so that P j 2,k ≤ M k and Q j 2,k ≤ M k . With this at hand we immediately have, for each m
Hence (P j Q j ) j is a Cauchy sequence and then converges to some D ∈ H + . Given s ∈ C 1
and this shows that D 1 D 2 ∈ H + , and a standard argument shows that
Corollary 5.4. If ϕ : C → C is a polynomial, then the superposition operator S ϕ : H + → H + is well defined.
We address now the question of whether or not there are entire functions other than polynomials that define a superposition operator on H + . We see that this is indeed the case, but there are entire functions that do not define superposition operators.
Theorem 5.5. There are entire functions that are not polynomials that define a superposition operator on H + , but not every entire function does so.
There are two questions here to be answered. We deal with each one of them separately.
The key point for the first question (on the existence of functions defining superposition operators that are not polynomials) is to have a good control of the seminorms of the powers of a given Dirichlet series. Let us recall that π(x) = p≤x p prime 1 counts the number of primes ≤ x. By the prime number theorem lim x→∞ π(x)
Lemma 5.6. Given m ∈ N there exist C m , b m > 1 so that
for every D ∈ H + and every k ∈ N.
Proof. Let m, k ∈ N and choose j k,m to be the smallest natural number so that p −1 4m j k,m ≤ 2 k (recall that p j k,m is the j k,m -th prime number), that is j k,m = π k 2 2m + 1. Then, for every Dirichlet polynomial P we have (recall (2))
Take now D ∈ H + and choose a sequence of Dirichlet polynomials (P i ) i converging to D.
Then, for each fixed k, the sequence (P k i ) i converges to D k (check again the proof of Proposition 5.3) and, then,
for every m. As a straightforward consequence of (18) we can find A m > 1 so that π k , so they must be the same Dirichlet series. The closed-graph theorem gives that not only is C D well defined, but also continuous.
In order to find the series that is not of composition we provide now a necessary and sufficient condition for a Dirichlet series to be so. 
for every k ∈ N.
Proof. Suppose D is of composition in H + then the operator C D : H(C) → H + is continuous. Given m ∈ N, there is a constant A > 0 and j ∈ N so that C D (ϕ) 2,m ≤ A sup |z|≤j |ϕ(z)|. Taking
for every m ∈ N. Then the series converges and the operator given by C D (ϕ) = ∞ k=0 a k D k is well defined.
With this we can give an example of a Dirichlet series in H + that is not of composition. This, as we already pointed out before, implies that there are entire functions that do not define superposition operators, answering the second question in Theorem 5.5. We are going to use the first Chebishev function ϑ(x) = This is equivalent to the prime number theorem, and an accurate estimate can be fount at [RS62] ).
Example 5.9. Let us consider D = ∞ n=1 1 n n −s , that obviously belongs to H + , and let us see that it is not a composition Dirichlet series. Observe first that D(s) = ζ(s + 1 2 ) for every s ∈ C 1 2 (being ζ the Riemann's zeta function) and that, then,
where the d k (n)s are the coefficients of ζ k , that is d k (n) = n 1 ···n k =n 1. Fix m ∈ N, define σ = 1 2m and consider 0 < δ < 1 such that ω = 2(1−δ) 1+δ − (1 + σ)(1 + δ) > 0 (note that such a δ exists because the previous expression is positive for δ = 0). By (18) and (20) we can choose x 0 so that
for every x ≥ x 0 . Pick now k 0 ∈ N so that k 0 ≥ x 0 and, for each k ≥ k 0 define x k = k 1+δ and n k = p≤x k p = e ϑ(x k ) . Observe that in this case d k (n k ) = k π(x k ) . Then, taking (21) into account we get
> e k δ ω 2 .
Proposition 5.8 gives that D cannot be a composition Dirichlet series in H + .
Let us recall that Example 5.7 showed us that the entire function ϕ(s) = ∞ k=0 1/e k k z k (whose coefficients go to 0 rather fast) defines a superposition operator on H + . But, as we have just seen, Example 5.9 tells us that there are entire functions that do not define superposition operators. We wonder now if there is some condition on the decay of the coefficients of the entire function ϕ that allow us to decide whether or not it defines a superposition operator. Our last result gives a partial answer in this direction. Let us note that if S ϕ is of superposition then S ϕ (ζ(s + 1 2 )) ∈ H + , in particular ϕ ζ(s + 1 2 + ε) ∈ H 2 for all ε > 0. Rearranging terms we have What we are going to do now is to show that there are functions for which this does not hold.
Proposition 5.10. For every 0 < C < 2 there exists some ε > 0 so that the series 
For a given δ > 0, this last exponent is bounded below by
as long as (21) holds.
Let us choose C ′ such that C < C ′ < 2, x k := k C ′ and δ, ε > 0 small enough to that
which tends to +∞ with k.
The same argument shows that if ϕ(z) = ∞ k=0 a k z k is such that there exist m > 0 with a k e k C > m for large enough k and 1 < C < 2, then it cannot define a superposition operator. In particular, the exponential function exp(z) = z k /k! does not define a superposition operator, since log(k!) = k log k + O(k).
Differentiation and integration operators
We finish this note by looking at the classical differentiation operator (that brings a holomorphic function to its derivative) and at its inverse, the integration operator. These two operators, defined on the space H ∞ + have been studied in [Bon] . The situation in H + is quite close and the arguments are rather similar, so we sketch them, only pointing out the steps on which they are different.
As we have already explained a Dirichlet series D = a n n −s defines a holomorphic function on C σ c (D) . Then its derivative is again a Dirichlet series obtained simply by differentiating term by term, that is D ′ (s) = − ∞ n=2 a n log(n)n −s , and has the same abscissa of convergence as D (see e.g. [Apo76, Theorem 11.12]). We can then consider the differentiation operator D : D → D defined as D(D) = D ′ . Proposition 6.1. The differentiation operator D : H + → H + is continuous and satisfies D(H + ) = H +,0 := a n n −s ∈ H + : a 1 = 0 .
Proof. Let D = a n n −s ∈ H + , fix k ∈ N and set C = sup n log n n 1/(2k) . Then A simple computation shows that, for each fixed N , the coefficient operator a n n −s → a N is continuous on H + . Then the space H +,0 that we have just defined is closed.
We are also interested in the inverse operator J defined for Dirichlet series a n n −s for which a 1 = 0 as follows J ∞ n=2 a n n −s = − ∞ n=2 a n log(n) n −s . Suppose that D and E are two Dirichlet series with σ a (D), σ a (E ) < ∞. By [Apo76, Theorems 11.12 and 11.10] D ′ has also finite abscissa of absolute convergence and the product D ′ E = c n n −s again converges absolutely at some half-plane. Note also that c 1 = 0, and then we may consider J(D ′ E ). In this way, fixing D we define a Volterra-type operator V D : D → D given by V D (E ) = J(D ′ E ). The action of such operators on Hardy spaces was thoroughly studied in [BPS19] , where deep results were given. Later, in [Bon, Corollary 2.4], it was shown that the situation in H ∞ + is much easier to handle. Exactly the same arguments as there show that this is also the case in H + , and V D : H + → H + is well defined (and continuous) if and only if D ∈ H + . We finish this note by looking at the spectrum of the differentiation and integration operators, in the same spirit as [Bon, Theorem 2.6]. Let us recall that the resolvent of a linear operator T : X → X (where X is some Fréchet space) is defined as the set ρ(T, X ) consisting of those λ ∈ C for which (λI −T ) is bijective and its inverse is continuous. Then the spectrum of T is σ(T, X ) = C \ ρ(T, X ). Proposition 6.2. We have the following characterization of the spectrums: 1. σ(D, H +,0 ) = {− logn : n ∈ N, n ≥ 2}.
Considered as an operator
2. σ(D, H + ) = {0} ∪ {− log n : n ∈ N, n ≥ 2}.
3. σ(J, H +,0 ) = {− 1 log n : n ∈ N, n ≥ 2}.
Proof. Take some 0 = λ ∈ C so that λ = − logn for every natural number n ≥ 2 and let us see that λ ∈ ρ(D, H +,0 ). Note first that, for n≥2 a n n −s ∈ H +,0 we have (λI − D) n≥2 a n n −s = n≥2 (λ + log n)a n n −s .
Choosing µ > 0 so that |λ| > µ and | log n + λ| > µ for every natural n ≥ 2 we have n≥2 a n λ+log n n −s 2,k = ∞ n=2 |a n | 2 | log n + λ| 2 1 n 2/k 1 2 < 1 µ ∞ n=2 |a n | 2 n 2/k 1 2 = n≥2 a n n −s 2,k
for every k. This shows that n≥2 a n λ+log n n −s ∈ H +,0 and, then (λI − D) : H +,0 → H +,0 is surjective. Also (24) shows that the inverse (λI − D) −1 is continuous, giving our claim. The rest of the proof follows exactly as that of [Bon, Theorem 2.6].
