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Abstract
We consider a linear Hamiltonian system consisting of a classical particle and a scalar
field describing by the wave or Klein-Gordon equations with variable coefficients. The
initial data of the system are supposed to be a random function which has some mixing
properties. We study the distribution µt of the random solution at time moments t ∈ R.
The main result is the convergence of µt to a Gaussian probability measure as t → ∞.
The mixing properties of the limit measures are studied. The application to the case of
Gibbs initial measures is given.
Key words and phrases: a wave field coupled to a particle; Cauchy problem; random
initial data; mixing condition; Volterra integro-differential equation; compactness of mea-
sures; characteristic functional; convergence to statistical equilibrium; Gibbs measures
AMS Subject Classification: 35L15, 60Fxx, 60Gxx, 82Bxx
1Electronic mail: tdudnikov@mail.ru
1 Introduction
The paper concerns problems of long-time convergence to an equilibrium distribution for a
coupled system consisting of a field and a particle. For one-dimensional chains of harmonic
oscillators, the results have been established by Spohn and Lebowitz in [36], and by Boldrighini
et al. in [2]. Ergodic properties of one-dimensional chains of anharmonic oscillators coupled
to heat baths were studied by Jaksˇic´, Pillet and others (see, e.g., [23, 14]). In [6, 7, 8, 10],
we studied the convergence to equilibrium for the systems described by partial differential
equations. Later on, similar results were obtained in [9] for d-dimensional harmonic crystals
with d ≥ 1, and in [11] for a scalar field coupled to a harmonic crystal.
Here we treat the linear Hamiltonian system consisting of the scalar wave or Klein–Gordon
field ϕ(x), x ∈ Rd, coupled to a classical particle with position in q ∈ Rd, d ≥ 3. The
Hamiltonian functional of the coupled system reads
H(ϕ, π, q, p) = HA(q, p) +HB(ϕ, π) + q · 〈∇ϕ, ρ〉. (1.1)
Here ”·” stands for the standard Euclidean scalar product in Rd, 〈·, ·〉 denotes the inner product
in the real Hilbert space L2(Rd) (or its extensions), HA is the Hamiltonian of the particle,
HA(q, p) =
1
2
(
|p|2 + ω2|q|2
)
, with some ω > 0,
and HB denotes the Hamiltonian for the wave or Klein-Gordon field. We suppose that
HB(ϕ, π) =
1
2
∫
Rd
( d∑
i,j=1
aij(x)∇iϕ(x)∇jϕ(x) + a0(x)|ϕ(x)|
2 + |π(x)|2
)
dx
in the case of the wave field (WF), and
HB(ϕ, π) =
1
2
∫
Rd
( d∑
j=1
|(∇j − iAj(x))ϕ(x)|
2 +m2|ϕ(x)|2 + |π(x)|2
)
dx, with some m > 0,
in the case of the Klein-Gordon field (KGF). We impose the conditions A1–A5 below on the
coefficients aij(x), a0(x) and Aj(x). In particular, the functions aij(x) − δij, a0(x) and Aj(x)
vanish outside a bounded domain.
We assume that the initial data Y0 := (ϕ0, π0, q0, p0) are a random element of a real func-
tional space E consisting of states with finite local energy, see Definition 2.1 below. The
distribution of Y0 is a probability measure µ0 of mean zero satisfying conditions S1–S3 below.
In particular, we assume that the initial measure µ0 satisfies a mixing condition. Roughly
speaking, it means that
Y0(x) and Y0(y) are asymptotically independent as |x− y| → ∞.
We study the distributions µt, t ∈ R, of the random solution Yt := (ϕt, πt, qt, pt) at time
moments t ∈ R. Our main objective is to prove the weak convergence of the measures µt to
an equilibrium measure µ∞,
µt ⇁ µ∞ as t→∞, (1.2)
where the limit measure µ∞ is a Gaussian measure on E . We derive the explicit formulas for
the limiting correlation functions of µ∞. The similar convergence holds for t → −∞ because
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our system is time-reversible. We prove that the dynamic group is mixing (and, in particular,
ergodic) with respect to the limit measures µ∞. Moreover, we extend results to the case of
non translation-invariant initial measures µ0 and give an application to the case of the Gibbs
initial measures.
Let us outline the strategy of the proof. When the field variables (ϕt, πt) are eliminated
from the equations of the coupled system, the particle evolves according to a linear Volterra
integro-differential equation of a form (see Eqn (3.2) below)
q¨t = −ω
2qt +
t∫
0
D(t− s)qs ds+ F (t), t ∈ R, (1.3)
where D(t) is a matrix-valued function depending on the coupled function ρ, F (t) is a vector-
valued function depending on the initial field data (ϕ0, π0). Therefore, our first objective is to
study the long-time behavior of the solutions to Eqn (1.3). We prove that for the solutions qt
of Eqn (1.3) with F (t) ≡ 0, the following bound holds
|qt|+ |q˙t| ≤ CεF (t), (1.4)
where εF (t) = e
−δ|t| with some δ > 0 for the WF, and εF (t) = (1 + |t|)−3/2 for the KGF (see
Theorem 3.1 below).
The deterministic dynamics of the equations with delay has been extensively studied by
many authors under some restrictions on the kernel D(t): Myshkis [31], Grossman and Mil-
let [17], Driver [4] and others. For details on the first results and problems in the theory of
equations with delay, we refer to the survey paper by Corduneanu and Lakshmikantham [3]. For
further development of the theory, see the monograph by Gripenberg, Londen and Staffans [16].
The stability properties for Volterra integro-differential equations can be found in the papers
by Murakami [30], Hara [18], and Kordonis and Philos [26].
The linear stochastic Volterra equations of convolution type have been treated also by
many authors, see, e.g., Appleby and Freeman [1], the survey article by Karczewska [24] and
the references therein.
Note that in the literature frequently the asymptotic behavior of the solutions of Eqn (1.3)
is studied assuming that F (t) is a Gaussian with noise or (and) that the kernel D(t) has the
exponential decay or is of one sign. However, in our case, F (t) is not Gaussian white-noise, in
general. Moreover, in the case of the KGF, the decay of D(t) is like (1 + |t|)−3/2.
In recent years the nonlinear generalized Langevin equation, i.e., the equation of a form (cf.
Eqn (A.20) below)
q¨t = −∇V (qt)−
t∫
0
Γ(t− s)q˙s ds+ F (t), t ∈ R, (1.5)
with a stationary Gaussian process F (t) and with a smooth (confining or periodic) potential
V (q), has been investigated also extensively, see, e.g., [22, 32, 35, 41]. In particular, the
ergodic properties of (1.5) were studied by Jaksˇic´ and Pillet in [22], the qualitative properties
of solutions to Eqn (1.5) were established by Ottobre and Pavliotis in [32]. Rey-Bellet and
Thomas [33] have investigated a model consisting of a chain of non-linear oscillators coupled to
two heat reservoirs. The nonlinear stochastic integro-differential equations were studied also
in Mao’ works (see, e.g., [27, 28]).
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In this paper, we study a linear ”field-particle” model. However, we do not assume that
the initial distribution of the system is a Gibbs measure or absolutely continuous with respect
to a Gibbs measure. Therefore, in particular, the force F (t) in Eqn (1.3) is non-Gaussian, in
general.
The key step in our proof is the derivation of the asymptotic behavior for the solutions Yt
of the coupled field-particle system. Using bound (1.4), we prove the following asymptotics in
mean (see Corollary 5.2 below):
〈Yt, Z〉 ∼ 〈Wt(ϕ0, π0),Π(Z)〉, t→∞, (1.6)
where Wt is a solving operator to the Cauchy problem for the wave or Klein-Gordon equations
(2.13), (ϕ0, π0) is a initial state of the field, and the function Π(Z) is defined in (2.24). This
asymptotics allows us to apply the results from [8, 10], where the weak convergence of the
statistical solutions has been proved for wave and Klein–Gordon equations with variable coef-
ficients. We divide the proof of (1.2) into two steps: we first establish the weak compactness
of the measures family {µt, t ∈ R} (see Section 4), and then we prove the convergence of the
characteristic functionals of the measures µt (Section 6).
In conclusion, note that convergence (1.2) remains true for a linear Hamiltonian system
consisting of N wave fields coupled to a single particle. In this case, the Hamiltonian is
N∑
k=1
HB(ϕk, πk) +HA(q, p) + q ·
N∑
k=1
〈∇ϕk, ρk〉.
The paper is organized as follows. In Section 2 we describe the model, impose the conditions
on the coupled function ρ and on the initial measures µ0 and state the main results. The
limit behavior for solutions of Eqn (1.3) is studied in Section 3. In Section 4 we prove the
compactness of the measures family {µt, t ∈ R}. The asymptotics (1.6) is proved in Section 5.
In Section 6 we establish the convergence of characteristic functionals of µt to a limit and
complete the proof of the main result. In Section 7 we study the mixing properties of the
dynamics with respect to the limit measures µ∞. In Section 8 we extend the results to the case
of non translation–invariant initial measures. Appendix A concerns the case of Gibbs initial
measures. The existence of the solutions of the coupled system is proved in Appendix B.
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2 Main Results
2.1 Model
After taking formally variational derivatives in (1.1), the coupled dynamics becomes
ϕ˙t(x) = πt(x), π˙t(x) = LB ϕt(x) + qt · ∇ρ(x), x ∈ Rd, t ∈ R,
q˙t = pt, p˙t = −ω2qt +
∫
Rd
∇ρ(x)ϕt(x) dx.
∣∣∣∣∣∣∣∣∣
(2.1)
Here LB is a differential operator of one of two types:
LB =


LW :=
d∑
i,j=1
∇i (aij(x)∇j)− a0(x),
LKG :=
d∑
j=1
(∇j − iAj(x))
2 −m2,
(2.2)
where ∇i = ∂/∂xi, i = 1, . . . , d; d ≥ 3, and d is odd in the case when LB = LW . For simplicity
of exposition, we consider the case d = 3 only.
We study the Cauchy problem for the system (2.1) with initial data
ϕt(x)|t=0 = ϕ0(x), πt(x)|t=0 = π0(x), x ∈ R
3, qt|t=0 = q0, pt|t=0 = p0. (2.3)
Write φt = (ϕt(·), πt(·)), ξt = (qt, pt), Yt = (φt, ξt). Then the system (2.1)–(2.3) becomes
Y˙t = L(Yt), t ∈ R; Yt|t=0 = Y0. (2.4)
We assume that the coefficients of LB satisfy the following conditions A1–A5.
A1. aij(x), a0(x), Aj(x) are real C
∞-functions.
A2. aij(x) = δij , a0(x) = 0, Aj(x) = 0 for |x| > Ra, where Ra <∞. Then
LBϕt(x) = (∆−m
2)ϕt(x) for |x| > Ra.
Here m > 0 in the case of the Klein-Gordon field (KGF), i.e., LB = LKG, and m = 0 in the
case of the wave field (WF), i.e., LB = LW .
In the WF case, we impose the next conditions A3 and A4.
A3. a0(x) ≥ 0, and the hyperbolicity condition holds: there exists a constant α > 0 such that
3∑
i,j=1
aij(x)kikj ≥ α |k|
2, x, k ∈ R3. (2.5)
A4. A non-trapping condition [39]: for (x(0), k(0)) ∈ R3 × R3 with k(0) 6= 0,
|x(t)| → ∞ as t→∞, (2.6)
where (x(t), k(t)) is a solution to the Hamiltonian system
x˙(t) = ∇kh(x(t), k(t)), k˙(t) = −∇xh(x(t), k(t)), with h(x, k) =
1
2
3∑
i,j=1
aij(x)kikj.
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Example. In the WF case, A1–A4 hold for the acoustic equation with constant coefficients
ϕ¨t(x) = ∆ϕt(x), x ∈ R
3.
For instance, A4 follows because k˙(t) ≡ 0⇒ x(t) ≡ k(0)t+ x(0).
Write Ma = max
x∈R3
max
i,j
{|aij(x)− δij|, |a0(x)|}, or Ma = max
x∈R3
max
j
|Aj(x)|.
A5. Ma is sufficiently small (we will specify this condition in the proof of Lemma 3.3).
Now we formulate the conditions R1–R3 on ρ(x) and ω > 0.
R1. In the case of the WF, we assume that ‖ρ‖2L2 < αω
2 with α from condition (2.5). In the
KGF case, ‖∇ρ‖2L2 < m
2 ω2.
R2. The function ρ(x) is a real-valued smooth function, ρ(−x) = ρ(x), ρ(x) = 0 for |x| ≥ Rρ.
R3. For any k ∈ R3 \ {0}, ρˆ(k) =
∫
eik·xρ(x) dx 6= 0.
Remark. Condition R1 implies that the Hamiltonian H(φt, ξt) is nonnegative for finite energy
solutions (see Appendix B). In the case of the constant coefficients, i.e. LB = ∆−m2, condition
R1 can be weakened as follows.
R1’. The matrix ω2I −Km is positive definite, where Km = (Km,ij)3i,j=1 stands for the 3 × 3
matrix with matrix elements Km,ij ,
Km,ij := (2π)
−3
∫
R3
kikj|ρˆ(k)|2
k2 +m2
dk, m ≥ 0. (2.7)
However, to prove the main result in the case of the KGF, we need a stronger condition than
R1’. Namely, the matrix (ω2 −m2)I −Km is positive definite. This condition is fulfilled, in
particular, if ‖∇ρ‖2L2 < m
2(ω2 −m2).
2.2 Phase space for the coupled system
We introduce a phase space E .
Definition 2.1 (i) Choose a function ζ(x) ∈ C∞0 (R
3) with ζ(0) 6= 0. Denote by Hsloc(R
3),
s ∈ R, the local Sobolev spaces, i.e., the Fre´chet spaces of distributions ϕ ∈ D′(R3) with the
finite seminorms ‖ϕ‖s,R := ‖Λs (ζ(x/R)ϕ) ‖L2(R3), where Λ
s stands for the pseudodifferential
operator with the symbol 〈k〉s, i.e.,
Λsψ := F−1k→x(〈k〉
sψˆ(k)), 〈k〉 :=
√
|k|2 + 1,
and ψˆ is the Fourier transform of the tempered distribution ψ.
(ii) H ≡ H1loc(R
3) ⊕ H0loc(R
3) is the Fre´chet space of pairs φ ≡ (ϕ(x), π(x)) with real valued
functions ϕ(x) and π(x), which is endowed with the local energy seminorms
‖φ‖2R =
∫
|x|<R
(|ϕ(x)|2 + |∇ϕ(x)|2 + |π(x)|2)dx <∞, R > 0.
In the case of the KGF, we assume that ϕ(x) and π(x) are complex valued functions.
(iii) E ≡ H ⊕ R3 ⊕ R3 is the Fre´chet space of vectors Y ≡ (φ(x), q, p) with the local energy
seminorms
‖Y ‖2E,R = ‖φ‖
2
R + |q|
2 + |p|2, R > 0. (2.8)
(iv) For s ∈ R, write Hs ≡ H1+sloc (R
3) ⊕ Hsloc(R
3) and Es ≡ Hs ⊕ R3 ⊕ R3. In particular,
H ≡ H0, E ≡ E0.
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Using the standard technique of pseudodifferential operators and Sobolev’s Theorem (see,
e.g., [19]), one can prove that E0 ≡ E ⊂ E−ε for every ε > 0, and the embedding is compact.
Proposition 2.2 Let conditions A1–A3, R1 and R2 hold. Then
(i) for every Y0 ∈ E , the Cauchy problem (2.4) has a unique solution Yt ∈ C(R, E).
(ii) For any t ∈ R, the operator St : Y0 7→ Yt is continuous on E . Moreover, for any T > 0
and R > max{Rρ, Ra},
sup
|t|≤T
‖StY0‖E,R ≤ C(T )‖Y0‖E,R+T .
This proposition can be proved using a similar technique as in [25, Lemma 6.3] and [12,
Proposition 2.3], and the proof is based on Lemma 2.3 below (cf. [12, Lemma 3.1]). Introduce
a Hilbert space H1F (R
3) as follows. For the KGF, H1F (R
3) is the Sobolev space H1(R3). In the
case of the WF, H1F (R
3) stands for the completion of real space C∞0 (R
3) with norm ‖∇ϕ‖L2.
Denote by E the Hilbert space H1F (R
3)⊕ L2(R3)⊕ R3 ⊕ R3 with finite norm
‖Y ‖2E =
∫
R3
(
|∇ϕ(x)|2 +m2|ϕ(x)|2 + |π(x)|2
)
dx+ |q|2 + |p|2 for Y = (ϕ(x), π(x), q, p),
where m > 0 for the KGF case, and m = 0 for the WF case.
Lemma 2.3 Let conditions A1–A3, R1 and R2 be valid. Then the following assertions hold.
(i) For every Y0 ∈ E, the Cauchy problem (2.4) has a unique solution Yt ∈ C(R, E).
(ii) For Y0 ∈ E, the energy is conserved, finite and nonnegative, H(Yt) = H(Y0) ≥ 0, t ∈ R.
(iii) For every t ∈ R, the operator St : Y0 7→ Yt is continuous on E. Moreover,
‖Yt‖E ≤ C‖Y0‖E for t ∈ R. (2.9)
We outline the proof of Lemma 2.3 and Proposition 2.2 in Appendix B.
2.3 Conditions on the initial measure
Let (Ω,Σ, P ) be a probability space with expectation E and B(E) denote the Borel σ-algebra
in E . We assume that Y0 = Y0(ω, x) in (2.4) is a measurable random function with values in
(E , B(E)). In other words, (ω, x) 7→ Y0(ω, x) is a measurable map Ω×R
3 → R8 with respect to
the (completed) σ-algebra Σ×B(R3) and B(R8). Then Yt = StY0 is also a measurable random
function with values in (E ,B(E)), by Proposition 2.2. Denote by µ0(dY0) the Borel probability
measure in E giving the distribution of Y0. Without loss of generality, we may assume that
(Ω,Σ, P ) = (E ,B(E), µ0) and Y0(ω, x) = ω(x) for µ0(dω)× dx-almost all (ω, x) ∈ E × R3.
Set D = D0 ⊕ R3 ⊕ R3, D0 := [C∞0 (R
3)]2, and
〈Y, Z〉 := 〈φ, f〉+ q · u+ p · v for Y = (φ, q, p) ∈ E and Z = (f, u, v) ∈ D.
For a probability measure µ on E , denote by µˆ the characteristic functional (the Fourier trans-
form)
µˆ(Z) ≡
∫
exp(i〈Y, Z〉)µ(dY ), Z ∈ D.
A measure µ is called Gaussian (with zero expectation) if its characteristic functional is of
the form µˆ(Z) = exp{−(1/2)Q(Z,Z)}, Z ∈ D, where Q is a real nonnegative quadratic form
on D. A measure µ is called translation-invariant if µ(ThB) = µ(B) for any B ∈ B(E) and
h ∈ R3, where ThY (x) = Y (x− h).
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We assume that the initial measure µ0 has the following properties S0–S3.
S0 µ0 has zero expectation value, EY0(x) ≡
∫
Y0(x)µ0(dY0) = 0 for x ∈ R3.
S1 µ0 has finite mean energy density, i.e., E(|q0|2 + |p0|2) <∞, and
E
(
|ϕ0(x)|
2 + |∇ϕ0(x)|
2 + |π0(x)|
2
)
≤ e0 <∞. (2.10)
Write µB0 := Pµ0, where P : (φ0, q0, p0) ∈ E → φ0 ∈ H. Now we impose conditions S2
and S3 on the measure µB0 . For simplicity of exposition, we assume that µ
B
0 has translation-
invariant correlation matrices (the case of non translation-invariant measures µB0 is considered
in Section 8).
S2 The correlation functions of the measure µB0 ,
Qij0 (x, y) :=
∫
φi0(x)φ
j
0(y)µ
B
0 (dφ0), x, y ∈ R
3, φ0 = (φ
0
0, φ
1
0) ≡ (ϕ0, π0),
are translation-invariant, i.e., Qij0 (x, y) = q
ij
0 (x− y), i, j = 0, 1.
Now we formulate the mixing condition for the measure µB0 .
Let O(r) be the set of all pairs of open convex subsets A,B ⊂ R3 at distance d(A, B) ≥ r,
and let σ(A) be the σ-algebra in H generated by the linear functionals φ 7→ 〈φ, f〉, where
f ∈ [C∞0 (R
3)]2 with supp f ⊂ A. Define the Ibragimov mixing coefficient of a probability
measure µB0 on H by the rule (cf [20, Def. 17.2.2])
ϕ(r) ≡ sup
(A,B)∈O(r)
sup
A ∈ σ(A), B ∈ σ(B)
µB0 (B) > 0
|µB0 (A ∩ B)− µ
B
0 (A)µ
B
0 (B)|
µB0 (B)
. (2.11)
Definition 2.4 We say that the measure µB0 satisfies the strong uniform Ibragimov mixing
condition if ϕ(r)→ 0 as r →∞.
S3 The measure µB0 satisfies the strong uniform Ibragimov mixing condition, and
+∞∫
0
rdF ϕ1/2(r)dr <∞, (2.12)
where dF = d− 1 for the KGF, and dF = d− 2 for the WF, d is dimension of the space.
Remark 2.5 (i) The examples of the measures µB0 with zero mean satisfying conditions (2.10),
S2 and S3 are given in [6, Section 2.6].
(ii) Instead of the strong uniform Ibragimov mixing condition, it suffices to assume the
uniform Rosenblatt mixing condition [34] together with a higher degree (> 2) in the bound
(2.10), i.e., to assume that there exists a δ, δ > 0, such that
E
(
|ϕ0(x)|
2+δ + |∇ϕ0(x)|
2+δ + |π0(x)|
2+δ
)
<∞.
In this case, the condition (2.12) needs the following modification:
∫ +∞
0
rdF αp(r)dr < ∞,
where p = min(δ/(2 + δ), 1/2), α(r) is the Rosenblatt mixing coefficient defined as in (2.11)
but without µB0 (B) in the denominator.
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2.4 Convergence to equilibrium for Klein-Gordon equations
We first consider the Cauchy problem for the wave (or Klein–Gordon) equation,{
ϕ¨t(x) = LBϕt(x), t ∈ R, x ∈ R3,
ϕt(x)|t=0 = ϕ0(x), ϕ˙t(x)|t=0 = π0(x).
(2.13)
Lemma 2.6 follows from [29, Thms V.3.1, V.3.2] as the speed of propagation for Eqn (2.13)
is finite.
Lemma 2.6 Let conditions A1–A4 hold. Then (i) for any φ0 = (ϕ0, π0) ∈ H, there exists a
unique solution φt = (ϕt(x), ϕ˙t(x)) ∈ C(R,H) to the Cauchy problem (2.13).
(ii) For any t ∈ R, the operator Wt : φ0 7→ φt is continuous on H, and for any T > 0, R > Ra,
sup
|t|≤T
‖Wtφ0‖R ≤ C(T )‖φ0‖R+T .
Let Em(x) be the fundamental solution of the operator −∆+m2, i.e., (−∆+m2)Em(x) =
δ(x). Since d = 3, Em(x) = e−m|x|/(4π|x|). For almost all x, y ∈ R3, introduce the matrix-
valued function QB∞(x, y) = q
B
∞(x− y), where
qB∞ =
1
2
(
q000 + Em ∗ q
11
0 q
01
0 − q
10
0
q100 − q
01
0 q
11
0 + (−∆+m
2)q000
)
. (2.14)
Here qij0 , i, j = 0, 1, are correlation functions of µ
B
0 (see condition S2), ∗ stands for the
convolution. We can rewrite qB∞ in the Fourier transform as
qˆB∞(k) =
1
2
(
qˆ0(k) + Cˆ(k)qˆ0(k)Cˆ
T (k)
)
, (2.15)
where ( )T denotes a matrix transposition, and
Cˆ(k) :=
(
0 ω−1(k)
−ω(k) 0
)
, ω(k) =
√
|k|2 +m2. (2.16)
Remark 2.7 Conditions S0, (2.10), S2 and S3 imply, by [20, Lemma 17.2.3], that the deriva-
tives Dαqij0 are bounded by the mixing coefficient:
|Dαqij0 (z)| ≤ Ce0 ϕ
1/2(|z|), for any z ∈ R3, |α| ≤ 2− i− j, i, j = 0, 1.
Therefore, Dαqij0 ∈ L
p(R3), p ≥ 1 (see [6, p.16]). Hence, (qB∞)
ij ∈ L1(R3) if m 6= 0 by (2.14).
If m = 0, then the bound (2.12) implies the existence of the convolution Em ∗ q110 in (2.14).
Denote by QB,0∞ (f, f) the real quadratic form on D0 ≡ [C
∞
0 (R
3)]2 defined by
QB,0∞ (f, f) = 〈Q
B
∞(x, y), f(x)⊗ f(y)〉 = 〈q
B
∞(x− y), f(x)⊗ f(y)〉. (2.17)
Definition 2.8 µBt is a Borel probability measure in H which gives the distribution of φt:
µBt (A) = µ
B
0 (W
−1
t A), for any A ∈ B(H) and t ∈ R.
For the measures µBt , the following result was proved in [5]–[7].
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Theorem 2.9 Let conditions A1–A4 hold and let the measure µB0 have zero mean and satisfy
conditions (2.10), S2 and S3. Then (i) the measures µBt weakly converge as t → ∞ on the
space H−ε for each ε > 0. This means the convergence∫
F (φ)µBt (dφ)→
∫
F (φ)µB∞(dφ) as t→∞ (2.18)
for any bounded continuous functional F (φ) on H−ε.
(ii) The limit measure µB∞ is a Gaussian measure on H. The characteristic functional of µ
B
∞
is of the form µˆB∞(f) = exp
{
−(1/2)QB∞(f, f)
}
. Here
QB∞(f, f) = Q
B,0
∞ (Ω
′f,Ω′f), f ∈ D0, (2.19)
where Ω′ is a linear continuous operator, and Ω′ = I in the case of the constant coefficients
(see Remark 2.10 below).
(iii) The correlation matrices of µBt converge to a limit, i.e., for any f1, f2 ∈ D0,∫
〈φ, f1〉〈φ, f2〉µ
B
t (dφ)→ Q
B
∞(f1, f2) as t→∞.
(iv) µB∞ is invariant, i.e., W
∗
t µ
B
∞ = µ
B
∞, t ∈ R. Moreover, the flow Wt is mixing w.r.t. µ
B
∞,
i.e., the convergence (7.1) holds.
Remark 2.10 Now we explain the sense of the operator Ω′ in (2.19). To prove (2.18) in
the case of variable coefficients, we constructed in [6, 7] a version of the scattering theory for
solutions of infinite global energy. Namely, in the case of the WF, we introduce appropriate
spaces Hγ of the initial data. By definition, Hγ, γ > 0, is the Hilbert space of the functions
φ = (ϕ, π) ∈ H with finite norm |||φ|||2γ =
∫
e−2γ|x|
(
|π(x)|2 + |∇ϕ(x)|2 + |ϕ(x)|2
)
dx < ∞. It
follows from (2.10) that µB0 is concentrated in Hγ for all γ > 0, since∫
|||φ0|||
2
γ µ
B
0 (dφ0) ≤ e0
∫
exp(−2γ|x|) dx <∞. (2.20)
Denote by Wt the dynamical group of Eqn (2.13), while W
0
t corresponds to the ’free’ equation,
with LB = ∆−m2. In the WF case, the following long-time asymptotics holds (see [7])
Wtφ0 = ΩW
0
t φ0 + rtφ0, t > 0, (2.21)
where Ω is a ‘scattering operator’. Ω : Hγ →H is a linear continuous operator for sufficiently
small γ > 0. The remainder rt is small in local energy seminorms ‖ · ‖R, ∀R > 0:
‖rtφ0‖R → 0, t→∞.
The representation (2.21) is based on our version of the scattering theory for solutions of finite
energy,
(Wt)
′f = (W 0t )
′Ω′f + r′tf, t > 0, (2.22)
where (Wt)
′ and (W 0t )
′ are ’formal adjoint’ to the groups Wt and W
0
t , respectively, see (2.23).
Ω′, r′t : H
′ → H′γ , |||r
′
tf |||
′
γ → 0 as t → ∞, where ||| · |||
′
γ denotes the norm in the Hilbert space
H′γ dual to Hγ. In particular, for f ∈ D0, Ω
′f ∈ H′γ and the quadratic form Q
B,0
∞ from (2.19)
is continuous in H′γ (for details, see Theorem 8.1 in [7, p.1245]).
In the case of the KGF, we derived in [6] the dual representation (2.22), where the remainder
r′t is small in mean: E|〈φ0, r
′
tf〉|
2 → 0, t → ∞. Moreover, Ω′f ∈ H ′m ≡ L
2(R3) ⊕ H1(R3) for
f ∈ D0, and the quadratic form QB,0∞ is continuous in H
′
m.
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2.5 Convergence to equilibrium for the coupled system
To formulate the main result for the coupled system we introduce the following notations. Let
W ′t denote the operator adjoint to Wt:
〈φ,W ′tf〉 = 〈Wtφ, f〉, for f ∈ [S(R
3)]2, φ ∈ H, t ∈ R. (2.23)
Let Z = (f, u, v) ∈ D, i.e., f ∈ [C∞0 (R
3)]2, (u, v) ∈ R3 × R3. Write
Π(Z) := f∗(x) + α(x) · u+ β(x) · v. (2.24)
Here α = (α1, α2, α3), β = (β1, β2, β3), where
αi(x) :=
3∑
r=1
+∞∫
0
Nir(s)W
′
−s∇rρ0 ds, with ρ0 := (ρ, 0), (2.25)
βi(x) :=
3∑
r=1
+∞∫
0
Nir(s)W
′
−s∇rρ
0 ds, with ρ0 := (0, ρ), i = 1, 2, 3, (2.26)
the matrix-valued function N (s) = (Nir(s))3i,r=1, s > 0, is introduced in Corollary 3.2, and
f∗(x) := f(x) +
3∑
i=1
+∞∫
0
(
W ′−sαi
)
(x)
〈
Ws∇iρ
0, f
〉
ds. (2.27)
Definition 2.11 µt is a Borel probability measure in E which gives the distribution of Yt:
µt(B) = µ0(S
−1
t B), ∀B ∈ B(E), t ∈ R.
Our main result is as follows.
Theorem 2.12 Let conditions A1–A5, R1–R3 and S0–S3 hold. Then
(i) the measures µt weakly converge in the Fre´chet spaces E−ε for each ε > 0,
µt
E−ε
−⇁ µ∞ as t→∞, (2.28)
where µ∞ is a limit measure on E . This means the convergence∫
F (Y )µt(dY )→
∫
F (Y )µ∞(dY ) as t→∞
for any bounded continuous functional F (Y ) on E−ε.
(ii) The limit measure µ∞ is a Gaussian equilibrium measure on E . The limit characteristic
functional is of the form µˆ∞(Z) = exp{−(1/2)Q∞(Z,Z)}, Z ∈ D. Q∞(Z,Z) denotes the real
quadratic form on D,
Q∞(Z,Z) = Q
B
∞(Π(Z),Π(Z)) = Q
B,0
∞ (Ω
′Π(Z),Ω′Π(Z)), (2.29)
where QB,0∞ is defined in (2.17), and Π(Z) is defined in (2.24).
(iii) The correlation functions of µt converge to a limit, i.e., for any Z1, Z2 ∈ D,∫
〈Y, Z1〉〈Y, Z2〉µt(dY )→ Q∞(Z1, Z2) as t→∞. (2.30)
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(iv) The measure µ∞ is invariant, i.e., S
∗
t µ∞ = µ∞, t ∈ R.
(v) The flow St is mixing w.r.t. µ∞, i.e., ∀F,G ∈ L2(E , µ∞) the following convergence holds,
lim
t→∞
∫
F (StY )G(Y )µ∞(dY ) =
∫
F (Y )µ∞(dY )
∫
G(Y )µ∞(dY ).
The assertions (i) and (ii) of Theorem 2.12 follow from Propositions 2.13 and 2.14 below.
Proposition 2.13 The family of the measures {µt, t ≥ 0} is weakly compact in E−ε with any
ε > 0.
Proposition 2.14 For any Z ∈ D,
µˆt(Z) ≡
∫
exp(i〈Y, Z〉)µt(dY )→ exp{−
1
2
Q∞(Z,Z)}, t→∞.
Proposition 2.13 (Proposition 2.14) provides the existence (the uniqueness, resp.) of the
limit measure µ∞. Proposition 2.13 is proved in Section 4, Proposition 2.14 and the asser-
tion (iii) of Theorem 2.12 are proved in Section 6. Theorem 2.12 (iv) follows from (2.28) since
the group St is continuous in E by Proposition 2.2 (ii). The assertion (v) is proved in Section 7.
3 Long-time behavior of the solutions
Using the operator Wt, we rewrite the system (2.1) in the form
φt = Wtφ0 +
t∫
0
qs ·Wt−s∇ρ
0 ds, (3.1)
q¨t = −ω
2qt + 〈∇ρ0, φt〉 = −ω
2qt +
t∫
0
D(t− s)qs ds+ F (t), (3.2)
where φt = (ϕt(·), πt(·)), ρ0 = (0, ρ), ρ0 = (ρ, 0), F (t) denotes the vector-valued function,
F (t) = 〈∇ρ0,Wtφ0〉, D(t) stands for the matrix-valued function with entries
Dij(t) := 〈∇iρ0,Wt∇jρ
0〉, i, j = 1, 2, 3. (3.3)
Note that in the case of the constant coefficients, i.e., aij(x) ≡ δij and a0(x) ≡ 0 or Aj(x) ≡ 0,
Dij(t) = (2π)
−3
∫
R3
kikj
sinω(k)t
ω(k)
|ρˆ(k)|2 dk, ω(k) =
√
|k|2 +m2, m ≥ 0. (3.4)
In sections 3 and 5, we study the long-time behavior of the solutions Yt = (φt, ξt) of problem
(2.4) by the following way. In Section 3.1, we prove the time decay for the solutions qt of (3.2)
with F (t) ≡ 0. Then we establish the time decay for the solutions Yt of (2.4) in the case
when the initial data of the field vanish for |x| ≥ R0 (Section 3.2). Finally, for any initial data
Y0 ∈ E , we derive the long-time asymptotics of the solution Yt in the mean (Section 5).
At first, consider the Cauchy problem for Eqn (3.2) with F (t) ≡ 0, i.e.,
q¨t = −ω
2qt +
t∫
0
D(t− s)qs ds, t > 0, (3.5)
qt|t=0 = q0, q˙t|t=0 = p0. (3.6)
For the solutions of problem (3.5)–(3.6), the following assertion holds.
11
Theorem 3.1 Let conditions A1–A5 and R1–R3 be satisfied. Then |qt|+|q˙t| ≤ CεF (t)(|q0|+
|p0|) for any t ≥ 0. Here
εF (t) =
{
e−δt with a δ > 0, for the WF,
(1 + t)−3/2, for the KGF.
(3.7)
Corollary 3.2 Denote by V (t) a solving operator of the Cauchy problem (3.5), (3.6). Then
the variation constants formula gives the following representation for the solution of problem
(3.2), (3.6): (
qt
q˙t
)
= V (t)
(
q0
p0
)
+
t∫
0
V (s)
(
0
F (t− s)
)
ds, t > 0.
Evidently, V (0) = I. The matrix V (t), t > 0, is called the resolvent or principal matrix solution
for Eqn (3.2). Theorem 3.1 implies that |V (t)| ≤ CεF (t) with εF (t) from (3.7), and for the
solutions of (3.2) the following bound holds:
|qt|+ |q˙t| ≤ C1εF (t)(|q0|+ |p0|) + C2
t∫
0
εF (s)|F (t− s)| ds, for t ≥ 0. (3.8)
Moreover, the matrix V (t) has a form
(
N˙ (t) N (t)
N¨ (t) N˙ (t)
)
, with matrix-valued entries satisfying
the bound:
|N (j)(t)| ≤ CεF (t), t > 0, j = 0, 1, 2. (3.9)
In next subsection, we prove Theorem 3.1 for the WF case. In the case of the KGF,
Theorem 3.1 can be proved combining the technique of [21] and [12, Appendix], where The-
orem 3.1 was proved for the Klein-Gordon equation with constant coefficients, the methods
of Section 3.1, where the result is established in the case of the wave equations with variable
coefficients, and Vainberg’ results [38] for Klein-Gordon equations with variable coefficients.
3.1 Exponential stability of the zero solution in the WF case
To prove Theorem 3.1, we solve the Cauchy problem (3.5), (3.6) by using the Laplace transform,
q˜(λ) =
+∞∫
0
e−λtqt dt, ℜλ > 0.
Then Eqn (3.5) becomes
λ2q˜(λ) = −ω2q˜(λ) + D˜(λ)q˜(λ) + p0 + λq0. (3.10)
Let Hs ≡ Hs(R3) denote the Sobolev space with norm ‖ · ‖s. Denote by Rλ : H0 → H2,
ℜλ > 0, an operator such that Rλf = ϕλ(x) is a solution to the following equation
(λ2 − LB)ϕλ(x) = f(x).
Then the entries of D˜(λ) are
D˜ij(λ) = 〈∇iρ, Rλ(∇jρ)〉, i, j = 1, 2, 3. (3.11)
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Denote by R0λ, ℜλ > 0, the operator Rλ in the case when LB = ∆. As shown in [37, Lemma
3], the operator R0λ(Rλ), ℜλ > 0, is analytic (finite-meromorphic, resp.) depends on λ. By
conditions A1–A3, the operator Rλ, with ℜλ > 0, has not the poles and equals Rλf =
+∞∫
0
e−λtϕt(x) dt, where ϕt(x) is the solution to the Cauchy problem (2.13) with initial data
ϕ0 ≡ 0, π0 = f ∈ H0(R3). Moreover, by energy estimates, the following bound holds (see [37,
Theorem 2]),
‖Rλf‖1 + |λ|‖Rλf‖0 ≤ C‖f‖0. (3.12)
We rewrite Eqn (3.10) as
q˜(λ) =
[
(λ2 + ω2)I − D˜(λ)
]−1
(p0 + λq0) ≡ N˜ (λ)(p0 + λq0),
where N˜ (λ) stands for the 3× 3 matrix of the form
N˜ (λ) = A−1(λ), with A(λ) := (λ2 + ω2)I − D˜(λ) for ℜλ > 0. (3.13)
We first study properties of A(λ). Write Cβ := {λ ∈ C : ℜλ > β} for β ∈ R.
Lemma 3.3 Let conditions A1–A5 and R1–R3 hold. Then
(i) A(λ) admits an finite-meromorphic continuation to C; and there exists a δ > 0 such that
A(λ) has not poles in C−δ;
(ii) for every β ∈ (0, δ), ∃Nβ > 0 such that v · A(λ)v ≥ C|λ|2|v|2 for λ ∈ C−β with |λ| ≥ Nβ
and for every v ∈ R3.
(iii) There exists a δ∗ > 0 such that v · A(λ)v 6= 0 for λ ∈ C−δ∗ and for every v 6= 0.
In the case when ρ(x) = ρr(|x|) and LB = ∆, Lemma 3.3 was proved in [25, Lemma 7.2]
(see also [12, Lemma 4.3] in the case of the constant coefficients).
Proof Let ψ be a smooth positive function which is like e−|x|
2
as |x| → ∞. By Rˆλ (Rˆ0λ) we
denote the operator Rλ (R
0
λ, resp.) which is considered as an operator from H
0
b to H
1
ψ, where
Hsb = {f ∈ H
s : f(x) = 0 for |x| ≥ b} with a norm ‖ · ‖s,b, Hsψ is the space with a norm
‖ϕ‖s,ψ = ‖ψϕ‖s. We choose a b such that b ≥ max{Rρ, Ra} (see conditions A2 and R2).
Now we state properties (V1)–(V4) of the operator Rˆλ which follow from Vainberg’s results
[37, 39].
(V1) (see [37, Theorem 3]) The operator Rˆ0λ admits an analytic continuation on C, and for
any γ > 0,
‖Rˆ0λf‖1,ψ + |λ|‖Rˆ
0
λf‖0,ψ ≤ C(γ)‖f‖0,b, |ℜλ| < γ.
The operator Rˆλ admits a finite-meromorphic continuation on C, and for any γ > 0 there
exists N = N(γ) such that in the region Mγ,N := {λ ∈ C : |ℜλ| ≤ γ, |ℑλ| ≥ N} the following
estimate holds: ‖Rˆλf‖j,ψ ≤ 2‖Rˆ
0
λf‖j,ψ, j = 0, 1, for f ∈ H
0
b (see [37, Theorem 4]).
(V2) For any γ > 0, Rˆλ has at most a finite number of poles in the domain C−γ .
(V3) Rˆλ has not poles for ℜλ ≥ 0, by conditions A1–A3.
(V4) There exist constants C, T, α, β > 0 such that for any f ∈ H0b ,
‖Rˆλf‖0,ψ ≤ C|λ|
−1eT |ℜλ|‖f‖0,b, for λ ∈ Uα,β = {λ ∈ C : |ℜλ| < α ln |ℑλ| − β}.
We return to the proof of Lemma 3.3.
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(i) In the case of the constant coefficients, i.e., when LB = ∆, D˜ij(λ) = 〈∇iρ, R
0
λ(∇jρ)〉
admits an analytic continuation to C. Therefore, in this case, A(λ) admits an analytic contin-
uation to C. In the general case, item (i) of Lemma 3.3 follows from (V1)–(V3).
(ii) By (3.11) and (3.12), D˜ij(λ) → 0 as |λ| → ∞ with ℜλ > 0. On the other hand,
property (V1) implies that for any γ > 0 there exists N = N(γ) > 0 such that
|D˜ij(λ)| ≤ C(γ)|λ|
−1 for λ ∈Mγ,N . (3.14)
Hence, there exists a β > 0 such that |D˜ij(λ)| ≤ C|λ|−1 → 0 as |λ| → ∞ with λ ∈ C−β. This
implies the assertion (ii) of Lemma 3.3.
(iii) Note first that detA(λ) 6= 0 for ℜλ > 0, by (2.9). Further, the matrix A(λ) is positive
definite for ℑλ = 0. Indeed, let λ = µ ∈ R \ 0, and put f = ∇ρ · v with v ∈ R3. Then f ∈ H0b
and fˆ |k|−1 ∈ H0. Denoting ϕµ = Rµf ∈ H2, we obtain
〈f, Rµf〉 = 〈ϕµ, (µ
2 − LB)ϕµ〉 ≥ α‖∇ϕµ‖
2
0 = α‖∇(Rµf)‖
2
0,
by condition A3. On the other hand, 〈f, Rµf〉 ≤ ‖∇(Rµf)‖0 · ‖F−1(|k|−1fˆ)‖0. Hence,
‖∇(Rµf)‖0 ≤
1
α
‖F−1(|k|−1fˆ)‖0.
Therefore, for any µ > 0 and v ∈ R3 \ {0}, we obtain
v · D˜(µ)v = 〈f, Rµf〉 ≤
1
α
∥∥∥F−1 (|k|−1fˆ)∥∥∥2
0
=
1
α(2π)3
∥∥∥|k|−1fˆ∥∥∥2
0
=
1
α(2π)3
∫
(k · v)2
|k|2
|ρˆ(k)|2 dk < ω2|v|2, (3.15)
by condition R1. In the case µ = 0, put Rˆ0f := limε→+0 Rˆεf , where the limit is understood
in the space H1ψ. Then |〈f, Rˆ0f〉| < ω
2|v|2 by (3.15). Hence, for any v ∈ R3 \ 0 and µ ∈ R,
v · A(µ)v = (µ2 + ω2)|v|2 − v · D˜(µ)v > 0.
Moreover, there exists a δ0, δ0 > 0, such that
v · A(λ)v 6= 0 for |λ| < δ0 and for any v ∈ R
3 \ {0}.
Now let λ = iy+0 with y ∈ R, and put again f = ∇ρ · v ∈ H0b . By property (V1), there exists
N0 > 0 such that v · A(iy)v ∼ (ω2 − y2)|v|2 + C|v|2/|y| 6= 0 for |y| ≥ N0 and v 6= 0. Hence, to
prove the assertion (iii) of Lemma 3.3, it suffices to show that
detA(iy + 0) = det
[
(ω2 − y2)I − D˜(iy + 0)
]
6= 0 for δ0 ≤ |y| ≤ N0.
In [12], we have proved that in the case when LB = ∆, condition R3 and the Plemelj for-
mula [15] yield
ℑ〈f, Rˆ0iy+0f〉 = −
π
2
y3(2π)−3
∫
|θ|=1
(v · θ)2|ρˆ(|y|θ)|2 dSθ 6= 0 for any v, y ∈ R
3 \ {0}, (3.16)
where Rˆ0iy+0f := limε→+0 Rˆ
0
iy+εf . In the case when LB = LW , we can choose Ma so small that
v · ℑD˜(iy + 0)v ≡ ℑ〈f, Rˆiy+0f〉 6= 0 for all v ∈ R
3 \ {0} and |y| ∈ (δ0, N0) (3.17)
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(see condition A5). In fact, we split 〈f, Rˆiy+0f〉 into two terms
〈f, Rˆiy+0f〉 = 〈f, Rˆ
0
iy+0f〉+ 〈f, (Rˆiy+0 − Rˆ
0
iy+0)f〉. (3.18)
Since f = ∇ρ · v, then there exists a constant C0 > 0 such that for |y| ∈ (δ0, N0) we have
|〈f, (Rˆiy+0 − Rˆ
0
iy+0)f〉| = |〈f, Rˆiy+0(LB −∆)Rˆ
0
iy+0f〉| ≤ C0‖ρ‖
2
1 |v|
2Ma, (3.19)
where Ma = maxx∈R3{|aij(x) − δij |, |a0(x)|}. Hence, (3.16) and (3.19) imply that if Ma is
enough small, then (3.17) holds. For example, assume that
Ma ≤
M
2C0‖ρ‖21
, with M = min
δ0≤|y|≤N0
min
v 6=0
|v · S(y)v|
|v|2
> 0,
where S(y), y ∈ R3, stands for the 3× 3 matrix with the entries Sij(y),
Sij(y) =
π
2
y3(2π)−3
∫
|θ|=1
θiθj |ρˆ(|y|θ)|
2 dSθ, i, j = 1, 2, 3.
Hence, for |y| ∈ (δ0, N0), |ℑ〈f, Rˆ0iy+0f〉| = |v · S(y)v| ≥ 2C0‖ρ‖
2
1 |v|
2Ma. Therefore, (3.18) and
(3.19) imply bound (3.17). Finally, v · ℑA(iy + 0)v = −v · ℑD˜(iy + 0)v 6= 0. Therefore, there
exists δ∗ > 0 such that v · ℑA(iy + x)v 6= 0 for |x| ≤ δ∗. Lemma 3.3 is proved.
For any δ < δ∗, denote by N (t) the inverse Laplace transformation of N˜ (λ),
N (t) =
1
2πi
i∞−δ∫
−i∞−δ
eλtN˜ (λ) dλ, t > 0.
Lemma 3.4 Let LB = LW and conditions A1–A5, R1–R3 hold. Then, for j = 0, 1, . . . and
any δ < δ∗,
|N (j)(t)| ≤ Ce−δt, t > 1. (3.20)
Proof By Lemma 3.3, the bound on N (t) follows. To prove the bound for N˙ (t), we consider
λN˜ (λ) and prove the bound∣∣∣v · (λN˜ (λ))′v∣∣∣ ≤ C|v|2
1 + |λ|2
for λ ∈ C−δ. (3.21)
Therefore, ∣∣∣tN˙ (t)∣∣∣ = C
∣∣∣∣∣∣
∫
ℜλ=−δ
eλt(λN˜ (λ))′ dλ
∣∣∣∣∣∣ ≤ C1e−δt,
and bound (3.20) for N˙ (t) follows. By Lemma 3.3 (ii), to prove bound (3.21), it suffices to
show that |N˜ ′ij(λ)| ≤ C(1 + |λ|)
−3. Since R′λf = −2λR
2
λf , then by formulas (3.11), (3.12) and
property (V1), we have
|D˜′ij(λ)| ≤ 2|λ||〈∇iρ, R
2
λ∇jρ〉| ≤ C <∞ as |λ| → ∞ with λ ∈ C−δ.
Therefore, (3.13) and Lemma 3.3 imply that, for i, j = 1, 2, 3,
|N˜ ′ij(λ)| ≤
C1
1 + |λ|3
as |λ| → ∞.
This yields (3.21). Bound (3.20) with j ≥ 2 can be proved in a similar way.
Corollary 3.5 The solution of the Cauchy problem (3.5)–(3.6) is qt = N˙ (t)q0 + N (t)p0.
Therefore, in the case of the WF, Lemma 3.4 implies Theorem 3.1 with any δ < δ∗.
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3.2 Time decay for Yt when φ0(x) = 0 for |x| ≥ R0
For the solution Yt of (2.4), the following bound holds.
Lemma 3.6 Let conditions A1–A5 and R1–R3 hold and let Y0 ∈ E be such that
ϕ0(x) = π0(x) = 0 for |x| > R0, (3.22)
with some R0 > 0. Then for every R > 0 there exists a constant C = C(R,R0) > 0 such that
‖Yt‖E,R ≤ CεF (t)‖Y0‖E,R0, t ≥ 0. (3.23)
Here εF (t) = (1 + t)
−3/2 for the KGF. In the case of the WF, εF (t) = e
−δt with a δ ∈
(0,min(δ∗, γ)), where constants δ∗ and γ are introduced in Lemma 3.3 (iii) and in bound (3.24),
respectively.
Proof Step (i): At first, we prove bound (3.23) for ξt = (qt, pt). In the case of the WF,
condition (3.22) and the Vainberg bounds (see [39] or [7, Proposition 10.1]) imply that, for any
R > 0, there exist constants γ = γ(R,R0) > 0 and C = C(R,R0) > 0 such that
‖Wtφ0‖R ≤ Ce
−γt‖φ0‖R0 , t ≥ 0. (3.24)
Therefore, bound (3.8) with F (t) ≡ 〈∇ρ0,Wtφ0〉 = −〈ρ0,∇Wtφ0〉 and condition R2 yield
|ξt| ≤ C1e
−δt|ξ0|+ C(ρ)
t∫
0
e−δs‖∇(Wt−sφ0)
0‖L2(BRρ ) ds ≤ Ce
−δt‖Y0‖E,R0, (3.25)
with any δ < min(δ∗, γ). If LB = LKG, then we apply the Vainberg bound [38]:
‖Wtφ0‖R ≤ C(1 + t)
−3/2‖φ0‖R0, t ≥ 0. (3.26)
Hence, |F (t)| ≤ C(1 + t)−3/2‖φ0‖R0 , and bound (3.23) for ξt follows from (3.8).
Step (ii): Now we prove bound (3.23) for φt. In the case of the WF, Eqn (3.1), condition
(3.22), bounds (3.24) and (3.25) yield
‖φt‖R ≤ C1e
−γt‖φ0‖R0 + C2
t∫
0
e−δs‖Y0‖E,R0e
−γ(t−s) ds ≤ Ce−δt‖Y0‖E,R0, t ≥ 0,
with any δ < min(δ∗, γ). For the KGF, the bound ‖φt‖R ≤ C(1 + t)−3/2‖Y0‖E,R0 follows from
Eqn (3.1), bound (3.26), and estimate (3.23) for qt. This proves Lemma 3.6.
4 Compactness of the measures µt
Proposition 2.13 can be deduced from bound (4.1) below by the Prokhorov Theorem [40,
Lemma II.3.1] using the method of [40, Theorem XII.5.2], since the embedding E ≡ E0 ⊂ E−ε
is compact for every ε > 0.
Lemma 4.1 Let conditions A1–A5, R1–R3 and S0–S2 hold. Then
sup
t≥0
E‖StY0‖
2
E,R ≤ C(R) <∞, ∀R > 0. (4.1)
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Proof Let ρ ≡ 0. In this case, we denote by S0t the solving operator St. Note first that
sup
t≥0
E‖S0t Y0‖
2
E,R ≤ C(R), ∀R > 0. (4.2)
Indeed, by the notation (2.8), ‖S0t Y0‖
2
E,R = ‖Wtφ0‖
2
R + |q
0
t |
2 + |q˙0t |
2, where q0t is a solution to
the Cauchy problem
q¨0t + ω
2q0t = 0, t ∈ R, (q
0
t , q˙
0
t )|t=0 = (q0, p0).
Hence, |q0t |+ |q˙
0
t | ≤ C(|q0|+ |p0|). By [6, bound (11.2)] and [7, bound (9.2)], we have
sup
t∈R
E‖Wtφ0‖
2
R ≤ C(R), ∀R > 0. (4.3)
This implies (4.2). Further, we represent the solution to problem (2.4) as
StY0 = S
0
t Y0 +
t∫
0
St−τBS
0
τY0 dτ,
where, by definition, BY = (0, 0, q · ∇ρ, 〈ϕ,∇ρ〉) for Y = (ϕ, q, π, p). Hence, condition A2,
(3.23), and (4.2) yield
E‖StY0‖2E,R ≤ E‖S
0
t Y0‖
2
E,R + E
t∫
0
‖St−τBS0τY0‖
2
E,R dτ
≤ C(R) +
t∫
0
ε2F (t− τ)E‖S
0
τY0‖
2
E,Rρ dτ ≤ C1(R) <∞.
5 Asymptotic behavior for Yt = (φt, qt, pt) in mean
Proposition 5.1 Let conditions A1–A5, R1–R3 and S0–S2 be satisfied.
(i) The following bounds hold,
E|qt − 〈Wtφ0, α〉|
2 ≤ Cε˜F (t), (5.1)
E|pt − 〈Wtφ0, β〉|
2 ≤ Cε˜F (t), t > 0, (5.2)
where the functions α and β are defined in (2.25) and (2.26), ε˜F (t) = (1 + t)
−1 for the KGF,
and ε˜F (t) = ε
2
F (t) = e
−2δt with a δ > 0 for the WF.
(ii) Let f ∈ [C∞0 (R
3)]2 with supp f ⊂ BR. Then, for t ≥ 1,
E
∣∣∣〈φt, f〉 − 〈Wtφ0, f∗〉 ∣∣∣2 ≤ Cε˜F (t), (5.3)
where the function f∗ is defined in (2.27).
Proof (i) At first, Theorem 3.1 and Corollary 3.2 yield
E
∣∣∣qt −
t∫
0
N (s) 〈Wt−sφ0,∇ρ0〉 ds
∣∣∣2 ≤ Cε2F (t) (5.4)
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with εF (t) from (3.7). Further,
E
∣∣∣∣∣∣
+∞∫
t
Nir(s)〈Wt−sφ0,∇rρ0〉 ds
∣∣∣∣∣∣
2
=
+∞∫
t
Nir(s1) ds1
+∞∫
t
Nir(s2)E
(
〈Wt−s1φ0,∇rρ0〉〈Wt−s2φ0,∇rρ0〉
)
ds2.
For any t, s1, s2 ∈ R,∣∣∣E(〈Wt−s1φ0,∇rρ0〉〈Wt−s2φ0,∇rρ0〉)∣∣∣ ≤ C sup
τ∈R
E|〈Wτφ0,∇rρ0〉|
2
≤ C1 sup
τ∈R
E‖Wτφ0‖
2
Rρ ≤ C2 <∞
by bound (4.3). Hence, using (3.9), we obtain
E
∣∣∣∣∣∣
+∞∫
t
N (s)〈Wt−sφ0,∇ρ0〉 ds
∣∣∣∣∣∣
2
≤

 +∞∫
t
εF (s) ds


2
= C1 ε˜F (t). (5.5)
Therefore, (5.1) follows from (5.4), (5.5) and (2.25) because
〈Wt−sφ0,∇ρ0〉 =
〈
Wtφ0,W
′
−s∇ρ0
〉
.
The bound (5.2) can be proved in a similar way.
(ii) Let f ∈ [C∞0 (R
3)]2 with supp f ⊂ BR. By Eqn (3.1), we have
〈φt, f〉 = 〈Wtφ0, f〉+
t∫
0
qt−s ·
〈
Ws∇ρ
0, f
〉
ds. (5.6)
Using Vainberg’s bounds [38, 39], we obtain
〈Ws∇ρ
0, f〉 =
{
O(e−γ|s|) with a γ > 0 if LB = LW ,
O((1 + |s|)−3/2) if LB = LKG.
(5.7)
If LB = LW we put ε˜F (t) = ε
2
F (t) = e
−2δt with any δ < min(δ∗, γ), see Lemma 3.6. Applying
the Parseval inequality and bounds (5.1) and (5.7), we get
E
∣∣∣
t∫
0
(
qt−s − 〈Wt−sφ0, α〉
)
·
〈
Ws∇ρ
0, f
〉
ds
∣∣∣2 ≤ (∫ t
0
(ε˜F (t− s))
1/2|
〈
Ws∇ρ
0, f
〉
| ds
)2
≤ Cε˜F (t). (5.8)
Write I(t) := E
∣∣∣ ∞∫
t
〈Wt−sφ0, α〉 · 〈Ws∇ρ0, f〉 ds
∣∣∣2. Then
|I(t)| ≤ Cε˜F (t). (5.9)
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This follows from (5.7) and from the following estimate:
E|〈Wτφ0, α〉|
2 =
3∑
i=1
E
∣∣∣ 3∑
r=1
+∞∫
0
Nir(s) 〈Wτ−sφ0,∇rρ0〉 ds
∣∣∣2 ≤ C <∞, for τ ∈ R,
by (4.3) and (3.9). Relation (5.6) and bounds (5.8) and (5.9) imply (5.3).
Corollary 5.2 Let Z = (f, u, v) ∈ D = [C∞0 (R
3)]2 × R3 × R3. Then
〈Yt, Z〉 = 〈Wtφ0,Π(Z)〉+ r(t),
where Π(Z) is defined in (2.24), 〈Yt, Z〉 = 〈φt, f〉+ qt · u+ pt · v, Yt = (φt, qt, pt) is a solution
to the Cauchy problem (2.4), and E (|r(t)|2) ≤ Cε˜F (t).
6 Convergence of characteristic functionals and correla-
tion functions
Proof of Proposition 2.14 By the triangle inequality,∣∣∣Eei〈Yt,Z〉 − e− 12Q∞(Z,Z)∣∣∣ ≤ ∣∣∣E(ei〈Yt,Z〉 − ei〈Wtφ0,Π(Z)〉)∣∣∣+ ∣∣∣Eei〈Wtφ0,Π(Z)〉 − e− 12Q∞(Z,Z)∣∣∣. (6.1)
Applying Corollary 5.2, we estimate the first term in the r.h.s. of (6.1) by
E
∣∣∣〈Yt, Z〉 − 〈Wtφ0,Π(Z)〉∣∣∣ ≤ E|r(t)| ≤ (E|r(t)|2)1/2 ≤ Cε˜1/2m (t)→ 0 as t→∞,
It remains to prove the convergence E (exp{i〈Wtφ0,Π(Z)〉}) ≡ µˆBt (Π(Z)) to a limit as t→∞.
In [6, 7], we have proved the convergence of µˆBt (f) to a limit for f ∈ D0 ≡ [C
∞
0 (R
3)]2.
However, Π(Z) 6∈ D0 in general. Consider the cases of the WF and KGF separately.
In the WF case, Π(Z) ∈ H′γ if Z ∈ D, for sufficiently small γ > 0, where H
′
γ is introduced
in Remark 2.10. This follows from formulas (2.24)–(2.27), from the bound (3.9), and from the
estimate
|||W ′tf |||
′
γ ≤ Ce
γ|t||||f |||′γ, t ∈ R, for any f ∈ H
′
γ.
The last estimate can be proved in a similar way as the same estimate for (W 0t )
′ in [7, lemma
8.2] using the energy estimates.
Lemma 6.1 Let LB = LW . Then the quadratic forms QBt (f, f) :=
∫
|〈φ0, f〉|
2µBt (dφ0), t ∈ R,
and the characteristic functionals µˆBt (f), t ∈ R, are equicontinuous on H
′
γ.
Proof In the case when LB = ∆, Lemma 6.1 was proved in [7, Corollary 4.3]. In the general
case, i.e., when LB = LW , this lemma can be proved by a similar way and the proof is based
on the bound E|||Wtφ0|||2γ ≤ C < ∞ for any γ > 0. Now we prove this bound. By (4.3), we
have
et := E(|ϕt(x)|
2 + |∇ϕt(x)|
2 + |πt(x)|
2) ≤ C <∞, (6.2)
since E‖Wtφ0‖2R = et|BR|, where |BR| denotes the volume of the ball BR = {x ∈ R
3 : |x| ≤ R}.
Hence, the bound (6.2) implies, similarly to (2.20), that for any γ > 0 there is a constant
C = C(γ) > 0 such that
E|||Wtφ0|||
2
γ = et
∫
exp(−2γ|x|) dx ≤ C <∞.
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In the case of KGF, we write H ′m = L
2(R3) ⊕ H1(R3). Then Π(Z) ∈ H ′m if Z ∈ D. This
follows from formulas (2.24)–(2.27) and the bound (3.9).
Lemma 6.2 Let LB = LKG. Then (i) the quadratic forms QBt (f, f), t ∈ R, are equicontinuous
on H ′m, (ii) the characteristic functionals µˆ
B
t (f), t ∈ R, are equicontinuous on H
′
m.
Proof (i) It suffices to prove the uniform bound
sup
t∈R
|QBt (f, f)| ≤ C‖f‖
2
H′m
for any f ∈ H ′m. (6.3)
At first, note that QBt (f, f) = 〈Q0(x, y),W
′
tf(x)⊗W
′
tf(y)〉. On the other hand, by conditions
S0, S2 and S3, the correlation functions Qij0 (x, y) of the measure µ
B
0 satisfy the following
bound: for α, β ∈ Z3, |α| ≤ 1− i, |β| ≤ 1− j, i, j = 0, 1,
|Dα,βx,yQ
ij
0 (x, y)| ≤ Ce0ϕ
1/2(|x− y|), x, y ∈ R3, (6.4)
according to [20, Lemma 17.2.3]. Therefore, by (2.12),
∫
R3
|Dα,βx,yQ
ij
0 (x, y)|
p dy ≤ Cep0
∫
R3
ϕp/2(|x− y|) dy ≤ C1e
p
0
∞∫
0
r2ϕ1/2(r)dr <∞, p ≥ 1.
Hence, by the Shur lemma, the quadratic form 〈Q0(x, y), f(x)⊗f(y)〉 is continuous in [L
2(R3)]2.
Therefore,
sup
t∈R
|QBt (f, f)| = sup
t∈R
|〈Q0(x, y),W
′
tf(x)⊗W
′
tf(y)〉| ≤ C sup
t∈R
‖W ′tf‖
2
L2 ≤ C‖f‖
2
H′m
.
The last inequality follows from the energy conservation for the Klein–Gordon equation.
(ii) By the Cauchy-Schwartz inequality and (6.3), we obtain
∣∣µˆBt (f1)− µˆBt (f2)∣∣ =
∣∣∣∣
∫ (
ei〈φ0,f1〉 − ei〈φ0,f2〉
)
µBt (dφ0)
∣∣∣∣ ≤
∫ ∣∣ei〈φ0,f1−f2〉 − 1∣∣µBt (dφ0)
≤
∫
|〈φ0, f1 − f2〉|µ
B
t (dφ0) ≤
√∫
|〈φ0, f1 − f2〉|
2µBt (dφ0)
=
√
QBt (f1 − f2, f1 − f2) ≤ C‖f1 − f2‖H′m.
We return to the proof of Proposition 2.14. By [8, Proposition 2.3] (or [10, Proposition 3.3]),
and by Lemmas 6.1 and 6.2, the characteristic functionals µˆBt (Π(Z)) converge to a limit as
t→∞. This completes the proof of Proposition 2.14 and Theorem 2.12, (i)–(ii).
Lemma 6.3 Let all assumptions of Theorem 2.12 be satisfied. Then convergence (2.30) holds.
Proof It suffices to prove the convergence of
∫
|〈Y, Z〉|2 µt(dY ) = E|〈Yt, Z〉|2 to a limit as
t→∞. It follows from Corollary 5.2 that for Z ∈ D,
E|〈Yt, Z〉|
2 = E|〈Wtφ0,Π(Z)〉|
2 + o(1) = QBt (Π(Z),Π(Z)) + o(1), t→∞,
where Π(Z) is defined in (2.24). Therefore, by the results from [8, 10] and by Lemmas 6.1
and 6.2, the quadratic forms QBt (Π(Z),Π(Z)) converge to a limit as t → ∞. Formula (2.29)
implies (2.30).
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7 Ergodicity and mixing for the limit measures
Denote by E∞ (E
B
∞) the integral w.r.t. µ∞ (µ
B
∞, respectively). In [5], we have proved that Wt
is mixing w.r.t. µB∞, i.e., for any f, g ∈ L2(H, µ
B
∞), the following convergence holds,
E
B
∞ (f(Wtφ)g(φ))→ E
B
∞(f(φ))E
B
∞(g(φ)) as t→∞. (7.1)
Recall that the limit measure µ∞ is invariant by Theorem 2.12 (iv). Now we prove that the
flow St is mixing w.r.t. µ∞. This mixing property means that the convergence (2.28) holds
for the initial measures µ0 that are absolutely continuous w.r.t. µ∞, and the limit measure
coincides with µ∞.
Theorem 7.1 The phase flow St is mixing w.r.t. µ∞, i.e., for any F,G ∈ L2(E , µ∞) we have
E∞ (F (StY )G(Y ))→ E∞(F (Y ))E∞(G(Y )) as t→∞.
In particular, the flow St is ergodic w.r.t. µ∞, i.e., for any F ∈ L2(E , µ∞),
lim
T→∞
1
T
T∫
0
F (StY ) dt = E∞(F (Y )) (modµ∞).
To prove Theorem 7.1, we introduce new notations. Represent Y ∈ E as Y = (Y 0, Y 1) with
Y 0 = (ϕ(·), q) ∈ H1loc(R
d) × Rd, Y 1 = (π(·), p) ∈ L2loc(R
d) × Rd, and Z ∈ D as Z = (Z0, Z1)
with Z0 = (f 0(·), u0), Z1 = (f 1(·), u1) ∈ C∞0 (R
d)×Rd. For t ∈ R, introduce a ”formal adjoint”
operator S ′t on the space D by the rule
〈StY, Z〉 = 〈Y, S
′
tZ〉, Y ∈ E , Z ∈ D. (7.2)
Lemma 7.2 For Z ∈ D,
S ′tZ = (f˙t(·), u˙t, ft(·), ut), (7.3)
where (ft(x), ut) is the solution of system (2.1) with the initial data (see (2.3))
(ϕ0, q0, π0, p0) = (f
1, u1, f 0, u0).
Proof Differentiating (7.2) in t with Y, Z ∈ D, we obtain 〈S˙tY, Z〉 = 〈Y, S˙ ′tZ〉. The group St
has the generator
L =
(
0 1
A 0
)
, with A
(
ϕ
q
)
=
(
LBϕ+ q · ∇ρ
−ω2q + 〈∇ρ, ϕ〉
)
. (7.4)
The generator of S ′t is the conjugate operator L
′ =
(
0 A
1 0
)
. Hence, (7.3) holds with(
f¨t(x)
u¨t
)
= A
(
ft(x)
ut
)
.
Since the limit measure µ∞ is Gaussian with zero mean, the proof of Theorem 7.1 reduces
to that of the following convergence.
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Lemma 7.3 For any Z1, Z2 ∈ D,
E∞
(
〈StY, Z1〉〈Y, Z2〉
)
→ 0, t→∞. (7.5)
Proof First we note that, by relation (2.29),
E∞
(
〈Y, Z1〉〈Y, Z2〉
)
= EB∞
(
〈φ,Π(Z1)〉〈φ,Π(Z2)〉
)
,
where Π(Z) is defined in (2.24). Secondly, for fixed t, we have S ′tZ ∈ D. Further,
E∞
(
〈StY, Z1〉〈Y, Z2〉
)
= E∞
(
〈Y, S ′tZ1〉〈Y, Z2〉
)
= EB∞
(
〈φ,Π(S ′tZ1)〉〈φ,Π(Z2)〉
)
= EB∞
(
〈φ, (ΠS ′t −W
′
tΠ)Z1〉〈φ,Π(Z2)〉
)
+ EB∞
(
〈φ,W ′tΠ(Z1)〉〈φ,Π(Z2)〉
)
= I1 + I2. (7.6)
Note that 〈φ,Π(Z)〉 ∈ L2(H, µB∞) for all Z ∈ D. Indeed, by (2.29),
E
B
∞|〈φ,Π(Z)〉|
2 = QB∞(Π(Z),Π(Z)) = Q∞(Z,Z) <∞.
Therefore, the convergence (7.1) implies
I2 ≡ E
B
∞
(
〈φ,W ′tΠ(Z1)〉〈φ,Π(Z2)〉
)
= EB∞
(
〈Wtφ,Π(Z1)〉〈φ,Π(Z2)〉
)
→ EB∞
(
〈φ,Π(Z1)〉
)
E
B
∞
(
〈φ,Π(Z2)〉
)
, t→∞.
On the other hand, EB∞〈φ,Π(Zi)〉 = E∞〈Y, Zi〉 = 0, for Zi ∈ D, because µ∞ has zero mean.
Therefore,
I2 → 0, t→∞. (7.7)
Now we prove that EB∞ |〈φ,Π(S
′
tZ)−W
′
tΠ(Z)〉|
2 = 0 for all t > 0. This yields
I1 ≡ E
B
∞
(
〈φ,Π(S ′tZ1)−W
′
tΠ(Z1)〉〈φ,Π(Z2)〉
)
= 0. (7.8)
Indeed, by Corollary 5.2,
E|〈Sτ+tY, Z〉 − 〈Wτ+tφ,Π(Z)〉|
2 → 0, τ →∞.
On the other hand, since 〈Sτ+tY, Z〉 = 〈SτY, S ′tZ〉, we have, for all t > 0,
E|〈SτY, S
′
tZ〉 − 〈Wτφ,Π(S
′
tZ)〉|
2 → 0, τ →∞.
Therefore, by the triangle inequality,
A := E|〈Wτφ,Π(S
′
tZ)〉 − 〈Wτ+t φ,Π(Z)〉|
2 → 0, τ →∞.
Since 〈Wτ+t φ,Π(Z)〉 = 〈Wτ φ,W ′tΠ(Z)〉, we obtain
A = E|〈Wτφ,Π(S
′
tZ)−W
′
tΠ(Z)〉|
2 → 0, τ →∞.
Hence, by Theorem 2.9 (iii) and Lemmas 6.1 and 6.2,
E
B
∞|〈φ,Π(S
′
tZ)−W
′
tΠ(Z)〉|
2 = lim
τ→∞
E|〈Wτφ,Π(S
′
tZ)−W
′
tΠ(Z)〉|
2 = 0 for all t > 0.
Finally, (7.6)–(7.8) imply the convergence (7.5). Theorem 7.1 is proved.
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8 Non translation invariant initial measures
In this section we extend the results of Theorem 2.12 to the case of non translation-invariant
initial measures. Note that the proof of Theorem 2.12 is based on two assertions. We first
derive the asymptotic behavior of solutions Yt in mean: 〈Yt, Z〉 ∼ 〈Wtφ0,Π(Z)〉 as t→∞ (see
Corollary 5.2). This asymptotics allows us to reduce the convergence analysis for the coupled
system to the same problem for the wave (or Klein-Gordon) equation. The second assertion
is the weak convergence of the measures µBt = W
∗
t µ
B
0 to a limit as t→∞ (see Theorem 2.9).
However, the weak convergence of µBt holds under weaker conditions on µ
B
0 than S2 and S3.
Now we formulate these conditions (see [8] for LB = LW and [10] for LB = LKG).
8.1 Conditions on µB0
In the case of the KGF, we assume that µB0 has zero mean, satisfies a mixing condition S3 and
has a finite mean energy density (see (2.10)), i.e.,∫ (
|ϕ0(x)|
2 + |∇ϕ0(x)|
2 + |π0(x)|
2
)
µB0 (dφ0) = Q
00
0 (x, x) + [∇x∇yQ
00
0 (x, y)]
∣∣∣
x=y
+Q110 (x, x)
≤ e0 <∞. (8.1)
However, condition S2 of translation invariance for µB0 can be weakened as follows.
S2’ The correlation functions of the measure µB0 have the form
Qij0 (x, y) = q
ij
−(x− y)ζ−(x1)ζ−(y1) + q
ij
+(x− y)ζ+(x1)ζ+(y1), i, j = 0, 1. (8.2)
Here qij±(x − y) are the correlation functions of some translation-invariant measures µ
B
± with
zero mean value in H, x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ Rd, the functions ζ± ∈ C∞(R) such
that
ζ±(s) =
{
1, for ± s > a,
0, for ± s < −a,
(8.3)
and a > 0. The measure µB0 is not translation-invariant if q
ij
− 6= q
ij
+ .
In the case of WF, instead of S2 and S3 we impose the following conditions S2’ and S3’.
S2’ The correlation functions of µB0 have the form
Qij0 (x, y) =
{
qij−(x− y), x1, y1 <−a,
qij+(x− y), x1, y1 > a,
(8.4)
with some a > 0 and qij± as in (8.2). However, in the WF case, instead of (8.1) we impose
a stronger condition (8.5). Namely, the following derivatives are continuous and the bounds
hold,
|Dα,βx,yQ
ij
0 (x, y)| ≤
{
Cνκ(|x− y|) if κ = 0, 1, . . . , d− 2
Cνd−1(|x− y|) if κ = d− 1, d, d+ 1
∣∣∣∣ κ = i+ j + |α|+ |β|, (8.5)
with |α| ≤ (d− 3)/2 + i, |β| ≤ (d− 3)/2 + j, i, j = 0, 1. Here νκ ∈ C[0,∞) (κ = 0, . . . , d− 1)
denote some continuous nonnegative nonincreasing functions in [0,∞) with the finite integrals
∞∫
0
(1 + r)κ−1νκ(r)dr <∞. Moreover, for d ≥ 5,
∞∫
0
(1 + r)d−4+κνκ(r)dr <∞ with κ = 0, 2.
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S3’ Let O(r) be the set of all pairs of open convex subsets A,B ⊂ Rd at distance d(A, B) ≥ r,
and let α = (α1, . . . , αd) with integers αi ≥ 0. Denote by σiα(A) the σ-algebra of the subsets
in H generated by all linear functionals
φ0 = (φ
0
0, φ
1
0) 7→ 〈D
αφi0, f〉, with |α| ≤ 1− i, i = 0, 1,
where f ∈ C∞0 (R
d) with supp f ⊂ A. For κ = 0, 1, let σκ(A) be the σ-algebra generated
by σiα(A) with i + |α| ≥ κ, i.e., σκ(A) ≡
∨
i+|α|≥κ
σiα(A). We define the (Ibragimov) mixing
coefficient of µB0 on H as (cf. (2.11))
ϕκ1,κ2(r) ≡ sup
(A,B)∈O(r)
sup
A ∈ σκ1(A), B ∈ σκ2(B)
µB0 (B) > 0
|µB0 (A ∩ B)− µ
B
0 (A)µ
B
0 (B)|
µB0 (B)
, κ1, κ2 = 0, 1.
We assume that the measure µB0 satisfies the strong uniform Ibragimov mixing condition, i.e.,
for any κ1, κ2 = 0, 1, ϕκ1,κ2(r)→ 0, r →∞. Moreover,
ϕκ1,κ2(r) ≤ Cν
2
κ(r), where κ = κ1 + κ2, κ1, κ2 = 0, 1.
Remark 8.1 (i) In [8, 10], we have constructed the generic examples of the initial measures
µB0 satisfying all assumptions imposed.
(ii) Condition S3 and the bound (8.1) imply the bound (6.4).
(iii) Condition (8.5) implies (8.1). Condition S3’ implies estimates (8.5) with i + |α| ≤ 1,
j + |β| ≤ 1. The mixing condition S3’ is weaker than condition S3. On the other hand, the
estimates (8.5) with κ > 2 are not required for translation-invariant initial measures µB0 or in
the KGF case.
(iv) The conditions S2 and S3 admit various modifications. We choose the variant which
allows an application to the case of the Gibbs measures µB± (see Section A.3 below).
8.2 Convergence to equilibrium
Theorem 8.2 (see [8, 10]) Let conditionsA1–A4 and all conditions imposed on µB0 in Section
8.1 be satisfied. Then the assertions of Theorem 2.9 remains true with the matrix QB∞(x, y) =
qB∞(x− y) of the following form. In the Fourier transform, qˆ
B
∞(k) = qˆ
+
∞(k) + qˆ
−
∞(k), where (cf.
(2.15))
qˆ+∞(k) =
1
2
(
qˆ+(k) + Cˆ(k)qˆ+(k)CˆT (k)
)
,
qˆ−∞(k) = i sgn(k1)
1
2
(
Cˆ(k)qˆ−(k)− qˆ−(k)CˆT (k)
)
,
with q+ = (q+ + q−)/2, q
− = (q+ − q−)/2, and Cˆ(k) from (2.16).
Theorem 8.3 Let conditions A1–A5, R1–R3, S0, S1, and all assumptions imposed on µB0
be satisfied. Then the assertions of Theorem 2.12 hold.
This theorem can be proved in a similar way as Theorem 2.12 (see Sections 4–6).
In Appendix A we will give an application of Theorems 8.2 and 8.3 to the case when the
measures µB± from condition S2’ are Gibbs measures with different temperatures T+ 6= T−.
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Appendix A: Gibbs measures
Here we study the case LB = ∆ −m2 only. Consider first the ’free’ wave (or Klein–Gordon)
equation, {
ϕ¨t(x) = (∆−m2)ϕt(x), t ∈ R, x ∈ Rd,
ϕt(x)|t=0 = ϕ0(x), ϕ˙t(x)|t=0 = π0(x),
(A.1)
where m ≥ 0, d ≥ 3, and d is odd if m = 0. Denoting φt = (ϕt, πt), t ∈ R, we rewrite (A.1) in
the form
φ˙t = LB(φt), t ∈ R, φt|t=0 = φ0, (A.2)
with LB =
(
0 1
∆−m2 0
)
. In the Fourier transform representation, system (A.1) becomes
˙ˆ
φt(k) = LˆB(k)φˆt(k), hence φˆt(k) = Gˆt(k)φˆ0(k), where Gˆt(k) = exp(LˆB(k)t). Here we denote
LˆB(k) =
(
0 1
−ω2(k) 0
)
, Gˆt(k) =
(
cos ωt
sinωt
ω
−ω sin ωt cos ωt
)
,
with ω ≡ ω(k) =
√
|k|2 +m2. Hence, the solution of (A.2) is φt = W 0t φ0 = Gt(·) ∗ φ0, where
Gt(x) = F
−1
k→x[Gˆt(k)]. For simplicity of exposition, we omit below the index 0 in the notation
of the group W 0t .
A.1 Phase space
We define the weighted Sobolev spaces with any s, α ∈ R.
Definition A.1 (i) Hsα(R
d) is the Hilbert space of the distributions ϕ ∈ S ′(Rd) with finite
norm
‖ϕ‖s,α ≡ ‖〈x〉
αΛsϕ‖L2(Rd) <∞, Λ
sϕ ≡ F−1 [〈k〉sϕˆ(k)] , s, α ∈ R. (A.3)
(ii) Hsα ≡ H
s+1
α (R
d)⊕Hsα(R
d) is the Hilbert space of pairs φ ≡ (ϕ(x), π(x)) with finite norm
‖φ‖s,α = ‖ϕ‖s+1,α + ‖π‖s,α, s, α ∈ R. (A.4)
(iii) Esα ≡ H
s
α ⊕ R
d ⊕ Rd is the Hilbert space of vectors Y ≡ (φ(x), q, p) with finite norm
‖Y ‖s,α = ‖φ‖s,α + |q|+ |p|, s, α ∈ R.
Note that Hs¯α¯ ⊂ H
s
α (and also E
s¯
α¯ ⊂ E
s
α) if s¯ > s and α¯ > α, and this embedding is compact.
Moreover, for any α, H0α ⊂ H, E
0
α ⊂ E (see Definition 2.1).
Lemma A.2 Let LB = ∆ − m2, s, α ∈ R, and conditions A1’ and A2 hold. Then (i) for
every Y0 ∈ Esα, the Cauchy problem (2.4) has a unique solution Yt ∈ C(R, E
s
α).
(ii) For every t ∈ R, the operator St : Y0 7→ Yt is continuous on Esα. Moreover, there exist
positive constants C1, C2 > 0 such that ‖StY0‖s,α ≤ C1〈t〉
C2‖Y0‖s,α.
This lemma can be proved by the similar technique from [23], where the nonlinear ”wave
field–particle” system was studied.
25
A.2 Gibbs measures for the Klein-Gordon equation
Write φ = (ϕ, π). We introduce the (normalized) Gibbs measures gBβ on the space H
s
α. For-
mally,
gBβ (dφ) =
1
ZB
e−βHB(φ)
∏
x∈Rd
dφ(x), HB(φ) =
1
2
∫ (
|∇ϕ(x)|2 +m2|ϕ(x)|2 + |π(x)|2
)
dx.
Now we adjust the definition of the Gibbs measures gBβ . Write φ = (φ
0, φ1) ≡ (ϕ, π), and
denote by Qij(x, y), i, j = 0, 1, the correlation functions of gBβ ,
Qij(x, y) =
∫
φi(x)φj(y) gBβ (dφ) = q
ij(x− y), x, y ∈ Rd.
We will define the Gibbs measures gBβ as the Gaussian measures with the correlation functions
q00(x− y) = TEm(x− y), q
11(x− y) = Tδ(x− y), q01(x− y) = q10(x− y) = 0, (A.5)
where T = 1/β, Em(x) is the fundamental solution of the operator −∆+m2. The correlation
functions qii do not satisfy condition (8.1) because of singularity at x = y. The singularity
means that the measures gBβ are not concentrated in the space H.
Definition A.3 For β > 0, define the Gibbs measures gBβ (dφ) as the Borel probability measures
gBβ (dφ) = g
0
β(dϕ)×g
1
β(dπ) in H
s
α = H
s+1
α (R
d)⊗Hsα(R
d), s, α < −d/2, where g0β(dϕ) and g
1
β(dπ)
are Gaussian Borel probability measures in spaces Hs+1α (R
d) and Hsα(R
d), respectively, with
characteristic functionals
gˆ0β(f) =
∫
exp{i〈ϕ, f〉} g0β(dϕ) = exp
{
−
1
2β
〈(−∆+m2)−1f, f〉
}
gˆ1β(f) =
∫
exp{i〈π, f〉} g1β(dπ) = exp
{
−
1
2β
〈f, f〉
}
∣∣∣∣∣∣∣∣
f ∈ C∞0 (R
d). (A.6)
By the Minlos theorem, the Borel probability measures g0β and g
1
β exist in the spaces
Hs+1α (R
d) and Hsα(R
d), respectively, because formally∫
‖ϕ‖2s+1,α g
0
β(dϕ) <∞,
∫
‖π‖2s,α g
1
β(dπ) <∞, s, α < −d/2. (A.7)
We verify (A.7). Definition (A.3) implies, for ϕ ∈ Hsα(R
d),
‖ϕ‖2s,α = (2π)
−2d
∫
Rd
〈x〉2α
( ∫
R2d
e−ix(k−k
′)〈k〉s〈k′〉sϕˆ(k)ϕˆ(k′) dk dk′
)
dx. (A.8)
Let g(dϕ) be a translation invariant measure in Hsα(R
d) with a correlation function Q(x, y) =
q(x− y). Let us introduce the following correlation function
C(k, k′) ≡
∫
ϕˆ(k)ϕˆ(k′) g(dϕ)
in the sense of distributions. Since ϕ(x) is real-valued, we have
C(k, k′) = Fx→kFx′→−k′Q(x, x
′) = (2π)dδ(k − k′)qˆ(k).
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Then, integrating (A.8) with respect to the measure g(dϕ), we obtain the formula∫
‖ϕ‖2s,α g(dϕ) = (2π)
−d
∫
Rd
〈x〉2αdx
∫
Rd
〈k〉2sqˆ(k) dk.
Substituting qˆ(k) = T (see (A.5)) we obtain the second bound in (A.7). To obtain the first
bound in (A.7) we replace s into s + 1 and put qˆ(k) = T Eˆm(k) = T (|k|2 +m2)−1.
Below for spaces Esα and H
s
α, we put s, α < −d/2. Definition A.3 implies the following
lemma (cf the convergence (7.1)).
Lemma A.4 The Gibbs measures gBβ are invariant w.r.t. Wt. Moreover, the flowWt is mixing
w.r.t. gBβ .
In Section A.4, we will define the Gibbs measures gβ for the coupled system and check the
mixing property for the dynamics St w.r.t. gβ.
A.3 Application of Theorems 8.2 and 8.3 to Gibbs measures µB±
Let µB± (see condition S2’) be the Gibbs measures g
B
± ≡ g
B
β±
(with β± = 1/T±) corresponding
to different positive temperatures T− 6= T+. We define the Gibbs measures gB± in the space H
s
α
(see Definition A.3) as the Gaussian measures with the correlation functions (cf. (A.5))
q00± (x− y) = T± Em(x− y), q
11
± (x− y) = T±δ(x− y), q
01
± (x− y) = q
10
± (x− y) = 0, (A.9)
where x, y ∈ Rd.
Let us introduce (φ−, φ+) as a unit random function in the probability space (Hsα×H
s
α, g
B
−×
gB+). Then φ± are Gaussian independent vectors in H
s
α. Define a Borel probability measure
µB0 ≡ g
B
0 on H
s
α as the distribution of the random function
φ0(x) = ζ−(x1)φ−(x) + ζ+(x1)φ+(x),
where functions ζ± are introduced in (8.3). Then correlation functions of g
B
0 are of the form
(8.2) with qij± from (A.9). Hence, the measure g
B
0 has zero mean and satisfies condition (8.2)
or (8.4). However, gB0 does not satisfy (8.1) because of singularity at x = y. Therefore,
Theorem 8.2 cannot be applied directly to µB0 ≡ g
B
0 . The embedding H
s
α ⊂ H
s is continuous
by the standard arguments of pseudodifferential equations, [19]. The next lemma follows by
Fourier transform and the finite speed of propagation for the wave and Klein-Gordon equation.
Lemma A.5 The operators Wt : φ0 7→ φt allow a continuous extension Hs 7→ Hs.
Let φ0 be the random function with the distribution g
B
0 . Hence φ0 ∈ H
s
α a.s. Denote
by gBt the distribution of Wtφ0. For the measures g
B
t , the following result was proved in [8,
Theorem 3.1] and [10, Section 4].
Lemma A.6 Let s < −d + 1/2. Then there exists a Gaussian Borel probability measure gB∞
on the space Hs such that
gBt
Hs
−⇁gB∞, t→∞. (A.10)
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The correlation matrix QB∞(x, y) = (q
B,ij
∞ (x− y))i,j=0,1 of the limit measure g
B
∞ has a form
qB,00∞ (x− y) =
1
2
(T+ + T−)Em(x− y),
qB,10∞ (x− y) = −q
B,01
∞ (x− y) =
1
2
(T+ − T−)P(x− y),
qB,11∞ (x− y) =
1
2
(T+ + T−)δ(x− y),
∣∣∣∣∣∣ (A.11)
where P(x) = −iF−1k→x [sgn(k1)/ω(k)]. In particular, the limiting mean energy current density
is formally
∇qB,10∞ (0) =
T+ − T−
2
∇P(0) = −
T+ − T−
2(2π)d
∫
Rd
k sgn(k1)√
|k|2 +m2
dk = −∞ · (T+ − T−, 0, . . . , 0).
The infinity means the ’ultraviolet divergence’.
Denote by g0 a Borel probability measure on Esα such that Pg0 = g
B
0 , where P : (φ0, q0, p0) ∈
Esα → φ0 ∈ H
s
α, and g
B
0 is the probability measure on H
s
α constructed above. Then, by the
asymptotic behavior of Yt (see Section 5) and by Lemma A.6, the following result holds (cf.
Theorems 2.12 and 8.3).
Lemma A.7 Let s < −d + 1/2. Then the measures gt = S∗t g0 weakly converge to a limit
measure g∞ as t→∞ on the space E
s. The limit measure g∞ is Gaussian and its characteristic
functional is gˆ∞(Z) = exp{−(1/2)Q∞(Z,Z)}, where Q∞(Z,Z) = 〈qB∞(x − y),Π(Z) ⊗ Π(Z)〉
with qB∞ from (A.11).
A.4 Gibbs measure for the coupled system
For β > 0, we introduce the (normalized) Gibbs measures gβ on the space Esα. Formally,
gβ(dφ dξ) =
1
Z
e−βH(φ,ξ)
∏
x∈Rd
dφ(x) dξ.
Definition A.8 For β > 0, define the Gibbs measures gβ(dφ dξ) in Esα, s, α < −d/2, as
gβ(dφ dξ) =
1
Z
e−βq·〈ρ,∇ϕ〉 gBβ (dφ)× g
A
β (dξ). (A.12)
Here β = 1/T is an inverse temperature, gBβ (dφ) is defined in Definition A.3, and g
A
β is the
Gibbs measure on Rd × Rd,
gAβ (dξ) =
1
ZA
e−βHA(ξ) dξ, HA(ξ) =
1
2
(|p|2 + ω2|q|2). (A.13)
In Section A.6 we will prove the invariance of the Gibbs measures gβ w.r.t. the group St.
Lemma A.9 The flow St is mixing w.r.t. gβ, i.e., for any functions F1, F2 ∈ L2(Esα, gβ), we
have ∫
F1(StY )F2(Y )gβ(dY )→
∫
F1(Y )gβ(dY )
∫
F2(Y )gβ(dY ) as t→∞.
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Proof It suffices to check that for any Z1, Z2 ∈ D,∫
〈StY0, Z1〉〈Y0, Z2〉 gβ(dY0)→ 0, t→∞. (A.14)
Let Z1 = (f, u, v) ∈ D. By Corollary 3.2 and formulas (2.25)–(2.27), we obtain
|qt − 〈Wtφ0, α〉|+ |pt − 〈Wtφ0, β〉| ≤ C1εm(t)|ξ0|+ C2
√
ε˜m(t) sup
τ∈R
|〈Wτφ0,∇ρ0〉|,
and
|〈φt, f〉 − 〈Wtφ0, f∗〉| ≤ C1εm(t)|ξ0|+ C2
√
ε˜m(t)
(
sup
τ∈R
|〈Wτφ0,∇ρ0〉|+ sup
τ∈R
|〈Wτφ0, α〉|
)
.
These bounds can be proved similarly to Proposition 5.1. Hence, to prove (A.14) it suffices to
verify that ∫
〈φ0,W
′
tχ〉〈Y0, Z2〉 gβ(dY0)→ 0 as t→∞, (A.15)
with χ = α, β, f∗. Since
Fx→k[W
′
tf ] =
(
cosω(k)t −ω(k) sinω(k)t
ω−1(k) sinω(k)t cosω(k)t
)(
fˆ 0(k)
fˆ 1(k)
)
, (A.16)
then Definition A.8, equalities (A.5), and the Lebesgue–Riemann theorem imply (A.15).
A.5 Effective Hamiltonian
To prove the invariance of the Gibbs measures gβ we use notations introduced by Jaksˇic´ and
Pillet in [23]. At first, we rewrite the system (3.1)–(3.2) in new variables. Introduce an effective
potential by
Veff(q) =
1
2
(ω2|q|2 − q ·Kmq), (A.17)
where Km is the ’coupling constant matrix’ defined in (2.7). By condition R1’, Veff(q) ≥ 0.
Define Rd-valued function h(x),
h(x) = (∆−m2)−1∇ρ(x), x ∈ Rd, (A.18)
where ρ is the coupled function, and put h0 = (h, 0) ∈ Rd × Rd. Then the fist equations in
(2.1) become
φ˙t = LBφt + qt · ∇ρ
0 = LB(φt + qt · h0), with LB =
(
0 1
∆−m2 0
)
, (A.19)
because LBh0 = (0,∇ρ). Define a R
2-valued function ψ ≡ ψ(x), x ∈ Rd, where
ψ = (ψ0, ψ1) : ψ0 = ϕ+ q · h, ψ1 = π.
Then (A.19) becomes ψ˙t = LBψt + q˙t · h0. Recall that LB is the generator of the group Wt.
Hence, in new variables (ψt, ξt) the system (3.1)–(3.2) becomes
ψt = Wtψ0 +
t∫
0
Wt−sh0 · q˙s ds, x ∈ R
d, t ∈ R,
q¨t = −∇Veff(qt)−
t∫
0
Γ(t− s)q˙s ds+ F(t), (A.20)
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where F(t) := 〈∇ρ0,Wtψ0〉, ∇Veff(qt) = (ω
2I −Km)qt, the matrix Km is defined in (2.7), its
entries are
Km,ij = −〈∇iρ0, h
j
0〉 = (2π)
−d
∫
kikj|ρˆ(k)|2
k2 +m2
dk,
and Γ(t) stands for the Rd × Rd matrix with entries Γij(t),
Γij(t) := −〈∇iρ0,Wth
j
0〉 = (2π)
−d
∫
kikj
cosω(k)t
ω2(k)
|ρˆ(k)|2 dk, i, j = 1, . . . , d. (A.21)
The equation (A.20) is called the generalized or retarded Langevin equation with the random
force F(t) and with the memory kernel Γ(t).
Remark A.10 (i) By (A.21), we have Γ(0) = Km. Moreover, Γ˙ij(t) = −Dij(t), where Dij(t)
are the entries of the matrix D(t) defined in (3.4).
(ii) ρ0(x) = h0(x) = 0 for |x| ≥ Rρ, by condition R2. Hence, Γ(t) = 0 for |t| > 2Rρ if m = 0
due to a strong Huyghen’s principle, and |Γ(t)| ≤ C(1 + |t|)−d/2 if m 6= 0.
(iii) It follows from (A.5), (A.16) and (A.21) that
∫
(F(t)⊗F(s)) gBβ (dψ) = (1/β) Γ(t − s)
(fluctuation–dissipation relation).
(iv) The force F(t) equals F (t)− Γ(t)q0 with F (t) from (3.2).
Introduce an effective Hamiltonian HeffA (ξ) = |p|
2/2 + Veff(q). Hence, by (1.1),
H(φ, ξ) = HB(ψ) +H
eff
A (ξ).
Definition A.11 (i) Define a map T on Esα by the rule
T : (φ, ξ)→ (ψ, ξ), ψ = φ+ q · h0.
(ii) Denote gTβ (dψdξ) := gβ(T
−1(dψdξ)). Then, gTβ (dψdξ) = g
B
β (dψ) × g
eff
β (dξ), where g
B
β is
defined in Definition A.3, geffβ is a Gaussian measure defined by g
eff
β (dξ) = (1/Z)e
−βHeffA (ξ)dξ.
A.6 Invariance of Gibbs measures gβ
Proposition A.12 Let conditions R1 and R2 hold. Then the Gibbs measures gβ, β > 0, are
invariant with respect to the dynamics, i.e.
S∗t gβ(ω) := gβ(S
−1
t ω) = gβ(ω), for ω ∈ B(E
s
α) and t ∈ R. (A.22)
Here B(Esα) is the Borelian σ-algebra of subsets in E
s
α.
Proof For simplicity, we omit indices α, s in notations Esα and H
s
α. The invariance (A.22) is
equivalent to the identity:
d
dt
∫
E
F (StY )gβ(dY ) = 0, t ∈ R, (A.23)
for any bounded continuous functional F (Y ) on E , i.e., F (Y ) ∈ Cb(E). It suffices to prove
(A.23) with t = 0 only. Indeed, since St+τ = St Sτ , we have
d
dτ
∫
E
F (SτStY )gβ(dY ) =
d
dτ
∫
E
F (Sτ+tY )gβ(dY ) =
d
dt
∫
E
F (StSτY )gβ(dY ). (A.24)
30
Let d
dτ
∫
E
F (SτY )gβ(dY )
∣∣∣
τ=0
= 0. Since F (StY ) ∈ Cb(E), then
d
dτ
∫
E
F (SτStY )gβ(dY )
∣∣∣
τ=0
= 0
for any fixed t ∈ R. Hence, (A.24) implies
0 =
d
dτ
∫
E
F (SτStY )gβ(dY )
∣∣∣
τ=0
=
d
dt
∫
E
F (StY )gβ(dY ),
and (A.23) follows. Moreover, it suffices to verify (A.23) with t = 0 and F (Y ) = exp(i〈Y, Z〉)
for every Z = (f0(x), f1(x), u, v) ∈ D. Then, by (2.4), identity (A.23) with t = 0 becomes
d
dt
∫
E
ei〈StY,Z〉gβ(dY )
∣∣∣
t=0
=
∫
E
ei〈Y,Z〉i〈L(Y ), Z〉gβ(dY ) = 0, (A.25)
where
L(ϕ, π, q, p) = (π, (∆−m2)ϕ+ q · ∇ρ, p,−ω2q + 〈∇ρ, ϕ〉). (A.26)
Now we prove (A.25). Denote by I the integral
I :=
∫
E
ei〈Y,Z〉i〈L(Y ), Z〉gβ(dY ),
and check that I = 0. Definition A.11 implies gβ(dY ) = g
T
β (TdY ). Hence,∫
E
F (Y ) gβ(dY ) =
∫
R2d
geffβ (dξ)
∫
H
F (ψ − q · h0, ξ) g
B
β (dψ). (A.27)
Using (A.26), (A.27), and (A.18), we rewrite I in the form
I =
∫
R2d
ei(u·q+v·p)geffβ (dξ)
∫
H
ei〈ψ
0−q·h,f0〉+i〈ψ1,f1〉
(
i〈ψ1, f0〉+ i〈(∆−m
2)ψ0, f1〉
+iu · p+ iv · [−ω2q + 〈∇ρ, ψ0 − q · h〉]
)
g0β(dψ
0)g1β(dψ
1).
Integrals over Gaussian measures g0β(dψ
0) and g1β(dψ
1) can be represented as variational deriva-
tives of their characteristic functionals gˆ0β(f0) and gˆ
1
β(f1):∫
ei〈ψ,f〉i〈ψ, ·〉giβ(dψ) = 〈
δ
δf
gˆiβ(f), ·〉, i = 0, 1, f ∈ C
∞
0 (R
d).
Then
I =
∫
R2d
ei(u·q+v·p)e−iq·〈h,f0〉
(
〈
δ
δf1
, f0〉+ 〈(∆−m
2)
δ
δf0
, f1〉
+iu · p+ v ·
[
− iω2q + 〈
δ
δf0
,∇ρ〉 − i〈∇ρ, q · h〉
])
gˆ0β(f0)gˆ
1
β(f1) g
eff
β (dξ).
(A.28)
Using (A.6), we calculate
〈
δ
δf
gˆ0β(f), ·〉 = −
1
β
e−
1
2β
〈(−∆+m2)−1f,f〉〈(−∆+m2)−1f, ·〉
〈
δ
δf
gˆ1β(f), ·〉 = −
1
β
e−
1
2β
〈f,f〉〈f, ·〉
∣∣∣∣∣∣∣ f ∈ C
∞
0 (R
d).
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Therefore, we reduce (A.28) to the following integral
I = C
∫
R2d
ei(u·q+v·p)e−iq·〈h,f0〉
(
iu · p− iv · ∇Veff (q) +
1
β
v · 〈f0, h〉
)
e−βH
eff
A (ξ) dξ
= C1
∫
R2d
ei(u·q+v·p)(u · ∇p − v · ∇q)
[
e−iq·〈h,f0〉−βH
eff
A (q,p)
]
dq dp,
by (A.17) and (A.18). Partial integration in q and in p leads to
I = C2
∫
R2d
ei(u·q+v·p)(−u · (iv) + v · (iu))e−iq·〈h,f0〉−βH
eff
A (q,p) dqdp = 0.
Appendix B: Existence of solutions
Proposition 2.2 can be proved by using the methods of [25, Lemma 6.3]. In this section, we
outline the proof of this proposition.
Proof of Lemma 2.3. Step (i) If ρ = 0, then the existence and uniqueness of the solution
Yt ∈ C(R, E) to problem (2.4) is well-known (see, for example, [29]). Represent the solution
Yt as the pair of the functions (Y
0
t , Y
1
t ), where Y
0
t = (ϕt, qt), Y
1
t = (πt, pt). Therefore, problem
(2.4) for Yt ∈ C(R, E) is equivalent to
Yt = e
L0tY0 +
t∫
0
eL0(t−s)BYs ds, (B.1)
where Y0 = (ϕ0, q0, π0, p0) ∈ E = H1F (R
3)⊗ R3 ⊗ L2(R3)⊗ R3,
L0 =
(
0 I
A0 0
)
, A0
(
ϕ
q
)
=
(
LBϕ
−ω2q
)
B(Y 0, Y 1) = (0, RY 0), RY 0 :=
(
q · ∇ρ, 〈ϕ,∇ρ〉
)
∣∣∣∣∣∣∣ for Y
0 = (ϕ, q), (B.2)
(cf (7.4)). Note that ‖eL0tY0‖E ≤ C‖Y0‖E ; and the second term in (B.1) is estimated by
sup
|t|≤T
‖
t∫
0
eL0(t−s)BYs ds‖E ≤ C T sup
|s|≤T
‖Ys‖E.
This bound and the contraction mapping principle imply the existence and uniqueness of the
local solution Yt ∈ C([−ε, ε], E) for some ε > 0.
Step (ii) To prove the energy conservation
H(Yt) = H(Y0) for t ∈ R, (B.3)
we first assume that φ0 = (ϕ0, π0) ∈ C3(R3) × C2(R3) and φ0(x) = 0 for |x| ≥ R0. Then
ϕt(x) ∈ C
2(R3x × Rt) and
ϕt(x) = 0 for |x| ≥ |t|+max{R0, Ra, Rρ}
32
by the integral representation (B.1) and conditions A2 and R2. Therefore, for such initial
data, relation (B.3) can be proved by integrating by parts. Hence, for Y0 ∈ E, (B.3) follows
from the continuity of St and from the fact that C
3
0(R
3)⊕ R3 ⊕ C20(R
3)⊕ R3 is dense in E.
Step (iii) In the case of WF, we apply condition A3 and obtain
1
2
∫ (∑
ij
∇iϕ(x)aij(x)∇jϕ(x) + 2q · ∇ϕ(x)ρ(x)
)
dx
≥
1
2
∫ (
α|∇ϕ(x)|2 + 2q · ∇ϕ(x)ρ(x)
)
dx =
α
2
‖∇ϕ+
qρ
α
‖2 −
1
2α
|q|2‖ρ‖2,
where ‖ · ‖ stands for the norm in L2. In the case of KGF,
1
2
∫ (
m2|ϕ(x)|2 − 2ϕ(x)q · ∇ρ(x)
)
dx ≥
1
2
m2‖ϕ−
q · ∇ρ
m2
‖2 −
1
2m2
|q|2‖∇ρ‖2.
Hence, the Hamiltonian functional H(Y ) is nonnegative. Indeed, in the case of WF,
H(Y ) ≥
1
2
∫ (
|π(x)|2 + α
∣∣∣∇ϕ(x) + qρ(x)
α
∣∣∣2 + a0(x)|ϕ(x)|2) dx
+
1
2
(
ω2 −
1
α
‖ρ‖2
)
|q|2 +
1
2
|p|2 ≥ 0 (B.4)
by condition R1. In the case of KGF,
H(Y ) ≥
1
2
∫ (
|π(x)|2 +
∑
j
|(∇j − iAj(x))ϕ(x)|
2 +m2
∣∣∣ϕ(x)− q · ∇ρ(x)
m2
∣∣∣2) dx
+
1
2
(
ω2 −
1
m2
‖∇ρ‖2
)
|q|2 +
1
2
|p|2 ≥ 0 (B.5)
by condition R1. Moreover, by (B.3), (B.4) and (B.5), we obtain
‖Yt‖
2
E ≤ C H(Yt) = C H(Y0). (B.6)
On the other hand, in the case of KGF, we have
H(Y ) ≤
1
2
{∑
j
‖(∇j − iAj(x))ϕ‖
2 + ‖∇ϕ‖2 + ‖π‖2 +m2‖ϕ‖2 + (ω2 + ‖ρ‖2)|q|2 + |p|2
}
≤ C‖Y ‖2E , (B.7)
since |q · 〈∇ϕ, ρ〉| ≤ (‖∇ϕ‖2 + |q|2‖ρ‖2)/2. In the WF case,
H(Y ) ≤ C
(
‖∇ϕ‖2 + ‖π‖2 + (ω2 + ‖ρ‖2)|q|2 + |p|2 +
∫
a0(x)|ϕ(x)|
2 dx
)
.
Since Y ∈ E, ϕ ∈ H1F . For the WF case, H
1
F is the completion of real space C
∞
0 (R
3) with the
norm ‖∇ϕ‖. Therefore, H1F = {ϕ ∈ L
6(R3) : |∇ϕ| ∈ L2} by Sobolev’s embedding theorem.
Hence, ∫
a0(x)|ϕ(x)|
2 dx ≤ C‖ϕ‖2L6 ≤ C1‖∇ϕ‖
2.
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Using (B.6) and (B.7), we obtain the a priori estimate
‖Yt‖E ≤ C1‖Y0‖E for t ∈ R. (B.8)
Therefore, properties (i)–(iii) of Lemma 2.3 for arbitrary t ∈ R follow from bound (B.8).
We return to the proof of Proposition 2.2. Let us choose R > max{Ra, Rρ} with Ra and
Rρ from conditions A2 and R2. Then, by the integral representation (B.1), the solution Yt
for |x| < R depends only on the initial data Y0(x) with |x| < R + |t|. Thus, the continuity of
St in E follows from the continuity in E.
For every R > 0, define the local energy seminorms by
‖Y ‖2E(R) :=
∫
|x|<R
(
|∇ϕ(x)|2 +m2|ϕ(x)|2 + |π(x)|2
)
dx+ |q|2 + |p|2, Y = (ϕ, π, q, p),
where m > 0 for the KGF case, and m = 0 for the WF case. By estimate (B.8), we obtain the
following local energy estimates:
‖StY0‖
2
E(R) ≤ C‖Y0‖
2
E(R+|t|) for R > max{Rρ, Ra} and t ∈ R.
Hence, for any T > 0 and R > max{Rρ, Ra},
sup
|t|≤T
‖StY0‖E,R ≤ C(T )‖Y0‖E,R+T .
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