Abstract-This paper presents a new robust fault and state estimation based on recursive least square filter for linear stochastic systems with unknown disturbances. The novel elements of the algorithm are : a simple, easily implementable, square root method which is shown to solve the numerical problems affecting the unknown input filter algorithm and related information filter and smoothing algorithms; an iterative framework, where information and covariance filters and smoothing are sequentially run in order to estimate the state and fault. This method provides a direct estimate of the state and fault in a single block with a simple formulation. A numerical example is given in order to illustrate the performance of the proposed filter.
I. INTRODUCTION [3] [4]
C.S Hsieh (2) and (8), we obtain the following set of constraint equations on the unknown k x , k f and
Let this set of equations be denoted compactly by
The weighted least-square problem for the derivation of the square-root filter algorithm by:
The goal of the analysis of the weighted least-square problem is the derivate of square root solution for the filtred and one step ahead predicted state and fault estimation. Therefore, we will address the numerical transformation involved in solving (10) in two consecutive parts. We start with the derivation of the square-root algorithm for computing the filtered state and fault estimation in section 3.1 and the derivation for the computation of the one-step ahead prediction is presented in section 3.2.
We define the following transformation 
So from (11) we formulate the problem (LS) as follows:
where is the weighting matrix chosen as follows:
In the next section we propose to design an unbiased minimum variance linear estimator of the state k x and the fault k f without any information concerning the fault k f . .
III. FILTER DESIGN
A Measurement update
The problem is to determine a linear estimateˆ, k k f x of on the given data k y and / 1k k x which have the following form
, such that both estimates are a minimum-variance unbiased estimate that is estimate with the properties:
ˆ0,
and the expression below are minimal:
a. Unbiased estimation To obtain an unbiased estimation of state and fault, the matrix k M must satisfy the following two algebraic constraints:
We partitions the matrix 11 12 21 22
in the constraint (21) as follows : Hence   12  11  22  21 0, , , 0
.On substituting the constraint equation (22) it can be given as follows 11 12 
The estimatorsˆk f andˆk x are unbiased if M satisfy the following constraints:
The innovation error k y has the following form
where
Lemma: Let rank y k F p ; the necessary and sufficient conditions so that the estimatorˆk x andˆk f are unbiased as matrix k E is full colum rank, that is,
In the next subsection, we propose to determine the gain b. fault estimation Equation (30) will be written as
Sine k e not have unit variance and k y does not satisfy the assumption of the Gauss-Markov theorem [17] , the least square solution do not have a minimum-varianve. Netherless, the covariance matrix of k e has the following form
For that,ˆk f can be obtained by a weighted least square (WLS) estimation with a weighting matrix 1 . M is given by 
L L H , so we can rewrite (30) as follows: 
suppose that
In this way, we consider that 1 k k L e has a unit variance and (36) can satisfy the assumption of the Gauss-Markov theorem. Hence, (37) is the UMV estimate of k f . The fault estimation error is given by:
Then, the fault error estimation is rewritten as follows:
from equation (40) we can calculate k f :
Using (34), the covariance f k P matrix is given by * * 1 * * * 11 
Proof:
According to equation (16) and after (42), we can deduce that
From (24), we know that 22 k n M I then we have:
(44) Using (44) the state estimation error, given bŷ
Considering (28) and (45) 
So, the optimization problem can be solved using Lagrange multipliers
where k is the matrix of Lagrange multipliers.
Setting the derivate of (47) with respect to 21 k M we obtain:
Equation (28) and (48) form the linear systems of equation 
The corresponding LS problem is given by
where denotes the weighting matrix which we choose
From equation (51), we have
From equation (32), the prior covariance / 1 x k k P has the following form:
4. EXTENDED FILTER In this section, we seek to extend this filter to consider the case where 0 y k rang F p . To solve this problem, we use the same approach developed by [10] . If we introduce (31) et (32) in (39) , then we will be able to write the fault error estimation in the following form : 
Assuming that 1 0 k x we define the following notations :
Using the same technique presented in [9] the expectation value of the k f is given by: CONCLUSION In this paper, the robust filter is developed to obtain an effective state and fault estimation of linear stochastic system in presence of unknown input. The advantages of this filter are especially important in the case when we do not have any prior informations about the unknown disturbances and fault. An application and the robustness of the proposed filter has been shown by an illustrative example.
