It is established the existence and multiplicity of weak solutions for a class of nonlocal equations involving the fractional laplacian, nonlinearities with critical exponential growth and potentials this is which may change sign. The proofs of our existence results rely on minimization methods in combination with the mountain-pass theorem.
Introduction
In this paper we investigate the existence and multiplicity of weak solutions for the following class of equations (−∆)
where V : R → R is a continuous potential which may change sign, the nonlinearity f (x, s) behaves like exp(α 0 s 2 ) when |s| → +∞ for some α 0 > 0, h belongs to the dual of an appropriated functional space and (−∆) 1/2 is the fractional laplacian. The fractional laplacian (−∆) 1/2 of a mensurable function u : R → R is defined by (−∆) 1/2 u(x) = − 1 2π R u(x + y) + u(x − y) − 2u(x) |y| 2 dy. (1.2)
endowed with the norm is the so-called Gagliardo semi-norm of function u. We assume suitable conditions on the potential V (x) with which we will be able to consider a variational framework based in the space X given by X = u ∈ H 1/2 (R) :
More precisely, we assume throughout this paper the following assumptions on V (x):
(V 1 ) There exists a positive constant B such that V (x) ≥ −B for all x ∈ R;
(V 2 ) The infimum 
Here G is a open set in R, X 0 (G) = {u ∈ X : u = 0 in R \ G} and B R is the closed ball with center at origin and radius R.
The hypotheses (V 1 ) − (V 2 ) will ensure that the space X is Hilbert when endowed with the inner product u, v = 1 2π to which corresponds the norm u = u, u 1/2 (cf. Section 2).
In this context, we assume that h ∈ X * (dual space of X) and say that u ∈ X is a weak solution for the problem (1.1) if the following equality holds:
for all v ∈ X, where (·, ·) denotes the duality pairing between X and X * . When a weak solution u has sufficient regularity, it is possible to have a pointwise expression of the fractional laplacian as (1.2). See [20] , for example.
As we already mentioned, we are interested in the case that the nonlinearity f (x, s) has the maximal growth which allows us to treat problem (1.1) variationally in X. Precisely, we will assume sufficient conditions so that a weak solution of (1.1) turn out to be critical points of the Euler functional I : X → R defined by
In order to better describe the hypotheses on f (x, s) we recall some well known facts about the limiting Sobolev embedding theorem in 1-dimension. If s ∈ (0, 1/2), Sobolev embedding states that H s (R) ֒→ L 2 * s (R), where 2 * s = 2/(1 − 2s), for this case, the maximal growth of the nonlinearity f (x, s) which allows to treat problem (1.1) variationally in H s (R) is given by |s| 2 * s as |s| → +∞. If s = 1/2, Sobolev embedding states that
is not continuous embedded in L ∞ (R), for details see [5, 13] . In the borderline case s = 1/2, the maximal growth which allows to treat problem (1.1) variationally in H 1/2 (R) is motivated by Trudinger-Moser inequality proved by H. Kozono, T. Sato and H. Wadade [9] and T. Ozawa [13] . Precisely, they proved that there exist positive constants ω and C such that for all u ∈ H 1/2 (R) with (−∆) 1/4 u 2 ≤ 1,
See also the pioneering works [12, 18] . Motivated by (1.4) we say that f (x, s) has critical exponential growth when for all x ∈ R, there exists α 0 > 0 such that
Now we state our main assumptions for the nonlinearity f (x, s). In order to find weak solutions (1.1) through variational methods we will assume the following general hypotheses:
(f 2 ) f : R × R → R is continuous, it has critical exponential growth and is locally bounded in s, that is, for any bounded interval J ⊂ R, there exists C > 0 such that |f (x, s)| ≤ C for every (x, s) ∈ R × J;
(f 5 ) there exist constants p > 2 and C p such that, for all s ≥ 0 and x ∈ R,
We point out that the hypotheses (f 1 )−(f 5 ) have been used in many papers to find a variational solution using the classical Mountain Pass Theorem introduced by Ambrosetti and Rabinowitz in the celebrated paper [1] , see for instance [6, 7, 8] . A simple model of a function that verifies our assumptions is f (x, s) = C p |s| p−2 s + 2s(e s 2 − 1) for (x, s) ∈ R × R.
We next state our main results. Theorem 1.1. Suppose that (V 1 ) − (V 3 ) and (f 1 ) − (f 5 ) are satisfied. Then there exists δ 1 > 0 such that for each 0 < h * < δ 1 , problem (1.1) has at least two weak solutions. One of them with positive energy, while the other one with negative energy. Theorem 1.2. Under the same hypotheses in Theorem 1.1, the problem without the perturbation, that is h ≡ 0, has a nontrivial weak solution with positive energy. Remark 1.3. Our work was motivated by Iannizzotto and Squassina [8] and some papers that have appeared in the recent years concerning the study of (1.1) by using purely variational approach, see [3, 15, 16] and references therein. Our goal is to extend and complement the results in [3, 8, 15, 16] in sense that we consider critical exponential growth on the nonlinearity and a class of potentials V (x) which may change sign, vanish and be unbounded. 5) see e.g. [1, 2] for the case where g(x, s) has subcritical growth in the Sobolev sense, and see e.g. [6, 7, 10, 19] for the case where g(x, s) has critical growth in the Trudinger-Moser sense. The existence of solutions has been discussed under various conditions on the potential V (x). It is worthwhile to remark that in these works different hypotheses are assumed on V (x) in order to overcome the problem of "lack of compactness", typical of elliptic problems defined in unbounded domains and involving nonlinearities in critical growth range. Specifically, in [2, 14] it is assumed that the potential is continuous and uniformly positive. Furthermore, it is assumed one of the following conditions:
Each of these conditions guarantee that the space
We point out (V 3 ) generalizes these two conditions. In special, it should be mentioned that the conditions (V 1 ) − (V 3 ) were already considered by B. Sirakov [17] to study (1.5) when g(x, u) has subcritical growth in the Sobolev sense. Remark 1.5. Similar to [4, 6, 7, 8] we will use minimization to find the first solution with negative energy, and the Mountain Pass Theorem to guarantee the existence of the second solution with positive energy. First we need to check some conditions concerning the mountain pass geometry and the compactness of the associated-Euler functional. In our argument, it is crucial a version of the Trudinger-Moser inequality to space the X and a version of a Concentration-Compactness Principle due to P. -L. Lions [11] to the space X (cf. Section 2). Our main difficulties are the involved operator which is nonlocal and critical exponential growth on the nonlinearity.
The outline of the paper is as follows: Section 2 contains some preliminary results. Section 3 contains the variational framework and we also check the geometric conditions of the associated functional. Section 4 deals with Palais-Smale condition and Section 5 treats with the minimax level. Finally in Section 6, we complete the proofs of our main results.
Hereafter, C, C 0 , C 1 , C 2 , ... denote positive constants (possibly different), we use the notation · p for the standard L p (R)-norm and · * for the norm in the dual space X * .
Some Preliminary Results
In this section, we prove some technical results about the space X and we show a version of (1.4) to X. First, in order to obtain good properties for X, we need the following lemma: Lemma 2.1. Suppose that (V 1 ) and (V 2 ) are satisfied. Then there exists κ > 0 such that for any u ∈ X, 1 2π
Proof: Suppose that (2.1) is false. Then for each n ∈ N there exists u n ∈ X such that u n 2 1/2,2 = 1 and 1 2π
Thus, by (V 2 ) it follows that
This together with λ 1 > 0 imply u n 2 → 0 and [u n ] 1/2,2 → 1. Consequently, by using (V 1 ) we obtain the contradiction
This completes the proof.
Using (2.1) we can define the following inner product in X, 2) to which corresponds the norm
Moreover, the following facts hold:
i) X is a Hilbert space;
ii) X is continuously embedded into H 1/2 (R);
iii) For any q ∈ [2, ∞), X is continuously embedded into L q (R) and
Now, by adapting the arguments in [17] , we prove a compactness result which will be used in this paper.
Proof: Let (u n ) ⊂ X be a bounded sequence, up to a subsequence, we may assume that u n ⇀ 0 weakly in X. We must prove that, up to a subsequence,
,
Finally, from (2.4), (2.5) and (2.6), we conclude the proof.
In the sequel we shall prove a version of (1.4) to the space X, this will be our main tool to prove Theorems 1.1 and 1.2. The ideas used in the proof are inspired in [6, 7, 8] and we present here for completeness of our work. For this, we need the following relation
for details see [5, Proposition 3.6 ].
Lemma 2.3. If 0 < α ≤ 2πκω and u ∈ X with u ≤ 1, then there exists a constant C > 0 such that
Moreover, for any α > 0 and u ∈ X, we have
Proof: First, we observe that if a function u ∈ X satisfies u ≤ 1, set v = (2πκ) 1/2 u, then v ∈ H 1/2 (R) and by using (2.1) and (2.7), we get
Consequently,
where we have used (1.4). Thus, we obtain (2.8). Now we prove the second part of the lemma. Indeed, given u ∈ X and ε > 0 there exists ϕ ∈ C ∞ 0 (R) such that u − ϕ < ε. Thus, since
Choosing ε > 0 such that 4αε 2 < 2πκω, we have 4α u − ϕ 2 < 2πκω. Then, from (2.8) and (2.10), we obtain that
The next result will be used to ensure the geometry of the functional I in Section 3.
Lemma 2.4. If v ∈ X, α > 0, q > 2 and v ≤ M with αM 2 < 2πκω, then there exists
Proof: We consider r > 1 close to 1 such that αrM 2 < 2πκω and r ′ q ≥ 2, where r ′ = r/(r − 1). Using Hölder inequality, we have
Note that given β > r there exists C = C(β) > 0 such that for all s ∈ R,
Hence, from (2.11) and (2.12), we get
By choosing β > r close to r, in such way that αβM 2 < 2πκω, it follows from (2.8) and the continuous embedding X ֒→ L r ′ q (R) that
This completes the proof. Now, in line with the Concentration-Compactness Principle due to P. -L. Lions [11] we show a refinement of (2.8). This result will be crucial to show that the functional I satisfies the PalaisSmale condition.
Lemma 2.5. If (v n ) is a sequence in X with v n = 1 for all n ∈ N and v n ⇀ v in X, 0 < v < 1, then for all 0 < t < 2πκω(1 − v 2 ) −1 , we have
Proof: Since v n ⇀ v in X and v n = 1, we conclude that
Thus, for n ∈ N enough large, we have t v n − v 2 < 2πκω. Now choosing q > 1 close to 1 and ε > 0 satisfying
Consequently, by (2.8), there exists C > 0 such that
it follows by convexity of the exponential function with q −1 + r −1 = 1 that
Therefore, by (2.9) and (2.13), we get
and the result is proved.
The variational framework
As we mentioned in the introduction, the problem (1.1) has variational structure. In order to apply the critical point theory, we define the following functional I : X → R,
Notice that, from (f 1 ) and (f 2 ), for each α > α 0 and ε > 0 there exists C ε > 0 such that
which together with the continuous embedding X ֒→ L 2 (R) and (2.9) yields F (x, u) ∈ L 1 (R) for all u ∈ X. Consequently, I is well-defined and by standard arguments, I ∈ C 1 (X, R) with
for all u, v ∈ X. Hence, a critical point of I is a weak solution of (1.1) and reciprocally. The geometric conditions of the mountain-pass theorem for the functional I are established by next lemmas.
Lemma 3.1. Suppose that (V 1 ) − (V 2 ) and (f 1 ) − (f 2 ) hold. Then there exists δ 1 > 0 such that for each h ∈ X * with h * < δ 1 , there exists ρ h > 0 such that
Proof: From (f 1 ) and (f 2 ), given ε > 0, there exists C > 0 such that, for all α > α 0 and q > 2,
Using (3.1) and (V 2 ), we have
Then, for u ∈ X such that α u 2 < 2πκω, using Lemma 2.4, we get
> 0, we may choose ρ h > 0 such that
Thus, for h * sufficiently small there exists ρ h such that I(u) > 0 if u = ρ h .
Then there exists e ∈ X with e > ρ h such that I(e) < inf u =ρ h
I(u).
Proof: Let u ∈ C ∞ 0 (R) \ {0}, u ≥ 0 with compact support K = supp(u). By using (f 2 ) and (f 3 ), there exist positive constants C 1 and C 2 such that
Then, for t > 0, we get
Since θ > 2, we have I(tu) → −∞ as t → ∞. Setting e = tu with t large enough, the proof is finished.
In order to find an appropriate ball to use minimization argument, we need the following results:
hold. Then if h = 0 there exist η > 0 and v ∈ X \ {0} such that I(tv) < 0 for all 0 < t < η. In particular,
Proof: For each h ∈ X * , by applying the Riesz representation theorem in the space X, the problem
has a unique weak solution v ∈ X so that
Consequently, from (f 1 ) and (f 2 ) it follows that there exists η > 0 such that
for all 0 < t < η. Using that I(0) = 0, it must hold that I(tv) < 0 for all 0 < t < η and the proof is completed.
Palais-Smale compactness condition
In this section we show that I satisfies the Palais-Smale condition for certain energy levels. We recall that the functional I satisfies the Palais-Smale condition at level c, denoted by (P S) c , if for any sequence (u n ) in X such that
has a strongly convergent subsequence in X. Initially, we prove the following lemma:
Palais-Smale sequence of I at level c. Then there exists a subsequence of (u n ) (still denoted by (u n )) and u ∈ X such that
Proof: Note that by (f 3 ),
By using (4.1), we obtain
This together with (4.2) leads to u n ≤ C. Hence, since that X is a Hilbert space, up to subsequence, we can assume that there exists u ∈ X such that
Now, from (4.1) and u n ≤ C, there exists C 1 > 0 such that
Consequently, thanks to Lemma 2.1 in [4] , we get
Next, similar to N. Lam and G. Lu [10] , we shall prove the last convergence of the lemma. Firstly, note that by using (f 3 ) and (f 4 ), for each R > 0 there exists C 0 > 0 such that
This together with (4.3) and the Generalized Lebesgue's Dominated Convergence Theorem, imply
Now, to conclude the last convergence of the lemma, it is sufficient to prove that given δ > 0, there exists R > 0 such that
In order to prove it, we notice that by using (f 1 ), (f 3 ) and (f 4 ), there exist C 1 , C 2 > 0 such that
Thus, for each A > 0, we obtain that |x|>R |un|>A
Since u n and R |f (x, u n )u n | dx are bounded, given δ > 0 we may choose A such that
Thus, |x|>R |un|>A
Moreover, note that with such A, by (f 1 ) and (f 2 ), we have that
So, we get |x|>R |un|≤A
Hence, using Lemma 2.2, given δ > 0 we may choose R > 0 such that |x|>R |un|≤A
From (4.4) and (4.5), we have that given δ > 0 there exists R > 0 such that
Similarly,
Combining all the above estimates and since that δ > 0 is arbitrary, we have
which completes the proof. Now, we shall prove main results this Section. Proof: Let (u n ) ⊂ X be an arbitrary Palais-Smale sequence of I at level c. By Lemma 4.1, up to a subsequence, u n ⇀ u weakly in X. We shall show that, up to a subsequence, u n → u strongly in X. For this, we have two cases to consider:
In this case, again by Lemma 4.1, we have
we get lim
Hence, we can infer that for n large there exist r 1 > 1 sufficiently close to 1, α > α 0 close to α 0 andr 1 > r 1 sufficiently close to r 1 such thatr 1 α u n 2 < 2πκω. Thus, by (2.12) and (2.8), we have
In fact, since f (x, s) satisfies (f 1 ) and (f 2 ), for α > α 0 and ε > 0, there exists C 1 > 0 such that
Now, letting r 1 > 1 sufficiently close to 1 such that r 2 ≥ 2, where 1/r 1 + 1/r 2 = 1, we obtain by Hölder inequality that
where we have used (4.6) and Lemma 2.2. Therefore, since (I ′ (u n ), u n ) = o n (1), we conclude that, up to a subsequence, u n → 0 strongly in X.
Case 2: u = 0.
In this case, we define v n = u n u n and v = u lim u n .
It follows that v n ⇀ v in X, v n = 1 and v ≤ 1. Thus, if v = 1, we conclude the proof. Now, if v < 1, we claim that there exist r 1 > 1 sufficiently close to 1, α > α 0 close to α 0 and β > 0 such that
for n ∈ N large. Indeed, since I(u n ) = c + o n (1), it follows that
from (4.8) and by definition of v, we obtain
which together with (4.8) imply
Consequently, (4.7) holds. Again by (2.12) and Lemma 2.5, we get
By Hölder inequality and similar computations done above we have that
This convergence together with the fact that (I ′ (u n ), (u n − u)) = o n (1) imply that
Since u n ⇀ u weakly in X, we obtain u n → u strongly in X and the proof is finished.
Minimax Level
In this section, we verify that the minimax level associated with the Mountain Pass Theorem is in the interval where the Proposition 4.2 can be applied. To show this result the idea is to find a nonnegative function u p ∈ X which attains S p . And then we show the main result of the section, providing the estimate for max t≥0 I(tu p ).
Lemma 5.1. Suppose that (V 1 )−(V 3 ) hold. Then S p is attained by a non-negative function u p ∈ X.
Proof: Let (u n ) be a minimizing sequence of non-negative functions (if necessary, replace u n by |u n |) for S p in X, that is,
Then, (u n ) is bounded in X. Since X is Hilbert and X is compactly embedded into L p (R), up to a subsequence, we may assume u n ⇀ u p weakly in X,
u n (x) → u p (x) almost everywhere in R.
Consequently, we have u p = 1, u p (x) ≥ 0 and u p ≤ lim inf n→+∞ u n = S p .
Thus, S p = u p . This completes the proof. Now we prove the main result of this section. Moreover, if h ∈ X * with h ≡ 0, we can find a second solution. To this, we consider ρ h like in Lemma 3.1. Observe that B ρ h is a complete metric space with the metric induced by the norm of X and convex, and the functional I is of class C 1 and bounded below on B ρ h . Thus, by Ekeland variational principle there exists a sequence (u n ) in B ρ h such that I(u n ) → c 0 = inf u ≤ρ h I(u) < 0 and I ′ (u n ) * → 0.
Hence, by Proposition 4.2 the functional I satisfies the (P S) c 0 condition. Consequently, there exists u 0 ∈ X such that I ′ (u 0 ) = 0 and I(u 0 ) = c 0 , that is, u 0 is a weak solution of (1.1) at level c 0 .
Thus it is completed the proof of the results.
