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Abstract
Multivariate count time series models are an important tool for the analysis and
prediction of infectious disease spread. We consider the endemic-epidemic framework,
an autoregressive model class for infectious disease surveillance counts, and replace
the default autoregression on counts from the previous time period with more flex-
ible weighting schemes based on discrete-time serial interval distributions. We employ
three different parametric formulations, each with an additional unknown weighting
parameter estimated via a profile likelihood approach, and compare them to an un-
restricted nonparametric approach. The new methods are illustrated in a univariate
analysis of dengue fever incidence in San Juan, Puerto Rico, and a spatio-temporal
study of viral gastroenteritis in the twelve districts of Berlin. Special attention is given
to the predictive performance at various forecast horizons, which in both applications
is considerably improved by the inclusion of serial interval distributions.
1 Introduction
Infectious disease surveillance produces multivariate time series of counts, usually available
on a weekly basis. Models for such data can help to understand mechanisms of spread or
to predict future incidence. As Keeling and Rohani (2008) point out, the different goals
are often in conflict. While prediction requires high accuracy, transparency of models is
important to better understand disease spread. This trade-off has given rise to a wide
spectrum of methods (Siettos and Russo, 2013), from individual-level over compartmental
to statistical approaches.
In this article we consider the endemic-epidemic (in the following: EE) framework, a
statistical time series model class for multivariate surveillance counts introduced by Held
et al. (2005) and extended in a series of articles (Paul et al., 2008; Held and Paul, 2012;
Meyer and Held, 2014, 2017). In its current formulation and implementation in the R
package surveillance (Meyer et al., 2017) the EE framework uses only incidence from the
directly preceding week t− 1 to explain the incidence in week t. From an epidemiological
perspective, the time between the appearance of symptoms in successive generations is
thus assumed to be fixed to the observation interval at which the data are collected, here
one week. However, in reality this time span, called the serial interval (Becker, 2015), is
random and may exceed one observation interval. In this paper we address this limitation
of the EE framework in its present form and explore more flexible discrete-time serial
interval distributions. Specifically we consider shifted Poisson, triangular and geometric
distributions and compare them to an unrestricted nonparametric approach.
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Univariate EE models with geometric serial interval distribution have close links to
integer-valued GARCH (INGARCH) time series models (Fokianos et al., 2009; Zhu, 2011).
Multivariate INGARCH models have also been considered in the time series literature
in recent years (Heinen and Rengifo, 2007; Doukhan et al., 2017; Cui and Zhu, 2018).
However, they do not address the particular challenges encountered in infectious disease
epidemiology, as they are not able to describe the spatio-temporal spread of infectious
diseases (Xia et al., 2004) or to accommodate social contact data (Mossong et al., 2008).
On a practical note, no general implementation of multivariate INGARCH models seems to
be available, whereas the methods presented in this paper can be applied by practitioners
using the R packages surveillance and hhh4addon. (see Appendix A). Recent applications
to malaria and cutaneous leishmaniasis (Adegboye et al., 2017), dengue (Cheng et al., 2016;
Zhu et al., 2019) and invasive pneumococcal disease (Chiavenna et al., 2019) illustrate the
practical usefulness of the EE framework.
Forecasting is a key task in infectious disease epidemiology and may help to guide
interventions, but has proven to be challenging (Moran et al., 2016). In recent years the
topic has received increasing attention due to large-scale forecasting competitions such as
the CDC Flusight Challenge (Reich et al., 2019), the DAPRA Chikungunya Challenge
(Del Valle et al., 2018), the NOAA Dengue Forecasting Project (Pandemic Prediction and
Forecasting Science and Technology Interagency Working Group, 2015), and the RAPIDD
Ebola Forecasting Challenge (Viboud et al., 2018). These competitions, like much of
the epidemic forecasting literature, focus on univariate time series. The EE framework has
been repeatedly used for spatio-temporal count prediction (Paul and Held, 2011; Meyer and
Held, 2014; Held et al., 2017), and general methodology to evaluate such forecasts has been
provided in Held et al. (2017) and Held and Meyer (2019). Other approaches for spatio-
temporal epidemic forecasting include deterministic compartmental models (Yang et al.,
2016; Pei et al., 2018), statistical matching (Viboud et al., 2003) and spline methods (Bauer
et al., 2016; Lauer et al., 2018). An overview on spatio-temporal epidmemic modelling,
also covering time-series SIR models (Xia et al., 2004), can be found in Wakefield et al.
(2019).
In two case studies we examine how the use of serial interval distributions can improve
the predictive performance of EE models. The first considers weekly dengue counts in San
Juan, Puerto Rico. Ray et al. (2017) recently used these data to compare the forecast-
ing performance of their kernel conditional density estimation (KCDE) method to the EE
model with fixed serial intervals and found their approach to give better results. A possible
reason is that the KCDE method conditions forecasts on several preceding observations
rather than just the most recent. Indeed, EE models with serial interval distributions
turn out to have a similarly good short-term forecast performance as the computationally
more expensive KCDE method. In the second case study we assess the benefits of including
serial interval distributions in multivariate EE models for viral gastroenteritis in the twelve
districts of Berlin. This is of particular interest as many other disease modelling and fore-
casting methods, including KCDE, are currently not applicable to multivariate count data.
Here we propose to evaluate multivariate forecasts at various horizons via multivariate log-
arithmic scores (Gneiting et al., 2008) and provide an efficient Monte Carlo algorithm for
computation.
The remainder of the article is structured as follows. Section 2 introduces the two case
studies. In Section 3 we extend the EE model class by including serial interval distributions
and give details on inference and prediction. Section 4 presents the results from our case
studies, before we conclude with a discussion in Section 5.
2
2 Data
2.1 Incidence of dengue fever in San Juan, Puerto Rico
Weekly counts of reported dengue cases in San Juan, Puerto Rico from week 1990-W18
through 2013-W17 are shown in Figure 1. These have previously been analysed by Ray
et al. (2017) following the NOAA Dengue Forecasting Project (Pandemic Prediction and
Forecasting Science and Technology Interagency Working Group, 2015). Dengue, a viral
febrile illness transmitted by mosquitoes, is endemic in most tropical and subtropical re-
gions (Heymann, 2015). Incidence is highest during summer and early autumn. The
incubation period is 4–7 days while the mean serial interval is estimated at 15–17 days
(Aldstadt et al., 2012). As in Ray et al. (2017) the data are split into a training (1990-
W18–2009-W17, 988 weeks) and a test period (2009-W18–2013-W17, 208 weeks) where
the forecast performance is assessed.
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Figure 1: Weekly numbers of reported dengue cases in San Juan, Puerto Rico, 1990–2013.
The dashed line marks the boundary between training and test data.
2.2 Viral gastrointestinal disease incidence in Berlin, Germany
Norovirus and rotavirus are common causes of viral gastroenteritis and can be transmitted
from person to person or via contaminated food and items. The average serial interval
of norovirus is 3–4 days (Richardson et al., 2001), but the virus may be shed for up to
three weeks after symptom resolution (Heymann, 2015). For rotavirus the average serial
interval is 5–6 days (Richardson et al., 2001), with infectiousness lasting for up to 12 days
(Centers for Disease Control and Prevention, 2015). For rotavirus a vaccine has been
available since 2006, while this is not the case for norovirus. In Germany both diseases are
notifiable and the Robert Koch Institute makes weekly numbers of reported cases available
(https://survstat.rki.de). We consider counts from the twelve districts of Berlin from
week 2011-W01 through 2017-W52 (downloaded on 30 Aug 2018). For both diseases we
will assess the predictive performance over the weeks 2015-W01 through 2017-W52 (156
weeks) based on at least four years (208 weeks) of training data. Figure 2 shows the
observed incidence aggregated to city-wide weekly counts (panels a and b) and the spatial
distribution across the twelve districts (panels c and d). For illustration we also show counts
from Pankow and Spandau, Berlin’s largest and smallest districts, respectively (panels e–h;
see the Supplementary Material for the other districts). Note that parts of the norovirus
data have been previously analysed with fixed serial interval EE models (Meyer and Held,
2017; Held et al., 2017).
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Figure 2: Weekly numbers of reported norovirus (left) and rotavirus (right) cases in Berlin,
2011–2017. Top row: Pooled over the twelve city districts. Second row: Average number
of cases per year and 100,000 inhabitants in the twelve districts. Third and fourth row:
Districts of Pankow and Spandau. Dotted lines show the beginning of the test period.
Plots for the remaining districts can be found in the Supplementary Material.
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3 Methodology
3.1 The endemic-epidemic model
We provide a brief overview on the current state of the endemic-epidemic (EE) framework.
Given the past, the number of cases Yit in unit i = 1, . . . ,m and week t is assumed to
follow a negative binomial distribution
Yit |Yt−1,Yt−2, . . . ∼ NBin(λit, ψi) (1)
with conditional mean λit and overdispersion parameter ψi. The conditional variance is
thus λit + ψiλ2it and reduces to λit for ψi = 0. A common simplification is to assume one
global overdispersion parameter, ie ψi = ψ for i = 1, . . . ,m. Counts from different units i
and j at time t are assumed to be conditionally independent given the past.
The conditional mean λit in (1) is further decomposed into
λit = νit + φit
m∑
j=1
bwjicYj,t−1, (2)
where νit is referred to as the endemic component and captures infections not directly
linked to observed cases from the previous week. The remaining autoregressive term in (2)
is the epidemic component and describes how the incidence in region i is linked to previous
cases Yj,t−1 in units j = 1, . . . ,m. The parameters νit and φit are constrained to be non-
negative and modelled in a log-linear fashion, for instance with sine-cosine terms to account
for seasonality (Held and Paul, 2012). Long-term temporal trends and covariates such as
meteorological conditions (Cheng et al., 2016; Bauer and Wakefield, 2018) or vaccination
coverage (Herzog et al., 2011) could also be included.
The coupling between units is described by weights wji, which enter in (2) after nor-
malisation: bwjic = wji/
∑m
h=1wjh. Unrestricted estimation of all m
2 weights is usually
unstable in practice, so more parsimonious and epidemiologically meaningful parameter-
izations have been introduced. Specifically, the weights can be based on social contact
data for spread across age groups (Meyer and Held, 2017) or on the geographical distance
between cases to describe spatio-temporal spread (Meyer and Held, 2014; Meyer et al.,
2017). In the latter case the weights can be specified through a power law
wji = (oji + 1)
−ρ (3)
where oji is the path distance between the regions j and i (with oii = 0, oji = 1 for direct
neighbours i and j and so on) and ρ is a decay parameter to be estimated from the data.
The power law formulation is motivated from human movement behaviour (Brockmann
et al., 2006) and has been found to be an efficient way of capturing spatial dependence.
3.2 Serial interval distributions
The EE framework was originally formulated as an observation-driven statistical time series
model (Cox, 1981), but a direct derivation from a discrete-time susceptible-infectious-
removed (SIR) model has recently been provided by Bauer and Wakefield (2018) and
Wakefield et al. (2019). They derive formulation (2) from a competing risks framework
where the forces of infection from the infected individuals in units j = 1, . . . ,m on a
susceptible in unit i add up to an overall risk of infection. One of the assumptions leading
to (2) is that infectiousness lasts for exactly one time period, and infection at time t is only
possible by cases from t− 1. In other words, the serial interval is fixed to one observation
interval. If this assumption is violated, a simple remedy is to aggregate the data to a
time scale corresponding to the average serial interval, as done by Herzog et al. (2011) and
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Wakefield et al. (2019) for measles. This, however, still does not account for the fact that
serial intervals are random in reality.
First consider a univariate EE model with time-constant endemic and epidemic para-
meters ν and φ, respectively. Random serial intervals are incorporated via
λt = ν + φ
p∑
d=1
budcYt−d, (4)
where the normalized weights budc = ud/
∑p
g=1 ug can be interpreted as the discrete-time
serial interval distribution (Forsberg White and Pagano, 2008; Becker, 2015). Note that
the budc are not time-dependent.
In principle, the normalized weights budc can be estimated without parametric assump-
tions subject to non-negativity and the sum-to-one constraint only. However, unrestricted
estimation may lead to identifiability issues in practice. The other extreme is to work with
a fixed weighting scheme for past incidence (Wang et al., 2011), but this is likely to be
too restrictive. Parametric serial interval distributions combined with data-driven estim-
ation of an underlying weighting parameter (Becker, 2015) provide a flexible compromise
between those two approaches.
We employ the following three parametric serial interval distributions, always truncated
to lags d = 1, . . . , p and depending on an unknown weighting parameter κ. The shifted
Poisson distribution corresponds to
ud =
κd−1
(d− 1)! exp(−κ), κ > 0, (5)
as used by Kucharski et al. (2014) to analyse avian influenza data. A linear decay of the
weights (subject to a non-negativity constraint),
ud = max(1− κd, 0), 0 < κ < 1, (6)
implies a triangular distribution of serial intervals. Finally, a geometric distribution
ud = (1− κ)d−1κ, 0 < κ < 1, (7)
is also considered. Note that the formulation (4) with geometric weights (7) and p → ∞
is equivalent to the negative binomial INGARCH(1, 1) model
λt = α+ βYt−1 + γλt−1, (8)
where α = νκ, β = φκ and γ = 1− κ (Fokianos et al., 2009; Zhu, 2011).
Parameterizations (6) and (7) force the weight u1 to be the largest and imply a decay in
infectiousness. This is reasonable for weekly data and diseases with short serial intervals.
The Poisson version (5) can also capture an initial increase in infectiousness and may thus
be more appropriate for longer serial intervals or daily data. For comparison we will also
consider the current EE formulation where the serial interval is fixed to one observation
interval:
u1 = 1, u2 = . . . = up = 0. (9)
In practice we allow the parameters ν and φ in (4) to be time-dependent and may also
combine the multivariate formulation (2) with serial interval distributions,
λit = νit + φit
p∑
d=1
m∑
j=1
budcbwjicYj,t−d, (10)
where ν and φ now depend on unit i and time t. The weights budc, however, do not depend
on i and t, so the serial interval distribution is assumed to be constant across units and
time.
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3.3 Inference
We have extended the likelihood-based inference procedure from the R package surveillance
(Meyer et al., 2017) to estimate the weighting parameter κ from (5)–(7) in the package
hhh4addon (see Appendix A). Unrestricted estimation of all weights bu1c, . . . , bupc has
been implemented, too. The weighting parameter κ (suitably transformed to the real line)
or the unrestricted weights budc (on a multinomial logit scale) are estimated via a pro-
file likelihood approach (Held and Sabanés Bové, 2014). To optimize the likelihood given
the weights or weighting parameter, the efficient and robust optimization routine for fixed
serial interval EE models provided in surveillance (Paul et al., 2008; Paul and Held,
2011; Meyer and Held, 2014) has been adapted.
For the serial interval distributions (5)–(7) the maximum of the profile likelihood func-
tion can be found using numerical optimisation. If the weights are estimated in an unres-
tricted nonparametric manner it may be necessary to try several starting values to ensure
convergence. This is also the case for the triangular serial interval distribution (6), which
sometimes leads to several local optima (see remarks in Section 4.2.1). Once the maximum
of the log-likelihood function is found, it is differentiated numerically with respect to all
unknown parameters in order to obtain the inverse Fisher information and standard errors.
The additional uncertainty due to the estimation of the weights is thus accounted for in
all standard errors, despite the use of profiling for estimation.
Under the parametric serial interval distributions (5)–(7), the weights budc usually be-
come negligible after a certain order. To find a sufficiently large p we suggest to inspect
the weights visually and to plot the order p against the AIC (or log-likelihood, as the com-
plexity of the model does not depend on p) to check when changes become negligible. For
the unrestricted estimation of the weights bu1c, . . . , bupc, where the number of model para-
meters depends on p, we choose the order based on the AIC, as is common for prediction
purposes.
3.4 Prediction and predictive model assessment
In order to take into account the uncertainty surrounding epidemiological forecasts, these
should take the form of predictive distributions rather than deterministic point forecasts
(Held et al., 2017). We consider weekly updated forecasts for different horizons h =
1, . . . ,H, as in the recent CDC Flusight challenge (Reich et al., 2019). This means that for
each week t, the model is re-fitted using all data already available in order to predict the
incidence in weeks t+ 1, . . . , t+H. One-step-ahead forecast distributions from EE models
are given by independent negative binomial distributions for the m units, so the predictive
densities can be evaluated analytically. Forecasts two or more weeks ahead, however, are
no longer given by any standard distribution, even in univariate models. Moreover, they
are dependent across different units, as they reflect eg spatio-temporal dependencies arising
over a longer forecast horizon. As we will detail below, their computation and evaluation
requires simulation techniques.
To assess the performance of probabilistic forecasts, proper scoring rules (Gneiting and
Raftery, 2007) have become the standard in infectious disease epidemiology (Held et al.,
2017). A score is called proper if there is no incentive for a forecaster to digress from her
true belief, and strictly proper if any such digress leads to a penalty. A commonly used
strictly proper score is the logarithmic score
logS(yobs |M) = − log[f(yobs |M)],
ie the negative log predictive probability mass a model M assigned to the observed value
yobs. The score is negatively oriented, ie lower values are better. To aggregate over several
(independent) forecasts one can use average log scores, which are still strictly proper. For
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multivariate h-week ahead forecasts of yt+h we apply the multivariate logarithmic score
(Gneiting et al., 2008)
logS(yt+h |M) = − log[f(yt+h |M)] (11)
where M is now a model fitted based on the information available at time t. In practice
the score (11) is often standardized and divided by m = dim(yt).
For one-step-ahead predictions from EE models, the multivariate log score can be eval-
uated analytically as it is just the average of m negative binomial log-densities. For h ≥ 2,
we apply a Rao-Blackwellization approach (Gelfand and Smith, 1990; Ray et al., 2017) to
evaluate it. To this end we generate k = 1, . . . , N samples from the predictive distribution
of (yt+1, . . . ,yt+h−1 |M), evaluate f(yt+h | M,y(k)t+1, . . . ,y(k)t+h−1) for each sample and ob-
tain an estimate of f(yt+h |M) as the average of these values. In all applications we set
N = 1000, which led to very stable results.
4 Applications
4.1 Incidence of dengue fever in San Juan, Puerto Rico
Ray et al. (2017) compare the predictive performance of the EE model framework with
their kernel conditional density estimation (KCDE) method. They apply the following EE
model with fixed serial intervals to the weekly dengue counts described in Section 2.1:
λt = νt + φtYt−1 (12)
log(νt) = α
(ν) + γ(ν) sin(2pit/ω) + δ(ν) cos(2pit/ω) (13)
log(φt) = α
(φ) +
2∑
k=1
γ
(φ)
k sin(2pikt/ω) + δ
(φ)
k cos(2pikt/ω), (14)
where ω = 52 to model yearly seasonality in weekly data. This formulation has been chosen
by Ray et al. (2017) from a number of candidate models based on the AIC on the train-
ing data (1990-W18 through 2009-W17, see Figure 1). Note that unlike in other works on
dengue (Cheng et al., 2016; Chen et al., 2019), Ray et al. (2017) do not incorporate meteor-
ological data. To ensure comparability with Ray et al. (2017) we only replace (12) with (4)
but stick to the decomposition of log(νt) and log(φt) as in (13) and (14). For the weights
budc we apply unrestricted nonparametric estimation and the serial interval distributions
(5)–(7). On a standard laptop the model fitting takes around one second per model for
the parametric serial interval distributions and four seconds for the unrestricted version.
We did not re-run the analysis reported in Ray et al. (2017), since their extensive Supple-
mentary Material (https://github.com/reichlab/article-disease-pred-with-kcde)
allowed us to compute all quantities required in our comparison. However, previous studies
(Held and Meyer, 2019) indicate that KCDE requires at least an order of magnitude more
computation time than the EE approach.
4.1.1 Model fit and residual correlation
Figure 3, left panel, shows the AIC values achieved for the training data under the different
types of serial interval distributions and orders p relative to the fixed serial interval model
(AIC 6671.1) used in Ray et al. (2017). The largest improvement (∆AIC = −117.1) is
achieved by a model with p = 4 and unrestricted weights budc. For all parametric versions
(5)–(7) the AIC stays practically constant from p = 5 on, with the geometric version per-
forming better (∆AIC = −112.2) than the Poisson and triangular versions (∆AIC = −97.5
and −96.3, respectively). The weights budc resulting from the different parameterizations
are shown in the middle panel of Figure 3 (with p = 4 for the nonparametric version and
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p = 5 otherwise). The unrestricted weights show a non-monotonic pattern where the third
lag is more important than the second, but this may also be an artefact due to the very
flexible parameterization. The parametric weights all imply decaying weights, with the
geometric version assigning more weights to lags 4 and 5 than two than the Poisson and
triangular ones. Plots of the profile likelihood for each serial interval distribution can be
found in the Supplementary Material.
2 3 4 5 6 7
−120
−110
−100
−90
−80
−70
p
im
pr
ov
e
m
e
n
t i
n 
AI
C
1 2 3 4 5
0.0
0.2
0.4
0.6
0.8
1.0
lag / serial interval
w
e
ig
ht
fixed
Poisson
triangular
geometric
unrestricted
lag
re
si
du
al
 A
CF
1 2 3 4 5 52
−0.3
−0.2
−0.1
0.0
0.1
Figure 3: Left: Improvement in AIC (relative to the fixed serial interval model) for the
different parameterizations of the serial interval distribution and values of p, applied to
dengue counts 1990–2009. Middle: Weights budc. Right: Autocorrelations of Pearson
residuals.
The autocorrelation functions of the Pearson residuals (yt − λt)/(λt + ψλ2t ) shown in
the right panel of Figure 3 look unsuspicious for the nonparametric and the geometric
versions. The simpler model where the serial interval is fixed at one week suffers from
strong negative autocorrelation at lag 1, while for the Poisson and triangular serial interval
distributions these occur at lag 2. These patterns are in line with the fact that relative to
the nonparametric version these parameterizations assign too much weight to lags one and
two, respectively.
4.1.2 Predictive assessment
We now assess the predictive performance of EE models with serial interval distributions
and compare it to the KCDE approach (Ray et al., 2017) over the course of the seasons
2009/10 through 2012/13. Unlike Ray et al. (2017), who averaged performance over pre-
diction horizons 1, . . . , 52, we evaluate performance separately for the horizons h = 1, . . . , 8
weeks, the most relevant in practice. For the KCDE method the respective average scores
(over the 208 weeks of test data) could be computed from the weekly scores provided in
the Supplement of Ray et al. (2017).
The left column of Figure 4 shows the average scores obtained by the periodic, full
bandwidth KCDEmethod and the five variants of the EE model. For all prediction horizons
the use of serial interval distributions improves the performance of the fixed serial interval
version, while differences between the four parameterizations are minor. Notably, the
unrestricted nonparametric approach does not lead to a performance gain compared to
the parametric versions. For one- and two-week ahead predictions the EE models with
serial interval distributions also outperform the KCDE method. The differences, shown in
detail in the right panel of Figure 4, may be spurious, however. Permutation tests (Paul
and Held, 2011) indicate only weak evidence that the EE forecasts from the extended
models actually perform better (two-sided p-values between 0.05 and 0.18 for h = 1 and
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Figure 4: Left: average log scores at forecast horizons h = 1, . . . , 8. Right: differences
in average log scores compared to KCDE (negative values indicate better performance
of EE methods). The point shape in the right plot indicates whether there is evidence
for different forecasting performance of KCDE and the respective EE method (based on
two-sided p-values from permutation tests; Paul and Held 2011).
0.06 and 0.13 for h = 2). While for h = 3 performance is almost identical, from h = 4
onwards there is moderate to strong evidence that KCDE performs better (p-values of 0.04
and smaller; see Supplementary Material). A possible reason is that KCDE uses separate
models optimized for prediction at different horizons, while the EE method generates all
forecasts iteratively from the same model.
4.2 Viral gastroenteritis disease incidence in Berlin, Germany
We now apply multivariate EE models with serial interval distributions to the data on
norovirus and rotavirus in Berlin, weeks 2011–W06 to 2017–W52. We revisit two model
variants specified in Held et al. (2017) for district-level gastrointestinal disease data (there
referred to as Models 7 and 8, see Section 3.3). To model incidence in the twelve districts,
both original models combine the formulation (2) and power law weights (3) to describe
spatial spread. The overdispersion parameter ψ is shared across districts. The first model,
which we refer to as the full model, is defined as
log(νit) = α
(ν)
i + β
(ν)xt + γ
(ν) sin(2pit/ω) + δ(ν) cos(2pit/ω) (15)
log(φit) = α
(φ)
i + γ
(φ) sin(2pit/ω) + δ(φ) cos(2pit/ω). (16)
It features shared terms β(ν), γ(·) and δ(·) for seasonality, but district-specific intercepts α(·)i
in both the endemic and the epidemic parameters. As in Held et al. (2017), the indicator
xt for calendar weeks 52 and 1 aims to capture changes in reporting behaviour or social
contact patterns during the Christmas break, as quantified by the coefficients β(ν).
The second model is more parsimonious and features a gravity model component (Xia
et al., 2004) instead of district-specific intercepts in the epidemic component. Equation
(16) is thus replaced by
log(φit) = α
(φ) + τ (φ) log(ei) + γ
(φ) sin(2pit/ω) + δ(φ) cos(2pit/ω), (17)
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where ei is the fraction of the total population living in district i. The amount of disease
transmission thus scales with the population size of the ‘importing’ district (Meyer et al.,
2017).
As mentioned in Section 2.2, epidemiological knowledge on both diseases suggests that
serial intervals may exceed one week. We therefore replace the fixed serial interval for-
mulation (2) by the more flexible (10). Again, we apply nonparametric estimation of the
serial interval distribution, the three parametric versions (5)–(7) and for comparison the
fixed serial interval formulation (9).
4.2.1 Model fit and residual correlation
We start by contrasting some features of the model fits with and without serial interval dis-
tributions. As the available time series are shorter here we use the full data set to obtain
more reliable estimates. For the parametric serial interval distributions the fitting took
around four seconds per model on a standard laptop, while the unrestricted nonparametric
versions took one minute. We chose p = 5 as for both diseases and model versions (full
and gravity) the AIC values for p > 5 stayed constant for all parametric serial interval
distributions and increased for the non-parametric version, see Figures in the Supplement-
ary Material. We also show plots of the profile likelihoods for the three parametric serial
interval distributions. The triangular version shows several local maxima for rotavirus,
indicating that optimization has to be done with care under this parameterization (we
adopt a grid-based optimization in the following to avoid getting stuck in local optima).
Table 1 indicates that for both norovirus and rotavirus the model performance improves
when serial interval distributions are included, with the geometric version performing best.
For both diseases, the inclusion of serial interval distributions leads to a stronger improve-
ment than modelling cross-district dependencies more flexibly (when moving from the
gravity to the full model). This emphasizes the importance of including the information
contained in observations from two or more weeks back in time.
Table 1: Differences in AIC relative to the fixed serial interval version of the gravity model
(negative values indicate improvement).
Norovirus Rotavirus
Serial interval gravity full gravity full
distribution model model model model
fixed 0.0 -63.5 0.0 -35.9
Poisson -120.7 -171.3 -78.7 -106.9
triangular -118.0 -168.1 -74.8 -102.5
geometric -125.9 -174.2 -93.3 -118.2
unrestricted -123.0 -169.6 -92.9 -117.3
In the remainder of this subsection we focus on the full model which showed better
in-sample performance than the gravity model. Figure 5 shows selected features of models
with different serial interval distributions. The weights budc, shown in the first column, are
similar for the two diseases, despite the differences in average serial intervals mentioned in
Section 2.2. Under all four parameterizations of the serial interval distribution the first lag
receives a weight slightly below 0.6. For both diseases the geometric weights mimic best
the relatively slow decay in the unrestricted weights, explaining its good AIC values. As
shown in the second column of Figure 5, including serial interval distributions reduces the
total endemic component
∑12
i=1 νit considerably. This is expected as part of the disease risk
was previously absorbed by the endemic component, but is now explained by the epidemic
component. As now a larger part of the incidence is explained by previous dynamics this
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Figure 5: Estimated weights budc, total endemic component
∑12
i=1 νit, decay parameter
ρ of the spatial power law and overdispersion parameter ψ for the full model with the
different types of serial interval distributions.
reduction is a sign of improved model fit. Note that the lower values in calendar weeks 1
and 52 are due to the Christmas break. The power law decay parameters ρ increase when
serial interval distributions are included (third column of Figure 5), meaning that the model
borrows slightly less information across regions. Finally, the overdispersion parameters ψ
are lower for the extended models, indicating less unexplained variability (fourth column).
The models with fixed serial intervals lead to some significant residual autocorrelations
at lags two and three (plots shown in the Supplementary Material). These largely disappear
in the models with serial interval distributions.
4.2.2 Predictive model assessment
We assess the predictive performance of the different model variants for the period 2015-
W01–2017-W52. Again, we re-fitted models each week including the most recent data.
However, we chose the order p only once based on the training data (2011-2014, 208
weeks). As for the models fitted to the full seven years of data in Section 4.2.1 this led
to p = 5 for all parametric versions and the non-parametric version for rotavirus. For the
norovirus model with non-parametric serial interval distribution, however, p = 3 resulted
in the best AIC on the training data, so that we used this value.
Table 2 shows the average standardized multivariate log scores of one-step ahead fore-
casts for the norovirus and rotavirus time series (over the 156 weeks of test data). For
norovirus, the additional flexibility of the full model seems to lead to somewhat improved
predictive performance, but permutation tests indicate only weak evidence for an actual
difference (p-values between 0.065 and 0.14 for the different serial interval distributions).
For rotavirus both model variants perform very similarly (p-values ≥ 0.59).
The inclusion of serial interval distributions, on the other hand, very consistently im-
proves the predictive performance, with the geometric version yielding the best results.
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Table 2: Differences in mean standardized log scores of one-step-ahead forecasts over years
2015–2017, relative to the gravity model with fixed serial intervals (negative values indicate
improvement).
Norovirus Rotavirus
Serial interval gravity full gravity full
distribution model model model model
fixed 0.000 -0.006 0.000 0.003
Poisson -0.015 -0.020 -0.015 -0.015
triangular -0.014 -0.020 -0.011 -0.014
geometric -0.017 -0.022 -0.017 -0.017
unrestricted -0.014 -0.020 -0.015 -0.014
There is strong evidence that the latter predicts better than the version with fixed serial
intervals for both model variants and diseases (p-values of around 0.001). However, there
is only weak evidence for a performance difference between the geometric and the other
serial interval distributions (p-values between 0.02 and 0.1 and between 0.13 and 0.18 for
the full norovirus and rotavirus models, respectively).
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Figure 6: Average standardized multivariate log scores for norovirus and rotavirus forecasts
at horizons h = 1, 2, 3, 4 weeks. Results are shown for models with fixed and geometrically
distributed serial intervals.
Finally we compare the forecast performance of models with fixed serial intervals and
geometric serial interval distributions for horizons up to four weeks. A comparison of
average standardized multivariate logarithmic scores over the test period is shown in Figure
6 (here we average over 156 twelve-dimensional forecasts for h = 1, over 155 for h = 2 and so
on). For norovirus, the full model performs better than the gravity model also for horizons
h ≥ 2 (p-values of 0.026 and below), while for rotavirus the differences are again negligible.
For both diseases and model versions, permutation tests indicate strong evidence that the
geometric serial interval distribution improves prediction at horizons h = 2, 3, 4 (p-values
ranging from < 0.0001 to 0.027 for the two diseases and model versions). For norovirus the
improvement corresponds roughly to the difference between two- and three-week-ahead
forecasts. For rotavirus, it is even more pronounced as it corresponds to the difference
between one- and three-week-ahead forecasts.
13
5 Discussion
In this article we have extended the endemic-epidemic framework to include discrete-time
serial interval distributions. In both case studies the proposed parameterizations led to
considerably improved model fit, with the geometric scheme performing best. These im-
provements also translated to improved predictive performance at various forecasting ho-
rizons. There was no additional benefit in estimating the serial interval distribution in
an unrestricted nonparametric manner. The parametric formulations are therefore an at-
tractive option for practical analyses and forecasts. As optimization of the log-likelihood
function turned out to be more difficult for the triangular serial interval distribution and
performance tended to be slightly weaker, we consider the geometric and shifted Poisson
versions preferable.
Our model extension is motivated from serial interval distributions, but some remarks
are warranted. Firstly, we do not take into account the case where the infecting and infected
individual are registered in the same week, which may happen for diseases with short serial
intervals. Such dynamics within a single week lead to higher dispersion (conditional on
the previous weeks) and the EE model adapts to them via its overdispersion parameter.
Secondly, serial intervals exceeding one observation interval are not the only mechanism
that suggests the use of higher order lags. Underreporting, which is very common in
infectious disease surveillance, has been shown to lead to autocorrelations resembling those
introduced by a geometric serial interval distribution, even if the underlying epidemic
process has fixed serial intervals (Bracher, 2019). External drivers such as meteorological
conditions may alter the autocorrelation structure, too. The true serial interval distribution
may thus be confounded with other factors, which may explain why we observed similar
weighting schemes for diseases with different aetiologies.
A property of the proposed formulation is that the weighting parameter κ is assumed
to be time-constant and identical across units, which is motivated from the assumption of
time-invariant serial interval distributions. This may be restrictive in some applications,
for instance due to time-varying social contact patterns, meteorological conditions and
dominant strains. However, while in principle it would be possible to allow for a time-
varying κt, we expect identifiability to be poor. Sometimes the EE framework is also
applied to analyse two diseases jointly (Paul et al., 2008; Chiavenna et al., 2019), in which
case using separate parameters κi could be of interest. In spatio-temporal settings as in
our work, however, we prefer to use one shared parameter κ.
In the present article we only assessed the forecasting performance for h-week ahead
forecasts. Other potential forecast targets include the entire incidence curve over a season
(Held et al., 2017) or more specific features like the onset timing (Reich et al., 2019), peak
timing and peak incidence (Ray et al. 2017; see also Held and Meyer 2019). These, too, are
expected to be dependent across geographical sub-units. It would therefore be of interest
to generate and evaluate forecasts in a multivariate fashion as illustrated for h-week ahead
forecasts in the present article. But even if forecasts are only evaluated at a univariate
aggregate level, initial modelling at a finer resolution is a promising strategy which can
improve forecasts (Held et al., 2017).
A Software and reproducibility
Software for model fitting can be found in the R package hhh4addon which extends the
functionality of the surveillance package (Meyer et al., 2017). It is available at https:
//github.com/jbracher/hhh4addon.
The package also contains the data presented in Section 2, which were obtained from the
web platform of the Robert Koch Institute (https://survstat.rki.de) and the Supple-
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mentary Material of Ray et al. (2017).
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