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Sustained attention is a process that enables the maintenance of response persistence
and continuous effort over extended periods of time. Performing attention-related tasks
in real life involves the need to ignore a variety of distractions and inhibit attention shifts
to irrelevant activities. This study investigates electroencephalography (EEG) spectral
changes during a sustained attention task within a real classroom environment. Eighteen
healthy students were instructed to recognize as fast as possible special visual targets
that were displayed during regular university lectures. Sorting their EEG spectra with
respect to response times, which indicated the level of visual alertness to randomly
introduced visual stimuli, revealed significant changes in the brain oscillation patterns.
The results of power-frequency analysis demonstrated a relationship between variations
in the EEG spectral dynamics and impaired performance in the sustained attention task.
Across subjects and sessions, prolongation of the response time was preceded by an
increase in the delta and theta EEG powers over the occipital region, and decrease
in the beta power over the occipital and temporal regions. Meanwhile, implementation
of the complex attention task paradigm into a real-world classroom setting makes it
possible to investigate specific mutual links between brain activities and factors that
cause impaired behavioral performance, such as development and manifestation of
classroom mental fatigue. The findings of the study set a basis for developing a system
capable of estimating the level of visual attention during real classroom activities by
monitoring changes in the EEG spectra.
Keywords: EEG, classroom, real environment, sustained visual attention, mental fatigue, response time, spectral
analysis
INTRODUCTION
Human behavior and adaptability to varying environmental conditions require complex cognitive
activities that occur in both highly developed neocortex and phylogenically older structures of the
brain. The ability to focus on specific stimuli in order to complete a planned task is an example
of such complex cognitive activity, which is called sustained attention. Sarter et al. (2001) defined
sustained attention as a fundamental component of attention characterized by readiness to detect
rarely and unpredictably occurring signals over prolonged periods of time.
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Processing of visual information is a multistage physiological
process, which involves multiple brain areas. It has been shown
in the monkey that the striate cortex is a source of two
multisynaptic cortical pathways or streams (Ungerleider and
Mishkin, 1982; Mishkin et al., 1983). The faster one courses
dorsally and processes the location of objects. The slower one
runs ventrally and is responsible for visual identification of the
observable objects. Subsequent studies proved this hypothesis in
humans. The dorsal stream was described as coursing through
the occipito-parietal cortex to the posterior part of the inferior
parietal lobule, with a likely further extension to the dorsolateral
prefrontal cortex. The ventral stream was described as coursing
through the occipito-temporal cortex to the anterior part of
the inferior temporal gyrus, with a likely extension to the
ventrolateral prefrontal cortex (Macko et al., 1982; Goodale et al.,
1994). According to general functional characterization of the
dorsal stream, which is associated with visually guided behavior,
it has been defined as the “where” pathway; the ventral stream
has been defined as the “what” pathway with a function of
supporting the processing of object quality or identity (de Haan
and Cowey, 2011; Kravitz et al., 2011). One of the most consistent
findings regarding the intrinsic function of the occipito-temporal
network (Tsao et al., 2008; Bell et al., 2011) is the presence of
functional clustering in the cortex with selectivity for particular
object categories, such as body parts and faces, scenes, geometric
objects, tools, written words, colors (Malach et al., 1995; Epstein
and Kanwisher, 1998; Downing et al., 2006; Conway et al.,
2007; Mahon et al., 2007; Murphey et al., 2008; Dehaene and
Cohen, 2011). It is known that visual attention, whether directed
to spatial locations (Gandhi et al., 1999), objects (Shomstein
and Behrmann, 2006), or other unique features (Maunsell and
Treue, 2006), affects the visual information processing directly
within corresponding areas of the occipito-temporal network
involving the mechanisms of memory (Kravitz et al., 2013). An
electrophysiological study of the visual pathway mechanisms
revealed the reverse order of attentional effects, such that
attentional enhancement of neural firing rates was larger and
earlier in V4 and smaller and later in V1, with intermediate results
in V2, which suggests that attentional mechanisms operate via
feedback from higher-order areas to lower-order ones (Buffalo
et al., 2010).
Conducting experiments under laboratory conditions for
measuring the brain activities is a widely used approach in
cognitive neuroscience studies. However, many efficient research
techniques, such as PET or fMRI, are not suitable if one wants to
investigate brain activation patterns as they relate to real-world
environments. To make visualization of the brain dynamics
during natural social situations feasible and reliable, it is
required to apply special sophisticated real-world neuroimaging
techniques (McDowell et al., 2013; Kasai et al., 2015). One of
the most common electrophysiological methods to study the
brain activity is an identification the spectral characteristics of
the electroencephalographic (EEG) signals and the brain regions
where there is a change in these characteristics under different
conditions. It has been shown that activities in different EEG
frequency bands can be related to specific physiological states.
The EEG oscillations have been classified by their frequencies
since the very early studies after the discovery of EEG (Adrian
and Mathews, 1934). The technological development of recent
digital signal processing methods resulted in a more precise
quantification of EEG frequencies and the definition of frequency
bands that have the approximate following ranges: 1–3 Hz
for delta, 4–7 Hz for theta, 8–14 Hz for alpha, 15–30 Hz
for beta and higher than 30 Hz for gamma. The oscillatory
electrocortical activity in all frequency bands is considered to
be linked to a broad variety of perceptual, sensorimotor, and
cognitive operations, including attention and memory (Aoki
et al., 1999; Klimesch, 1999; Osipova et al., 2006; Palva and Palva,
2007).
As any living creatures, people cannot maintain their optimal
attention for a long time without falling into a state of fatigue
(Mackworth, 1948). There are different ways to classify fatigue –
it can be short-term or long-term, physical or mental (Jason
et al., 2010). As opposed to physical fatigue, which is usually
associated with the whole body or muscles stamina exhaustion,
mental fatigue is the one associated with a reduced efficiency of
“brain work” – intensive brain activity focused on the execution
of a specific task or tasks. Fatigue itself is rather an alarm signal
of the necessity of a rest; however, its prolonged presence may
lead to undesired consequences. With the rapid development
of the modern world, people have to process large amounts of
information, so that they fall into a risk group of experiencing
negative effects of mental fatigue. According to community-based
epidemiological studies, from 15 to 25% of the general population
report that they feel mental tiredness, which can be classified as
short-term fatigue; 5–18% and 3–10% of the general population
experience prolonged and chronic (longer than 1 months) fatigue
respectively (Fukuda et al., 1997; Kant et al., 2003). A well-known
fact is that it is particularly easy to get into a state of mental
fatigue during execution of work that requires maintaining a high
level of concentration for a long time, such as studying, driving,
writing or reviewing of scientific papers. Mental fatigue may
have various physiological causes and signatures, including both
impaired electrocortical activity in task-related brain regions
(Tanaka et al., 2015) and extensive changes in the EEG oscillations
(Klimesch, 1999). It has been reported that attention is affected by
mental fatigue in the form of a decrease in the ability to suppress
irrelevant information and inhibit shifts of attention to irrelevant
stimuli, which leads to an increase in reaction times and the
number of incorrect responses (Boksem et al., 2005; Faber et al.,
2012). The problem of fatigue-related studies is compounded
by the fact that the reaction to fatigue is highly variable across
individuals and depends on multiple factors, such as motivation
in goal-directed tasks. In our previous studies, we demonstrated
the relationship between impaired visual attention and the effect
of task-induced mental fatigue (Pal et al., 2008; Lin et al., 2012),
which led to lapses in a driving task. It was shown that changes
in the theta and low alpha spectral power in the occipital and
parietal regions accompanied the mental fatigue and resulted in
declines of the visual attention task performance.
Meanwhile, in the modern world, education is considered
as an essential stage in the development of personality. The
processes of learning and memorization are closely related to
the ability to concentrate selectively on a discrete aspect of
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information, while ignoring other perceivable information. The
use of projectors in classrooms – particularly at the upper
grades and collegiate level – to display lecture materials became
the generally accepted standard over the last decade. Such an
approach allows teachers to introduce new information in a
more efficient way, but at the same time may increase students’
mental strain requiring them to focus on the screen during the
whole lecture. Paying attention to these lectures is functionally
a sustained-attention task of its own. However, the presence
of a variety of distraction factors in a real classroom makes
it a challenge to examine the brain activity changes related to
variations in attention level and verify the conclusions obtained
in the laboratory. A recent study of group interactions in the
classroom demonstrated a possibility to predict student class
engagement by assessing group-based neural coherence and
considering brain-to-brain synchrony as a possible neural marker
for dynamic social interactions (Dikker et al., 2017).
In order to extend the aforementioned work (Lin et al.,
2010) for developing a generalized human attention model and
to investigate electroencephalographic correlates of sustained
attention in real-world situations, we set a real classroom
as the experimental environment in this study. This study
systematically explores tonic spectral variations, which slowly
occur over time in the absence of any particular discrete
environmental event or external stimuli (Rajkowski et al.,
1994; Makeig and Jung, 1996), in the delta, theta, alpha, and
beta frequency bands to assess specific links between cortical
brain activities (via changes in the EEG spectral power) and
performance (reaction time) in a visual attention task. The results
may provide insights into the development of brain–computer
interfaces (BCI) for assessing students’ level of alertness and
visual attention (Jung et al., 1997; Lin et al., 2006).
MATERIALS AND METHODS
Subjects
Eighteen healthy volunteer participants (11 males and 7 females)
aged from 23 to 27 years took part in this study. All the
participants were right-handed, had normal or corrected to
normal vision and no history of neurological or psychiatric
disorders. The experiment was performed in accordance with
the country’s laws and approved by the institutional review
board (IRB) of the National Chiao Tung University (NCTU).
Each participant provided written informed consent prior to
participation. The participants were compensated approximately
20 USD after the experiments.
Classroom Activities
To implement the use of sustained attention for classroom
activities in the most realistic way, the experiments were carried
out during regular lectures held at NCTU. All the participants
were students taking the course. Evaluation of academic
performance on the course was performed without distinctions
between participants and non-participants of the experiment.
The participants of this study were naturally motivated to give
their full attention to the perception of lecture materials in
order to achieve good scores on exams and successfully pass the
course. All data collection was conducted during one academic
semester. Experimental results were not used for evaluating the
participants’ study performance and were kept confidential and
anonymous to avoid any effect on the scoring of the coursework.
Visual Attention Task
To assess the level of visual alertness, we used a specially designed
test for visual targets recognition. During the lectures, images of
simple geometric objects (stimuli) appeared on the screen with
random time intervals, but no more often than one stimulus per
minute (average inter-trial interval 92 ± 33 s, 36 ± 10 trials per
session). There were four types of the stimuli (triangle, square,
circle and star) and only one of them was shown in a single trial
(Figure 1). Each participant of the experiment had a smartphone
with an application that displayed all possible choices in the form
of buttons with pictures and kept the smartphone awake and
unlocked during the whole experimental session. Before each
experimental session, the participants were instructed to stay
alert and press the corresponding buttons as quick as possible
if they notice the stimuli, but they were neither rewarded nor
punished for good or bad performance in the test to make
sure that it did not affect their primary task of perceiving the
lecture materials. The time interval between appearance of the
stimulus on the screen and pressing the button defined the
response time (RT, Figure 2). Longer RT indicates lower level
of visual alertness and presumably higher level of drowsiness
(Sarter et al., 2001). The trials, in which the response was not
received within five seconds after the presentation of the stimulus
or the response did not match the stimulus, were classified as
missed and excluded from further analysis. All devices were
connected to the same network and synchronized for coordinated
stimuli presentation, response collection and EEG recording.
Timestamps of the stimuli appearances and responses of the
participants were automatically tagged as event markers in their
respective EEG records. Video recordings of the participants’
faces were manually reviewed in order to ensure that long RTs
were indeed related to impaired reaction time, but not from
distraction or other factors. The duration of an experimental
session was 50 minutes (a typical college class at NCTU). Due
to pragmatic limitations, the number of sessions collected was
not the same for all participants, ranging between 2 and 8 (mean
5.4), with the majority performing 6. One of the subjects took part
in only one experimental session; the corresponding dataset was
not used in the data analysis. Table 1 summarizes the number
of sessions by subjects and average response times in trials with
correct responses.
EEG Collection
The EEG signals were recorded using Ag/AgCl electrodes
attached to a 32-channel Quik-Cap (Compumedical NeuroScan).
Thirty EEG electrodes were placed according to the extended
International 10–20 System with two reference electrodes located
on the both mastoid bones. The skin under the reference
electrodes was abraded using Nuprep (Weaver and Co., United
States) and disinfected with a 70% isopropyl alcohol swab
before calibration. The impedance between electrodes and skin
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FIGURE 1 | Performance of the visual attention task in a real classroom
environment. Video monitoring and EEG recordings were conducted during
experimental sessions. The participants were instructed to press the
corresponding buttons as quickly as possible after the visual targets
appearances.
FIGURE 2 | During the lectures, images of simple geometric objects (stimuli)
appeared on the screen. Each participant had a smartphone with an
application that displayed all possible choices in the form of buttons with
pictures. The time interval between an appearance of the stimulus on the
screen and pressing the button defined the response time (RT). Two second
long intervals of the EEG records immediately preceding appearances of the
stimuli were extracted as epochs to investigate tonic changes in the EEG
power spectra.
was kept below 5 k using NaCl-based conductive gel (Quik-
Gel, Neuromedical Supplies R©). EEG signals from the caps were
amplified using a Scan NuAmps system (Compumedics Ltd.,
VIC, Australia) and recorded at a sampling rate of 1,000 Hz.
The data processing was performed using EEGLAB (Delorme and
Makeig, 2004), a toolbox for MATLAB. The collected EEG data
were inspected for artifacts and noise-corrupted channel signals,
subjected to 1 Hz high-pass and 50 Hz low-pass basic FIR filters
to remove muscular artifacts and power grid noise, then down-
sampled to 250 Hz. After quality inspection of the corresponding
EEG datasets, 92 experimental sessions from 17 subjects were
selected for further analysis. To calculate the parameters of tonic
power spectral changes in the brain activity, we extracted 2 s
long intervals of the EEG records immediately preceding the
appearance of the stimuli as epochs. Each EEG sample was
converted to the frequency domain by Fast Fourier Transform
(FFT) in the range from 1 to 30 Hz with a step of 1 Hz to
investigate its spectral characteristics.
Statistical Analysis
Averaged over the EEG frequency bands spectral powers were
compared using a one-way ANOVA with post hoc t-tests. The
comparable distributions passed the Lilliefors test for normality
(Lilliefors, 1967). All significance tests were corrected for
multiple comparisons using the false discovery rate (Benjamini
and Hochberg, 1995). The alpha level of 0.05 was used for
TABLE 1 | Summary of sessions collected from each subject.
Subject ID Mean alert state
RT, ms




1 1441 2161 ± 570 6
2 1229 2061 ± 598 5
3 1581 2172 ± 439 8
4 1155 2447 ± 674 7
5 1597 2404 ± 630 7
6 961 1963 ± 776 6
7 1727 2278 ± 477 5
8 1506 2175 ± 486 6
9 1768 2337 ± 446 6
10 1829 2395 ± 419 4
11 1498 2228 ± 589 6
12 1884 2576 ± 571 6
13 1931 2576 ± 581 6
14 1185 1994 ± 538 3
15 1347 2065 ± 672 2
16 944 1523 ± 319 5
17 1218 1885 ± 608 4
Total 1459 ± 302 2188 ± 624 92
In the total row, the mean alert state RT averages mean alert state RTs of each
subject, while the mean RT is calculated using the whole dataset.




Before the experiment, all subjects were instructed to stay as
alert as possible and respond to the visual stimuli as quickly as
possible. Since the response times were not normally distributed
and varied widely across individuals (Heathcote et al., 1991), we
used the concept of the alert state (Pal et al., 2008; Lin et al.,
2013) in order to perform group analysis of the data. During an
experimental session, subjects had to respond to multiple visual
attention events and still pay attention to lecture materials, so
their performance tended to fluctuate over time. Ten percent of
trials with the shortest RTs of each participant were considered
as baselines or the states of maximal alertness, in which the
subjects were fully attentive to the given task. All RTs from
these baselines were averaged as the mean alert RTs for each
individual (Table 1). To sort the experimental trials according
to the level of visual alertness taking into account variations
in individual reaction abilities of each participant, the response
times of all sessions from each individual were normalized by a
division by the mean alert state RTs. After that, all trials were
distributed into four equal of size groups, separated by three
quartiles: Q1, Q2 and Q3. The first 25% of all trials (normalized
RTs < Q1) were allocated to the group I that corresponded
to the highest level of visual alertness. 25% of the trials with
normalized RTs > Q3 formed the group IV representing the worst
performance in the classroom visual attention task. The trials
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FIGURE 3 | Histogram and cumulative distribution plot of normalized
response times for all trials with correct responses (n = 2212). The normalized
RT is unitless and is calculated for each trial. It represents how many times the
RT is greater than the corresponding mean alert state RT, which is individual
for each subject. The Q1 = 1.21, Q2 = 1.45, and Q3 = 1.83 values set the
boundaries between the four groups, where the group I corresponds to the
highest level of visual alertness and the group IV contains trials with the
longest normalized RTs.
with normalized RTs between Q1 and Q3 values were distributed
to the groups II and III, being separated by the median or
Q2, which corresponded to 1.45 times the mean alert state RT
(Figure 3).
Tonic Changes in EEG Power Spectra
The continuous EEG signals were segmented into 2-s trials, from
2 s preceding and to the events of the visual attention targets
appearance. We specifically use the data preceding the event, and
not following the event, in order to investigate the neural state of
alertness prior to stimulation, without any contamination from
the perceptual or motor response. The EEG signals that were
considerably contaminated by artifacts (such as muscle activity,
blinks, eyes movement, and environmental noise) were manually
eliminated to minimize their influence on subsequent analysis.
To reveal changes in the tonic brain activity depending on the
level of alertness, all obtained EEG samples were distributed into
four independent equal size groups according to the procedure
described in the Section “Response Time”. Time courses of
EEG channels activations were then transferred to the frequency
domain using the FFT. The resultant time-frequency estimates
consisted of 30 frequency bins from 1 to 30 Hz with a step of
1 Hz covering the delta (1–3 Hz), theta (4–7 Hz), alpha (8–14 Hz),
and beta (15–30 Hz) EEG frequency bands. Table 2 summarizes
the results of post-hoc t-tests for the certain brain areas, where
significant differences between tonic EEG powers associated with
long and short response times in the visual attention task were
detected according to a one-way ANOVA. As the reaction time
increases, tonic power spectra registered with EEG channels from
the occipital, temporal and frontal regions vary. Figure 4 shows
the differences in tonic power spectra between the groups IV and
I for the four EEG frequency bands in the form of topographic
TABLE 2 | Summary of post hoc t-tests for the groups IV and I.
δ θ α β
Frontal − − −
Left temporal − − −
Right temporal − −
Occipital + + −
Symbols – and + indicate that the mean spectral power in the group IV is
significantly less or greater than that in the group I respectively.
maps. The observed tonic power changes in each frequency band
in comparison with the mean power spectra of the first 25%
epochs (group I) are discussed below (Figures 5, 6).
Delta Band Power (1–3 Hz)
The delta power decreases in the frontal region with an increase
in the normalized RT. In the occipital region, the delta power
fluctuates, dropping down in the second quarter of trials but then
starts to increase as the RTs increase.
Theta Band Power (4–7 Hz)
The theta power monotonically decreases in the frontal and left
temporal regions. An increase in the theta power is observed in
the occipital region comparing the groups IV and I.
Alpha Band Power (8–14 Hz)
Mean spectral power in the alpha band fluctuates in the
frontal and temporal regions. Mean alpha band power remains
unchanged as the RT increases moderately, and decreases when
the RTs are long.
Beta Band Power (15–30 Hz)
As the response time in the visual attention task increases, mean
baseline power in the beta band decreases significantly in the
last quarter of trials over the occipital and both temporal brain
regions compare to the first quarter of trials.
Since both the decrease and increase in spectral powers were
observed in the occipital area, Figure 7 demonstrates changes in
the β/θ power ratio that accompany the RT elongation.
DISCUSSION
In the previous work, we investigated fatigue-related tonic
changes in the EEG power spectra in a virtual-reality-based
highway-driving environment (Pal et al., 2008; Lin et al.,
2013). The results showed that tonic power increased in the
delta, theta, and alpha bands in the occipital and posterior
parietal cortices when reaction times in the visual attention
task increased. In this classroom study, no spectral variations
were found in the posterior parietal area, which is known
to play an important role in visual orientation and spatially
oriented behavior (Constantinidis et al., 2013). This discrepancy
may be explained by different natures of the implemented
tasks: classroom activities involve complex cognitive mechanisms
including recognition, processing and memorization of new
information, while simulated driving requires from subjects to
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FIGURE 4 | Topoplots of the difference in tonic powers between the groups IV and I. The topoplots are built using the whole set of EEG channels and represent the
spectral power variations in the (A) delta, (B) theta, (C) alpha, and (D) beta frequency bands. The comparison of the two groups reveals an increase in the delta and
theta powers in the occipital region, decrease in the delta, theta and alpha powers in the frontal region, decrease in the beta power in the temporal and occipital
regions associated with an increase in the normalized RT in the visual attention task.
FIGURE 5 | Frequency-power colormaps for the EEG power spectra at single channels (A: Fz, B: Oz, C: T3, and D: T4) that are located in the frontal, occipital, left
and right temporal regions respectively. The colormaps represent matrixes, where the columns correspond to experimental trials sorted according to their normalized
RTs from left to right, and the rows correspond to frequencies from 1 to 30 Hz with a step of 1 Hz. The plots are separated into four independent windows by the
thin gray vertical lines that represent the Q1, median and Q3 values of the normalized RT distribution (Figure 3). The green curves on the left panels show average
spectral power distributions in the 1–30 Hz range for the group I, which are considered as the baselines – the colormaps themselves show power deviations from the
first group’s averages.
maintain sustained spatial attention and judge the car’s position
on the road.
In a laboratory study of attention and attention deficits, Gola
et al. (2013) revealed that the beta band power of EEG signals,
recorded over the occipital region, was related to visual attention,
as judged from an increase in the beta power preceding correct
responses and lack of beta activity changes before erroneous
responses. According to Bekisz and Wróbel (1993), beta activity
is related to attention and attention deficits not only in humans or
monkeys, but also in cats: the beta-band power increased during
the anticipatory time period of a visual spatial differentiation task
in trials resulting in correct responses. It was shown that beta
band activity may serve as a carrier for attentional activation in
many thalamic and cortical centers of the visual system (Bekisz
Frontiers in Human Neuroscience | www.frontiersin.org 6 July 2017 | Volume 11 | Article 388
fnhum-11-00388 July 28, 2017 Time: 16:49 # 7
Ko et al. Sustained Attention in Real Classroom Settings
FIGURE 6 | The plots show associated with an increase in the response time changes in the four frequency bands’ mean power spectra for (A) Fz, (B) Oz, (C) T3,
and (D) T4 EEG channels. The error bars represent the standard error of the mean. The asterisk brackets indicate significance according to post hoc t-tests that
compare each group with the group I (first 25% of sorted by normalized RT trials) within the same EEG frequency band; the p-values below 0.05 are shown for the
tests rejected after false discovery rate correction.
FIGURE 7 | Beta to theta band power ratio at the Oz channel in experimental
trials sorted according to the respective normalized RTs. The solid line linearly
interpolates 10 mean values, which are calculated with a step of 10% of trials.
The error bars show the standard deviations in the subgroups separated by
the deciles. When the response time exceeds 1.3 times the mean alert state
response time, the mean beta to theta power ratio decreases monotonically
and steadily from 0.75 (30–40% subgroup, average normalized RT equals 1.3)
to 0.66 (90–100% subgroup, average normalized RT equals 2.7).
and Wróbel, 1999, 2003; Wróbel, 2000). According to a PET study
of functional interactions within cortical networks, which are
responsible for visual perception, dominant path influences were
focused among occipito-temporal areas in the object vision task
(McIntosh et al., 1994). The results of this classroom experiment
show significant beta activity changes over the temporal and
occipital lobes, where increased beta band power correlated with
a higher level of visual attention. Carrying out such an experiment
demonstrates the possibility of observing visual attention-related
changes in the brain activities using the method of EEG in an
everyday scenario.
The brain lateralization plays an important role in a majority
of complex cognitive functions (Ocklenburg and Güntürkün,
2012). It has been shown that the hemispheric asymmetry is
relevant to language processing (Vikingstad et al., 2000), working
memory (Habib et al., 2003), motor skills (Crone et al., 1998), and
visually guided behavior (Asanowicz et al., 2013). Bethmann et al.
(2007) determined that about 95% of right-handers exhibited
left hemispheric language dominance. The results of this study
reveal more intensive EEG spectral power variations in a wider
frequency range in the left hemisphere, in particular over the
temporal lobe. While an increase in the response time in the
visual attention task was accompanied by a significant decrease in
the average alpha and beta powers in the both temporal regions,
no significant differences in the theta band power were observed
over the right temporal lobe (p = 0.070) despite a trend for
decreasing. Taking into account the complexity of cognitive load
in the classroom, it is possible to make an assumption about the
presence of laterally asymmetric cortical activities related to the
process of studying during lectures.
In a study of neural responses evoked by multiple
presentations of short film clips to a group of subjects,
Dmochowski et al. (2012) formulated a novel signal decom-
position method based on an extraction of maximally correlated
signal components from multiple EEG records. Recently the
method of inter-subject correlation was implemented in the
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classroom to demonstrate that stimulus-evoked neural responses,
which are known to be modulated by attention, could be tracked
for groups of students using synchronized EEG acquisition
(Poulsen et al., 2017). A limitation of this study is that it dealt
with a rather artificial task of movie clips presentation, which
did not represent real classroom activities. However, it proved
the possibility of using portable wireless consumer grade EEG
equipment to assess attention-related brain activities in a real
environment, as it was shown in previous studies (Yasui, 2009;
Debener et al., 2012).
Electroencephalography-based BCI systems use acquisition
and analysis of electrical brain activity to create a new direct
output channel from the brain to a computer. While active BCIs
require intentional execution of a special task for controlling
the connected computer system or communication through it,
passive or implicit BCIs perform cognitive monitoring utilizing
real-time brain signal decoding for gaining information about
the ongoing user state (Zander and Kothe, 2011). The simplest
of them are based on the estimation of the EEG spectral
power in certain frequency bands and have a wide range of
implementations (Pal et al., 2008; McDowell et al., 2013). For
example, systems that use such principle have been proven to
be effective in determining the level of a driver’s drowsiness
(Lin et al., 2013) and predicting the declined performance in
a vehicle operation (Saproo et al., 2016). The obtained results
show the presence of easily extractable features, which change
monotonically as behavioral performance declines (such as beta
to theta power ratio over the occipital region, Figure 7). Such
features can be considered as markers and the presence of a
significant difference between them in different cognitive states,
such as attention or inattention, allows them to be used for
training a machine-learning algorithm. As the next step, it
can be applied to solve the inverse problem and estimate the
reaction time based on the EEG signal. This opens the door for
development a system that is capable to estimate the level of visual
alertness in an everyday classroom scenario.
CONCLUSION
The results of this study revealed significant tonic spectral
changes in trials with long response time compared to the trials,
in which the participants were in the alert state. Comparing the
obtained results with results of other visual attention studies it
is possible to determine both similar and dissimilar patterns of
the brain activations, which allows us to make an assumption
about the role of the ventral pathway of the visual information
processing in the described cognitive task. It has been shown that
a decrease in the resting state beta band activity in the task-related
brain regions precede the declined behavioral performance.
The study demonstrates feasibly of performing the described
sustained visual attention task in a highly distractive real
classroom environment. The next suggested phase of the study
is to examine the influence of the mental fatigue as it changes
over time on behavioral performance and associated cognitive
activity. The obtained results can be applied for developing a
BCI system capable of estimating the level of visual attention
and related drowsiness in a real classroom environment by
monitoring changes in the EEG spectra.
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