A new four parameter flexible extension of the Burr-XII distribution is proposed. A genesis for this distribution is presented. Some well known distributions are shown as special and related cases. Liner expansions for density and cumulative density functions, quantile function, moment generating function, ordinary moments, incomplete moments, order statistics, power weighted moments, Renyi entropy, relative entropy, stochastic orderings and stress-strength reliability are investigated. The proposed distribution is compared with its sub models and some existing generalizations of Bur XII taking five real life data sets for fitting using maximum likelihood method for parameter estimation. In all the five examples of applications the proposed model is found to be the best one in terms of different goodness of fit tests as well as model selection criteria.
Introduction
The Burr-XII ( BXII ) distribution was first introduced way back in 1942 by Burr (1942) as a twoparameter family. The cumulative distribution function (cdf) and probability density function (pdf) (for 0  t ) of the BXII distribution are respectively given by 
and ) , , , ;
, where     1 .
We refer to this distribution as the Generalized Marshall-Olkin Extended Burr-XII, in short
. One of the main attractions of the proposed distribution is that it includes many known one as a special and related case as narrated in table 1(a), 1(b)). 
The rest of this article is organized in six more sections. A genesis of the proposed distribution in section 2. In section 3 we discuss some general results of the proposed family, while entropy is studied in section 4. Stochastic ordering and reliability properties are discussed in section 5 and 6. In section 7 maximum likelihood methods of estimation of parameters is presented. The data fitting applications are presented in section 8. The article ends with a conclusion in section 9. 
if N has a geometric distribution with parameter 
Proof
respectively. Now
General Properties

Expansions of the survival and density functions as infinite linear mixture
Here we express the sf and pdf of the GMOBXII as infinite linear mixture of the corresponding functions of BXII distribution.
Consider the series representation
This is valid for 1  z and , 0  k where (.)  is the gamma function.
Using equation (4) 
Differentiating in equation (5) with respect to't' we get
Where
Moment generating function
The moment generating function of ) , , , ;
family can be easily expressed in terms of those of the exponentiated B-XII distribution using the results of section 3.1. For example using equation (7) it can be seen that 
Where for m and  positive integers, 1 Hence from equation (9), the mgf of 
is a generalized hyper geometric function and
denotes the ascending factorial.
Using (9) we can express the moments of GMOBXII in terms of those of XII -B as
Alternatively, we can derive the ordinary moments [say r  for )
By using equation (4) in the last term of above integrand, we get
in the above equation, so we have
B is the beta function. (12), then we get the mean and variance respectively as follows.
Incomplete moments
Suppose T is a random variable having the ) , , ,
can be obtained as follows:
and then using the binomial expansion we get
Quantile function and median
A random number T from GMOBXII distribution can be easily generated by using inversion method by inverting the cdf or the survival function as
From (13) 
Distribution of order statistics
, where
Power moments
The probability weighted moments (PWMs), first proposed by Greenwood et al. (1979) , are expectations of certain functions of a random variable whose mean exists. The
From equation (6) the th s moment of T can be written either as
Proceeding as above we can derive 
Entropy
In this subsection we present results on Rényi and relative entropy.
Rényi entropy
The entropy of a random variable is a measure of uncertainty variation and has been used in various situations in science and engineering. The Rényi entropy is defined by Using expansion (4), in (2) we can write
Relative entropy
The relative entropy (R.E.) between two distributions with pdfs ) ( and ) (
This is also known as Kullback-Leibler divergence (distance) (Kullback, 1959 For example taking,
then the relative entropy (R.E.) between two distributions with pdfs ) , , , ;
Stochastic orderings
Here we use the concept of stochastic ordering (Shaked and Shanthikumar, 2007) to derive different ordering conditions on parameters for random variables following
Let X and Y be two random variables with cfds F and G, respectively, survival functions
, and corresponding pdf's f and g. Then X is said to be smaller than Y in the 
Now this is always less than 0 since
Reliability
In reliability, a component which has a random strength 1 X and exposed to a random stress 2 X fails at the instant when the stress exceeds the strength that is (5) and (8) as
are described in section 3. 
This log-likelihood function can not be solved analytically because of its complex form but it can be maximized numerically by employing global optimization methods available with software's like R, SAS, Mathematica.
By taking the partial derivatives of the log-likelihood function with respect to    , , and  we obtain the components of the score vector 
Asymptotic standard error for the mles
The asymptotic variance-covariance matrix of the MLEs of parameters can obtained by inverting the Fisher information matrix ) ( I  which can be derived using the second partial derivatives of the log-likelihood function with respect to each parameter. The
The exact evaluation of the above expectations may be cumbersome. In practice one can estimate
Using the general theory of MLEs under some regularity conditions on the parameters as 
Applications
We consider modelling of the following five real life data sets with different shapes to illustrate the We have presented the descriptive statistics of all the data sets in table 1. and HQIC (Hannan-Quinn Information Criterion). It may be noted that 
. So here we have employed likelihood ratio test the following null hypothesis:
(ii) 1 :
the likelihood ratio test statistic is given by LR Figures 3, 4 , 5, 6 and 7. These plots indicate that the proposed distributions provide a good fit to these data. , EB-XII, XII -MOB ,TLB-XII, KwB-XII, BetaB-XII and GMOBXII for data set I. , EB-XII, XII -MOB ,TLB-XII, KwB-XII, BetaB-XII and GMOBXII for data set II. , EB-XII, XII -MOB ,TLB-XII, KwB-XII, BetaB-XII and GMOBXII for data set III. , EB-XII, XII -MOB ,TLB-XII, KwB-XII, BetaB-XII and GMOBXII for data set IV. Comparing the values of different criteria for GMOBXII from the last rows of 9 Conclusion A new extension of the Burr-XII distribution which encompasses some important sub models is proposed along with its properties. Comparative evaluation findings from real life data modelling in terms of different model selection, goodness of fit criteria and test gave enough support to claim that the proposed distribution it as a better alternative than most of its sub models and the other extensions of the Burr-XII distribution including two five parameter distributions introduced recently. As such it is envisaged that the proposed extension of Burr-XII will be a useful addition to the existing knowledge.
