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ABSTRACT
We developed a data base of pre-calculated flare images and spectra exploring a set of pa-
rameters which describe the physical characteristics of coronal loops and accelerated electron
distribution. Due to the large number of parameters involved in describing the geometry and
the flaring atmosphere in the model used, we built a large data base of models (∼250 000)
to facilitate the flare analysis. The geometry and characteristics of non-thermal electrons are
defined on a discrete grid with spatial resolution greater than 4 arcsec. The data base was
constructed based on general properties of known solar flares and convolved with instrumental
resolution to replicate the observations from the Nobeyama radio polarimeter spectra and
Nobeyama radioheliograph (NoRH) brightness maps. Observed spectra and brightness dis-
tribution maps are easily compared with the modelled spectra and images in the data base,
indicating a possible range of solutions. The parameter search efficiency in this finite data base
is discussed. 8 out of 10 parameters analysed for 1000 simulated flare searches were recovered
with a relative error of less than 20 per cent on average. In addition, from the analysis of
the observed correlation between NoRH flare sizes and intensities at 17 GHz, some statistical
properties were derived. From these statistics, the energy spectral index was found to be δ ∼ 3,
with non-thermal electron densities showing a peak distribution 107 cm−3, and Bphotosphere
 2000 G. Some bias for larger loops with heights as great as ∼2.6 × 109 cm, and looptop
events were noted. An excellent match of the spectrum and the brightness distribution at 17
and 34 GHz of the 2002 May 31 flare is presented as well.
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1 IN T RO D U C T I O N
A solar flare is one of the most intense energetic phenomena in the
solar atmosphere. It manifests itself as a sudden, rapid enhancement
of intensity in almost all electromagnetic wavelengths (Fletcher
et al. 2011). It is known that these phenomena can accelerate elec-
trons up to hundreds of MeV. The excess of energy in tens of seconds
is of the order of 1032 ergs (see reviews by Bastian, Benz & Gary
1998; Fletcher et al. 2011; White et al. 2011). The process occurs
in a magnetic loop or arcades over active regions as observed at
ultraviolet wavelengths (e.g. Liu et al. 2015).
The accelerated electrons moving along magnetic field lines can
be trapped due to magnetic mirroring, thus producing radio emission
via the gyrosynchrotron mechanism in a trapped volume. During
this process, a fraction of these electrons precipitates into the chro-
mosphere, where they produce hard X-rays via the bremsstrahlung
process (e.g. Melrose & Brown 1976).
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The characteristics of this radio emission (spectrum, polarization
and spatial distribution) are strongly dependent on the magnetic field
strength and geometry, as well as the properties of the non-thermal
electrons such as energy, pitch angle and spatial distribution (Alis-
sandrakis & Preka-Papadema 1984; Klein 1987; Melnikov et al.
2002; Simo˜es & Costa 2006, 2010; Fleishman, Nita & Gary 2011;
Costa et al. 2013).
A great variety of source morphologies of a flare can be widely
observed when X-ray and radio observations are combined. These
source morphologies can be interpreted as magnetic arcades, as an
interaction between two or more loops, as well as in other ways.
In microwaves, it is common to use images from the Nobeyama
radioheliograph (NoRH) (Nakajima et al. 1994) at fixed frequencies
of 17 and 34 GHz with spatial resolution greater than 10 arcsec, and
data from the Very Large Array (VLA) and the Owens Valley Solar
Array (OVSA; Hurford et al. 1984). Thus, we used the largest
available archive of microwave flare images from Nobeyama to
constrain our parameter set in the definition of the data base of
models. In the X-ray band, we use the Reuven Ramaty High Energy
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Solar Spectroscopic Imager (RHESSI) combining both images with
a spatial resolution of 2.3 arcsec and spectra.
The lack of knowledge of the detailed coronal magnetic field
usually leads to the creation of a simple homogeneous source model
to analyse the emission. This results in incorrect inferred parameters
according to Costa et al. (2013). On the other hand, a 2D model
of the dipolar magnetic field geometry was proposed to replicate
the observed microwave emission for specific flares (e.g. Petrosian
1981; Alissandrakis & Preka-Papadema 1984; Nindos et al. 2000;
Kundu et al. 2001).
To correctly describe a spatially varying flare source, it is nec-
essary to define the strength and geometry of the magnetic field,
spatial distribution of the non-thermal electrons, and, to a lesser
extent, the microwave emission, the thermal plasma density and
temperature, which can be relevant to the free–free absorption and
Razin effect.
Costa et al. (2013; hereafter PAPER1) developed an inhomoge-
neous model using 3D dipolar loop geometry, and a limited number
of parameters, to describe the observations. In line with PAPER1,
we built a data base with simplified 3D loop geometry and a distribu-
tion of parameters. We calculated over 250 000 models. In this data
base, we inserted two new parameters to improve the description of
the geometry of the magnetic dipole model.
Although we understand the theory of gyrosynchrotron emission,
we require further information on the geometry and strength of the
magnetic field in the corona, B(x,y,z), and the distribution of the
non-thermal electrons in space and energy to construct the flare
scenario. All the above information is important to compute a model
to explain a flare. It is very complicated to select a set of parameters
with confidence that they exist in the solar atmosphere and reflect the
observations. Consequently, both the process of parameter selection
and the calculations are time consuming in practice, as reported in
the literature (Alissandrakis & Preka-Papadema 1984; kucera et al.
1993; Lee, Gary & Zirin 1994; Bastian, Benz & Gary 1998; Simo˜es
& Costa 2006; Fleishman, Nita & Gary 2009; Simo˜es & Costa 2010;
Costa et al. 2013; Kuznetsov & Kontar 2015; Nita et al. 2015).
Past and current models cannot constrain the observations well,
not even the simplest, uniform source model. This makes the param-
eter space for forward-fitting modelling huge. Thus, the proposed
large pre-calculated data base of 3D simplified models results in a
faster search of the parameters in a flare analysis. Observed spectra
and brightness distribution maps can be easily compared with the
modelled spectra and images in the data base, indicating a possible
range of solutions.
In this paper, we characterize a solar flare based on key parameters
of its microwave emission in a simple 3D geometry of a magnetic
loop. Because of the high number of parameters involved, we offer a
large data base of pre-calculated model spectra and images to better
explore the parameter range that explains the observations. We also
aim to obtain statistical flare properties inferred from our data base
solutions constrained by Nobeyama radio polarimeter (NoRP) and
NORH observations.
2 M ODEL DESCRIPTION
We calculated the gyrosynchrotron emission from non-thermal elec-
trons in a 3D magnetic loop. The loop is modelled as a dipole mag-
netic field. The magnetic induction of any voxel (volume unit) in
space at position r, from the dipole magnetic momentum (μ ), is
Figure 1. Magnetic dipole model of PAPER1.
calculated by
B = 3(μr)r − μr
2
r5
. (1)
The absolute value of the magnetic momentum was adjusted to
give the desired magnetic field to the loop foot-point. The dipole
is placed below the solar surface at a depth d as shown in Fig. 1.
The maximum magnetic field strength is a free parameter for the
lowest level of the loop volume. The flaring volume was constructed
around the central field line with a circular cross-section with radius
at the apex (lr). Thus, the geometrical free parameters are the loop
height (Harc = lh − d, where lh is the distance from the dipole
momentum to the central field line at the loop apex), feet separation
(Fsep) and apex radius. The dipole depth d below the surface was
calculated from the selected loop height and feet separation which
in turn changed the mirror ratio.
The electron distribution is defined by its energy distribution in
the form of a power law (with power index δ as a free parameter)
from 10 keV to 100 MeV, in a homogeneous pitch angle distribu-
tion. The spatial distribution of non-thermal electrons was set to
be symmetrical in relation to the loop apex. No radial variation is
included in our calculations.
Fig. 2 shows the empirical modified functions in relation to PA-
PER1 that concentrate the electrons at loop-top or foot-point and
homogeneous distribution through a control parameter called . We
defined  as the selection parameter for the distributions used in the
model; it varies from high concentration at the foot-point (with low
concentration at the loop-top) to low concentration at the foot-point
(with high concentration at the loop-top) passing through the ho-
mogeneous distribution. In this current version, we used intervals
to name the non-thermal electron distributions at loop-top (1.5 ≤ 
≤ 2.0), foot-point (0 ≤  ≤ 0.6), and homogeneous (0.6 <  < 1.5).
Although the model includes bremsstrahlung radiation from the
ambient thermal plasma, this was not included in our calculations
for this data base. Therefore, the ambient density was defined as
an exponential decay from 1013 to 108 cm−3. Thus, for a given
set of parameter reference values, the gyrosynchrotron emission is
calculated according to Ramaty (1969), using a code by Simo˜es &
Costa (2006, 2010), Simo˜es (2009) and Costa et al. (2013) to obtain
the emission and self-absorption coefficients and the 3D radiative
transfer.
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Figure 2. This figure shows the non-thermal electron spatial distribution
at a normalized distance from the loop-top (x-axis = 0) to the foot-point
(x-axis = 1.0).
Figure 3. Magnetic dipole model. The left-hand panel shows the asymme-
try (loop variation along dipole plane); the right-hand panel shows the loop
inclination. The loop was rotated in relation to the vertical line for a side
view and inclined by q (the angle between the vertical continuous line and
the inclined dot–dashed line) angle.
Moreover, two further degrees of freedom were added to the
dipole magnetic field relative to the geometry of PAPER1 to com-
plete the proposed model: the loop inclination and loop asymmetry.
These two geometric parameters represent the variations in the di-
rection of the dipole axis. The left-hand panel of Fig. 3 shows
the loop asymmetry (angle t) which refers to the variation along the
dipole plane in the magnetic loop (i.e. in Fig. 1, when the dipole axis
tilts to the right/left it changes the foot-point depth accordingly).
On the other hand, the loop inclination is the vertical variation of
the plane that contains the loop shown by the angle q on the right-
hand panel of the Fig. 3 (i.e. the plane that contains the loop tilts
forwards/backwards in Fig. 1).
A notable improvement from the asymmetry parameter comes
from the visual interpretation of the observational data. Changes in
this parameter result in a different magnetic field for each foot-point.
From the magnetogram, it can be clearly seen that the magnetic field
is not symmetrical in both legs of the loops in the majority of the
active regions. In this current version of the model, changes in
this parameter result in slightly different distributions of the mag-
netic field in the loop and consequently changes in the brightness
distribution. On the other hand, NoRH images sometimes show ap-
parently inclined loops that were not included in PAPER1. Changes
in this parameter have the effect of significantly altering the viewing
angles.
The flare geometry was defined inside a cube with 16 × 16 × 16
voxels. For a typical flare volume, this is equivalent to a spatial
resolution of about 2 arcsec.
3 MO D EL DATA BA SE
Modelling the flaring region can be a typical inverse problem start-
ing with the observables, in this case the flare images and spectra,
to reverse the inherent physical equations to infer the flare sce-
nario. On the other hand, the direct (forward) approach may also
be used assuming some plasma configuration attempting to match
some observation. In terms of models, the observables result from
the solution of a set of integral equations which in practical terms
cannot be inverted. Therefore, instead of an inverse problem, a for-
ward method was used here to explore a large set of parameters
(possible flare conditions) and their resultant calculated images and
spectra (our 3D model’s data base). Finally, to be used to compare
with real observations.
The data base was built to match the four NoRP bands, namely
3.7, 9.4, 17, and 34 GHz. These frequencies are ideal to study
the gyrosynchrotron spectrum without contamination from low-
frequency plasma emission mechanisms in most of the known flares
(Nita, Gary & Lee 2004).
Each model in the data base is constructed with 17 parameters –
the number of voxels in each cube, heliographic position, azimuth,
control parameter , ambient density, non-thermal electrons number
density, loop radius, feet separation, loop height, loop asymmetry,
loop inclination, temperature, energy, spectral index, pitch angle,
viewing angle, and magnetic field strength. Fifteen of these param-
eters have been previously described in PAPER1, and two more
have been implemented in this paper as mentioned earlier, the loop
inclination and loop asymmetry (see Fig. 3). In this current version,
the number of voxels was reduced to 16 × 16 × 16. This reduction
in the number of voxels speeds up the calculations of models with-
out degrading the space resolution in relation to all the available
instruments too much.
The range of the energy spectral index was set following the event
list of flares observed with the NoRP from 1992 to 2014. From this
period, we selected 233 flares that had a peak frequency lower than
9.4 GHz. From this sample, we were able to use 17- and 34-GHz
bands to calculate the radio spectral index in the optically thin part
of the spectrum, as
α = − log(F34/F17)
log(34/17) . (2)
The emission spectral index (α) derived from the fluxes at 17 and
34 GHz is related to the spectral index of emitting electrons for
the homogeneous source (α = 0.90δ − 1.22) according to Dulk
& Marsh (1982). Then the power index of the energy distribution
was fitted assuming a Gaussian distribution (¯δ = 2.7, σ = 0.8) with
95.44 per cent confidence. This range was only used to determine
the energy spectral index (¯δ ± σ ) to construct the model data base.
Although the model is implemented with a multipower-law index,
we constructed the data base with single power law to minimize the
number of parameters, as a first approach.
From the literature (e.g. Gary 1985; Lee et al. 1994, 2009), we
found that the instantaneous number of non-thermal electrons at the
time of the burst maximum are in the range 1 × 1033 − 1 × 1042.
Within this range, the non-thermal electron number density can be
calculated dividing the total number of non-thermal electrons by the
loop volume. However, this range of non-thermal electrons was later
fine-tuned in the data base using the observed range of measured
flux densities.
Therefore, the non-thermal electron number density, the power-
law index of the energy distribution (δ), the reference magnetic field
at the photosphere (B), the loop asymmetry, loop azimuth, loop apex
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Table 1. The range of parameters in the data base.
No. Parameter Min Max Symbol/unit
1 Electron fill 0.2 2 
2 Spectral index 1.0 4.4 δ
3 Electron density 1 × 106 1 × 108 Nnth/cm−3
4 Asymmetry −50 50 q/per cent
5 Azimuth −90 90 Az/Deg
6 Apex radii 0.002 0.02 Rarc/R
7 Foot separation 0.008 0.06 Fsep/R
8 Loop height 0.008 0.06 Harc/R
9 Loop inclination −40 40 t/deg
10 Magnetic field 800 3500 B/G
Figure 4. Effective diameter versus flux density in the data base in four
frequency bands without convolution. The red asterisks are the selected
NoRH data obtained from the NoRH list at 17 GHz, and cyan dots are the
17 GHz convolved models (beam 10 arcsec).
Figure 5. The block diagram that shows the logical scheme to compute a
model in the data base.
radius, foot separation, and loop height and loop inclination were
varied in the ranges shown in Table 1. The energy range of the
power-law distribution of non-thermal electrons – from 10 keV to
100 MeV – in a homogeneous pitch angle distribution was adopted
as well. The parameter limits in Table 1 were randomly chosen
within the selected ranges as the data base was expanding to reflect
the range of flux densities observed by NoRP.
In Fig. 4, we show the effective diameter versus flux density for
each magnetic loop model in the data base with randomly distributed
parameters calculated in the four above-mentioned frequency bands
labelled with different colours. The red asterisks are the Nobeyama
flares obtained from the NoRH website flare list.1 The effective
diameter is derived from the square root of the source emitting
area. It is noted that the flux densities at 17 GHz are overestimated
(see the difference between cyan dots and red asterisks in Fig. 4)
compared with observations. Many models were kept in the data
base because they physically reflect reasonable flare parameters.
In PAPER1, it was decided to keep total volume constant to
decrease the parameter space. However, considering the results of
the NoRH flares at 17 GHz in this current study, the geometric
parameters were randomized to explain observed flare geometry
characteristics (sizes). It became clear that the data base had been
inflated with a combination of parameters that did not reflect the
observations of 17 GHz flares. This constitutes an important result
that will be analysed in Section 6.1.
4 DATA BASE SEARCHI NG MECHANI SM
A given observed NoRP spectrum and NoRH images (not restricted
to), both at 17 and 34 GHz if available, can be compared with all
spectra and images in the data base using a classical fitting:
χ2 =
∑
i
1
ψ2Obsi
(ψModi − ψObsi )2 , (3)
where ψObs is any measured observable, and ψMod is the same as that
determined from the model in the data base. The sum is performed
over all observable i. The output of this search is a sequence of the
best models in the data base ordered by increasing χ2.
This search is carried out by feeding (1) four flux densities in sfu2
(Fν , where ν is 3.7, 9.4, 17, and 34 GHz) observed or inferred from
observations in other frequency bands, (2) the heliographic position
of the burst (active region), and (3) the images if available from both
17 and 34 GHz. If the images are unavailable, the user is invited
to input the estimated azimuth obtained from the magnetogram to
improve the chance of obtaining good results.
5 FLARE SEARCH I N THE DATA BASE
We emphasize that each model in the data base is performed follow-
ing the steps previously described in PAPER1, and briefly explained
1http://solar.nro.nao.ac.jp/norh/html/event/
2Solar flux unit (1 sfu = 10−19erg s−1cm−2 Hz−1).
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Table 2. Parameters of the simulations and respective solutions.
Parameter  δ Nnth(log) q Az RArc Fsep HArc t B
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
A 1.37730 2.42539 6.38534 16.5031 75.6650 0.0125987 0.0241344 0.0502481 36.3673 1505.44
1 1.12157 2.14750 6.38453 −13.0776 74.2153 0.00908336 0.0211555 0.0454603 26.2882 1084.96
Mean 1.04766 2.44599 6.51370 −11.6934 74.7544 0.0100789 0.0247609 0.0446416 18.2583 1450.04
B 0.457685 1.79625 7.19426 −13.1240 −64.3377 0.00675105 0.0365211 0.0286779 −16.8787 1601.53
Mean 1.13904 2.26227 7.14912 −0.656433 −70.1029 0.0118904 0.0356033 0.0349081 0.0682524 2102.58
in Section 2. The logical scheme is summarized in the block dia-
gram shown in Fig. 5. There are five main steps: (1) The input
parameters are randomized, (2) the flare atmosphere and the geom-
etry of magnetic field B(x,y,z) are defined, (3) the gyrosynchrotron
coefficients are calculated following Ramaty (1969) using a code
by Costa et al. (2013), (4) the radiative transfer is performed, and
finally (5) the output are four images and spectrum of each model.
It is important to note that all physical parameters in each data cube
can also be recovered from the data base.
To test the functionality of this data base, we simulated the search
of one model by extracting it randomly from the model data base and
then sought the nearest match. The idea is to compare its brightness
map and spectrum with the other elements in the data base to look for
the best match and compare both sets of parameters. To statistically
determine the quality of the search this process was repeated 1000
times. To clarify our intent, let us name the model picked at random
from the data base ‘simulation’ and the best match found in data
base ‘solution’.
To quantify the result, we defined a variable ζ to reflect the
similarity between the parameters of the models in the data base
and the simulated one, as follows:
ζi = |Par
Sim
i − ParModi |
ParSimi
. (4)
In equation (4) above, the ParSimi defines each parameter used in the
simulations described in the second column of Table 1, and ParModi
is the same as the previous, but for the tested model found in the
data base (solution), i = 1,2,...,10.
The similarity ζ is the summation of relative error of all 10
parameters used to verify the solution. It is important to note that
we chose only 10 parameters that cannot be obtained directly from
observations. We also note that if the parameters are measured in
units of angles (e.g. azimuth and inclination) the denominator of
equation (4) is set to 90 deg to better reflect the errors due to
misalignment.
In order to choose the best solution, two different methods were
used: (i) We chose the model with the lowest χ2 in the data base,
(ii) we calculated the weighted mean of a hundred models ordered
by increasing χ2 (PariMod ). The weighting function here is 1/χ2.
Fig. 6 shows the distribution of the absolute value of the similar-
ity ζ obtained by equation (4) in each of the considered parameters.
The x-axis indicates the distribution of the relative error for each
considered parameter, while the y-axis is the statistical frequency
in percentage. Zero in the similarity ζ means that the considered
parameters of the simulation match with the solution. In each panel
of Fig. 6, we plot the distribution of Pari
Mod (black) and the dis-
tribution of the relative error obtained by the lowest χ2 solution
(green). At the top right of each panel the percentage of simulations
with a relative error ≤20 per cent (defined here as a good match) is
shown. We note that for 10 parameters considered in the simulations
shown in Fig. 6, excluding the magnetic field (∼41 per cent) and
loop asymmetry (∼43 per cent), the plots show a high percentage
of good matches. On the other hand, although we added two new
geometric parameters (loop inclination and loop asymmetry) we
note that they are not easy to fit.
Although the lowest χ2 solution shows a small advantage in
relation to the weighted mean, both methods result in quite similar
distributions. We note that this difference is not sufficient to choose
the best solution because there is a degeneracy of solutions in the
neighbourhood of the closest solution. Thus, we decided to compute
the weighted mean due to its robustness in relation to a single value
(lowest χ2 solution only).
Table 2 shows two examples (simulations picked at random)
with solutions A (lowest χ2 and weighted mean solutions) and B
(weighted mean solution only). The bold numbers indicate the input
parameters of the searched model (simulation). The number 1 in the
first column of the simulation A indicates the lowest χ2 solution.
The numbers 1–10 in the first row of the table are parameter index
only (see Table 1). The mean is the weighted mean of the parameters
for the hundreds best models.3
Fig. 7 shows the lowest χ2 solution in the data base for simulation
A referred to in Table 2. The overlaid contour plots in each image
are at levels 30 and 50 per cent of image brightness maximum.
The 10 analysed parameters of the simulation and solution are also
shown in Table 2.
Although the images and spectra differ slightly, we note that many
of the parameters are recovered and show errors in the acceptable
range considered earlier (relative error ≤20 per cent) in this section
(see the parameters in Table 2 for comparison). The relative error
as defined by equation (4) in percentage of each parameter (i) for
both possible solutions, the lowest χ2 and the averaged Pari
Mod
are
as follow (the relative error for the averaged in parenthesis): :18.5
per cent (23.9 per cent), δ:11.4 per cent (0.84 per cent), Nnth:0.0 per
cent (2.0 per cent), q:32.8 per cent (20.7 per cent), Az:1.6 per cent
(1.2 per cent), Rarc:27.9 per cent (20.0 per cent), Fsep:12.3 per cent
(2.6 per cent), Harc:9.5 per cent (11.1 per cent), t:11.1 per cent (49.7
per cent), and B:27.9 per cent (3.7 per cent).
Thus, in simulation A the error in matching the lowest χ2 solution
is on average around 15.3 per cent, while the weighted mean is
around 13.6 per cent. Furthermore, the differences in the parameters
might be understood in terms of the complexity of the dependence
of gyrosynchrotron emission on so many parameters, including the
effects of radiative transfer.
Within this simulation A (mean solution), it is seen that important
parameters for the analysis of the emitting source, magnetic field,
the number density of non-thermal electrons and spectral index of
non-thermal electrons, are clearly recovered. On the other hand,
the parameters of the source geometry play an important role in
characterizing the source. These differences in the source sizes (see
3One hundred models ordered by increasing χ2.
MNRAS 477, 1512–1527 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/477/2/1512/4963754
by University of Glasgow user
on 23 May 2018
Flare parameters inferred from a 3D loop model 1517
(a)
0.00 0.05 0.10 0.15 0.20 0.25
Nonthermal electrons
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      99.9001
      96.0000
(b)
0.0 0.2 0.4 0.6 0.8 1.0
photospheric Magnetic field
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      40.7592
      47.0000
(c)
0.0 0.2 0.4 0.6 0.8 1.0
Spectral index
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      83.4166
      80.8000
(d)
0.0 0.2 0.4 0.6 0.8 1.0
ie
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      71.6284
      77.0000
(e)
0.00 0.02 0.04 0.06 0.08 0.10
Azimuth
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      100.000
      100.000
(f)
0.0 0.2 0.4 0.6
loop inclination
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      68.3317
      66.0000
(g)
0.0 0.2 0.4 0.6 0.8 1.0
Asymmetry
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      42.6573
      48.8000
(h)
0.0 0.2 0.4 0.6 0.8 1.0
Apex radii
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      73.9261
      70.2000
(i)
0.0 0.2 0.4 0.6 0.8 1.0
Foot_Separation
0
20
40
60
80
Fr
eq
ue
nc
y 
(%
)
      68.2318
      78.8000
(j)
0.0 0.2 0.4 0.6 0.8 1.0
Loop height
0
20
40
60
80
100
Fr
eq
ue
nc
y
      72.2278
      87.4000
Nonthermal electrons Magnetic field Spectral index
Loop inclinationLoop azimuth
Loop asymmetry Apex radii Foot separation
Loop heightLoop height
Electrons concentration
Figure 6. Distribution of errors in each parameter for the search simulations. The x-axis represents the distribution of relative error in each parameter. The
y-axis is the percentage of the statistical frequency. Errors of the lowest χ2 solution are plotted as a green colour and the black colour is the weighted mean.
Top right numbers are the percentage of elements with an error ≤20 per cent.
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Figure 7. The left-hand panel of the figure shows the simulation, the middle
panel shows the solution with the lowest χ2, and the right-hand panel
shows the simulated spectrum denoted with asterisks and the solution with
a continuous line.
columns 6, 7, and 8 in Table 2, that refer to the radius of the loop
apex, foot separation, and loop height, respectively) mainly affect
the image and the shape of the spectrum as discussed in the literature
(e.g. Stahli, Gary & Hurford 1989). Therefore, by recognizing the
high degeneracy of solutions, we prefer to choose the weighted mean
solutions, as mentioned. Moreover, by saving the set of parameters
used for this mean solution, it is possible to refine the fit using this
set as an initial guess in different Monte Carlo methods constraining
the ranges.
Fig. 8 shows images obtained with the weighted mean parameters
(PariMod ) of simulation B (also see Table 2). The top row of Fig. 8
shows the images at four frequencies (3.75, 9.4, 17, and 34 GHz) of
simulation B. The bottom row shows the calculated images using
the weighted mean parameters. The spectra are shown in Fig. 9. The
asterisks are the spectrum of the simulation B, and the continuous
line is the calculated spectrum.
We noted earlier that some refinement can be made to improve
the spectrum fitting by calculating new parameters around the sug-
gestions given by the data base, as we will show later in Section 7.
We conclude that the results obtained so far are an improvement
for flare analysis using a forward-fitting method by giving a good
initial match or at least a shorter range of parameter space for further
improvement.
Furthermore, we analysed the distribution of the relative errors
among the parameters (also, see Fig. 6) in our sample of searched
simulations. It is noted that the majority of the parameters have er-
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Figure 8. Top row shows the calculated images at four frequencies of the simulations shown in simulation B (Table 2) and the bottom row shows the calculated
images of the solutions with the weighted mean parameters.
Figure 9. The asterisks in this figure show the spectrum of simulation B
from Table 2, and, the continuous line, the spectrum of the fitting of the
solution.
rors less than 20 per cent on average, with the exception of the loop
asymmetry and magnetic field which show a lack of models in the
acceptable range of solution. To make improvements, one possibil-
ity is to generate an initial parent population from the data base best
matches to run a genetic algorithm (e.g. Gibson & Charbonneau
1996). Also, some refinements can be made, if we estimate some
parameters from the observations, as we will show later when we
apply the data base to the 2002 May 31 flare.
To finalize, we may say that the use of known information in the
data base such as azimuth, inclination, or asymmetry which may
be obtained via magnetogram or multiwavelength observations, im-
proves the chances of success. Knowing the azimuth to an accuracy
of 10 deg, the percentage of
∑10
i=1 |ζi | ≤ 2 (on average ζ i ∼ 0.2
for all parameters) is 60 per cent. This number increases to 64 per
cent when both inclination and asymmetry are known, as obtained
in 1000 searched simulations.
6 STATI STI CS O F N ORH FLARES INFERRED
WI TH THE CURRENT DATA BA SE
6.1 The geometry bias
As we saw in Fig. 4, the data base of models covers the whole range
of observed fluxes by the NoRP observations with a very broad
spread of points over the plotted range. However, from our view,
one of the most important results is the relationship between the
flux density at 17 GHz (typically in the optically thin regime) and
the geometrical property revealed by the emitting area (see the grey
dots in Fig. 10). This helps us to discard the models that are not
important for the Sun in our data base, thus avoiding the contribution
of the parameters resulting from unlikely flares.
In Fig. 10, it is possible to see a correlation between the flux
density and the emitting area (or source diameter, defined here as
the square root of the emitting area). If we apply this correlation
condition, we may find some important statistical properties of the
parameters revealed by the observed solar flares.
The grey asterisks in Fig. 10 show plots from the NoRH flares
(758) of effective diameter (selected from NoRH flare list) at 17 GHz
versus NoRP data flux. The black dots are the convolved (beam size
10 arcsec) models at 17 GHz. The right-hand panel of Fig. 10 shows
the boundary range of the data removed from the data base.
We analysed what had been removed from the data base. The
black bars in Figs 11–13 show the distribution of the model param-
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Figure 10. The black dots show the data base of 17 GHz convolved models as in Fig. 4, and the grey asterisks show Nobeyama data at 17 GHz. The right-hand
panel shows the same plot excluding the models at the upper and lower parts of the red boundary to fit the data for statistical analysis.
eters in the data base described above. They are almost homoge-
neously distributed (black bars) over the parameter range defined
for this data base (see Table 1). Panel (j) in Fig. 12 shows a lack of
models as a decision to maintain the loop structure, thus avoiding
an apex radius greater than the loop height. Therefore, we set the
loop height to be greater than the loop radius.
Fig. 11 shows the distribution of the energy parameters such as
non-thermal electron number density (log scale), energy spectral
index, and magnetic field of both the model data base without any
modification (black bars), and the model data base after excluding
the range of non-observed flares described in Fig. 10 (grey bars). We
note a tendency of inferred characteristics of NoRH flares to be pop-
ulated with the number density of non-thermal electrons tending to
the lower end of the range ∼106 cm−3 (panel a of Fig. 11), although
the centre of the data base distribution is 107 cm−3. This may imply
in reduction of the lower limit of this parameter in the model data
base to improve future diagnostics. We also note in panel (b) that
the photospheric magnetic field has preferred values above 1800 G.
Such values of the magnetic field as high as 1800 G have been re-
ported for photospheric and low coronal regions (e.g. Akhmedov
et al. 1982; White, Kundu & Gopalswamy 1991; Shibasaki et al.
1994). On the other hand, the spectral indices present a maximum
peak around 3 (Panel c). This result is in accordance with the statis-
tic (¯δ = 2.7, σ = 0.8) obtained in Section 3 from the observational
data.
We also show in panel (d) of Fig. 11 the location of the non-
thermal electrons at the time of the burst maximum. It is noted
that these flares have a tendency to be homogeneous or loop-top
dominated where  ranges from ∼0.8 to 1.6 and then the histogram
drops drastically. This drop means that we found the upper limit of
 from the observations at 17 GHz ( < 1.8).
In Fig. 12, black bars denote geometric parameter histogram plots
such as loop-radius, loop-height, and foot-separation of models in
the data base while grey bars show the same excluding unlikely
flares. From these parameters, we note that NoRH flares have a
tendency to populate sizes greater than 0.04 R (∼2.6 × 109 cm)
for loop height and loop feet separation, as well as for sizes greater
than 0.015 R (∼109 cm) for the apex radius.
We also show in Fig. 13 histogram plots of the loop orientation,
such as loop-azimuth and loop-inclination, both for models with
(black) and excluding unlikely NoRH flares (grey), as in previous
plots. Panel (g) of Fig. 13 shows the asymmetry of the magnetic
field. There appears to be no major variations between these param-
eters.
7 A P P L I C ATI O N TO TH E 2 0 0 2 0 5 3 1 0 0 0 7 2 5 U T
FLARE
We carried out one example of the implementation of the data base
with 3D models of an M2.4 GOES class flare observed on the East
limb of the Sun on 2002 May 31 (Fig. 15). It is one of the many well-
analysed events from the work of Shih, Lin & Smith (2009), and it
clearly shows a loop-like geometry. This M2.4 flare was located at
S30E85. The maximum peak in 9.4 GHz at NoRH was observed at
00:07:25 UT. Kawate et al. (2012) made a joint analysis from hard
X-ray and microwave data of this event as well.
We collected the four fluxes in the frequencies ranges in the data
base on the NoRP website without any additional calibration, and
both images at 17 and 34 GHz at NoRH. NoRP works at seven
discrete frequency channels, namely 1, 2, 3.75, 9.4, 17, 34, and
80 GHz, with a 0.1 s time resolution. Our main goal here is to use
the approach described in Section 4 to find the best model which fits
the observed NoRP spectrum and NoRH images at 17 and 34 GHz.
From the brightness distribution map, NoRH 17 GHz image does
not show, in many cases, a clear geometry of a loop-like flare. Even-
tually, this happens either due to loop-top emission or small-size
loops that are not resolved by the instrument. Therefore, for mag-
netic field orientation, we end up aligning brightness distributions
of two oval shapes. We note that in some cases we may use a mag-
netogram and EUV images to help to identify the loop azimuth and
magnetic field asymmetry.
From the magnetogram, we found that the maximum positive
and negative B is ∼2200 G for this 2002 May 31 flare; which sug-
gests low asymmetry. The inferred parameters of the observation
(computed weighted mean) from our data base search are shown
in Table 3. Furthermore, Table 3 also shows the refined parameters
(solution) obtained after calculating new models not included in the
data base by using a genetic algorithm known as Pikaia (Charbon-
neau 1995) to improve the image and spectrum matches. Although
the weighted mean azimuth shows positive orientation, it differs
greatly from the solution. Azimuth is hard to measure when observ-
ing near the limb. It is difficult to decide about the alignment of the
loop foot-points in relation to the local parallel.
From our analyses, we found a microwave loop-top emission that
is quite clear from the image (Fig. 15) of this 2002 May 31 flare
near the limb. This effect might be explained by an enhancement
of energetic electrons at the top of the loop occurring as a result
of a transverse pitch angle anisotropy caused by the accelerating
mechanism as suggested in the work of Melnikov et al. (2002).
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Table 3. Best data base representation.
Parameter  δ Nnth q Az
(log) (per cent) (deg)
Mean 1.91 3.12 6.72024 5.65 44.00
Solution 1.94 2.49 6.00277 1.00 −80.60
RArc Fsep HArc t B
(× 109cm) (× 109cm) (× 109cm) (deg) (G)
Mean 0.58 2.20 2.97 4.33 2231
Solution 0.27 2.51 1.74 0.00 2297
Fig. 14 shows plots of the spectra. The asterisks show the ob-
served spectrum obtained from NoRP website, the continuous line
shows our refined solution. We did not find a good solution in the
data base to fit the observations without any refinement. In some
cases, the image appeared to be inconclusive or the spectrum did
not match. We note that the data base is still moderate in size and the
percentage of good fits may be measured in terms of the statistics
of the parameters, as discussed in Section 5. Therefore, we chose
the weighted mean of the hundred best models in the data base as a
guess input for a final refinement with the Pikaia genetic algorithm.
Fig. 15 shows the observed NoRH maps at 34 and 17 GHz on a
red scale. The maps are overlaid with white contours at 50 per cent
of NoRH image brightness maximum and black contour plots of
the model for comparison. It is clearly seen that the contours do not
perfectly match, but they reproduce the shape of the observed loop.
This may imply that many of the geometric parameters (see Table 3)
of the model are roughly in the same range as the observable.
Although the plots of the distribution of each parameter men-
tioned above in the model are available in the data base, they are
not shown here.
8 D ISCUSSION
This data base was constructed considering radio emission pro-
duced by electrons spiralling on the magnetic field lines in a dipolar
magnetic field. From the literature (e.g. Svestka 1981; Bastian et al.
1998), it is assumed that in the radio range the emission comes from
the non-thermal electrons that are accelerated in the corona and then
propagate down to the foot-points of the loops with a commonly ac-
cepted power-law distribution in energy. Nevertheless, when taking
into account the comparison between radio and hard X-ray observa-
tions, our 3D magnetic loop radio modelling agrees reasonably well
with the literature in relation to the location and sizes of the radio
source. The ambient plasma is supposed to be a quiescent back-
ground with some temperature and density profiles. It is widely
known that the radio emission emanates from the chromosphere to
corona where the electrons are trapped due to magnetic mirroring.
Thus, the number density of non-thermal electrons refers to dif-
ferent locations in the loop and different distribution of trapped or
precipitating particles, from which it follows that a detailed deter-
mination of the emitting region parameters in microwaves and hard
X-rays is important.
We present an alternative approach to the time-consuming pro-
cess to calculate a non-homogeneous model – each time one is
needed for a flare analysis – by providing a data base of pre-
calculated models constrained by some statistical properties of a
large sample of Nobeyama observations. We know that this data
base is still limited in terms of the wide range of parameter combina-
tions needed to calculate the gyrosynchrotron emission to describe
all possible scenarios of flares in the microwave. We statistically
analysed 10 important parameters, that in general cannot be di-
rectly observed, to explain a flare as shown in Fig. 6. We found that
8 out of 10 parameters in the simulations were recovered with a
relative error ≤20 per cent on average. We consider this result an
improvement for flare analysis in terms of the time consumed with
the calculations.
Although the data base was produced using equally distributed
parameters from the lower to upper limits, the geometric bias dis-
cussed in Section 6.1 results in differences in the distributions of
geometry, magnetic field, and energy parameters. In the energy
parameters, the observed solar bursts show preferences for lower
non-thermal electron density and a slight preference for higher den-
sities for the limits used here. The magnetic field distribution shows
some preference for higher values than the centre of the data base
range we used. We also noted some shift in the distribution for loop-
top events. In general, the geometric parameter distribution shows
a tendency for bigger loops.
Differences between individual solutions are mainly due to the
degeneracy of results with quite similar χ2 in the dominion of
10 parameters. This is the reason that we preferred the averaged
solution weighted by the χ2.
Table 3 shows the best parameters inferred from the M2.4 GOES
class flare observation. We can see that the data base provides a
mean solution with good agreement with the observations, but the
calculated image and spectrum using the set of parameters still do
not match the observations. However, the refinement resulted in a
final solution which better agreed with the observations.
Fig. 14 shows the best-fitting spectrum obtained from our anal-
ysis with a good match. The spectrum of the event has the typi-
cal shape of the non-thermal gyrosynchrotron emission mechanism
(e.g. Gary 1989), with a peak around 9.4 GHz. Thus, we assume
17 and 34 GHz in the optically thin regime to calculate the spectral
index (according to Dulk & Marsh 1982) which results in δ = 2.12.
We note that the δ found here is from a single power law and may be
considered as an average of the indices in a multipower-law spec-
trum. When comparing the fitted parameters in this paper, such as
electron spectral index, with those obtained by Kawate et al. (2012;
their Table 2) using a triple power law (Table 3), one may consider
that our result is between their range of power-law 2 and 3, and
agrees with a typical value in the statistical analysis carried out by
Silva, Wang & Gary (2000).
Fig. 15 shows in colour the loop shape of NoRH 17 GHz images
overlaid with the black contours of our solution convolved with the
typical beam size of NoRH. The result of this first analysis is in
good agreement with the observations. It is evident that this data
base covers the entire range of fluxes on the NoRH website. We are
still working on this search engine for use in future analyses.
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Figure 11. Histogram plots of the energy parameter distribution imple-
mented in the data base. The x-axis is the energy parameters, and the y-axis
is the count rate of the elements. The black bars are the data base of en-
ergy parameters without any modification, while the grey bars are the same
parameters after excluding the range of NoRH observed flares.
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Figure 12. Histogram plots of geometric parameter distribution such as
loop-radius, loop-height, and foot-separation implemented in the data base.
The x-axis is the parameters and the y-axis is the count rate of elements. The
black colour shows the data base model parameters and the grey bar is the
same after excluding the range of NoRH observed flares.
9 C O N C L U S I O N S A N D F U T U R E S T U D I E S
The aim of this study is to present an alternative approach for the
analysis of flares using a recently developed data base of 3D loop
models. The data base was presented initially in PAPER1 with
some limitations in the geometry, ranges of parameters to calculate
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Figure 13. Histogram plots of the geometric parameter distribution such
as loop-inclination and loop-azimuth implemented in the data base. Panel
(g) shows the asymmetry of the magnetic field. The x-axis is the parameters
and the y-axis is the count rate of elements.
the gyrosynchrotron emission, and a small number of calculated
models. The actual data base was constructed with 17 variable
parameters in an effort to reproduce the flare characteristics. We
understand that a high number of variables result in a large number
of combinations and consequently in an extremely large universe
Figure 14. Plots of the calculated and observed spectra. The asterisks are
the observed NoRP spectrum; the thick line is the fit.
Figure 15. Images of NoRH 34 and 17 GHz (red scale) brightness temper-
ature with contours overlaid (white) at 50 per cent of image maximum and
model (black) at 50 per cent.
of solutions which are difficult to characterize with a small sample
of models. Also, the side effect of the number of variables involved
is a data base with a high degeneracy of solutions. Our results
show some advantages regarding the reduction of the time of flare
analysis, providing an initial guess of parameters and confining the
space of possible solutions.
The implementation of 3D loop models based on dipolar geome-
try is an improvement from homogeneous flare models in terms of
the flare source description. Thus, the considered analysis with the
loop-like geometry should allow for better inference than the homo-
geneous approach. In addition, this data base speeds up the search
for the best geometrical representation of the observed brightness
temperature of NoRH maps and the best spectral fit of NoRP, by
using a reasonably large volume of pre-constructed models with
different scenarios.
The relevant results found in Section 5 reveal that 80 per cent of
all 10 parameters, except loop asymmetry and the magnetic field,
used to fit the simulations were fitted with good agreement (relative
error ≤20 per cent) which reinforces the use of this approach. We
noted that the probability of success in the simulations increased
with the data base growth.
We also noted in Section 6 some statistical results by the pre-
ferred range of physical parameters of NoRH flares, such as δ ∼ 3,
Nth  107 cm−3, B 2000 G, and the geometry that results in bigger
loops with height 2.6 × 109 cm and feet separation 109 cm. We
also conclude that NoRH flares at 17 GHz have some preference for
loop-top events. For this particular data base, further work could be
carried out to fine-tune and improve the results obtained so far.
The analysis of the M2.4 GOES class flare presented produced
an acceptable solution when compared with the literature (Kawate
MNRAS 477, 1512–1527 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/477/2/1512/4963754
by University of Glasgow user
on 23 May 2018
Flare parameters inferred from a 3D loop model 1523
et al. 2012). We consider the result of the 2002 May 31 flare only
a moderate success, as we did not find a reasonable fit for both the
spectrum and images at 17 and 34 GHz in the current data base. We
had to use the models found as an initial family of members for a
genetic algorithm to improve the result. This is an indication that
this data base still needs to be expanded while we try to develop a
better way to fine-tune the resultant model with some optimizing
routine exploring the near parameter space in the data base.
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