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INDEX THEORY OF NON-COMPACT G-MANIFOLDS
MAXIM BRAVERMAN† AND LEONARDO CANO
The index theorem, discovered by Atiyah and Singer in 1963 [6], is one of most important
results in the twentieth century mathematics. It found numerous applications in analysis, ge-
ometry and physics. Since it was discovered numerous attempts to generalize it were made,
see for example [5, 3, 4, 16, 12] to mention a few; some of these generalizations gave rise to
new very productive areas of mathematics. In this lectures we first review the classical Atiyah-
Singer index theorem and its generalization to so called transversally elliptic operators [3] due
to Atiyah and Singer. Then we discuss the recent developments aimed at generalization of the
index theorem for transversally elliptic operators to non-compact manifolds, [24, 10].
Acknowledgments. This paper is based on the lectures given by the first author in the Villa
de Leyva summer schools on Geometric, Algebraic and Topological Methods for Quantum Field
Theory. We are grateful to the students Camilo Orduz and Carlos Pinilla for careful note taking
and helping us with preparing this manuscript.
1. The Fredholm Index
In this section we define the index of an operator A and discuss its main properties. The
index is useful and nontrivial for operators defined on an infinite dimensional vector space. But
to explain the main idea of the definition let us start with the finite dimensional case.
1.1. Finite dimensional case. Consider a linear operator A : H1 → H2 between two finite
dimensional vector spaces, H1 and H2. Then the index of A is defined as
Ind(A) := dimKer(A) − dimCoker(A) ∈ Z. (1.1)
where Coker(A) := H2/ Im(A). Notice that, though dimKer(A) and dimCoker(A) depend on
A, the index
Ind(A) = dimH1 − dimH2. (1.2)
depends only on the spaces H1 and H2.
1.2. The Fredholm index. Now suppose the spacesH1 andH2 are infinite dimensional Hilbert
spaces. Then, in general, both Ker(A) and Coker(A) might be infinite–dimensional and the index
of A cannot be defined.
Exercise 1.3. Show that if the dimension of Coker(A) is finite, then Im(A) is a closed subspace
of H2.
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Definition 1.4. Let H1,H2 be two Hilbert spaces and let A : H1 → H2 be a bounded linear
operator. We say that A is a Fredholm operator iff dimKer(A) <∞, dimCoker(A) <∞.
If A : H1 → H2 is a Fredholm operator, then its index Ind(A) can be defined by (1.1).
The notion of index of a Fredholm operator was introduced by Fritz Noether [19],1who also
established the following “stability” property of the index:
Theorem 1.5. a. If A(t) is a Fredholm operator which depends continuously on the parameter
t, then Ind(A(t)) is constant.
b. If K is compact and A Fredholm, then Ind(A+K) = Ind(A).
The following example illustrates the notion of index.
1.6. An example. Let
H = l2 :=
{
(x1, x2, . . .
∣∣ xj ∈ C, ∞∑
j=1
|xj |
2 <∞
}
, (1.3)
and consider the linear operator T : H → H defined by
T (x1, x2, x3, ...) := (x3, x4, ...). (1.4)
We have
Ker(T ) =
{
(x1, x2, 0, 0, ...) ∈ H
∣∣ x1, x2 ∈ C}.
Thus dimKer(T ) = 2. Since the image of A is the whole space H, we conclude that Coker(T ) =
{0}. Thus Ind(T ) = 2.
Remark 1.7. If H is a finite dimensional vector space then it follows from (1.2) that Ind(A) = 0
for every linear operator A : H → H. The example above shows that this is not true if
dimH =∞.
Exercise 1.8. Suppose A : H1 → H2 and B : H2 → H3 are Fredholm operators. Show that the
operator BA : H1 →H3 is Fredholm and that
Ind(BA) = Ind(A) + Ind(B).
Exercise 1.9. Let A : H1 → H2 be a Fredholm operator. Show that the adjoint operator
A∗ : H2 →H1 is Fredholm and that
Ind(A) = − Ind(A∗) = dimKer(A) − dimKer(A∗).
1Fritz Noether was a fine mathematician with a very interesting and tragic biography. He was a son of Max
Noether and a younger brother of Emmy Noether. We refer the reader to [20, 21] for a short description of his
biography.
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1.10. Application of index. One of the most common applications of index is based on The-
orem 1.5. Suppose for example that Ind(A) > 0. This means that Ker(A) 6= {0}, i.e., the
equation Ax = 0 has a non-trivial solution. Moreover, for any compact operator K we have
Ind(A+K) = Ind(K) > 0. Hence, the equation
(A+K)x = 0 (1.5)
also has a not-trivial solution. In applications to compute the index of an operator B we often
compute the index of a simpler operator A, for which the kernel and cokernel can be explicitly
computed, and then show that B = A + K for K a compact operator. If the index of A is
positive, we conclude that equation (1.5) has a non-trivial solution, even though we cannot find
this solution explicitly.
1.11. Connected components of the set of Fredholm operators. Let Fred(H1,H2) denote
the set of Fredholm operators A : H1 → H2. It is a metric space with the distance defined by
d(A,B) := ‖A−B‖. Theorem 1.5 implies that if operators A and B belong to the same connected
component of Fred(H1,H2), then Ind(A) = Ind(B). In other words, Ind(A) is an invariant of
the connected component of Fred(H1,H2). In fact, Ind(A) determines the connected component
of A in Fred(H1,H2) (see [18, proposition 7.1]).
1.12. The group action. The index Ind(A) of a Fredholm operator A is an integer. If a
compact group G acts on a Hilbert space H one can define a richer invariant, as we shall now
explain.
Recall that a G-representation V is called irreducible if it has no non-trivial G-invariant
subspaces. We denote by Irr (G) the set of irreducible representations of G. The next theorem,
cf. [11], shows that they are the building-blocks of all the other representations.
Theorem 1.13. Any finite dimensional representation U of G has a unique decomposition into
a sum of irreducible representations:
U =
⊕
V ∈Irr (G)
mV V.
Here mV V stands for the direct sum V ⊕ V ⊕ · · · ⊕ V of mV copies of V .
The numbers mV ∈ N are called the multiplicities of the irreducible representation V in U .
Definition 1.14. Let G be a compact group acting on the vector spaces H1 and H2. A linear
transformation A : H1 →H2 is G-equivariant iff it commutes with the action of the group, i.e.,
gAx = Agx, for all x ∈ H1.
Exercise 1.15. Let G be a compact group acting on Hilbert spaces H1 and H2. Let A : H1 →H2
be a G-equivariant Fredholm operator.
a. Show that Ker(A) is invariant under the action of G, i.e. for any x ∈ Ker(A), g ∈ G we
have gx ∈ Ker(A). Thus the restriction of the action of G on H1 to Ker(A) defines a G-action
on Ker(A).
b. Define a natural action of G on Coker(A).
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The above exercise and Theorem 1.13 show that there is a unique decomposition
Ker(A) =
⊕
V ∈Irr (G)
m+V V ; Coker(A) =
⊕
V ∈Irr (G)
m−V V.
Remark 1.16. Note the though the set Irr (G) is infinite both sums above are actually finite,
since only finitely many numbers m+,m− can be non-zero.
1.17. The ring of characters. Under the direct sum, ⊕, the set of finite dimensional repre-
sentations of the group G form an abelian semigroup with identity. Thus we can associate to
it the Grothendieck group R(G) by considering formal differences V − U of finite dimensional
representations of G. Let us give a formal definition:
Definition 1.18. Consider the set of formal differences, V1 − V2, of finite dimensional repre-
sentations V1 and V2 of G. The quotient of this set by the equivalence relation
2
V − U ∼ A−B ⇐⇒ V ⊕B ≃ A⊕ U,
is an abelian group denoted by R(G) and called the group of characters of G. Formally,
R(G) :=
{
(V,U)
∣∣ V,U are finite dimensional representations of G}/ ∼ .
The tensor product of representations defines a product on R(G) and thus defines a ring
structure on R(G). That is why R(G) is called the ring of characters of G. We will not use the
ring structure on R(G) in this lectures and will not give a formal definition.
Using Theorem 1.13 one easily obtains the following alternative description of R(G):
Proposition 1.19. As an abelian group the ring of characters R(G) is isomorphic to the free
abelian group generated by the set Irr (G) of irreducible representations of G, i.e., to the group
of expressions { ⊕
V ∈Irr (G)
mV V
∣∣mV ∈ Z, only finitely many numbers mV 6= 0}. (1.6)
Exercise 1.20. Introduce a ring structure on the group (1.6) and show that the isomorphism of
Proposition 1.19 is an isomorphism of rings.
Remark 1.21. If one allows infinite formal sums in (1.6) then one obtains the definition of the
completed ring of characters of G:
R̂(G) =
{ ⊕
V ∈Irr (G)
mV V
∣∣mV ∈ Z, }. (1.7)
This ring will play an important role in Sections 4 and 6.
2In general, the definition of the equivalence relation in the Grothendieck group is slightly more complicated.
But, in our case, it is equivalent to the one given here.
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1.22. The equivariant index. Suppose a compact group G acts on Hilbert spaces H1 and H2
and let A : H1 →H2 be a G-equivariant Fredholm operator.
Definition 1.23. The equivariant index IndG(A) of A is defined to be the formal difference
between Ker(A) and Coker(A) in R(G):
IndG(A) := Ker(A) − Coker(A) =
⊕
V ∈Irr (G)
(m+V −m
−
V )V ∈ R(G). (1.8)
By Remark 1.16 the sum in the right hand side of (1.8) is finite.
Example 1.24. Let V0 denote the trivial representation. If the inequality m
+
V0
−m−V0 > 0 holds,
that means that there exist a nontrivial solution of the equation Ax = 0 which is invariant under
the action of G.
Exercise 1.25. Let
G := Z2 = {1;−1}.
To avoid a confusion we denote by q the non-trivial element of G (thus q = −1). We define an
action of G on l2 by
q(x1, x2, ...) = (x2, x1, x4, x3, ...).
Observe that G has two irreducible representations, namely: V0 = C with the trivial action, and
V1 = C with the action qz = −z.
Show that the operator (1.4) is G-equivariant and that Ker(T ) = V0 ⊕ V1. Use this result to
compute IndG(T ).
2. Differential operators
In this section we introduce differential operators on manifolds and discuss their main prop-
erties. We also define elliptic differential operators. If the manifold is compact, then any elliptic
operator on it is Fredholm. In the next section we will discuss the index of elliptic differential
operators and the Atiyah-Singer theorem, which computes this index in terms of topological
information of the manifold.
2.1. Differential operators. We recall the definition of linear differential operators in Rn. Let
Dj : C
∞(Rn)→ C∞(Rn) denote the operator
Djf =
1
i
∂f
∂xj
, j = 1, . . . , n.
A multiindex is an n-tuple of non-negative integers α = (α1, . . . , αn) ∈ Z
n
+. For a multiindex
α we set
|α| := α1 + · · · + αn
and
Dα := Dα11 D
α1
2 · · ·D
αn
n : C
∞(Rn) −→ C∞(Rn).
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Definition 2.2. A linear differential operator of order k, is a linear operator D of the form
D =
∑
|α|≤k
aα(x)D
α : C∞(Rn) −→ C∞(Rn), (2.1)
where aα(x) ∈ C
∞(Rn).
Let us denote 〈·, ·〉 the scalar product on C∞c ( IR
n) defined by
〈f, g〉 :=
∫
IRn
f(x)g(x)dx.
Definition 2.3. Let C∞c (R
n) denote the set of smooth functions with compact support on Rn.
For k ∈ N define the scalar product on C∞c (R
n) by the formula
〈f, g〉k :=
∑
|α|=k
〈Dαf,Dαg〉. (2.2)
The corresponding norm
‖f‖k :=
√
〈f, f〉k (2.3)
is called the k-th Sobolev norm.
The Sobolev space Hk(Rn) ⊂ L2(Rn) is the completion of the space C∞(Rn) with respect to
the norm (2.3).
The following theorem, [1, Corollary 3.19], gives an alternative description of the Sobolev
space Hk(Rn):
Theorem 2.4. The Sobolev space Hk(Rn) is equal to the space of square integrable functions
whose distributional derivatives up to order k are in L2(Rn). More explicitly
Hk(Rn) :=
{
f : Rn → C
∣∣Dαf ∈ L2(Rn) for all α ∈ Zn+ with |α| ≤ k }.
Remark 2.5. If Ω ⊂ Rn is an open set one can define the Sobolev space Hk(Ω) of functions
on Ω. An analogue of Theorem 2.4 still holds if the boundary of Ω is sufficiently nice, see [1,
Theorme 3.18].
Exercise 2.6. Let K ⊂M be a compact set. Denote by
HkK(R
n) :=
{
f ∈ Hk(Rn)
∣∣ supp(f) ⊂ K }.
For every m ≥ k a differential operator D : C∞c ( IR
n) → C∞c ( IR
n) of order k can be extended
continuously to a bounded operator D : HmK (R
n)→ L2(Rn).
With a bit more work one can show the following
Theorem 2.7. [1, Theorem 6.2](Rellich’s lemma) If K ⊂ Rn is a compact set, then the
embedding HmK (R
n) →֒ Hk(Rn) is a compact operator for any m > k.
Exercise 2.8. Use Rellich’s lemma to show that the restriction of a differential operator D of
order k < m to HmK (R
n) defines a compact operator HmK (R
n)→ L2(Rn).
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2.9. Matrix-valued differential operators. We extend Definition 2.2 to operators acting on
vector valued functions on Rn. Let C∞(Rn,RN ) denote the set of smooth vector valued functions
f = (f1, . . . , fN ) : R
n −→ RN , fj ∈ C
∞(Rn).
Using the scalar product of RN we can generalize the constructions of the previous section to
define the spaces L2(Rn,RN ),Hk(Rn,RN ) and HkK(R
n,RN ), etc.
An operator D : C∞(Rn,RN1) → C∞(Rn,RN2) is a (matrix-valued) differential operator of
order k if it is given by the formula (2.1) with
aα(x) =
{
aα,ij(x)
}
1≤i≤N2
1≤j≤N1
∈ MatN1×N2 , aα,ij(x) ∈ C
∞(Rn).
As above, a matrix-valued differential operator D of order k defines a bounded operator
D : Hk(Rn,RN ) −→ L2(Rn,RN )
and a compact operator
D : HmK (R
n,RN ) −→ L2(Rn,RN ), for m > k.
2.10. Vector bundles. Consider a smooth manifold Mand let E be a vector bundle over M .
We refer the reader to [26] for the definition and the basic properties of vector bundles. To
understand what follows one should remember that E is itself a smooth manifold which is
equipped with a projection map π : E →M . For each x ∈M the preimage π−1(x) is called the
fiber of E over x and is denoted by Ex. It is assumed that each fiber Ex is isomorphic to the
linear space CN (however no preferred isomorphism is fixed in general).
Example 2.11. a. The trivial bundle E = M × CN . Here π : E → M is the projection on the
first factor. In this case each fiber Ex is canonically isomorphic with C
N .
b. The tangent bundle TM . This is a vector bundle whose fiber at each point x ∈M is equal
to the tangent space TxM .
A smooth section of a vector bundle E is a smooth map s :M → E such that
π
(
s(x)
)
= x, for all x ∈M.
In other words for each x ∈ M we define an element s(x) ∈ Ex. Notice that for the case of the
trivial bundle E = M × CN defining a section s is the same a defining a vectorvalued function
M → CN . Thus the notion of smooth sections generalizes the notion of smooth vectorvalued
functions on M .
We denote the set of smooth sections of E by C∞(M,E).
2.12. Differential operators on manifolds. Let M be a smooth manifold and let E and F
be vector bundles over M . We say that a linear operator
D : C∞(M,E) −→ C∞(M,F ) (2.4)
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is local if for every section f ∈ C∞(M,E), we have supp(Df) ⊂ supp(f). In this case for any
open cover {Ui}
m
i=1 of M the operator D is completely determined by its restriction to functions
with supports in one of Ui. If all the sets Ui are sufficiently small, we can fix coordinates
φi : Ui
∼
−→ Vi ⊂ R
n (i = 1, . . . ,m)
in Ui and also trivializations of E and F over Ui. Then the restriction of D to sections supported
in Ui can be identified with a map
Di : C
∞(Vi,R
N1) −→ C∞(Vi,R
N2).
Definition 2.13. A local linear operator D : C∞(M,E) → C∞(M,F ) is called a differential
operator of order k if one can choose a cover {Ui}
m
i=1 of M and coordinate systems on Ui such
that for every i = 1, . . . ,m the operator Di has the form (2.1).
2.14. Sobolev spaces of sections. We shall now introduce the Sobolev spaces of sections of
a vector bundle E. Let us choose a measure on M and a scalar product on the fibers of E.
Then we can consider the space L2(M,E) of square-integrable section of E. It is not hard to
show that if the manifold M is closed (i.e compact and without boundary) the space L2(M,E)
is independent of the choice of the measure and of the scalar product on E.
One can define the spaces Hk(M,E) of Sobolev sections of E in a way similar to Definition 2.3.
Roughly one users a partition of unity to define a scalar product 〈·, ·〉k on C
∞
k (M,E) as a
combination of scalar products (2.2) on each coordinate neighborhood. Then the Sobolev space
Hk(M,E) is the completion of C∞c (M,E) with respect to the norm defined by this scalar
product. We refer to [26] for details. As in the case M = Rn we have the following:
Theorem 2.15. Let D : C∞(M,E)→ C∞(M,F ) be a differential operator of order k.
a. For every m ≥ k and every compact K ⊂ M , the operator D extends continuously to an
operator
D : HmK (M,E) −→ L
2(M,F ).
b. If m > k then for every compact K ⊂ M the operator D : HmK (M,E) → L
2(M,F ) is
compact.
2.16. The symbol of a differential operator. We now define the notion of a leading symbol
of a differential operator which is crucial for the discussion of the Atiyah-Singer index theorem.
Exercise 2.17. a. Let D : C∞(M,E) → C∞(M,F ) be a differential operator of order k. Fix
x0 ∈ M , a cotangent vector ξ ∈ T
∗
x0M and a vector e ∈ Ex0 . Let f ∈ C
∞(M) be a smooth
function, such that dfx0 = ξ and let s ∈ C
∞(M,E) be a section, such that s(x0) = e. Set
σL(D)(x0, ξ) e := lim
t→∞
t−k D
(
eitf(x)s(x)
)∣∣
x=x0
. (2.5)
Show that (2.5) is independent of the choice of f and s and that σL(D)(x0, ξ) e is linear in e.
Thus we can view σL(D)(x0, ξ) as a linear map Ex0 → Fx0 .
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b. Suppose that D is given in local coordinates by the formula (2.1). Using local coordinates
we can identify Tx0M with R
n. Then
σL(D)(x0, ξ) =
∑
|α|=k
aα(x0) ξ
α1
1 · · · ξ
αn
n . (2.6)
Notice, that the above exercise implies that as a function on T ∗M the right hand side of (2.6)
is independent of the choice of a coordinate system near x0.
Definition 2.18. Let D : C∞(M,E) → C∞(M,F ) be a differential operator of order k. The
leading symbol σL(D)(x0, ξ) (x0 ∈ M, ξ ∈ T
∗
x0M) of D is an element of Hom(Ex, Fx) defined
by (2.5).
Remark 2.19. Using the local coordinate representation (2.1) of D on can also define the full
symbol
σ(D)(x0, ξ) =
∑
|α|≤k
aα(x0) ξ
α1
1 · · · ξ
αn
n .
But as opposed to the leading symbol the full symbol depends on the choice of the local coor-
dinates.
2.20. The leading symbol as a section of the pull-back bundle. Let π : T ∗M → M
denote the projection. For a vector bundle E we denote by π∗E the pull-back bundle over T ∗M .
This is a vector bundle over T ∗M whose fiber over (x, ξ) ∈ T ∗M is isomorphic to the fiber Ex
of E, see [26, §5.1] for a precise definition of the pull-back bundle.
Let D : C∞(M,E) → C∞(M,F ) be a differential operator. Then for (x, ξ) ∈ T ∗M , the
leading symbol σL(D)(x, ξ) is a linear map
σL(D)(x, ξ) : π
∗E(x,ξ) → π
∗F(x,ξ).
Hence, we can view σL(D) as a section of the vector bundle Hom(π
∗E, π∗F ).
2.21. Elliptic differential operators.
Definition 2.22. A differential operator D : C∞(M,E) → C∞(M,F ) is called elliptic if
σL(D)(x, ξ) is invertible for all ξ 6= 0.
Example 2.23. Consider the Laplace operator
∆ = −
∂2
∂x21
−
∂2
∂x22
− · · · −
∂2
∂x2n
on Rn. Its leading symbol σL(∆) is given by the formula
σL(∆)(ξ1, ξ2, , . . . , ξn) = ξ
2
1 + ξ
2
2 + · · ·+ ξ
2
n
is invertible for ξ = (ξ1, . . . , ξn) 6= 0. Hence, ∆ is elliptic.
Elliptic operators play a very important role in analysis and in the theory of index. The
following results, cf. [25], describes some of the main properties of elliptic operators
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Theorem 2.24. Suppose D : C∞(M,E)→ C∞(M,F ) is an elliptic differential operator. Then
a. (Elliptic regularity) If Df = u and u ∈ C∞(M,F ) then f ∈ C∞(M,E).
b. If the manifold M is compact, then the operator D is a Fredholm.
Part b. of the above theorem implies that the index Ind(D) of an elliptic operator D on a
compact manifold is defined, cf. Section 1. In the next section we will discuss the Atiyah-Singer
index theorem, which computes this index. We finish this section with the following
Exercise 2.25. Use Theorem 2.15 to show that Ind(D) depends only on the leading symbol of
D, i.e. if σL(D1) = σL(D2) then Ind(D1) = Ind(D2).
Exercise 2.26. Let M = S1 be the circle and consider the operator
D := −i
d
dt
+ sin t : C∞(M) → C∞(M).
Compute Ind(D).
Hint: Compute the index of a simpler operator with the same leading symbol.
3. The Atiyah-Singer index theorem
In this section we present a K-theoretical formulation of the Atiyah-Singer index theorem.
3.1. Index as a topological invariant. At the end of the last section (cf. Exercise 2.25)
we saw that the index of an elliptic differential operator on a compact manifold depends only
on its leading symbol. Moreover, Theorem 1.5.a implies that the index does not change when
we deform the leading symbol. More precisely, let us consider the space SEll(E,F ) of smooth
sections of σ(x, ξ) ∈ Hom(π∗E, π∗F ), which are invertible for ξ 6= 0. We refer to SEll(E,F ) as
the space of elliptic symbols. We endow it with the topology of uniform convergence on compact
sets.
Theorem 3.2. Let E and F be vector bundles over a compact manifold M . The index of
an elliptic differential operator D : C∞(M,E) → C∞(M,F ) is determined by the connected
component of SEll(E,F ) in which the leading symbol σL(D) of D lies.
This result shows that Ind(D) is a topological invariant. About 50 years ago Israel Gel’fand
[13, 14] formulated a problem: how to compute the index of an elliptic operator using only its
leading symbol. This problem was solved brilliantly by Atiyah and Singer [6, 7] (see also, for
example, [22, 8]). They did more than just a calculation of the index. They associated to each
elliptic symbol an element of so called K-theory (see Section 3.5 below). Then they associated a
number – the topological index t-Ind(D) – to each element of the K-theory. Schematically, their
construction can be expressed as
D  σL(D)  an element of K-theory  t-Ind(σL(D))) ∈ Z. (3.1)
The composition of the arrows in the above diagram leads to a map
elliptic operators → Z, D 7→ t-Ind(σL(D)).
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which is called the topological index. Note, that, as we will explain below, the topological index
is constructed using purely topological methods, without any analysis involved.
The following result is the simplest form of the Atiyah-Singer index theorem
Theorem 3.3. (Atiyah-Singer) Ind(D) = t-Ind(σL(D)).
Remark 3.4. Though from Exercise 2.25 we know that the index of D could be computed out
of the leading symbol σL(D), we call the reader to appreciate the power of the above theorem.
The index of D gives you an information about the kernel and the cokernel of D, i.e., about the
spaces of solutions of differential equations Df = 0 and D∗u = 0. The index theorem allows to
obtain this information without solving the differential equations by purely topological methods.
We shall now explain the meaning of the terms in (3.1). First, we will briefly review the
notion of the (topological) K-theory.
3.5. K-theory. The direct sum ⊕ defines a structure of a semi-group on the set of vector
bundles ovex X. If X is a compact manifold. then the K-theory of X is just the Grothendieck
group of this semi-group. In general the definition is a little bit more complicated. This is,
essentially, because we are interested in the K-theory with compact support. In fact, one of
the definitions of the K-theory of a non-compact manifold X is the K-theory of the one-point
compactification of X. It will be more convenient for us to use an equivalent definition, which
is based on considering bundle maps
E F
X
✲
❆
❆
❆
❆❯
✁
✁
✁
✁☛
σ
such that the induced map of fibers σ(x) : Ex → Fx is invertible for all x outside of a compact
set K ⊂ X. Two such maps σ1 : E1 → F1 and σ2 : E2 → F2 are said to be equivalent if there
exist integers k1, k2 ≥ 0 such that the maps
σ1 ⊕ Id : E1 ⊕ C
k1 → F1 ⊕ C
k1 , and σ2 ⊕ Id : E2 ⊕ C
k2 → F2 ⊕ C
k2 , (3.2)
are homotopic in the class of maps invertible outside of a compact set. In this case we write
σ1 ∼ σ2.
Definition 3.6. Let X be a topological space. The K-theory K(X) of X is defined by
K(X) = {σ : E → F | σ(x) is invertible outside of a compact set}/ ∼
Remark 3.7. IfX is compact then any two maps σ1, σ2 : E → F between the same vector bundles
are equivalent. Thus K(X) can be described as the set of pairs of vector bundles (E,F ) subject
to an appropriate equivalence relation. We think about this pair as about formal difference of
the bundles E and F , and we, usually, denote this pair by E − F .
12 MAXIM BRAVERMAN† AND LEONARDO CANO
The direct sum of vector bundles defines a structure of an abelian group on K(X). The tensor
product defines a multiplication. Together these two operations make K(X) a ring.
Example 3.8. If X = {pt} then a vector bundle over M is just a vector space and an element
of K(X) is a pair of two vector spaces (E,F ) up to an equivalence. In this case one easily sees
from (3.2) that the only invariant of the pair (E,F ) is the number
dimE − dimF ∈ Z.
Thus
K({pt}) ∼= Z.
Example 3.9. Let D : C∞(M,E) → C∞(M,F ) be an elliptic differential operator. Then for
each x ∈M and each ξ ∈ T ∗xM we have σL(D)(x, ξ) : Ex → Fx. In other words, σ(D) defines a
bundle map
σL(D) : π
⋆E → π⋆F. (3.3)
If M is a compact manifold, then the ellipticity condition implies that the map (3.3) is invertible
outside of a compact subset of X = T ∗M . Hence, (3.3) defines an element of K(T ∗M).
This example shows the relevance of the K-theory to the problem of index.
3.10. The push-forward map in K-theory. One of the most important facts about the
K-theory is that it has all the properties of a cohomology theory with compact supports. In
particular, given an inclusion j : Y →֒ X one can define a ring homomorphism
j! : K(Y ) → K(X),
cf. [7] called push-forward map.
The following special case of the Bott periodicity theorem, [2], plays a crucial role in the
definition of the topological index.
Theorem 3.11. (Bott periodicity) Let i : {pt} →֒ CN be an embedding of a point into CN .
Then the push-forward map
i! : K(pt) −→ K(C
N )
is an isomorphism.
3.12. The topological index. Consider an embedding M →֒ RN (such an embedding always
exists for large enough N , by the Whitney embedding theorem). This embedding induces an
embedding of the contangent bundle of M
j : T ∗M →֒ RN ⊕ RN ≃ CN .
We will denote by i : {pt} →֒ CN an embedding of a point into CN . Using the push-forward in
K-theory introduced above we obtain the diagram
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K(T ∗M) K(Cn)
K({pt})
✲
✻
j!
i!
By Theorem 3.11 we can invert it and define the topological index as the map
t-Ind = i−1! j! : K(T
∗M)→ K({pt}) ≃ Z. (3.4)
It is relatively easy to check that this map is independent of the choice of the number N and
the embedding j :M →֒ RN .
We now introduce a group action into the picture.
3.13. Equivariant vector bundles. Suppose a compact group G acts onM . That means that
to each g ∈ G is assigned a diffeomorphism φ(g) :M →M such that φ(g1) ◦ φ(g2) = φ(g1g2).
Definition 3.14. A G-equivariant vector bundle over M is a vector bundle π : E →M together
with an action
g 7→ ψ(g) : E → E, g ∈ G,
of G on E such that
π ◦ ψ(g) = φ ◦ π(g).
When it does not lead to a confusion we often write g · x and g · e for φ(g)(x) and ψ(g)(e)
respectively (here m ∈M and g ∈ G).
Definition 3.15. Let E be a G-equivariant vector bundle over M . We define the action of G
on the space C∞(M,E) of smooth section of E by the formula
g 7→ lg : C
∞(M,E) −→ C∞(M,E), lg(f)(x) := g · f(g
−1 · x). (3.5)
Similarly, we define the action lg : L
2(M,E) → L2(M,E) on the space of square integrable
sections of E. In this way L2(G) becomes a representation of G, called the left regular represen-
tation.
Suppose E and F are G-equivariant vector bundles over M . A differential operator
D : C∞(M,E) −→ C∞(M,E),
is called G-invariant if g · D = D · g.
3.16. Equivariant K-theory. If a compact group G acts on M one can define the equivari-
ant K-theory KG(X) as the set of the equivalence classes of G-equivariant maps between G-
equivariant vector bundles. In particular, G-equivariant K-theory of a point is given by equiv-
alence classes of pairs of finite dimensional representations of G. It should not be a surprise
that
KG({pt}) = R(G), (3.6)
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where R(G) is the ring of characters of G, cf. Definition 1.18. The formula (3.4) generalizes
easily to define a G-equivariant topological index
t-IndG : KG(M) → KG({pt}) ≃ R(G).
All the constructions introduced above readily generalize to the equivariant setting.
3.17. The Atiyah-Singer index theorem. Suppose a compact group G acts on a compact
manifold M . Let E and F be equivariant vector bundles over M and let
D : C∞(M,E) → C∞(M,F )
be a G-invariant elliptic operator. Then the leading symbol defines a G-equivariant map
σL(D) : π
∗E −→ π∗F,
which is invertible outside of the compact set M ⊂ T ∗M . Thus σL ∈ KG(T
∗M) and its
topological index t-Ind(σL(D)) is defined. The index theorem of Atiyah and Singer is the
following result:
Theorem 3.18. (Atiyah-Singer) IndG(D) = t-IndG(σL(D)).
3.19. The case of an open manifold. Suppose now that the manifold M is not compact.
The topological index map (3.4) is still defined. But the symbol of an elliptic operator D does
not define an element of K(T ∗M) since it is not invertible on a non-compact set M ⊂ T ∗M .
Thus one can pose the following natural question
Question 1. Assume that a compact group G acts on an open manifold M . Let E and F be
G-equivariant vector bundles over M and let σ : π∗E → π∗F be an element of KG(T
∗M). Find
a G-invariant Fredholm differential operator D : C∞(M,E)→ C∞(M,F ) such that
IndG(D) = t-IndG(σ).
To the best of our knowledge the answer to this question is unknown. However, in Section 6
we present a partial answer to a certain generalization of this question. For this we will need
a generalization of the index theorem to so called transversally elliptic operators, which we will
now discuss.
4. Transversal elliptic operators
In this section we discuss a generalization of the index theorem 3.18 to transversally elliptic
operators due to Atiyah and Singer [3].
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4.1. A motivating example. Suppose N is a closed manifold and let D : C∞(N) → C∞(N)
be an elliptic operator. Let G be a compact Lie group. Consider the manifold
M := N ×G
and let G act on M by
g1 · (x, g2) := (x, g1g2), x ∈ N, g1, g2 ∈ G.
There is a natural extension of the differential operator D to an operator
D˜ : C∞(M) −→ C∞(M)
defined as follows: Suppose that in a coordinate chart (x1, . . . , xn) on N the operator D has the
form
D =
∑
|α|≤k
aα(x)
∂α1
∂xα11
· · ·
∂αn
∂xαnn
.
Let (y1, · · · , yr) be a coordinate system on G. Then, (x1, . . . , xn, y1, . . . , yr) is a coordinate
system on M . By definition the operator D˜ takes the form
D˜ :=
∑
|α|≤k
aα(x)
∂α1
∂xα11
· · ·
∂αn
∂xαnn
.
Exercise 4.2. Check that D˜ is G-equivariant but not elliptic.
Notice that
Ker(D˜) = Ker(D)⊗ L2(G), Coker(D˜) = Coker(D)⊗ L2(G). (4.1)
Thus despite the fact that Ker(D˜) and Coker(D˜) are infinite dimensional they are sort of “man-
ageable” and the index of D˜ can be defined as follows:
By Peter-Weyl theorem [17] the left regular representation (cf. Definition 3.15) L2(G) decom-
poses into direct sum of irreducible representations as
L2(G) =
⊕
V ∈Irr (G)
(dimV )V. (4.2)
In particular every irreducible representation enters (4.2) with finite multiplicity dimV .
Equations (4.1) and (4.2) suggest the index of D˜ can be defined as
IndG(D˜) =
⊕
V ∈Irr (G)
(dimV )
(
dimKer(D)− dimKer(D)
)
V. (4.3)
Notice that in contrast with (1.8) the sum in the right hand side of (4.3) is infinite. Thus Ind(D˜)
lies in the completed ring of characters R̂(G), cf. Remark 1.21.
Roughly speaking the reason we are able to define a version of an index of D˜ is that though
this operator is not elliptic on M it is elliptic on the quotient N = M/G. The purpose of this
section is to define the analogue of this situation when M is not a product and the action of G
on M is not free.
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4.3. The transversal cotangent bundle. Suppose a compact group G acts on a smooth
manifold M . Recall that an orbit of a point x ∈M is the set
O(x) :=
{
g · x
∣∣ g ∈ G}.
This is a smooth submanifold of M .
We say that a cotangent vector ξ ∈ T ∗M is perpendicular to the orbits of G if for x ∈M and
any tangent vector v ∈ TO(x) we have ξ(v) = 0.
Definition 4.4. The transversal cotangent bundle T ∗GM is defined by
T ∗GM :=
{
ξ ∈ T ∗M
∣∣ ξ is perpendicular to the orbits of G}. (4.4)
We set T ∗G,xM := T
∗
GM ∩ T
∗
xM .
4.5. The analytical index of transversally elliptic operators. We now introduce the class
of operators which generalizes the example considered in Section 4.1.
Definition 4.6. Suppose E and F are G-equivariant vector bundles over M . A G-invariant
differential operator
D : C∞(M,E) −→ C∞(M,F )
is called transversally elliptic if its leading symbol σL(D)(x, ξ) is invertible for every non-zero
0 6= ξ ∈ T ∗GM .
Notice that every elliptic operator is transversally elliptic. Also the operator D˜ from Sec-
tion 4.1 is transversally elliptic.
Theorem 4.7. (Atiyah-Singer [3, Lemma 2]) Suppose D is a transversally elliptic operator
on a compact manifold M . Then, as the representations of G, the spaces Ker(D) and Coker(D)
can be decomposed into a direct sum of irreducible representation in which every irreducible
representation appears finitely many times:
Ker(D) =
⊕
V ∈Irr (G)
m+V V, Coker(D) =
⊕
V ∈Irr (G)
m−V V. (4.5)
Notice that the sums in (4.5) are, in general, infinite. But the numbers m±V ∈ Z≥0 are finite.
Definition 4.8. Let D be a transversally elliptic operator on a compact manifold M . The
(analytical) index of D is defined as
IndG(D) :=
⊕
V ∈Irr (G)
(m+V −m
−
V )V ∈ R̂(G), (4.6)
where the numbers m±V ∈ Z≥0 are defined in (4.5) and R̂(G) stands for the completed ring of
characters, cf. Remark 1.21.
The index (4.6) possesses many properties of the index of elliptic operators. In particular and
analogue of Theorem 3.2 holds.
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4.9. The transversal K-theory and the topological index. Notice that in general T ∗GM
is not a manifold since the dimension of the fibers T ∗G,xM might depend on x. But it is a
topological space and one can define the K-theory KG(T
∗
GM) as the set of equivalence classes
of pairs of vector bundles over T ∗GM exactly the same way as we did in Section 3.16.
The topological index
t-IndG : KG(T
∗
GM) −→ R̂(G) (4.7)
is still defined, but the image lies not in the ring of characters and the definition is more involved.
In fact, for compact manifold M if σ ∈ KG(T
∗
GM) one just chooses a G-invariant operator D
with σL(D) = σ and sets
t-IndG(σ) := IndG(D). (4.8)
(see [9] for a more topological construction). For non-compactM the topological index is defined
in [23, §3]. As in Section 3.19, ifM is not compact the symbol of a transversally elliptic operator
does not define an element of KG(T
∗
GM). The index of such an operator is not defined since,
in general, the irreducible representations of G appear in the kernel and the cokernel of D with
infinite multiplicities. So as in Section 3.19 a natural question arises
Question 2. Assume that a compact group G acts on an open manifold M . Let E and F
be G-equivariant vector bundles over M and let σ : π∗E → π∗F be an element of KG(T
∗
GM).
Find a G-invariant differential operator D : C∞(M,E)→ C∞(M,F ) such that each irreducible
representations of G appear in the kernel and the cokernel of D with finite multiplicities and
IndG(D) = t-IndG(σ) ∈ R̂(G).
Of course, this question is even harder than the corresponding question for usual K-theory (cf.
Question 1 in Section 3.19) and the answer to this question is unknown. However in Section 6
we will present an answer for Question 2 in a special case. To present this answer we need
to introduce the notions of Clifford action and Dirac-type operators, which we do in the next
section.
5. Dirac-type operators
In this section we define the notions of Clifford bundle and generalized Dirac operator.
5.1. Clifford action. Let V be a finite dimensional vector space over R endowed with a scalar
product 〈·, ·〉.
Definition 5.2. A Clifford action of V on a complex vector space W is a linear map
c : V → End (W )
such that for any v ∈ V we have
c(v)2 = −|v|2 Id . (5.1)
Exercise 5.3. Show that a linear map c : V → End (W ) is a Clifford action if and only if
c(v) c(u) + c(u) c(v) = −2〈v, u〉 Id, for all u, v ∈ V.
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Exercise 5.4. Consider the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (5.2)
Show that the map
c : R3 −→ End (C2), c(x1, x2, x3) :=
1
i
(
x1σ1 + x2σ2 + x2σ3
)
(5.3)
defines a Clifford action of R3 on C2.
Exercise 5.5. Let V be a real vector space endowed with a scalar product and let V C = V ⊗R C
be its complexification. Let
W = Λ∗(V C)
be the exterior algebra of V C. For v ∈ V we denote ε(v) : W → W the exterior multiplication
by v
ε(v)α := v ∧ α, α ∈W.
Also using the scalar product on V we identify v with an element of the dual space V ∗ and
denote by ιv :W →W the interior multiplication by v. Set
c(v) := εv − ιv : W −→ W. (5.4)
Show that the map c : v 7→ c(v) defines a Clifford action of V on W .
5.6. A Clifford bundles. Let nowM be a smooth manifold endowed with a Riemannian metric
g. Then for every x ∈ M the tangent space TxM and the cotangent space T
∗
xM are endowed
with a scalar product.
Definition 5.7. A Clifford bundle over M is a complex vector bundle E →M over M together
with a bundle map
c : T ∗M −→ End (E), (5.5)
such that for any v ∈ T ∗M we have c(v)2 = −|v|2 Id.
In other words we assume that for every x ∈M there is given a Clifford action
c : T ∗xM → End (Ex)
of the cotangent space T ∗xM on the fiber Ex of E and that this action depends smoothly on x.
Example 5.8. Set M = R3 and E = R3 ×C2. Then the projection on the first factor makes E a
vector bundle over M . The action (5.3) defines a structure of a Clifford bundle on E.
Example 5.9. Let M be a Riemannian manifold and let E = Λ∗(T ∗M ⊗C). Note that the space
of sections of E is just the space Ω∗(M) of complex valued differential forms onM . The formula
(5.4) defines a Clifford bundle structure on E, such that for v ∈ T ∗M and ω ∈ Ω∗(M) we have
c(v)ω = v ∧ ω − ιv ω.
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5.10. A Clifford connection. The Riemannian metric on M defines a connection on T ∗M
called the Levi-Civita connection and denoted by ∇LC .
Definition 5.11. A connection ∇ : C∞(M,E) → Ω1M,E) on a Clifford bundle E is called a
Clifford connection if
∇u
(
c(v)s
)
= c(∇LCu v) s + c(v)∇us, (5.6)
for all u ∈ TM, v ∈ T ∗M, s ∈ C∞(M,E).
5.12. A generalized Dirac operator. We are now ready to define a notion of (generalized)
Dirac operator.
Definition 5.13. Let E be a Clifford bundle over a Riemannian manifold M and let ∇ be a
Clifford connection on E. The (generalized) Dirac operator is defined by the formula
D :=
n∑
j=1
c(ei)∇ei : C
∞(M,E) −→ C∞(M,E), (5.7)
where e1, . . . , en is an orthonormal basis of TM .
3
Exercise 5.14. Show that the operator (5.7) is independent of the choice of the orthonormal
basis e1, . . . , en.
Exercise 5.15. a. Show that the leading symbol generalized Dirac operator is given by
σL(D)(x, ξ) = i c(ξ). (5.8)
b. Prove that the generalized Dirac operator is elliptic.
Example 5.16. In the situation of Example 5.8 let ∇ be the standard connection, i.e.,
∇∂/∂xi =
∂
∂xi
.
Then (5.7) is equal to the classical Dirac operator
D =
(
0 1
1 0
)
1
i
∂
∂x1
+
(
0 −i
i 0
)
1
i
∂
∂x2
+
(
1 0
0 −1
)
1
i
∂
∂x3
. (5.9)
Exercise 5.17. Compute the square of the operator (5.9).
Example 5.18. Let M be a Riemannian manifold and let d : Ω∗(M,E) → Ω∗+1(M,E) denote
the de Rham differential. The Riemannian metric induces a scalar product 〈·, ·〉 on the space
Ω∗(M,E) of differential forms. Let
d∗ : Ω∗(M,E) → Ω∗−1(M,E)
be the adjoint on d with respect to this scalar product. Thus we have
〈dα, β〉 = 〈α, d∗β〉, for all α, β ∈ Ω∗(M,E).
3As above, we use the Riemannian metric to identify TM and T ∗M .
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Let E = Λ∗(T ∗M ⊗C). Then the space of sections C∞(M,E) = Ω∗(M,E). The Riemannian
metric defines a canonical connection on M , called the Levi-Civita connection, cf. [26]. We
denote this connection by ∇LC . One can show, cf. [8, Proposition 3.53], that this is a Clifford
connection and that the corresponding Dirac operator (5.7) is given by
D = d + d∗. (5.10)
If M is a compact manifold then, [28], the kernel of D is naturally isomorphic to the de Rham
cohomology on M :
Ker(D) ≃ H∗(M). (5.11)
5.19. A grading. In the index theory one deals with graded Clifford bundles.
Definition 5.20. A grading on a Clifford bundle E is a decomposition
E = E+ ⊕ E−, (5.12)
such that for every v ∈ T ∗M we have
c(v) : E± −→ E∓.
A Clifford bundle with a grading is called a graded Clifford bundle.
We say that a Clifford connection on a graded Clifford bundle preserves the grading if for
each for each v ∈ T ∗M ,
∇v : C
∞(M,E±) −→ C∞(M,E±).
When speaking about a Clifford connection ∇ on a graded Clifford bundle, we will always
assume that it preserves the grading.
Exercise 5.21. Let E = E+⊕E− be a graded Clifford bundle and let ∇ be a Clifford connection
on E which preserves the grading. Show that the corresponding Dirac operator satisfies
D : C∞(M,E±) −→ C∞(M,E∓).
We denote the restriction of D to C∞(M,E+) (respectively C∞(M,E−)) by D+ (respectively
D−). It follows from the above exercise that with respect to the splitting (5.12) the Dirac
operator D can be written as
D =
(
0 D−
D+ 0
)
. (5.13)
To save the space we often write (5.13) as D = D+ ⊕ D−. When a Dirac operator is presented
in this form we refer to it as a graded Dirac operator. In the index theory one usually considers
the index of the operator D+ : C∞(M,E+)→ C∞(M,E−).
Example 5.22. Let M be a Riemannian manifold and let E = Λ∗(T ∗M ⊗ C). Set
E+ :=
⊕
j even
Λj(T ∗M ⊗ C), E− :=
⊕
j odd
Λj(T ∗M ⊗ C).
Then E = E+ ⊕ E−, i.e., we obtain a grading on E. The Levi-Civita connection preserves this
grading. Thus (5.10) becomes a graded operator. This graded Dirac operator is called the de
Rham-Dirac operator.
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Exercise 5.23. Suppose that the manifold M is compact. Show that the index Ind(D+) of the
de Rham-Dirac operator is equal to the Euler characteristic of M :
Ind(D+) =
n∑
j=0
(−1)n dimHj(M).
Example 5.24. Suppose the dimension of M is even, dimM = n = 2l. There is another natural
grading on E = Λ∗(T ∗M ⊗C) defined as follows. Let ∗ : E → E denote the Hodge star operator
[26, §19.1]. Define the chirality operator Γ : E → E by
Γω := ip(p−1)+l ∗ ω, ω ∈ Λp(M) ⊗C.
One can show, [26, §19.1], that Γ2 = 1. It follows that the spectrum of the operator Γ is the set
{1,−1}. Let E+ (respectively, E−) denote the eigenspace of Γ corresponding to the eigenvalue
+1 (respectively, -1). The sections of E+ (respectively E−) are called the self-dual (respectively,
anti-selfdual) differential forms. Then E = E+ ⊕ E− and the Levi-Civita connection preserves
this grading. Hence, (5.10) becomes a graded operator. This graded Dirac operator is called
the signature operator and the index of D+ is called the signature of M . The signature of M
can also be computed in topological terms. The study of the index of the signature operator by
Friedrich Hirzebruch [15] was one of the main motivation for the Atiyah-Singer work on index
theory.
5.25. The group action. Let E = E+ ⊕ E− be a graded Clifford bundle over a Riemannian
manifold M . Let ∇ be a Clifford connection which preserves the grading and let D = D+⊕D−
be the corresponding graded Dirac operator. Suppose that a compact group G acts on M and
E, preserving the Riemannian metric, the connection ∇, and the grading on E. Then the
operators D± are G-equivariant. In particular, if the manifold M is compact, we can consider
the equivariant index
IndG(D
+) ∈ R(G).
6. Index theory on open G-manifolds
We are now ready to define the class of transversally elliptic symbols for which we are able
to answer Question 2 of Section 4.9. The section is based on the results of [10].
6.1. The settings. Recall that a Riemannian manifold M is called complete if it is complete as
a metric space. Suppose M is a complete Riemannian manifold, on which a compact Lie group
G acts by isometries. To construct our index theory of certain generalized Dirac operators on
M we need an additional structure on M , namely a G-equivariant map
v : M → g = LieG. (6.1)
Such a map induces a vector field v on M defined by the formula
v(x) :=
d
dt
∣∣∣
t=0
exp (tv(x)) · x. (6.2)
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Example 6.2. Let
G = S1 =
{
z ∈ C : |z| = 1
}
be the circle group. Then the Lie algebra g = LieS1 is naturally isomorphic to R. Suppose G
acts on a complete Riemannian manifold M . Let v : M → g be the constant map v(x) ≡ 1.
The corresponding vector field v is called the generating vector field for the action of G = S1,
since it completely determines the action of G.
Exercise 6.3. Let G = S1 acts on M = C by multiplications: (eit, z) 7→ eitz. Compute the
generating vector field v(x).
6.4. Tamed G-manifolds. Throughout this section we will make the following
Assumption. There exists a compact subset K ⊂M , such that
v(x) 6= 0, for all x 6∈ K. (6.3)
Definition 6.5. A map (6.1) satisfying (6.2) is called a taming map. The pair (M,v), where
M is a complete Riemannian manifold and v is a taming map, is called a tamed G-manifold.
6.6. An element of KG(T
∗
GM). Suppose now that (M,v) is a tamed G-manifold and let
E = E+⊕E− be aG-equivariant graded Clifford bundle overM . Let T ∗GM denote the transversal
cotangent bundle toM , cf. Definition 4.4, and let π : T ∗GM →M denote the projection. Consider
the pull-back bundle π∗E = π∗E+ ⊕ π∗E− over T ∗GM .
Using the Riemannian metric on M we can identify the tangent and cotangent vectors to M .
Thus we can consider the vector v(x) defined in (6.3) as an element of T ∗M . Then for x ∈ M ,
ξ ∈ T ∗M we can consider the map
c
(
ξ + v(x)
)
: π∗E+x,ξ → π
∗E−x,ξ. (6.4)
The collection of those maps for all (x, ξ) ∈ T ∗GM defines a bundle map
c(ξ + v) : π∗E+ → π∗E−.
Exercise 6.7. Show that the map c
(
ξ+v(x)
)
is invertible for all (x, ξ) ∈ T ∗GM such that v(x) 6= 0,
ξ 6= 0. Conclude that the bundle map (6.4) defines an element of the K-theory KG(T
∗
GM).
Hence, we can consider the topological index
t-IndG
(
c(ξ + v)
)
∈ R̂(G).
Definition 6.8. Suppose E = E+ ⊕ E− is a G-equivariant Clifford bundle over a tamed G-
manifold (M,v). We refer to the pair (E,v) as a tamed Clifford bundle overM . The topological
index t-IndG(E,v) of a tamed Clifford bundle is defined by
t-IndG(E,v) := t-IndG
(
c(ξ + v)
)
. (6.5)
This index was extensively studied by M. Vergne [27] and P.-E. Paradan [23, 24]. Our purpose
is to construct a Fredholm operator, whose analytical index is equal to t-IndG(E,v).
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6.9. The Dirac operator. Suppose ∇ is a G-equivariant Clifford connection on E which pre-
serves the grading and let D = D+⊕D− be the corresponding Dirac operator. By Exercise 5.15
the operator D is elliptic and its leading symbol is equal to c(ξ). However, if M is not compact,
the operator D does not have to be Fredholm and its index is not defined.
6.10. A rescaling of v. Our definition of the index uses certain rescaling of the vector field v.
By this we mean the product f(x)v(x), where f :M → [0,∞) is a smooth positive G-invariant
function. Roughly speaking, we demand that f(x)v(x) tends to infinity “fast enough” when x
tends to infinity. The precise conditions we impose on f are quite technical, cf. Definition 2.6
of [10], and depends on the geometry of M , E and ∇. If a function f satisfies these conditions
we call it admissible for the quadruple (M,E,∇,v). The index which we are about to define
turns out to be independent of the concrete choice of f . It is important, however, to know that
at least one admissible function exists. This is proven in Lemma 2.7 of [10].
6.11. The analytic index on non-compact manifolds. Let f be an admissible function for
(M,E,∇,v). Consider the deformed Dirac operator
Dfv = D + ic(fv), (6.6)
and let D+fv denote the restriction of Dfv to C
∞(M,E+). This operator is elliptic, but since
the manifold M is not compact it is not Fredholm. In fact, both, the kernel and the cokernel
of D+fv, are infinite dimensional. However they have an important property, which we shall now
describe. First, recall from Exercise 1.15 that, since the operator D+fv is G-equivariant, the group
G acts on Ker(D+fv) and Coker(D
+
fv).
Theorem 6.12. Suppose f is an admissible function. Then the kernel and the cokernel of the
deformed Dirac operator D+fv decompose into an infinite direct sum
KerD+fv =
∑
V ∈Irr (G)
m+V · V, CokerD
+
fv =
∑
V ∈Irr (G)
m−V · V, (6.7)
where m±V are non-negative integers. In other words, each irreducible representation of G appears
in KerD±fv with finite multiplicity.
This theorem allows us to define the index of the operator D+fv :
IndG(D
+
fv) =
∑
V ∈Irr (G)
(m+V −m
−
V ) · V ∈ R̂(G). (6.8)
The next theorem states that this index is independent of all the choices.
Theorem 6.13. For an irreducible representation V ∈ Irr (G) let m±V be defined by (6.7). Then
the differences m+V −m
−
V (V ∈ Irr (G)) are independent of the choices of the admissible function
f and the G-invariant Clifford connection on E, used in the definition of D.
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Definition 6.14. We refer to the pair (D,v) as a tamed Dirac operator. The analytical index
of a tamed Dirac operator is defined by the formula
IndG(D,v) := IndG(D
+
fv), (6.9)
where f is any admissible function for (M,v).
Exercise 6.15. Let (M,v) be the tamed G = S1-manifold defined in Example 6.2. Let
E± = M ×R
be two line bundles over M . Define the Clifford action of T ∗M on E = E+⊕E− by the formula
c(ξ) :=
1
i
(
ξ1 σ1 + ξ2 σ2
)
, ξ = (ξ1, ξ2) ∈ T
∗M ≃ R2,
where σ1 and σ2 are the first two Pauli matrices, cf. (5.2).
The G action on M lifts to E± so that
eit · (z, ν) := (eitz, ν), z ∈M, t, ν ∈ R.
We endow the bundle E with the trivial connection.
a. Show that the above construction defines a structure of a G-equivariant graded Clifford
module on E.
b. One can show that f ≡ 1 is an admissible function for E. Compute the operators Dv and
D2v .
c. Find the kernel and cokernel of Dv.
d. Compute IndG(D,v).
6.16. The index theorem. We are now ready to formulate the following analogue of the
Atiyah-Singer index theorem for non-compact manifolds:
Theorem 6.17. Suppose E = E+⊕E− is a graded G-equivariant Clifford bundle over a tamed
G-manifold (M,v). Let ∇ be a G-invariant Clifford connection on E which preserves the grading
and let D be the corresponding Dirac operator. Then for any
Ind(D,v) = t-Ind(E,v). (6.10)
Exercise 6.18. Show that if the manifold M is compact, then
IndG(D,v) = IndG(D). (6.11)
6.19. Properties of the index on a non-compact manifold. The index (6.9) has many
properties similar to the properties of the index of an elliptic operator on a compact manifold.
It satisfies an analogue of the Atiyah-Segal-Singer fixed point theorem, Guillemin-Sternberg
”quantization commutes with reduction” property, etc. It is also invariant under a certain type
of cobordism. The description of all these properties lies beyond the scope of these lectures and
we refer the reader to [10] for details. We will finish with mentioning just one property – the
gluing formula – which illustrates how the non-compact index can be used in the study of the
usual index on compact manifolds.
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6.20. The gluing formula. Let (M,v) be a tamed G-manifold. Suppose Σ ⊂ M is a smooth
G-invariant hypersurface in M such that M\Σ is a disjoint union of two open manifolds M1 and
M2:
M\Σ = M1 ⊔M2.
For simplicity, we assume that Σ is compact. Assume also that the vector field v induced by
v does not vanish anywhere on Σ. Choose a G-invariant complete Riemannian metric on Mj
(j = 1, 2). Let vj denote the restriction of v to Mj . Then (Mj ,vj) (j = 1, 2) are tamed
G-manifolds.
Suppose that E = E+ ⊕ E− is a G-equivariant graded Clifford module over M . Denote by
Ej the restriction of E to Mj (j = 1, 2). Let Dj (j = 1, 2) denote the restriction of D to Mj .
Theorem 6.21. In the situation described above
IndG(D,v) = IndG(D1,v1) + IndG(D2,v2). (6.12)
In view of Exercise 6.18, one can use Theorem 6.21 for studying the index of an equivariant
Dirac operator on a compact manifold. This is done by cutting a compact manifold M along a
G-invariant hypersurface Σ into two non-compact, but topologically simpler manifolds M1 and
M2. We refer the reader to [10] for examples of different applications of this idea.
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