ABSTRACT. We consider the general problem of enumerating branched covers of the projective line from a fixed general curve subject to ramification conditions at possibly moving points. Our main computations are in genus 1; the theory of limit linear series allows one to reduce to this case. We first obtain a simple formula for a weighted count of pencils on a fixed elliptic curve E , where base-points are allowed. We then deduce, using an inclusion-exclusion procedure, formulas for the numbers of maps E → 1 with moving ramification conditions. A striking consequence is the invariance of these counts under a certain involution. Our results generalize work of Harris, Logan, Osserman, and FarkasMoschetti-Naranjo-Pirola.
INTRODUCTION
The main question we address is the following: In other words, we count f : C → 1 (up to automorphisms of the target) subject to ramification conditions at n fixed points and m moving points. According to a naÃŕve dimension count, we should expect the answer to be a positive integer when
Indeed, under the genericity assumption, the associated moduli problem has dimension zero if and only if (1) holds. Comparison with the Riemann-Hurwitz formula shows that m ≤ 3g ; in fact, by adding additional moving simple ramification points, one may assume m = 3g , at the cost of multiplying the answer to Question 1 by (3g − m)!.
Various special cases of Question 1 have been addressed in the literature, and arise naturally in the study of cycles on moduli spaces of curves. Formulas were given in the case m = 0 by Osserman [Oss03] , and the case (n, m) = (1, 1) by Logan In this paper, we give an essentially complete answer to Question 1. First, we record the wellknown answer when g = 0, in which case we must have m = 0:
The condition of ramification of order d i at a general point p i is parametrized by a Schubert cycle of class σ d i −1 ∈ A * (Gr(2, H 0 ( 1 , (d )))). Thus, the content of Theorem 1.1 is that the Schubert cycles associated to general points p i intersect transversely, which follows from [MTV09] .
Our main new results are on an elliptic curve (E , p 1 ), where we adapt the method of [Har84] . The principal difficulty is the possibility that the moving points may become equal, producing highdimensional excess loci. We circumvent this problem by imposing the ramification conditions one at a time, and in two steps: first, impose the divisorial condition of simple ramification at p i . Then, subtract the "diagonal" excess divisors where p j = p i , where j < i , and express the condition of higher ramification in terms of a contact condition of the residual divisor in the universal family of pencils on E .
This process introduces contributions from pencils with base-points, with multiplicities equal to products of Littlewood-Richardson coefficients. We are led to a natural weighting on the set of pencils on E , and obtain: In order to extract the answer to Question 1 when (g , n, m) = (1, 1, 3), we carry out a delicate inclusion-exclusion procedure, and obtain: We may then deduce the following "duality." A similar duality was observed by Liu-Osserman in genus 0, see [LO06, Question 5.1]. We are not aware of a geometric explanation for this phenomenon in genus 0 or genus 1, nor whether it generalizes in any way to higher genus.
Finally, we consider the general case. As in [Log03] , [Oss03] , and [FMNP19] , we degenerate to a comb curve in which the p 1 , . . ., p n specialize to general points on the rational spine, and obtain: While the idea is simple, the resulting degeneration formula is complicated, because in general, there are many ways to assign ramification sequences at the nodes of the comb. As a result, this approach has not yet yielded simple formulas answering Question 1, as in the case of genus 1.
We also remark that the methods in the proof of Theorem 1.2 work in the general case: one can define a weighted count as in genus 1, and proceed in a similar way. However, combinatorial difficulties again arise from the fact that the number of number of moving points is linear in g . Thus, when g ≥ 2, obtaining answers to Question 1 in the spirit of Theorems 1.2 and 1.3 remains open.
The structure of this paper is as follows. We collect a series of preliminary facts in §2. We develop the main geometric input in §3, proving Theorem 1.2. §4 is purely combinatorial: here we deduce Theorem 1.3 and Theorem 1.4 from Theorem 1.2. Finally, we explain the degeneration method in §5, giving a precise version of Theorem 1.5. If V is a vector space, V denotes the variety Proj(Sym * V ∨ ), parametrizing lines in V . More generally, if is a vector bundle over a scheme, we follow the same convention. Similarly, Gr(r, V ) is the Grassmannian of r -planes in V .
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Let V be a linear series on a smooth curve C ; in this paper V will always have rank 1, that is, dim k V = 2. The vanishing sequence of V at a point p ∈ C is the pair (a 0 , a 1 ) such that, in terms of some analytic local coordinate x around p , the sections of V are x a 0 , x a 1 , where a 1 > a 0 ≥ 0 are integers. The total vanishing of V at p is the integer a 0 +a 1 , and V has a base-point at p if and only if a 0 ≥ 1. If a 0 = 0, the ramification index of V at x is a 1 ; we also say that V is ramified to order a 1 at p . These same definitions make sense when V is a limit linear series on a compact type curve C , and p ∈ C is a smooth point.
The Brill-Noether number of V respect to marked points p i ∈ C at which V has vanishing se-
If V is a limit linear series on a compact type curve C on which the p i are smooth points, the same definition makes sense. Then, we will denote the Brill-Noether number of the C 0 -aspect of V with respect to the marked points and nodes on C 0 by ρ(V , {p i }) C 0 . A straightforward computation shows that when V is a crude limit linear series (in the sense of [EH86]), we have
with equality if and only if V is a refined limit linear series.
We consider counts of morphisms f : C → 1 up to automorphisms of the target. Thus, it is equivalent to count isomorphism classes of base-point-free pencils (linear series of rank 1) on the fixed curve C .
If F (q ) is a power series in q , we denote the coefficient of q
is a Chow class on some variety X , then {α} d denotes its projection to A d (X ).
2.2. Numerology. Here, we collect the numerical conditions in order for Question 1 to have interesting answers.
The celebrated Brill-Noether theorem states that the moduli space of linear series of degree d and rank r and on a general curve of rank C has dimension ρ(d , g , r ) = g + (r + 1)(d − g − r ), and moreover that loci determined by ramification conditions at fixed general points of C have the expected codimension, see [EH86, Theorem 4.5]. However, ramification conditions at moving points may fail to impose the expected number of conditions, that is, Brill-Noether loci in g ,n may have lower-than-expected codimension, see [EH89, §2] .
On the other hand, owing to the existence of well-behaved Hurwitz spaces, moving ramification conditions impose the correct number of conditions in the case r = 1. We summarize this in the following well-known proposition: 
In particular, if ρ ′ < 0, then is empty.
Proof. We may assume by twisting V and decreasing d that the a i 0 = 0 for all i . Then, the proposition is an immediate consequence of the classical fact that Hurwitz spaces of covers C → 1 with prescribed ramification profiles are étale over the spaces M 0,r parametrizing branch divisors on 1 , and in particular have the expected dimension. We omit the details.
Thus, in Question 1, we impose the condition (1). 
where we have applied (1) in the second line. Rearranging yields m ≤ 3g .
By the last part of Corollary 2.2, we may add additional moving points p i with d i = 2, where m + n + 1 ≤ i ≤ m + 3g , without changing condition 1. From the proof of Proposition 2.3, f : C → 1 is unramified away from the p i . With these additional moving points, the answer to Question 1 is multiplied by a factor of (3g − m)!, the number of ways to label the additional simple ramification points. We will therefore assume throughout the rest of the paper that m = 3g , and that all ramification of f occurs at the p i .
We will also need a version of Proposition 2.1 for pencils with restricted underlying line bundle. For simplicity, we stick to the following special case. 
In particular, dim(
2.3. Schubert Calculus. Let V be a vector space of dimension n, and fix a complete flag 0
denote the class of the subscheme parametrizing two-dimensional subspaces W ⊂ V satisfying W ∩ V n −1−a = {0} and W ⊂ V n −b . As is conventional, we denote σ a = σ a ,0 . The classes σ a ,b , where 0 ≤ b ≤ a ≤ n − 2, form a -basis for the Chow ring A * (Gr(2, n)). The following is a consequence of the Pieri Rule and Hook Length Formula: Lemma 2.5. We have σ
where
We also have the following generating function formula for the c a ,b :
Lemma 2.6. For t ≥ 1, we have
Proof. We proceed by induction on t . When t = 1, we have that c m i ,m i is the Catalan number C m i , and 
When t ≥ 3, we have
as a SYT of shape (t + m i − 1, m i + 1) has its largest entry in the right-most box of either the top or bottom row. Therefore,
as c n ,0 = 1 for all n. The lemma now follows from the fact that α = In this section, we consider Question 1.1 in the case g = n = 1, so that m = 3: we refer to the fixed curve as (E , p 1 ) to emphasize that its genus is 1. 
Here, the c a ,b are as in Lemma 2.5. Remark 3.2. We digress here to illustrate the role of the weights in Definition 3.1 in genus 0. Consider the weighted number of pencils with total vanishing d i at general points p 1 , . . ., p n on 1 , with weights defined analogously as in Definition 3.1. By Theorem 1.1, this is
Thus, the weighted count of pencils produces a considerably simpler answer than the unweighted count of base-point free pencils; we will find a similar phenomenon in genus 1. More generally, in the weighted setting, vanishing conditions at multiple fixed points may be combined in to a vanishing condition at a single point, see Proposition 5.5. , it suffices to enumerate pencils on E with underlying line bundle and the same ramification conditions, but where p 1 is allowed to move (Proposition 3.3).
We then work on the parameter space T = Gr(2,
where the E i are all isomorphic to E . We would to consider the locus of 5-tuples (V , p 1 , p 2 , p 3 , p 4 ) where V is ramified to order d i . The main difficulty is to remove the excess loci where the p i become equal to each other: we do this as follows. First, let T 1 be the (closure of the) codimension 1 locus where V is simply ramified at p 1 ; its class expressed using Porteous's formula. We show in Lemma 3.7 that the locus T d 1 −1 where T 1 has contact order at least d 1 − 1 with E 1 is, set-theoretically, the locus where V has total vanishing at least d 1 at p 1 . Moreover, we show in Lemma 3.8 that the components of T d 1 −1 parametrizing pencils with vanishing sequence at least (k 1 , d 1 − k 1 ) appear with multiplicity is c d 1 −k 1 −1,k 1 , as defined in Definition 3.1.
Next, on T d 1 −1 , we impose the condition of simple ramification at p 2 , which defines a Cartier divisor
We find in Lemma 3.10 that T d 1 ,1 contains the diagonal locus ∆ 12 , where
is the closure of the locus of (V , p 1 , p 2 , p 3 , p 4 ) where p 1 = p 2 , and V has total vanishing at least d 1 at p 1 and at least 2 at p 2 .
As in the construction of
is the locus where V has total vanishing at least d i at p i for i = 1, 2. We then repeat this procedure at p 3 , p 4 .
In the end, we obtain the zero-dimensional subscheme Proof. This is immediate from the proof of Proposition 2.4, as the fibers of ϕ :
→ have size d 2 when the (expected) dimension of the source and target are both equal to zero.
In light of Proposition 3.3, we will drop the fixed point p 1 from E , and by abuse of notation, count 5-tuples (V , p 1 , p 2 , p 3 , p 4 ) where p 1 is allowed to move, but the underlying line bundle of V is constrained to be isomorphic to , that is, V ⊂ H 0 ( ).
The ramification loci on
) is a pencil and p ∈ E is a point at which the vanishing sequence of V is at least (b , a + 1). When a , b fail to satisfy 0 ≤ b ≤ a ≤ d − 1, we declare Σ a ,b to be empty, and when b = 0, we denote Σ a = Σ a ,b .
We construct Σ a ,b as follows. Let
, where p i : E × E → E are the projection maps and ∆ is the ideal sheaf of the diagonal ∆ ⊂ E × E . Note that k is locally free of rank k . We have natural maps
is the degeneracy locus where ϕ k has rank at most i .
Lemma 3.5.
Proof. In both cases, Proposition 2.4 implies that Σ a ,b has the expected codimension. When a < d −1, the restriction to the fiber of pr E : G × E → E over any q ∈ E is the usual Schubert cycle σ a ,b with respect to the flag consisting of the subspaces H 0 (E , (−r q )) ⊂ V , r = 0, 1, . . ., d − 1, which is integral of the expected codimension. Therefore, Σ a ,b has the same properties.
When Lemma 3.6. Fix (V , q ) ∈ G × E , and suppose that V has vanishing sequence (a 0 , a 1 ) at q . Then, the multiplicity of the intersection of Σ 1 with E V = pr
Proof. Let x be an analytic local coordinate on E V near q = V (x ), so that | E P is freely generated by the sections x a 0 , x a 1 . After restriction to E P , we have that Σ 1 is the vanishing locus of
which vanishes to order exactly a 0 + a 1 − 1 at q because a 0 = a 1 .
Definition 3.7. For integers r ≥ 1, Let T r be the (scheme-theoretic) locus of points (V , q ) ∈ G × E where Σ 1 intersects E V with multiplicity at least r .
We construct T r as follows. Let r be the vector bundle of rank r on G × E whose fiber over (P, q ) is
Globally,
, where p i : G × E × E → G × E are the two projection maps and ∆ is the ideal sheaf of the pullback of the diagonal under G × E × E → E × E . Then, the effective divisor Σ 1 defines a tautological section of r , and we define T r ⊂ G × E to be the vanishing locus of this section. In particular, T 1 = Σ 1 .
As a set, Lemma 3.6 implies that T r is the locus where V has total vanishing at least r +1. Thus, it is the union of the subschemes Σ a ,b with a + b = r , and in particular has the expected codimension r . Scheme-theoretically, the following proposition identifies the scheme-theoretic multiplicities with which the Σ a ,b appear in T r .
Lemma 3.8. We have
, where the c a ,b are as in Lemma 2.5.
∆ by r trivial line bundle quotients on G × E × E . As T r has expected codimension, we get
establishing the first equality. By the set-theoretic description of T r , we have
First, consider the case in which r < d − 1. We restrict (4) to the fibers G q over points q ∈ E . As we have already seen, Σ 1 and the Σ a ,b restrict to the usual Schubert cycles σ 1 and σ a ,b with respect to the flag of sections of vanishing to varying orders at q , so [T r ] restricts to σ r 1 ∈ A * (G q ). On the other hand, in A r (G q ), we have the formula
In the case r ≥ d − 1, the above argument fails because Σ d −1,r −d +1 vanishes under pullback to G q . We instead argue as follows. Fix a non-trivial translation τ on E . Let be the Gr(2, d + 1)-bundle over E whose fiber over q is H 0 (E , ((r − d + 2)τ(q ))). On this bundle, we may define the cycles Σ a ,b in terms of vanishing conditions at q in exactly the same way as before. We then have a closed embedding ι : G × E → over E , sending a pencil (P, q ) to the pencil (P (τ(q )), q ) -that is, ι adds a base point of order r − d + 2 at τ(q ) = q to P , increasing the degree of the underlying line bundle by the same amount.
We then obtain the formula (3) on in the same way we did above, as we now have r < deg( (r − d + 2)τ(q )) − 1. The cycles Σ a ,b are stable under pullback by ι, so we then obtain the same formula (3) on G × E , as desired.
3.5. Imposing ramification at additional points. We now impose the vanishing conditions at the points p 2 , p 3 , p 4 one at a time. We work on the subscheme
where the superscripts denote different copies of E parametrizing the p i .
, and additionally V has total vanishing at least 2 at p 2 .
More precisely, we construct T d 1 −1,1 by repeating the construction of
, and pulling back to T d 1 −1 × E 2 . As a set, T d 1 −1,1 includes the diagonal ∆ 12 , that is, the locus where p 1 = p 2 , which has codimension 1 on every component of
where V has total vanishing at least d 1 at p 1 and at least 2 at p 2 . It thus follows from Proposition 2.4 that
Lemma 3.10. As Cartier Divisors on T d 1 −1 × E 2 , we have
where ∆ 12 is the pullback to T d 1 −1 × E 2 of the diagonal in E 1 × E 2 , and T d 1 −1,1 is the scheme-theoretic closure of the locus on T d 1 −1 × E 2 where V has total vanishing at least 2 at p 2 .
Proof. It suffices to show that the multiplicity of ∆ 12 in
where g is a vector of local coordinates on G and e 1 is a local coordinate on E 1 . Then the equations cutting out
where e 2 is a coordinate on E 2 . Taylor expanding in an analytic local neighborhood of a point in ∆ 12 , we have
Because e 1 − e 2 is exactly the equation cutting out ∆ 12 , it is left to check that
is not identically zero on T 1 d 1 −1 . This follows from Proposition 2.4, as the locus of triples (V , p 1 , p 2 ) with total vanishing d 1 + 1 at p 1 is pure of dimension strictly less than that of T d 1 −1 .
Lemma 3.11.
(a) As a set, 
Proof. We first prove (a). As a set,
where pr i : G × E 1 × E 2 → G × E i are the projection maps, and the closure is taken in 
, j may be constructed as a closed subscheme of a product of Grassmannian bundles over E , and carries a projection map π :
, j → G × E remembering the aspects of limit linear series on the elliptic components. In particular, π is proper, so the image of π, when restricted to G × {q }, contains S i .
The
In fact, this inclusion must be an equality, because the cycle class of S j when restricted to general fiber of G × E → E is
, and thus the same is true over q . Taking the union over all i yields (a).
The statement in part (b) follows from Lemmas 3.6 and 3.10. Namely, the same proof from Lemma 3.6 shows that T d 1 −1 ×E 2 intersects {P }×{q 1 }×E 2 at (P, q 1 , q 2 ) with multiplicity a 0 +a 1 −1. By Lemma 3.10, the contribution from
We now proceed as in Definition 3.7 and Lemma 3. Lemma 3.12. We have
By the push-pull formula, we conclude:
Corollary 3.13. We have
We may repeat this procedure with the additional conditions at p 3 , p 4 to obtain a subscheme 
Lemma 3.15. We have
Proof. By Proposition 3.3, it suffices to show that each 
, with multiplicities as dictated by Lemma 3.8. Therefore, it suffices to prove that the pr *
Suppose that this were not the case. We would then have a non-trivial deformation 
We now remove the base-points of V by twisting, and apply a translation so that p i becomes the identity section. Let τ : E × B → E × B be the translation by p 1 . Explicitly, have a new quintuple
in particular, p → 1,1 be the map remembering the elliptic curve (X , p 1 ). We claim that V ′ gives rise to a non-trivial tangent vector v of in the kernel of d ψ. It suffices to prove that, with E fixed, we can recover the deformation of (V , p 1 , p 2 , p 3 , p 4 ) from the data of (
We may recover the translation τ, by the étaleness of the group scheme K ( B ) over B , and thus the section p 1 . Now, by inverting the formulas for P ′ and p ′ i , we may recover P and p i as well. Finally, and 1,1 are smooth, hence the map → 1,1 is generically smooth. Thus, v can only map to special (E , p ) ∈ 1,1 . Because E is general, we have reached a contradiction, completing the proof of the lemma.
3.6. Proof of Theorem 1.2. By 5 and Lemma 3.15, to prove Theorem 1.2 in the case d i ≥ 2, we need to compute the integral of the class
It suffices to work in numerical equivalence; we will do so throughout this section.
Lemma 3.16. In Num(G × E i ), we have
where σ 1 ∈ Num(G ) is the usual Schubert cycle and x i ∈ Num(E i ) is the class of a point.
Proof. We first compute the classes of c ( k ) and c ( ), as defined in §3.4.
is trivial, we may filter E i ×E i / k ∆ by k trivial line bundle quotients on E , and thus
be a subspace of codimension k +1. By defintion, the first degeneracy locus of the composition → (H 0 (E , )/W )⊗ k G is σ k , and by Porteous, its class is also equal to {c ( ) −1 } k . We thus conclude that
Now, Σ k ,0 is the first degeneracy locus of ϕ k +1 , so by Porteous, we have
We thus have
Here, all classes are regarded as pulled back to the ambient space. We have
Multiplying,
We next multiply with
In the product R 2 R 3 R 4 , we only wish to extract the terms that will be non-zero after multiplying by
and integrating. These are the terms of R 2 R 3 R 4 that have factors of exactly σ for i = 2, 3, 4 (when i = 5, multiplying by x 1 kills the term coming from R 2 R 3 ). These are listed below; we suppress the factor of σ d 2 +d 3 +d 4 −6 1 x 1 x 2 x 3 x 4 appearing in all three.
• i = 2:
The sum of these contributions is
Therefore, we get a total contribution to
. Now, we consider the contribution from terms with a factor of σ x 1 x 2 x 3 x 4 , they are:
The corresponding contribution to
Summing the two contributions, we conclude:
we have (7). When d i = 1, the right hand side of (7) becomes zero, and indeed, Proposition 2.1 implies that
3.7. Variants. Here, we make some auxiliary remarks on variants of the method of computation above. First, note that in the first step of the proof, instead of imposing the condition
we could have directly imposed the condition that V has ramification index at least d 1 at p 1 , that is, computed the locus Σ d 1 −1 ⊂ G × E by Porteous's formula. Then, as we need to subtract excess loci in the subsequent steps, the remainder of the computation will remain the same. Carrying out the computation in this way yields the following: 
Here, the multiplicity of (V , p 2 , p 3 , p 4 ) in the weighted count is
Instead of working on G × E 1 × E 2 × E 3 × E 4 , one can also prove Theorem 1.2 via an analogous computation on the smooth moduli variety G × E ,5 , where E ,5 denotes the fiber of the forgetful map 1,5 → 1,1 over (E , p 1 ). The ramification loci may then be expressed in terms of tautological classes on 1,5 . One pleasant feature is that the analogues of "diagonal" loci ∆ i j appear with multiplicity 1, and in all of the classes pr * i Σ 1 (not just those with j < i ), so the class of T d 1 ,d 2 ,d 3 ,d 4 in this setting is clearly symmetric under permutation of the p i .
In fact, in this setting, it is natural to perform the computation in smooth families, for instance, over the universal family 1,1 → 1,1 of elliptic curves. While it would be desirable for the method to extend further to the singular fiber in the family 1,2 → 1,1 , for instance, to compute certain pure-cycle Hurwitz numbers, it breaks down at singular points.
In either setting, one can extend the technique to higher genus curves C , and allow the line bundle to vary. For example, let J = Pic d (C ), and assume for simplicity that d > 2g − 2. Let pr J : C × J → J be the projection map, and let = (pr J ) * , where is the PoincarÃl' bundle. Then, one can define the ramification loci as before on Gr(2, ) × C 3g . There are no obstructions to generalizing Theorem 1.2 to higher genus except for the combinatorial difficulty of having 3g copies of C . Thus, to answer Question 1 in the case g > 1, we instead use the degeneration approach in §5.
Finally, the method we have developed also works in enumerating higher rank linear systems, with two caveats. First, as Proposition 2.1 fails in higher rank, it is necessary to restrict to cases in which the expected dimension statements are guaranteed to hold, for instance, if m is small (see [EH89] , [Edi93] , and [Far13] ). Second, one can again obtain counts of pencils with imposed conditions of total vanishing, but unlike in rank 1, it is not possible to recover the counts of pencils with prescribed vanishing sequences simply by twisting away base-points. Thus, results such as that of Farkas-Tarasca [FT16] remain out of reach of our techniques. 
BASE-POINT-FREE PENCILS
Proof. After adding base-points of order k i , each term on the left hand side counts the number of pencils of degree d on E with vanishing sequence 
inductively as the unique integers satisfying
Definition 4.3. Define the generating functions
Lemma 4.4. We have
where in the last step we obtain the generating function for the sequence N (x 1 , x 2 , x 3 , x 4 , q ) and N (x 1 , x 2 , x 3 , x 4 , q ) are related by the following formulas:
Proof. The second formula will follow directly from the first. We have
where in the fifth line we have applied Lemma 2.6.
Combining Lemma 4.4 and the second part of Proposition 4.5, we obtain: Corollary 4.6. We have
Lemma 4.7. We have
Furthermore, the coefficient of x n above is a polynomial in q of degree n 2 − 1.
Proof. One verifies by a straightforward computation that
Then, note that
which is a symmetric polynomial of degree n − 2 in α and β . Because α + β = 1 and αβ = 1 − 4q , the coefficient of x n is thus a polynomial of degree
Corollary 4.8. We have
x − y is a Schur polynomial in two variables.
Proof. This is a consequence of Corollary 4.6 and Lemma 4.7. We may ignore the contribution of the (6q − 1) term appearing on the right hand side of (8), because, by the last statement in Lemma 4.7, the degree of the coefficient of x
and thus contributes nothing to the q d coefficient after multiplication by (6q − 1).
Schubert cycle formula.
We now relate the formula in Corollary 4.8 to intersection numbers on the Grassmannian to prove Theorem 1.3(a).
Lemma 4.9. Let d be a positive integer, and let f (x , y ) be a homogeneous symmetric polynomial with deg( f ) ≤ 2d − 2. Then, we have
where as before we put Proof. The vector space of symmetric polynomials f (x , y ) is spanned by polynomials of the form
where 2m + n = 2d − 2; it suffices to prove the claim for such f . Note that f (α, β ) = q m . Now,
where we have applied the Pieri Rule and Lemma 2.6.
Proposition 4.10. We have
Proof. Applying Corollary 4.8,
where in the second to last step we have applied Lemma 4.9 to the polynomial
4.3. Laurent polynomial formula. Here, we expand the formula in Proposition 4.10 to prove Theorem 1.3(b).
Lemma 4.11. Let n 1 , n 2 , n 3 , n 4 be integers satisfying 0 ≤ n i ≤ d − 1 and n 1 + n 2 + n 3 + n 4 = 2d − 4. Then, we have:
Proof. Without loss of generality, suppose that n 1 ≥ n 2 ≥ n 3 ≥ n 4 , so that n 1 +n
By the Pieri Rule, we have
We wish to express the product of this class with σ n 3 in the Schubert cycle basis and extract the coefficient of σ d −2,d −2−n 4 . By the Pieri rule, each product σ n 1 +i ,n 2 −i σ n 3 will be a sum of Schubert cycles with multiplicity 1, and σ d −2,d −2−n 4 appears if and only if d −2−n 4 ≤ n 1 +i . If d −2−n 4 −n 1 ≤ 0, or equivalently d − n 1 − 1 ≤ n 4 + 1, then this is true for all of the terms above, and we conclude that
Otherwise, the number of terms for which d − 2 − n 4 ≤ n 1 + i is n 4 + 1, and
This establishes the lemma.
Lemma 4.12. Let n 1 ≥ n 2 ≥ n 3 ≥ n 4 ≥ 0 be integers satisfying n 1 + n 2 + n 3 + n 4 = 2d − 4.
n 1 = n 2 = n 3 = n 4 2 n 1 + n 4 = n 2 + n 3 and n 1 = n 2 −2 n 1 = n 2 + n 3 + n 4 + 2 0 otherwise
Proof. Without loss of generality, suppose that n 1 ≥ n 2 ≥ n 3 ≥ n 4 . First, if n 1 > d −1, then σ n 1 = 0, and it is clear that none of the first four conditions on the right hand side can be satisfied. If n 1 = d − 1, then we are in the fourth case on the right hand side, as n 2 + n 3 + n 4 = (2d − 4) − (d − 1) = d − 3. In this case, the Pieri rule implies that σ d −1 σ 11 = 0 and
so again the Lemma holds. We next dispose of the case n 1 ≤ 1: the possibilities are (n 1 , n 2 , n 3 , n 4 ) = (0, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 1), and one easily checks that the Lemma holds here.
Thus, we assume that the d − 2 ≥ n 1 ≥ n 2 ≥ n 3 ≥ n 4 ≥ 0 and n 1 ≥ 2. Applying the Pieri rule and Lemma 4.11,
We now consider the first, second, third, and fifth cases separately: as n 1 ≤ d − 2, we cannot have n 1 = n 2 + n 3 + n 4 + 2. Suppose first that n 1 = n 2 = n 3 = n 4 = n, and d = 2n + 2. We then have
Next, consider the case n 1 = n 2 = n 3 = n 4 , so that d = n 1 + n 3 + 2. We have
= 4 min(n 3 + 1, n 4 + 1) − 2 min(n 3 , n 4 + 1) − 2 Gr(2,n 1 +n 3 +1)
To evaluate the last term, we consider two sub-cases: if n 1 − 2 ≥ n 3 , then by Lemma 4.11, we have Gr(2,n 1 +n 3 +1)
On the other hand, if n 1 − 2 < n 3 , we must have n 1 − n 3 = 1, as n 1 > n 3 . Thus, Gr(2,n 1 +n 3 +1)
Therefore, in both sub-cases, we have
σ n 1 σ n 2 σ n 3 σ n 4 (8σ 11 − 2σ 2 1 ) = 4(n 3 + 1) − 2n 3 − 2n 3 = 4.
Next, consider the case n 1 + n 4 = n 2 + n 3 and n 1 = n 2 . Then, d − n 1 = n 4 + 2. Thus,
If n 1 −n 2 ≥ 2, then the last integral is equal to min(d −n 1 , n 4 +1) = (n 4 +1), and we immediately deduce the lemma. If, on the other hand, n 1 − n 2 = 1, we first note that n 4 ≤ n 1 − 2, or else n 2 = n 3 = n 4 , an impossibility. Then, Lemma 4.11 implies that the last term is again equal to min(d − n 2 − 1, n 4 + 1) = min(d − n 1 , n 4 + 1) = n 4 + 1, so we are done in this case.
Finally, suppose n 1 +n 4 = n 2 +n 3 . In particular, we have either d −n 1 −2 ≥ n 4 +1 or d −n 1 ≤ n 4 +1. First, assume that n 1 − n 2 ≥ 2. Then,
Thus, the expression
is equal to either 4(n 4 + 1) − 2(n 4 + 1) − 2(n 4 + 1) = 0 or
so we have the lemma if n 1 − n 2 ≥ 2. Suppose instead that n 1 − n 2 = 0 or n 1 − n 2 = 1. Then, we can check as before that n 1 − 2 ≥ n 4 . Furthermore, we claim that we must have d − n 1 − 2 ≥ n 4 + 1. If not, then we have instead d − n 1 ≤ n 4 +1, so n 2 +n 4 ≥ (n 1 −1)+n 4 ≥ d −2 = 1 2 (n 1 +n 2 +n 3 +n 4 ), which is impossible unless n 1 = n 2 , n 3 = n 4 . From here, one easily evaluates the expression (9) as in the previous cases, so we are done. 
Proof. First, observe that, by the Pieri rule,
By Lemma 4.12, the positive contributions to Gr(2,d +1) 2, 3, 4) , Moreover, if we fix i = 1, the contribution to the integral is
where m is the number of such permutations. Similarly, the negative contributions to the integral correspond to terms where One can easily deduce the following, which is also a consequence of Proposition 3.17. Let m, n be integers with m ≥ n. We first compute P m P n . When 0 ≤ k ≤ n, the coefficients of q m +n −2k and q
where we have paired summands from the outside inward. In particular, the value of this coefficient does not depend on k , so we may take k = 0, in which case we have already computed the q m −n coefficient to be
Also, the coefficients of q r and q −r are equal for all r . We now evaluate the constant term of ( 
Then, there are five intervals over which we vary ℓ:
The contribution from the interval
Proof. By condition (1), we have ρ(V 0 , {p 1 , . . ., p n +3g }) = −3g for any such (V 0 , p 1 , . . ., p n +3g ). By subadditivity of the Brill-Noether number (2) and Proposition 2.1, we have that ρ(V 0 , {p i }) E j = −3 for all j , and ρ(V 0 .{p i }) 1 = 0. Thus, the Brill-Noether number is in fact additive, so V 0 is a refined limit linear series. Moreover, it follows that we need three moving points on each E j , and that V 0 cannot have higher-than-expected ramification at any of the p i ; this establishes (a). Part (b) from the same statements for the moduli of linear series on the individual components: on the rational spine, this is Theorem 1.1, and on the elliptic components, this is a consequence of the transversality argument given in Lemma 3.15. Finally, part (c) follows immediately from [EH86, Proof. The content of the lemma is that the p ′ i , i = n + 1, . . ., n + 3g specialize to distinct smooth points of the special fiber. Suppose that this is not the case: then, after a combination of blow-ups and base-changes, the p Therefore, β j = 0 for all j , from which it follows that c is an isomorphism. This completes the proof. is the equal to the number of number of (V 0 , p n +1 , . . ., p n +3g ) as described in Lemma 5.2(a). To enumerate such limit linear series, we consider all possible S as above, then all possible combinations of vanishing sequences (a j , b j ) at the nodes q j ∈ E j . Then, as V 0 is a refined series, the vanishing sequence at r j ∈ 1 must be (d − b j , d − a j ). After twisting away base-points at the q j , the terms in the product then count the number of linear series on the components of X 0 , by Theorems 1.1 and 1.3.
Proof of Thoerem 1.5. Immediate from Proposition 5.4.
Weighted counts via degeneration.
Simplifying the degeneration formula of Proposition 5.4 seems to be a difficult combinatorial problem. It seems natural to guess that in higher genus, weighted counts of pencils are better behaved than unweighted counts of branched covers. We remark here that in this setting, one gets a degeneration formula for the weighted number of pencils N We make one final observation, that in the weighted setting, it suffices to consider the case n = 1, that is, the case in which there is only one fixed ramification condition. Proof. We degenerate C to the nodal curve C 0 ∼ = C ∪ 1 so that that the p i specialize to general points on 1 , and count limit linear series on C 0 . The details are left to the reader.
