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UNIMODALITY QUESTIONS FOR INTEGRALLY CLOSED
LATTICE POLYTOPES
JAN SCHEPERS AND LEEN VAN LANGENHOVEN
Abstract. It is a famous open question whether every integrally closed re-
flexive polytope has a unimodal Ehrhart δ-vector. We generalize this question
to arbitrary integrally closed lattice polytopes and we prove unimodality for
the δ-vector of lattice parallelepipeds. This is the first nontrivial class of inte-
grally closed polytopes. Moreover, we suggest a new approach to the problem
for reflexive polytopes via triangulations.
1. Introduction
By a lattice polytope we mean the convex hull in Rm of finitely many points of
the lattice Zm. We denote the number of lattice points in a lattice polytope P by
♯P . Assume that P has dimension d. It is well known that the Ehrhart generating
series
Ehr(P, t) = 1 +
∞∑
n=1
♯(nP ) tn
can be written as
δ0 + δ1t+ · · ·+ δdtd
(1− t)d+1
,
for some nonnegative integers δi, with δ0 = 1 and δd equal to the number of lattice
points in the interior of P (see for instance [BR07a]). We denote the denominator
by δ(P, t), although in the mirror symmetry literature one usually uses the notation
h∗P (t) (see [BN08]). The degree s of δ(P, t) is called the degree of P , and l = d+1−s
is called the codegree of P . It is the smallest positive integer such that lP has an
interior lattice point. The vector
δ(P ) = (δ0, δ1, . . . , δd)
is called the δ-vector of P . By the volume of P we always mean the normalized
volume, i.e., vol(P ) is d! times the Euclidean volume. We note that vol(P ) =
δ0 + · · ·+ δd. A unimodular simplex is a simplex of volume 1.
A very general question is to classify all possible δ-vectors of lattice polytopes.
Many restrictions in the form of inequalities are known (see [Sta09]). Our paper is
motivated by the question whether every integrally closed reflexive polytope has a
unimodal δ-vector [OH06]. Let us explain these notions. A polytope P of dimension
d in Rd is called reflexive if it contains the origin in its interior and if the dual set
P× = {y ∈ Rd | 〈x, y〉 > −1 for all x ∈ P}
is again a lattice polytope, where 〈·, ·〉 denotes the standard inner product. This
means that all the supporting hyperplanes of facets of P can be given by a linear
equation with constant coefficient 1. Equivalently, P is a translate of a reflexive
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polytope if and only if the δ-vector of P is symmetric, i.e., δi = δd−i for all i
[Hib92b].
A lattice polytope is called integrally closed if every lattice point in a multiple
nP can be written as the sum of n lattice points in P . We note that a face of an
integrally closed polytope is integrally closed as well. Finally, a sequence (δ0, . . . , δd)
of real numbers is called unimodal if
δ0 6 · · · 6 δc−1 6 δc > δc+1 > · · · > δd
for some c. Hibi showed that the δ-vector of a reflexive polytope of dimension d
is unimodal if d 6 5 and conjectured that this would hold in general [Hib92a],
but Mustat¸a˘ and Payne gave counterexamples for dimension 6 and higher [MP05,
Pay08]. However, no integrally closed counterexample is known. More generally,
one may ask the following question.
Question 1.1. Let P be an integrally closed lattice polytope. Is it true that δ(P )
is unimodal ?
We answer this question affirmatively for lattice parallelepipeds in Section 2. After
unimodular simplices, these are the easiest examples of integrally closed polytopes.
Moreover, we prove that lattice parallelepipeds with an interior lattice point satisfy
a stronger unimodality property: they have an alternatingly increasing δ-vector
(see Definition 2.9). In Section 3 we prove that integrally closed polytopes up to
dimension 4 have a unimodal δ-vector. Finally, in Section 4 we turn our attention
to reflexive polytopes again. We relate the unimodality question to the existence of
certain triangulations, which we call box unimodal triangulations. Integrally closed
reflexive polytopes whose boundary admits such a triangulation have a unimodal δ-
vector. We remark that these triangulations exist for all polytopes up to dimension
4; an immediate corollary of this fact is Hibi’s result that reflexive polytopes up to
dimension 5 have a unimodal δ-vector.
For other recent work on integrally closed polytopes (e.g. a bound on the volume)
we refer to [Heg11].
Acknowledgements. We would like to thank Sam Payne for a helpful discussion
concerning Section 4. The computer programs Normaliz [BI10] and TOPCOM
[Ram02] were very useful for experimenting with examples.
2. The δ-vector of a lattice parallelepiped
In this section we illustrate Question 1.1 by proving that the δ-vector of a lattice
parallelepiped is unimodal. Lattice parallelepipeds are the easiest examples of in-
tegrally closed polytopes after unimodular simplices. Moreover, we will show that
a strong unimodality property holds if the parallelepiped has at least one interior
lattice point.
Throughout this section we assume that {v0, v1, . . . , vr} is a set of r + 1 linearly
independent vectors with integer coordinates in Rm. We write P = 〈v0, v1, . . . , vr〉
for the r-dimensional simplex with the vi as vertices. Let ♦P , ΠP and Box(P )
denote respectively the closed, half-open and open parallelepiped spanned by the
vertices of P :
♦P =
{ r∑
i=0
λivi | 0 6 λi 6 1
}
,
Π(P ) =
{ r∑
i=0
λivi | 0 6 λi < 1
}
,
Box(P ) =
{ r∑
i=0
λivi | 0 < λi < 1
}
.
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It is well known that lattice parallelepipeds are integrally closed. This can be proven
in an elementary way. For a more general statement, see [Gub09, Lemma 2.4].
We will use the notation b(P ) for ♯Box(P ). The empty set is considered to be a
simplex of dimension −1. We put ♦ ∅ = Π(∅) = Box(∅) = {0} and hence b(∅) = 1.
Lemma 2.1.
♯(n♦P ) =
∑
∅⊆F⊆P
ndimF+1♯Π(F ),
where the sum runs over all faces F of P .
Proof. We have
♯(n♦P ) =
∑
F⊆n♦P
06dimF
♯(F ◦),
where the sum runs over all nonempty faces of n♦P and where F ◦ denotes the
relative interior of a face.
Let F be a face of n♦P of codimension k with 0 6 k 6 dim(n♦P ) = r + 1. Then
there exist fixed λi1 , . . . λik ∈ {0, 1} such that
F =
{ r∑
i=0
λinvi | 0 6 λi 6 1 if λi 6= λi1 , . . . , λik
}
.
We find that F is a translate of ♦nG, where G is a face of P of codimension k.
There are 2k translates of ♦nG occurring as faces of n♦P , one for each choice of
the λij . Hence
♯(n♦P ) =
∑
∅⊆G⊆P
2codim(G,P )b(nG)
=
∑
∅⊆G⊆P
∑
G⊆G′⊆P
b(nG)
=
∑
∅⊆G′⊆P
∑
∅⊆G⊆G′
b(nG)
=
∑
∅⊆G′⊆P
♯Π(nG′)
=
∑
∅⊆G′⊆P
ndimG
′+1 ♯Π(G′).
In the last step we used that Π(nG′) is covered by ndimG
′+1 translates of Π(G′). 
Before we continue, we recall the definition of the Eulerian polynomials. Let n ≥ 0
be an integer. The Eulerian polynomial Eul(n, t) of degree n is given by
Eul(n, t) =
n∑
i=0
ti
i∑
j=0
(−1)j
(
n+ 2
j
)
(i+ 1− j)n+1.
The coefficients of these polynomials are called the Eulerian numbers. These num-
bers also occur in the δ-vectors of hypercubes: Eul(n, t) = δ(ℓn+1, t), where ℓ
denotes the standard 1-dimensional simplex 〈0, 1〉. See [BR07a, Thm. 2.1] for a
proof. We define Eul(−1, t) := 1/t.
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Proposition 2.2. We have the following equalities for δ(♦P, t):
δ(♦P, t)
=
∑
∅⊆G⊆P
b(G)
∞∑
n=0
tn ndimG+1(n+ 1)dimP−dimG(1 − t)dimP+2
=
∑
∅⊆G⊆P
b(G)
∑
G⊆F⊆P
t (1− t)dimP−dimF Eul(dimF, t).
Proof. By Lemma 2.1 we have
δ(♦P, t) = (1 − t)dim♦P+1 Ehr(♦P, t)
= (1 − t)dimP+2
∞∑
n=0
tn
∑
∅⊆F⊆P
ndimF+1♯(Π(F ))
= (1 − t)dimP+2
∞∑
n=0
tn
∑
∅⊆F⊆P
ndimF+1
∑
∅⊆G⊆F
b(G)
= (1 − t)dimP+2
∑
∅⊆G⊆P
b(G)
∞∑
n=0
tn
∑
G⊆F⊆P
ndimF+1.
We compute δ(♦P, t) in two ways. The first way is:
δ(♦P, t)
= (1− t)dimP+2
∑
∅⊆G⊆P
b(G)
∞∑
n=0
tn
dimP−dimG∑
k=0
(
dimP−dimG
k
)
ndimG+k+1
= (1− t)dimP+2
∑
∅⊆G⊆P
b(G)
∞∑
n=0
tnndimG+1(n+ 1)dimP−dimG.
The second way is:
δ(♦P, t)
= (1− t)dimP+2
( ∑
∅⊆G⊆P
b(G)
∑
G⊆F⊆P
06dimF
∞∑
n=0
tnndimF+1 + b(∅)
∞∑
n=0
tn
)
= (1− t)dimP+2
( ∑
∅⊆G⊆P
b(G)
∑
G⊆F⊆P
06dimF
t
∞∑
m=0
tm(m+ 1)dimF+1 +
b(∅)
1− t
)
=
∑
∅⊆G⊆P
b(G)
∑
G⊆F⊆P
06dimF
t (1− t)dimP−dimF δ(ℓdimF+1, t) + b(∅)(1− t)dimP+1
=
∑
∅⊆G⊆P
b(G)
∑
G⊆F⊆P
t (1− t)dimP−dimF Eul(dimF, t).

Let us write δ(♦P, t) =
∑
∅⊆G⊆P b(G)A(dimP, dimG, t) where
A(i, j, t) = (1− t)i+2
∞∑
n=0
tnnj+1(n+ 1)i−j(♣)
=
i−j∑
k=0
t (1− t)i−j−k
(
i− j
k
)
Eul(j + k, t).(♥)
for integers i > j > −1.
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To get an idea of how these polynomials look like, let us write them down for i = 4:
j A(4, j, t)
−1 1 + 26t+ 66t2 + 26t3 + t4
0 16t+ 66t2 + 36t3 + 2t4
1 8t+ 60t2 + 48t3 + 4t4
2 4t+ 48t2 + 60t3 + 8t4
3 2t+ 36t2 + 66t3 + 16t4
4 t+ 26t2 + 66t3 + 26t4 + t5
To prove that the δ-vector of a parallelepiped is unimodal we will need that the coef-
ficients of these A-polynomials are unimodal. This will be done in Proposition 2.13.
First we derive some basic properties of the A-polynomials.
Lemma 2.3. For all j where 0 6 j 6 i− 1:
ti+1A(i, j, t−1) = A(i, i− 1− j, t).
Proof. By the properties of the Eulerian numbers we have for every k > 0 that
tk Eul(k, t−1) = Eul(k, t). We use this, equations (♣) and (♥) for A(i, j, t), and the
equality Eul(k, t) = δ(ℓk+1, t) to prove the lemma:
ti+1A(i, j, t−1) = ti+1
i−j∑
k=0
t−1(1− t−1)i−j−k
(
i− j
k
)
Eul(j + k, t−1)
=
i−j∑
k=0
(t− 1)i−j−k
(
i− j
k
)
Eul(j + k, t)
=
i−j∑
k=0
(t− 1)i−j−k
(
i− j
k
)
(1− t)j+k+2
∞∑
n=0
(n+ 1)j+k+1tn
= (1 − t)i+2
i−j∑
k=0
(−1)i−j−k
(
i− j
k
) ∞∑
n=0
(n+ 1)j+k+1tn
= (1 − t)i+2
∞∑
n=0
(−1)i−jtn(n+ 1)j+1
i−j∑
k=0
(
i− j
k
)
(−1)k(n+ 1)k
= (1 − t)i+2
∞∑
n=0
(−1)i−jtn(n+ 1)j+1(−(n+ 1) + 1)i−j
= (1 − t)i+2
∞∑
n=0
tnni−j(n+ 1)j+1
= A(i, i− 1− j, t).

Remark 2.4. For 0 6 j 6 i − 1 it follows from equation (♥) that the degree of
A(i, j, t) is at most i + 1. We also see that t divides A(i, j, t). Hence, from the
previous lemma, we find that degA(i, j, t) 6 i. We will use this in Theorem 2.14.
Lemma 2.5. The A-polynomials have the following properties:
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(1) A(i,−1, t) = δ(ℓi+1, t),
(2) A(i, i, t) = t δ(ℓi+1, t) for i > 0 and
(3) for all 0 6 j < i such that 2j + 1 > i we have:
A(i, j, t) = 2i−j t δ(△i−j × ℓ2j+1−i, t),
where △ denotes the standard 2-simplex 〈(0, 0), (1, 0), (0, 1)〉.
Proof. (1) Using equation (♣) for the A-polynomial, we see that
A(i,−1, t) =
∞∑
n=0
tn (n+ 1)i+1(1− t)i+2,
which is equal to δ(ℓi+1, t).
(2) This is clear from equation (♥).
(3) Note that ♯(m△) = (m+ 1)(m+ 2)/2. When 2j + 1 > i > j > 0, we have
A(i, j, t) = (1− t)i+2
∞∑
n=0
tnnj+1(n+ 1)i−j
= (1− t)i+2
∞∑
n=0
tnni−j(n+ 1)i−jn2j+1−i
= (1− t)i+2
∞∑
m=0
tm+1(m+ 1)i−j(m+ 2)i−j(m+ 1)2j+1−i
= 2i−jt(1− t)i+2
∞∑
m=0
tm♯
(
m(△i−j × ℓ2j+1−i)
)
= 2i−jt δ(△i−j × ℓ2j+1−i, t).

From the previous lemma we see that the A-polynomials are related to δ-vectors
of Cartesian products of ℓ and △. To prove unimodality of the coefficients of the
A-polynomials, we will study in general what happens to a δ-vector after taking
the Cartesian product with ℓ.
2.1. Cartesian product with ℓ.
Lemma 2.6. Let P be a lattice polytope of dimension d > 0 with δ-vector δ(P ) =
(h0, h1, . . . , hd). Then the δ-vector of the Cartesian product of P with ℓ equals
δ(P × ℓ) = (δ0, δ1, . . . , δd, 0), where
δi = (i + 1)hi + (d+ 1− i)hi−1.
Here we take hd+1 = h−1 = 0. In particular, deg(P × ℓ) = degP if degP = d and
deg(P × ℓ) = degP + 1 if degP < d.
Proof. Since (h0 + h1t + · · · + hdtd)/(1 − t)d+1 = Ehr(P, t) =
∑∞
n=0 ♯(nP )t
n, one
computes that ♯(nP ) =
∑n
k=0 hn−k
(
d+k
k
)
. And since ♯(nℓ) = n + 1, we find that
♯(n(P × ℓ)) = ♯(nP ) × ♯(nℓ) =
∑n
k=0 hn−k
(
d+k
k
)
(n + 1). This way we can find
δ(P × ℓ) in terms of the coefficients of δ(P ):
δ(P × ℓ, t) = Ehr(P × ℓ, t)(1− t)d+2
=
∞∑
n=0
tn♯(n(P × ℓ))
d+2∑
j=0
(−1)j
(
d+ 2
j
)
tj
=
∞∑
i=0
ti
i∑
m=0
♯
(
(i−m)(P × ℓ)
)
(−1)m
(
d+ 2
m
)
.
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Hence for 0 6 i 6 d+ 1 we find
δi =
i∑
m=0
♯
(
(i−m)(P × ℓ)
)
(−1)m
(
d+ 2
m
)
=
i∑
m=0
(−1)m
(
d+ 2
m
)
(i −m+ 1)
i−m∑
j=0
hi−m−j
(
d+ j
j
)
=
i∑
m=0
(−1)m
(
d+ 2
m
)
(i −m+ 1)
i∑
k=m
hi−k
(
d+ k −m
k −m
)
=
i∑
k=0
hi−k
k∑
m=0
(−1)m(i−m+ 1)
(
d+ 2
m
)(
d+ k −m
k −m
)
.
One then easily sees that in this last sum the coefficient of hi equals i+ 1 and the
coefficient of hi−1 equals d + 1 − i. To end this proof we need to verify that for
k > 2:
k∑
m=0
(−1)m(i−m+ 1)
(
d+ 2
m
)(
d+ k −m
k −m
)
= 0.
This follows from Lemma 2.7 below. 
Lemma 2.7. Let d > 0 be an integer. For k > 2 we have:
(1) ck =
∑k
m=0(−1)
m
(
d+2
m
)(
d+k−m
k−m
)
= 0,
(2) bk =
∑k
m=0(−1)
mm
(
d+2
m
)(
d+k−m
k−m
)
= 0.
Here we use the standard convention that
(
a
b
)
= 0 if b > a.
Proof. (1) The first part of this lemma follows from the next equalities:
1− t =
(1− t)d+2
(1− t)d+1
=
d+2∑
s=0
ts(−1)s
(
d+ 2
s
) ∞∑
n=0
tn
(
d+ n
n
)
=
∞∑
k=0
tk
k∑
m=0
(−1)m
(
d+ 2
m
)(
d+ k −m
k −m
)
.
So ck is the k-th coefficient in this expansion of 1− t.
(2) We prove the second part by using induction on k and part (1) of this
lemma. The claim bk = 0 is clear for k = 2. So now we assume k > 3 and
bk−1 = 0. Then we have:
bk =
k∑
m=0
(−1)mm
(
d+ 2
m
)(
d+ k −m
k −m
)
=
k∑
m=1
(−1)m(d+ 3−m)
(
d+ 2
m− 1
)(
d+ k −m
k −m
)
= (−1)
k−1∑
n=0
(−1)n(d+ 2− n)
(
d+ 2
n
)(
d+ (k − 1)− n
(k − 1)− n
)
= −(d+ 2)ck−1 + bk−1
= 0.

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Corollary 2.8. With the same notation as above:
(1) δi+1 − δi = (i+ 2)(hi+1 − hi) + (d+ 1− i)(hi − hi−1) and
(2) in particular,
(a) whenever h0 6 h1 6 · · · 6 hr, then δ0 6 δ1 6 · · · 6 δr and
(b) whenever hr > hr+1 > · · · > hs, where s = degP , then δr+1 > δr+2 >
· · · > δs+1.
Proof. (1) This follows immediately from Lemma 2.6.
(2) These statements follow immediately from part (1) of this corollary.

In Theorem 2.11 we will prove that the following strong unimodality property is
preserved for polytopes with codegree 2 or 3 when taking the Cartesian product
with ℓ.
Definition 2.9. Let h = (h0, . . . , hs) be a sequence of real numbers. We say that
h is alternatingly increasing if
h0 6 hs 6 h1 6 hs−1 6 · · · 6 h⌊(s−1)/2⌋ 6 hs−⌊(s−1)/2⌋ 6 h⌊(s+1)/2⌋.
We will slightly abuse this terminology in the following way: if P is a polytope of
dimension d and degree s < d with δ-vector (δ0, . . . , δs, 0, . . . , 0), then we will say
that δ(P ) is alternatingly increasing if (δ0, . . . , δs) is.
Corollary 2.10. Let P be a lattice polytope of dimension d > 1 and degree s < d.
Write δ(P ) = (h0, . . . , hs, 0, . . . , 0).
(1) If h0 6 h1 6 · · · 6 h⌊(s+1)/2⌋ and hi 6 hs−i for all 0 6 i 6 ⌊s/2⌋, then the
same is true for δ(P × ℓ), i.e., with s′ = s+ 1 = deg(P × ℓ):
δi 6 δs′−i, for 0 6 i 6 ⌊s
′/2⌋ and
δ0 6 δ1 6 · · · 6 δ⌊(s′+1)/2⌋.
(2) If s > d− 2 and hs+1−i 6 hi for 1 6 i 6 ⌊(s+1)/2⌋ and h⌊(s+1)/2⌋ > · · · >
hs, then the same is true for δ(P × ℓ), i.e., with s
′ = s+ 1 = deg(P × ℓ):
δs′+1−i 6 δi for 1 6 i 6 ⌊(s
′ + 1)/2⌋ and
δ⌊(s′+1)/2⌋ > · · · > δs′ .
(3) These two results combined give the following: when s > d− 2 and δ(P ) is
alternatingly increasing, then δ(P × ℓ) is also alternatingly increasing.
Proof. (1) This statement follows from Corollary 2.8(2)(a) and Lemma 2.6:
δs+1−i − δi = (s+ 2− i)hs+1−i + (d+ 1− (s+ 1− i))hs−i
−(i+ 1)hi − (d+ 1− i)hi−1
= (s+ 2− i)(hs+1−i − hi−1) + (i+ 1)(hs−i − hi)
+(d− s− 1)(hs−i − hi) + (d− s− 1)(hi − hi−1).
(2) The statement follows from Corollary 2.8(2)(b) and Lemma 2.6:
δi − δs+2−i = (i+ 1)hi + (d+ 1− i)hi−1
−(s+ 3− i)hs+2−i − (d+ 1− (s+ 2− i))hs+1−i
= (i+ 1)(hi − hs+1−i) + (d+ 1− i)(hi−1 − hs+2−i)
+(s+ 2− d)(hs+1−i − hs+2−i).
(3) This follows from (1) and (2) of this corollary.

For the proof of the following theorem we need the notions of special simplex and
compressed polytope. We refer to Athanasiadis’ paper [Ath05] for the definitions.
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Theorem 2.11. When P is a polytope such that δ(P ) is alternatingly increasing
with codegree l = 2 or 3, then for all i > 0 we have that δ(P×ℓi) is also alternatingly
increasing of the same codegree. In particular, for every k, i > 0 we have that
δ(△k × ℓi) is alternatingly increasing. Especially, δ(△k × ℓi) is unimodal, with a
‘top’ in δ⌊(2k+i−1)/2⌋ if (k, i) 6= (0, 0).
Proof. The first claim follows immediately from Corollary 2.10(3) by induction on
i.
Next we look at the polytope △k × ℓi. First let k be zero. Since δ(ℓ) = (1, 0)
it follows from Corollary 2.10(3) that δ(ℓi) is alternatingly increasing for all i.
Moreover, ℓi has codegree 2 if i > 0. From Definition 2.9 we see that the top of
δ(ℓi) lies at δ⌊i/2⌋. If i is even, this equals δ⌊(i−1)/2⌋ by the symmetry of the Eulerian
numbers.
Now take k > 1. It suffices to prove that δ(△k) is alternatingly increasing of
codegree c = 3. It is easy to see that △k is a (0, 1)-polytope that satisfies a system
of inequalities as in the main theorem of [OH01], so it follows that△k is compressed.
It also has the special simplex Σ = 〈(0, 0, . . . , 0, 0), (1, 0, . . . , 1, 0), (0, 1, . . . , 0, 1)〉. So
from [Ath05, Thm. 3.5] it follows that δ(△k) is symmetric and unimodal of codegree
l = 3, hence also alternatingly increasing. The fact that the top of δ(△k × ℓi) lies
at δ⌊(2k+i−1)/2⌋ if k 6= 0 simply follows from Definition 2.9. 
Remark 2.12. Note that△k is a Gorenstein polytope of index 3. This means by def-
inition that 3△k is a translate of a reflexive polytope. So, instead of Athanasiadis’
result, we also could have used [BR07b, Thm. 1].
Finally we return to the unimodality questions.
Proposition 2.13. For every −1 6 j 6 i we have that the coefficients of A(i, j, t)
form a unimodal sequence.
Proof. This follows from Lemma 2.3, Lemma 2.5 and Theorem 2.11. 
Theorem 2.14. The δ-vector of a lattice parallelepiped is unimodal.
Proof. Let ♦P be a lattice parallelepiped spanned by the vertices of a simplex P .
We use Proposition 2.2, Lemma 2.3, Lemma 2.5 and Theorem 2.11 in the following,
as well as Remark 2.4.
When dimP is odd (and positive), then
(1) A(dimP,−1, t) = a0 + a1t+ · · ·+ adimP t
dimP with
1 = a0 6 a1 6 · · · 6 a⌊dimP/2⌋ = a⌊dimP/2⌋+1 > · · · > adimP−1 > adimP ,
(2) A(dimP, dimP, t) = tA(dimP,−1, t) = 0+a1t+ · · ·+adimP+1t
dimP+1. So
a0 = 0 6 a1 6 · · · 6 a⌊dimP/2⌋+1 = a⌊dimP/2⌋+2 > · · · > adimP+1 and
(3) for all k between 0 and dimP − 1, we have A(dimP, k, t) = 0 + a1t+ · · ·+
adimP t
dimP where
a0 = 0 6 a1 6 · · · 6 a⌊dimP/2⌋+1 > a⌊dimP/2⌋+2 > · · · > adimP .
Hence δ(♦P, t) is also unimodal.
When dimP is even, then
(1) A(dimP,−1, t) = a0 + a1t+ · · ·+ adimP tdimP with
1 = a0 6 a1 6 · · · 6 adimP/2 > adimP/2+1 > · · · > adimP−1 > adimP ,
(2) A(dimP, dimP, t) = tA(dimP,−1, t) = 0+a1t+ · · ·+adimP+1tdimP+1. So
a0 = 0 6 a1 6 · · · 6 adimP/2+1 > adimP/2+2 > · · · > adimP+1,
(3) for all k between 0 and dimP/2 − 1, we have A(dimP, k, t) = 0 + a1t +
· · ·+ adimP tdimP where
a0 = 0 6 a1 6 · · · 6 adimP/2 > adimP/2+1 > · · · > adimP and
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(4) for all k between dimP/2 and dimP −1, we have A(dimP, k, t) = 0+a1t+
· · ·+ adimP tdimP where
a0 = 0 6 a1 6 · · · 6 adimP/2+1 > adimP/2+2 > · · · > adimP .
Hence in δ(♦P, t) = δ0 + δ1 t+ · · ·+ δdimP+1 tdimP+1, we have
δ0 6 δ1 6 · · · 6 δdimP/2
?
∼ δdimP/2+1 > · · · > δdimP+1.
So whatever (in)equality the question mark may represent, δ(♦P ) is unimodal. 
Example 2.15. In the above proof, when dimP is even, we were unable to say which
inequality there is between δdimP/2 and δdimP/2+1. We remark that every scenario
is possible. We give examples for dimP = 4.
When P = 〈(0, 0, 0, 0, 1), (2, 0, 0, 0, 2), (0, 1, 0, 0, 1), (0, 0, 1, 0, 1), (1, 1, 1, 2, 1)〉, then
δ(♦P ) = (1, 46, 204, 194, 35, 0).
When P = 〈(0, 0, 0, 0, 1), (1, 0, 0, 0, 2), (0, 1, 0, 0, 1), (0, 0, 1, 0, 1), (1, 1, 1, 2, 1)〉, then
δ(♦P ) = (1, 27, 92, 92, 27, 1).
And when P = 〈(0, 0, 0, 0, 1), (1, 0, 0, 0, 1), (0, 1, 0, 0, 1), (0, 0, 1, 0, 1), (1, 1, 1, 3, 1)〉,
then δ(♦P ) = (1, 28, 118, 158, 53, 2).
Example 2.16. It is not true in general that the δ-vector of a lattice parallelepiped is
alternatingly increasing. Simply take the parallelepiped spanned by (0, 0, 1), (3, 0, 1)
and (0, 1, 1). Then δ(♦P ) = (1, 8, 9, 0).
Now we show that the δ-vector of a parallelepiped is alternatingly increasing if there
is an interior lattice point.
Proposition 2.17. Suppose ♦P is a lattice parallelepiped with at least one interior
point. Then δ(♦P ) is alternatingly increasing.
Proof. We use the formula δ(♦P, t) =
∑
∅⊆G⊆P b(G)A(dimP, dimG, t). Since ♦P
has an interior point, deg(♦P ) = n + 1. Hence, we want to prove δ0 6 δn+1 6
δ1 6 · · · . We notice that the coefficients of every A(n, i, t) with i > ⌊(n/2)⌋
exhibit such behaviour. The only problems can arise when there are nonzero b(G)
with −1 6 dimG 6 ⌊n/2⌋ − 1. Since ♦P has at least one interior point, we see
that no problems can come from A(n,−1, t). Because then there is also (at least
one) A(n, n, t) in the sum. Hence, it follows from Lemma 2.5 and symmetry that
A(n,−1, t)+A(n, n, t) has symmetric and unimodal coefficients, in particular they
are alternatingly increasing.
From Lemma 2.20 we know that for everyA(n, i, t) in the sum with 0 6 i 6 ⌊n/2⌋−1
there will also be an A(n, n−1− i+k) with 0 6 k 6 i+1. Therefore it is enough to
prove that everyA(n, i, t)+A(n, n−1−i+k) has alternatingly increasing coefficients.
From Lemma 2.3 we know that A(n, i, t) is the mirror image of A(n, n−1−i). Then,
using Lemma 2.5(3) we can write A(n, i, t) +A(n, n− 1− i+ k) in vector form as:
(0, 2i+1δn−1(△
i+1 × ℓn+1−2(i+1)) + 2i+1−kδ0(△
i+1−k × ℓn+1−2(i+1−k)),
. . . , 2i+1δ0(△
i+1 × ℓn+1−2(i+1)) + 2i+1−kδn−1(△
i+1−k × ℓn+1−2(i+1−k)), 0).
So, it is enough to prove for all 1 6 i 6 ⌊n/2⌋ and 0 6 k 6 i that
(1) for 0 6 j 6 ⌊n/2⌋ − 1:
2kδn−1−j(△
i × ℓn+1−2i) + δj(△
i−k × ℓn+1−2(i−k))
6 2kδj(△i × ℓn+1−2i) + δn−1−j(△i−k × ℓn+1−2(i−k)) and
(2) for 1 6 j 6 ⌊n/2⌋:
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2kδj−1(△i × ℓn+1−2i) + δn−j(△i−k × ℓn+1−2(i−k))
6 2kδn−1−j(△i × ℓn+1−2i) + δj(△i−k × ℓn+1−2(i−k)).
The second claim follows from the fact that every δ(△a × ℓn+1−2a) is alternatingly
increasing. To prove the first claim, it is enough to prove for 0 6 j 6 ⌊n/2⌋ − 1
that δj(△i−k × ℓn+1−2(i−k)) 6 2kδj(△i × ℓn+1−2i) and 2kδn−1−j(△i × ℓn+1−2i) 6
δn−1−j(△i−k × ℓn+1−2(i−k)). This will follow from Corollary 2.19. 
Lemma 2.18. For 1 6 i 6 (n+ 1)/2 we have:
δj(△
i−1 × ℓn+1−2(i−1)) 6 2δj(△
i × ℓn+1−2i) when 0 6 j 6 ⌊
n− 1
2
⌋ and
δj(△
i−1 × ℓn+1−2(i−1)) > 2δj(△
i × ℓn+1−2i) when ⌊
n− 1
2
⌋+ 1 6 j 6 n− 1.
Proof. Let us look at the difference 2δ(△i × ℓn+1−2i, t)− δ(△i−1 × ℓn+1−2(i−1), t):
2δ(△i × ℓn+1−2i, t)− δ(△i−1 × ℓn+1−2(i−1), t)
= (1− t)n+2
∞∑
m=0
tm
[
2
(
m+2
2
)i
(m+ 1)n+1−2i −
(
m+2
2
)i−1
(m+ 1)n+1−2(i−1)
]
= (1− t)n+2
∞∑
m=0
tm
(
m+2
2
)i−1
(m+ 1)n+2−2i
= (1− t)δ(△i−1 × ℓn−2(i−1), t).
Knowing this, the lemma follows from the fact that δ(△i−1×ℓn−2(i−1)) is unimodal
with top in ⌊(n− 1)/2⌋ (see Theorem 2.11). 
Corollary 2.19. For all 0 6 i 6 (n+ 1)/2 and 0 6 k 6 i we have:
δj(△
i−k × ℓn+1−2(i−k)) 6 2kδj(△
i × ℓn+1−2i) when 0 6 j 6 ⌊
n− 1
2
⌋ and
δj(△
i−k × ℓn+1−2(i−k)) > 2kδj(△
i × ℓn+1−2i) when ⌊
n− 1
2
⌋+ 1 6 j 6 n− 1.
Proof. This follows immediately from the previous lemma. 
Suppose P = 〈v0, ..., vn〉 is an n-dimensional simplex in Rn+1 such that b(P ) > 1.
Say v′ =
∑n
i=0 αivi where 0 < αi < 1, is such a lattice point in the box of P . Then
we define a map
ϕ :
⋃
G⊆P
06dimG6⌊n
2
⌋−1
Box(G) ∩ Zn+1 −→
⋃
G⊆P
n−⌊n
2
⌋6dimG
Box(G) ∩ Zn+1 \ {v′}
n∑
i=0
λivi 7−→
n∑
i=0
{λi + αi}vi,
where {·} denotes the fractional part of a real number.
Lemma 2.20. The map ϕ defined above is injective and if v ∈ Box(G)∩Zn+1 where
dimG = r, then ϕ(v) ∈ Box(G′) ∩ Zn+1 where G′ is a face of P with dimG′ >
n− 1− r.
The previous results inspire us to ask the following addendum to Question 1.1.
Question 2.21. Is it true that the δ-vector of an integrally closed polytope with an
interior lattice point is alternatingly increasing ?
To conclude this section, we give a criterion for a lattice parallelepiped to be re-
flexive.
12 JAN SCHEPERS AND LEEN VAN LANGENHOVEN
Proposition 2.22. Set P = 〈v0, ..., vn〉 in Rn+1. Then ♦P is a translate of a
reflexive polytope if and only if b(P ) = 1 and b(G) 6 1 for all other faces G of P .
Proof. First suppose ♦P is a translate of a reflexive polytope. Then by definition
b(P ) must be equal to 1 and this unique interior lattice point must be equal to
(v0 + · · · + vn)/2. We can also write down the equations for the facets of ♦P .
Denote by fi(x0, . . . , xn) the determinant of the matrix whose jth column contains
the coordinates of vj for j 6= i and whose ith column contains x0, . . . , xn. Then all
facets of ♦P are given by
Fi := {fi(x0, . . . , xn) = 0} or F
′
i := {fi(x0, . . . , xn) = det(v0, . . . , vn)},
for i = 0, . . . , n. The unique interior point lies on every hyperplane given by the
equation fi = det(v0, . . . , vn)/2. The fact that P is reflexive means that for every
0 6 i 6 n and every 0 < λ < 1/2 there can be no hyperplane fi = λdet(v0, . . . , vn)
that contains a point with integer coefficients. Now suppose there is a face G =
〈v0, . . . , vr〉 of P that contains more than one lattice point in its box. Then there
must be a point v in Box(G) ∩ Zn+1 that can be written as v =
∑r
i=0 λivi with
0 < λi < 1 for all i and for which at least one λi is different from 1/2. We
can assume that 0 < λi < 1/2. Then this lattice point lies on the hyperplane
fi = λi det(v0, . . . , vn), which is a contradiction.
Now suppose b(P ) = 1 and all other faces G of P have at most one lattice point
in their box. To show that ♦P is a translate of a reflexive polytope we show that
δ(♦P ) is symmetric. It is easy to check that in this situation b(〈v0, . . . , vr〉) = 1 if
and only if b(〈vr+1, . . . , vn〉) = 1. This way we find for every 0 6 r 6 n, that∑
G⊆P
dimG=r
b(G) =
∑
G⊆P
dimG=n−1−r
b(G).
Then we use δ(♦P, t) =
∑
∅⊆G⊆P b(G)A(dimP, dimG, t) and Lemma 2.3 to find
that δ(♦P ) is symmetric. 
3. Integrally closed polytopes of small dimension
In this part of the paper we show that all integrally closed polytopes of dimension
at most 4 have a unimodal δ-vector. First we prove an elementary lemma.
Lemma 3.1. Let P be an integrally closed polytope of dimension d. If δ1 = 0, then
δ2 = · · · = δd = 0 and P is a unimodular simplex.
Proof. From the definition of the δ-vector one deduces that
♯(nP ) =
(
n+ d
d
)
+ δ1
(
n+ d− 1
d
)
+ · · ·+ δd
(
n
d
)
.
In particular, if δ1 = 0 then ♯P = d + 1 and P is a simplex. Since P is integrally
closed, it follows that ♯(nP ) 6
(
n+d
d
)
. Taking n = d in the above formula shows
then that necessarily δ2 = · · · = δd = 0. Then the normalized volume of P equals
1 and hence P is a unimodular simplex. 
Proposition 3.2. Let P be a polytope of dimension d > 3 with an interior lattice
point (i.e., δd 6= 0). Then
δ0 6 δd 6 δ1 6 δd−1 6 δ2.
Proof. If δd 6= 0, then trivially δd > δ0 = 1. One has δ1 > δd since δd equals the
number of interior lattice points in P , ♯P = δ1 + d + 1, and P has at least d + 1
vertices. By Hibi’s lower bound theorem [Hib94] we have δ1 6 δd−1. Finally, if
d > 4 then δ2 > δd−1 by [Sta09, Eq. (6)]. 
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Corollary 3.3. Let P be an integrally closed polytope of dimension d 6 4. Then
δ(P ) is unimodal.
Proof. The case d 6 1 is a trivial exercise. Every 2-dimensional lattice polytope
admits a regular unimodular triangulation, and hence is integrally closed. In this
case, all possible δ-vectors are classified, essentially by Scott [Sco76]. They are all
unimodal.
Next assume that d = 3. If δ3 = 0, then 1 = δ0 > δ1 < δ2 is excluded by Lemma 3.1.
If δ3 6= 0 then we apply Proposition 3.2.
Finally, let d = 4. If δ4 = δ3 = 0, then δ(P ) is unimodal by Lemma 3.1. If
δ4 = 0 and δ3 6= 0, then we can apply [Sta91, Prop. 3.4] and Lemma 3.1 to see that
δ0 6 δ1 6 δ2. Hence δ(P ) is unimodal. (In this case δ3 6 δ2 by [Sta09, Eq. (6)].) If
δ4 6= 0 then we apply Proposition 3.2. 
In general it is not true that δ1 > δs if s is the degree of P , see Example 2.16.
4. Integrally closed reflexive polytopes
In this section we relate the unimodality question for reflexive polytopes to the
existence of certain triangulations, which we call box unimodal triangulations. First
we need to discuss some preparatory work concerning triangulations.
Let P be a reflexive polytope of dimension d in Rd and let T be a triangulation
of ∂P . Let F be a face of T (the empty set is considered to be a face of T of
dimension −1). The h-polynomial of F is
hF (t) =
∑
F⊆G
tdimG−dimF (1− t)d−1−dimG,
where we sum over all faces G of T containing F . In fact this is the h-polynomial
of a simplicial complex, namely of the link of F in ∂P . It is well known that hF (t)
is a polynomial of degree d′ = d− 1− dimF with nonnegative integer coefficients.
If hi denotes the coefficient of t
i in hF (t) then
hi = hd′−i.
Moreover, if the triangulation is regular then
1 = h0 6 h1 6 · · · 6 h⌊d′/2⌋,
i.e., the coefficients of hF (t) are unimodal. See for instance [Sta09, Lemma 2.9] for a
nice proof of these properties of hF (t). For the definition of a regular triangulation
and a proof of the existence of such triangulations we refer to [BG09, §1.F].
Let S be a lattice simplex in Rd of dimension r, with vertices v0, . . . , vr. We
embed S as S = S × {1} in Rd+1 and we write vi for the vertex (vi, 1) of S. Let
u : Rd+1 → R be the projection on the last coordinate. Then one defines the box
polynomial of S as
BS(t) =
∑
v∈Box(S)∩Zd+1
tu(v).
The coefficients of BS(t) are symmetric since we have the involution
a0v0 + · · ·+ arvr 7→ (1 − a0)v0 + · · ·+ (1 − ar)vr
on Box(S). More precisely, if bi denotes the coefficient of t
i in BS(t) then
bi = br+1−i.
We put B∅(t) = 1. Note that BS(t) = 0 if S is a unimodular simplex. Then we
have the following theorem [MP05, Thm. 1.3], which is reminiscent of the Betke-
McMullen formula [BM85, Thm. 1].
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Theorem 4.1. Let P be a reflexive polytope and let T be a triangulation of the
boundary ∂P . Then
δ(P, t) =
∑
F face of T
BF (t)hF (t).
We call a simplex S box unimodal if S = ∅ or if the coefficients b1, b2, . . . , bdimS of
BS(t) are a unimodal sequence. We call a triangulation T of a lattice polytope or
of the boundary of a lattice polytope box unimodal if T is regular and if every face
of T is box unimodal. The following corollary is immediate from the above.
Corollary 4.2. Let P be a reflexive polytope such that ∂P admits a box unimodal
triangulation. Then δ(P ) is unimodal.
Example 4.3. Let S be the 5-dimensional simplex with vertices
(0, 0, 0, 0, 0), (1, 0, 0, 0, 0), (0, 1, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (2, 2, 2, 2, 3).
Then BS(t) = t
2 + t4 since Box(S) ∩ Z6 = {(1, 1, 1, 1, 1, 2), (2, 2, 2, 2, 2, 4)}. Hence
S is not box unimodal. The idea of [MP05] is to use such a simplex as a facet of
a reflexive polytope P to obtain a nonunimodal δ-vector δ(P ). Since the simplex
is empty, i.e., it does not contain any lattice points besides its vertices, it is a
face of every triangulation of ∂P , and hence ∂P does not have any box unimodal
triangulations.
We remark the following.
Proposition 4.4. Every lattice polytope P of dimension d 6 4 has a box unimodal
triangulation.
Proof. Let T be a regular fine triangulation of P , i.e., consisting of empty simplices.
Since the coefficient b1 of BS(t) is 0 if S is an empty simplex, it follows that S is
box unimodal if dimS 6 4. 
By using this kind of triangulations and Corollary 4.2 we recover Hibi’s result that
every reflexive polytope of dimension d 6 5 has a unimodal δ-vector. Note that
the simplex S of Example 4.3 is a 5-dimensional polytope without box unimodal
triangulations. We ask the following question.
Question 4.5. Does every integrally closed polytope have a box unimodal triangu-
lation ?
An affirmative answer to this question would prove that every integrally closed
reflexive polytope has a unimodal δ-vector. We think that this is a challenging
problem, even for 5-dimensional polytopes. Let us illustrate this with a famous
example.
Example 4.6. In [BG99] Bruns and Gubeladze discuss an example of a 5-dimensional
integrally closed polytope P that is not covered by its unimodular subsimplices. It
can be embedded in R5 as the polytope with vertices
(0, 0, 0, 0, 0), (0, 1, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (0, 0, 0, 0, 1)
(1, 0, 2, 1, 1), (1, 2, 0, 2, 1), (1, 1, 2, 0, 2), (1, 1, 1, 2, 0), (1, 2, 1, 1, 2).
There are 65 subsimplices of maximal dimension that are not unimodular. They
have normalized volume 2 (60 of them) or 3 (5 of them). It is easy to see that
every simplex of volume 2 is box unimodal. The simplices of volume 3 all have box
polynomial 2t3. We conclude that all regular triangulations of P are box unimodal !
Remark 4.7. Let us sketch a possible intuitive explanation for the existence of box
unimodal triangulations. Let P be an integrally closed polytope of dimension d
in Rd and let T be a regular triangulation of P . Assume that S is a face of T of
UNIMODALITY QUESTIONS FOR INTEGRALLY CLOSED LATTICE POLYTOPES 15
dimension r with nonzero box polynomial. Then there is a point v ∈ Box(S). Let
v0, . . . , vr be the vertices of S. Then
(♠) v = a0v0 + · · ·+ arvr,
with 0 < ai < 1 for all i, and with
∑
i ai = u(v). By symmetry, we may assume
that u(v) 6 (r + 1)/2. On the other hand, we can also embed P as P = P × {1}
in Rd+1, and since P is integrally closed, there are lattice points p1, . . . , pu(v) in P
such that
(∇) v = p1 + · · ·+ pu(v).
Some of the pi might coincide, or some pi might coincide with some vj , but
from (♠) and (∇) we can always deduce an equality of two convex combina-
tions, supported on disjoint sets of lattice points of P . Let us illustrate this
with a simple example. The integrally closed 5-dimensional polytope with ver-
tices p0 = (0, 0, 0, 0, 0), p1 = (1, 0, 0, 0, 0), p2 = (0, 1, 0, 0, 0), p3 = (0, 0, 1, 0, 0), p4 =
(0, 0, 0, 1, 0), p5 = (−1,−1,−1,−1, 3) and p6 = (0, 0, 0, 0, 1) can be triangulated by
using S1 = 〈p0, . . . , p5〉 and S2 = 〈p1, . . . , p6〉 as simplices of maximal dimension.
This triangulation is not box unimodal because BS1(t) = t
2 + t4. The procedure
above applied to the point (0, 0, 0, 0, 1, 2) ∈ Box(S1) leads to the equality
()
1
5
p1 + · · ·+
1
5
p5 =
2
5
p0 +
3
5
p6.
Such an equality of convex combinations supported on disjoint sets induces one or
more circuits. We refer to [DLRS10] for the definition of a circuit, and also for the
explanation of the notions used below. Such circuits are used for performing flips
on the triangulation. In the example, we can change the triangulation to the one
given by the simplices
〈p0, p1, p2, p3, p4, p6〉, 〈p0, p1, p2, p3, p5, p6〉, 〈p0, p1, p2, p4, p5, p6〉,
〈p0, p1, p3, p4, p5, p6〉 and 〈p0, p2, p3, p4, p5, p6〉,
i.e., we flip the axis of the triangulation from 〈p1, . . . , p5〉 to 〈p0, p6〉 as indicated
by (). The resulting triangulation is unimodular. Hence the philosophy is the fol-
lowing: since P is integrally closed, simplices of a given triangulation with nonzero
box polynomial induce circuits which can be used to modify the triangulation. In
this way, one might hope to get rid of non box unimodal simplices. The theory of
secondary polytopes, used to study all regular triangulations of P , might be very
helpful for achieving this goal.
To conclude, we wonder whether the following very strong version of Question 4.5
holds.
Question 4.8. Let P be an integrally closed polytope. Does there exist a regular
triangulation T of P such that all faces S of T satisfy
• BS(t) = 0 if dimS is even and
• BS(t) = α t
(dimS+1)/2 for some α ∈ Z>0 if dimS is odd ?
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