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Abstract
For a graph G, let σ2(G) denote the minimum degree sum of two nonadjacent vertices (when G is complete, we let σ2(G) = ∞).
In this paper, we show the following two results: (i) Let G be a graph of order n ≥ 4k+ 3 with σ2(G) ≥ n and let F be a matching
of size k in G such that G− F is 2-connected. Then G− F is hamiltonian or G ∼= K2+ (K2 ∪ Kn−4) or G ∼= K2+ (K2 ∪ Kn−4);
(ii) Let G be a graph of order n ≥ 16k + 1 with σ2(G) ≥ n and let F be a set of k edges of G such that G − F is hamiltonian.
Then G − F is either pancyclic or bipartite. Examples show that first result is the best possible.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we only consider finite undirected graphs without loops and multiple edges. For a vertex x of a graph
G, the neighborhood of x in G is denoted by NG(x), and dG(x) = |NG(x)| is the degree of x in G. For a subset D of
V (G), the subgraph induced by D is denoted by G[D]. For a subset F of E(G), the subgraph with vertex set V (G)
and edge set E(G) \ F is denoted by G − F . For a graph G, |V (G)| is the order of G, δ(G) is the minimum degree
of G, and
σ2(G) = min{dG(x)+ dG(y)|x, y ∈ V (G), x 6= y, xy 6∈ E(G)}
is the minimum degree sum of nonadjacent vertices. (When G is a complete graph, we define σ2(G) = ∞.)
Given a graph G, we write G for the complement of G. For two vertex disjoint graphs G and H , the union G ∪ H
of G and H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H), and the join G + H is the graph
obtained from G ∪ H by joining each vertex of G to each vertex of H .
There are many results about hamiltonian cycles and matchings. Among them are the following two theorems.
Theorem 1.1 (Berman [1]). Let G be a graph on n vertices. If σ2(G) ≥ n + 1, then any matching is included in
some cycle.
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Theorem 1.2 (Nash-Williams [4]). Let G be a graph on n vertices. If δ(G) ≥ 12n, then there exists a set of[5(n − [n/2] + 5)/112] edge-disjoint Hamiltonian circuits in G.
The main purpose of this paper is to study the graph G which is still hamiltonian after a given set F of edges
is deleted. Clearly, if G is such a graph, then G − F must be 2-connected. Working on Ore’s classic condition for
hamiltonian graphs in [5], we will prove the following result.
Theorem 1.3. Let G be a graph of order n ≥ 4k+3 with σ2(G) ≥ n and let F be a matching of size k in G. If G− F
is 2-connected, then G − F is hamiltonian or G ∼= K2 + (K2 ∪ Kn−4) or G ∼= K2 + (K2 ∪ Kn−4).
Going a step further towards the cycle structure, a graph of order n is said to be pancyclic if it contains cycles of
every length `, 3 ≤ ` ≤ n. In [2], Bondy suggested the metaconjecture that almost any nontrivial condition on graphs
which implies that the graph is hamiltonian also implies that the graph is pancyclic (except maybe for a special family
of graphs). Many results have been obtained in this problem. Here we will prove the following result.
Theorem 1.4. Let G be a graph of order n ≥ 16k + 1 with σ2(G) ≥ n and let F be a set of k edges of G such that
G − F is hamiltonian, then either G − F is pancyclic or G − F is bipartite.
As a consequence of Theorems 1.3 and 1.4, we get
Theorem 1.5. Let G be a graph of order n ≥ 16k+1 with σ2(G) ≥ n and let F be a matching of size k in G. If G−F
is 2-connected, then G−F is pancyclic or G−F is bipartite or G ∼= K2+(K2∪Kn−4) or G ∼= K2+(K2∪Kn−4). 
The proofs of Theorems 1.3 and 1.4 will be given in Sections 2 and 3, respectively. Here we show some examples
that demonstrate the sharpness of Theorem 1.3.
Example 1.6. Let G := K2k + M , where M is a matching of size k + 1. Then, σ2(G) = 4k + 2 = n. For each
F ⊂ E(M) with |F | = k, G − F is a 2k-connected non-hamiltonian graph. Hence, the lower bound n ≥ 4k + 3 in
Theorem 1.3 is best possible even if G has very large connectivity.
Example 1.7. Let t be an integer with 2 ≤ t < n2 and let A and B be two complete graphs with V (A) ={x1, x2, . . . , xt } and V (B) = {y1, y2, . . . , yn−t }. Let G be the graph obtained from A ∪ B by adding the set of
edges {x1y1, y1x2, x2y2, y2x3, . . . , xt yt , yt x1} Then, σ2(G) = n and G − E(A) is 2-connected. However, G − E(A)
is not hamiltonian. Hence, the F in Theorem 1.3 cannot be any subset of E(G).
2. Proof of Theorem 1.3
By way of contradiction, assume that Theorem 1.3 is false. Then, H := G−F is not hamiltonian. Let H∗ = Cn(H)
be the n-closure of H (i.e. the graph obtained from H by recursively joining nonadjacent vertices with degree-sum at
least n). By Bondy and Chva´tal’s closure theorem [3], we have
H∗ is not hamiltonian. (2.1)
Define
A = {v ∈ V (G) : v is not incident with any edge of F}.
Then for each pair of nonadjacent vertices x, y in A, dH (x)+ dH (y) = dG(x)+ dG(y) ≥ σ2(G) ≥ n. So, H∗[A] is
complete.
Choose X ⊆ V (G) so that
(i) X ⊇ A and H∗[X ] is complete;
(ii) subject to (i), |X | achieves the maximum.
Let X = V (G) \ X . We claim that
uv ∈ E(H∗) ∪ F for every two distinct vertices u and v in X . (2.2)
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Assume, to the contrary, that there exist two distinct vertices u and v in X such that uv 6∈ E(H∗) ∪ F .
Then, uv 6∈ E(G). So, dG(u) + dG(v) ≥ n. Without loss of generality, assume that dG(u) ≥ dG(v). Then,
dH (u) ≥ dG(u)− 1 ≥ n2 − 1. This together with (i) implies that for every x ∈ X
dH∗(u)+ dH∗(x) ≥
(n
2
− 1
)
+ (|A| − 1)
=
(n
2
− 1
)
+ (n − 2k − 1)
≥ n − 1
2
.
Hence, H∗[X ∪ {u}] is complete, contrary to the choice of X . So, (2.2) is true.
H∗[X ] is not hamilton-connected. (2.3)
Suppose (2.3) is false. Then, both H∗[X ] and H∗[X ] are hamilton-connected. Since H∗ is 2-connected, H∗ is
hamiltonian, contrary to (2.1).
It follows from (2.3) that |X | ≥ 2. If |X | ≥ 5, then by (2.2) we have δ(H∗[X ]) ≥ |X | − 2 > |X |2 . This implies that
H∗[X ] is hamilton-connected, contrary to (2.3). Therefore,
2 ≤ |X | ≤ 4. (2.4)
|X | 6= 4. (2.5)
Assume, to the contrary, that |X | = 4. By (2.2), we have δ(H∗[X ]) ≥ |X |−2 ≥ |X |2 . Hence, H∗[X ] is hamiltonian.
Let C = v1v2v3v4v1 be a hamiltonian cycle of H∗[X ]. By the 2-connectivity of H , we may assume that there exist two
distinct vertices u, v ∈ X such that v1u, viv ∈ E(H∗) for some i ∈ {2, 3, 4}. If i = 2 or 4, then there is a hamiltonian
(v1, vi )-path P[v1, vi ] in H∗[X ]. Let Q[v, u] be a hamiltonian (v, u)-path in H∗[X ]. Then, P[v1, vi ]vivQ[v, u]uv1
is a hamiltonian cycle in H∗, contrary to (2.1). Hence, i = 3. Similarly, we can derive that v2v4 6∈ E(H∗) and
(NH∗(v2) ∪ NH∗(v4)) ∩ X = ∅. This together with (2.2) implies v2v4 ∈ F and (NG(v2) ∪ NG(v4)) ∩ X = ∅. Let x
be any vertex of X . Since xv2 6∈ E(G), n ≤ dG(x)+ dG(v2) ≤ |(X \ {x}) ∪ {v1, v3}| + 3 = n. So, v1x, v3x ∈ E(G),
implying that X ⊆ NG(v1) ∩ NG(v3). This together with (2.2) implies
dH∗(v1)+ dH∗(x) ≥ (|V (H∗)| − 2)+ (|(X \ {x}) ∪ {v1, v3}| − 1) = 2n − 6 ≥ n.
Hence, v1x ∈ E(H∗) for every x ∈ X . This implies that NH∗ [X ∪ {v1}] is complete, contrary to the choice of X .
Hence, (2.5) is true.
|X | 6= 3. (2.6)
Suppose that (2.6) is false. Since F is a matching, by (2.2) and (2.3), we may assume that X = {v1, v2, v3},
E(H∗[X ]) = {v1v2, v2v3} and v1v3 ∈ F . Since H is 2-connected, NH∗(vi ) ∩ X 6= ∅ for i = 1, 3. Say
v1x, v3y ∈ E(H∗) for some x, y ∈ X . If x 6= y, then xv1v2v3y together with the hamiltonian (y, x)-path in H∗[X ]
forms a hamiltonian cycle of H∗, a contradiction. Therefore, NH∗(v1) ∩ X = NH∗(v3) ∩ X = {x}. Since H is 2-
connected, v2z ∈ E(H) for some z ∈ X \{x}. Thus, dH∗(v2)+dH∗(x) ≥ |{v1, v3, z}|+|(X \{x})∪{v1, v3}| = n+1.
This implies xv2 ∈ E(H∗), and hence for every u ∈ X
dH∗(v2)+ dH∗(u) ≥ |{v1, v3, x, z}| + |X \ {u}| = n.
It follows that uv2 ∈ E(H∗). Hence, H∗[X ∪ {v2}] is complete, a contradiction. So, (2.6) is true.
It follows from (2.4)–(2.6) that |X | = 2. By (2.2) and (2.3), we may assume that X = {v1, v2} and v1v2 ∈
E(F) \ E(H∗). Since H is 2-connected, |NH (vi ) ∩ X | ≥ 2 for i = 1, 2. Suppose that x1, x2 ∈ NH (v1). If
NH (v2)∩X 6= {x1, x2}, then since H∗[X ] is complete, we can easily get a hamiltonian cycle of H∗. This contradiction
shows that NH (v2) ∩ X = {x1, x2}. Similarly, we have NH (v1) ∩ X = {x1, x2}. By the degree sum condition, we can
derive that G ∼= K2+(K2∪Kn−4) or G ∼= K2+(K2∪Kn−4). This contradiction completes the proof of Theorem 1.3.
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3. Proof of Theorem 1.4
By way of contradiction, assume that Theorem 1.4 is false. Put H := G−F . LetC = v1v2 . . . vnv1 be a hamiltonian
cycle of H . Since H is not pancyclic, H misses a cycle of length ` for some `, 3 ≤ ` ≤ n − 1, ` being fixed until the
end of the paper. Clearly
For every i, vivi+`−1 6∈ E(H), where the indices are taken modulo n. (3.1)
There exists an i, 1 ≤ i ≤ n, such that none of vi , vi+1, vi+2, vi+3, vi+`−1, vi+`, vi+`+1 and
vi+`+2 is incident to any edge of F. (3.2)
Assume, to the contrary, that (3.2) is false. For convenience, we let dF (x) denote the degree of x in the graph
(V (G), F). Then,
3∑
j=0
(
dF (vi+ j )+ dF (vi+ j+`−1)
) ≥ 1
for every i , 1 ≤ i ≤ n. So
16|F | =
n∑
i=1
3∑
j=0
(dF (vi+ j )+ dF (vi+ j+`−1)) ≥ n,
contrary to the hypothesis n ≥ 16k + 1. Hence, (3.2) is true.
It follows from (3.2) that there exists an i , 1 ≤ i ≤ n, such that dF (vi ) = dF (vi+1) = dF (vi+2) = dF (vi+3) =
dF (vi+`−1) = dF (vi+`) = dF (vi+`+1) = dF (vi+`+2) = 0. This together with (3.1) implies dH (v j ) = dG(v j ) for
j = i, i+1, i+2, i+3, i+`−1, i+`, i+`+1, i+`+2 and vivi+`−1, vi+1vi+`, vi+2vi+`+1, vi+3vi+`+2 6∈ E(G).
As σ2(G) ≥ n, we get
3∑
j=0
(dH (vi+ j )+ dH (vi+ j+`−1)) =
3∑
j=0
(dG(vi+ j )+ dG(vi+ j+`−1)) ≥ 4n.
So, the following statement is true.
There exist four consecutive vertices on C that have degree sum in H at least 2n
and none of which is incident to any edges of F. (3.3)
Without loss of generality, we can choose vn, v1, v2 and v3 as consecutive vertices in C that satisfy (3.3). Then,
dH (vn)+ dH (v1)+ dH (v2)+ dH (v3) ≥ 2n. (3.4)
By (3.4), we may assume, without loss of generality, that dH (vn)+dH (v1) ≥ n. We will use the following Theorem.
Theorem 3.1 (Schmeichel and Hakimi [6]). Let H be a graph with a hamiltonian cycle C := v1v2 · · · vnv1 with
n ≥ 3. Suppose dH (vn)+ dH (v1) ≥ n, then
(i) H is pancyclic or
(ii) H is bipartite or
(iii) H contains cycles of all lengths except an (n − 1)-cycle.
Moreover, if (iii) holds, then dH (vn−2), dH (vn−1), dH (v2), dH (v3) < n2 .
By our assumption, case (iii) occurs. So dH (v2) + dH (v3) < n. On the other hand, since H contains no (n − 1)-
cycle, we have {i : 1 ≤ i ≤ n, vi−2vn ∈ E(H)} ∩ {i : 1 ≤ i ≤ n, viv1 ∈ E(H)} = ∅. So, dH (vn)+ dH (v1) ≤ n. This
together with (3.4) implies dH (v2)+ dH (v3) ≥ n, a contradiction. Hence, Theorem 1.4 is true. 
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