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Abstract
Galaxy clusters are the largest gravitationally bound objects found today in our
Universe. The gas they contain, the intra-cluster medium (ICM), is heated to tem-
peratures in the approximate range of 1 to 10 keV, and thus emits X-ray radiation.
Studying the ICM through the spatial and spectral analysis of its emission returns
the richest information about both the overall cosmological context which governs
the formation of clusters, as well as the physical processes occurring within.
The aim of this thesis is to learn about the history of the physical processes
that drive the evolution of galaxy clusters, through careful, spatially resolved mea-
surements of their metallicity and entropy content. A sample of 45 nearby clusters
observed with Chandra is analyzed to produce radial density, temperature, entropy
and metallicity profiles. The entropy profiles are computed to larger radial extents
than in previous Chandra analyses. The results of this analysis are made available to
the scientific community in an electronic database.
Comparing metallicity and entropy in the outskirts of clusters, we find no signature
on the entropy profiles of the ensemble of supernovae that produced the observed
metals. In the centers of clusters, we find that the metallicities of high-mass clusters
are much less dispersed than those of low-mass clusters. A comparison of metallicity
with the regularity of the X-ray emission morphology suggests that metallicities in
low-mass clusters are more susceptible to increase from violent events such as mergers.
We also find that the variation in the stellar-to-gas mass ratio as a function of cluster
mass can explain the variation of central metallicity with cluster mass, only if we
assume that there is a constant level of metallicity for clusters of all masses, above
which the observed galaxies add more metals in proportion to their mass.
Thesis Supervisor: Claude R. Canizares
Title: Bruno Rossi Professor of Physics; MIT Vice-President for Research
Thesis Supervisor: Marshall W. Bautz
Title: Senior Research Scientist; Associate Director, MIT Kavli Institute
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Chapter 1
Introduction
This thesis, like the galaxy clusters it studies, sits at the intersection between as-
trophysics and cosmology. In the context of a Universe continuously building them
from the bottom up, galaxy clusters have been evolving, while providing us with
ample information. This information, coming in various parts of the electromagnetic
spectrum, teaches us about the structure formation of the Universe, the different
parameters in our cosmological model and the physics of the many processes that
govern galaxy clusters themselves.
Likewise, this thesis attempts to explore the possibility of using entropy and metal-
licity measurements as handles to understand cosmological-scale processes such as the
history of star formation and structure formation. In order to achieve this, an ade-
quate understanding of the physical processes internal to clusters has to be gained,
as well.
We introduce the reader to the context within which this work fits, in Section 1.1,
including a definition of the physical quantities that will be the main focus of study,
as well as the instrument that will be used to study them. In Section 1.2, we survey
the literature for relevant studies, results and theories, that help frame this work. We
then present general aims, followed by the outline of this work in Sections 1.3 and
1.4, respectively.
1.1 Context
In this section, we present the ΛCDM model, which we use as the baseline model
describing the Universe (Section 1.1.1). The ΛCDM paradigm contains a description
of the evolution of the Universe on the largest scales, as well as a description of the
history of formation of the galaxies and clusters, which populate the Universe today.
We then give an introduction to what galaxy clusters are, and describe some of their
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characteristics (Section 1.1.2). In Section 1.1.3, we introduce the two physical quan-
tities, which will be the main observables used in this work: metallicity and entropy.
Finally, we give a brief description of the Chandra X-ray Observatory (Chandra) used
to make our measurements (Section 1.1.4).
1.1.1 The Universe
One of the most unintuitive notions about our Universe to some non-experts and
beginning students, is its description as a single structure that has properties such as
pressure and density. The picture of “empty space” consisting of vacuum and matter
only localized in stars, planets, and other astronomical objects — with perhaps some
gas around galaxies — is often the way many imagine the Universe. In contrast, the
current image of the Universe for astrophysicists and cosmologists is driven by the
theory of General Relativity, where the Universe is thought of as a “fabric”, stretching
and contracting, depending on its energy and density contents. Furthermore, the
Universe is found to be homogeneous and isotropic on cosmological scales.
The current standard model of cosmology is the ΛCDM model, where the Uni-
verse expands under the laws of General Relativity. Its main components are dark
energy, dark matter and baryons, constituting approximately 74, 22 and 4% of the
total density of the Universe, respectively. While dark energy drives the Universe to-
wards faster expansion, dark matter and baryons pull it towards contraction. Using
measurements of various kinds, the ΛCDM model calculates the age of the Universe
to be around 13.5 billion years (Gyr).
Currently, dark energy is thought to be homogeneously distributed across the
Universe. Its presence is needed to explain the acceleration of the expansion of the
Universe, observed since a redshift of approximately 1. On the other hand, dark
matter and baryons start from an almost perfectly homogeneous distribution in the
early Universe, then gradually congregate in the form of the web of filaments and
nodes of today’s Universe.
Baryons are the only component that we have been able to directly detect. In the
jargon of Cosmology, baryons are defined to be all particles, atoms, ions and molecules
built from the Standard Model of Particle Physics. Baryons make up stars, galaxies,
and the interstellar and intergalactic gas. The farthest detected baryons are those
that emitted the Cosmic Microwave Background (CMB) about 380,000 years after
the Big Bang. Theses baryons were distributed almost homogeneously, with density
inhomogeneities of order 10−5 of the average density. Therefore, one of the main
questions that any theory of cosmology needs to explain is how the Universe went
from the simplicity of such homogeneity, to the complexity and diversity it contains
today.
In the nearby Universe, baryons are detected in galaxies, as stars, gas and dust,
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and in galaxy groups and clusters in the hot phase, where gas temperature is larger
than ∼ 1 keV. Together, the above categories of baryons only account for about 30%
of the baryons expected from the ΛCDM model, and indirectly observed in CMB. The
rest of the baryons are expected to be in a warm-hot phase, which is difficult to detect
(e.g. Cen & Ostriker, 2006; Bregman, 2007). This is known as the “missing baryons”
problem. In fact, the rest of the baryons are expected to lie in the same structure of
filaments and nodes observed in the distribution of galaxies, and simulated in dark
matter-only numerical simulations.
On the other hand, dark matter is an undetected form of matter, expected to be
found in clusters and galaxies, based on the discrepancy between the mass of observed
baryons, and the various dynamical mass estimates in these systems. The nature of
dark matter remains a mystery.
1.1.2 Galaxy Clusters
Galaxy clusters form at the nodes of the cosmic web. Historically, their galaxies
were first observed in the optical part of the spectrum. Clusters contain hundreds
to thousands of bound galaxies, while galaxy groups have tens of galaxies. However,
galaxies only constitute from about 50 to a few percents of the baryon mass, as we go
from groups/poor clusters to rich clusters. In turn, the baryon fraction of the total
mass is only in the 10 to 15% range (e.g. Dai et al., 2010). Therefore, galaxies are
only the visible tip of the iceberg in clusters.
Conversely, looking at the Universe in X-ray, galaxy clusters stand out by the
emission from their intra-cluster media (ICM). The gas elsewhere in the cosmic web
is not visible in emission, due to its low density. On the other hand, the larger mass of
galaxy clusters increases their gravitational fields, which in turn compress and heat the
ICM. These high temperatures and densities cause the ICM to emit predominantly
bremsstrahlung radiation, whose magnitude depends on density squared. In other
words, clusters’ gravity acts as a spotlight that highlights the presence of baryons in
clusters, while they are difficult to detect in other environments. Clusters are the
only locations in the nearby Universe where we see baryons near their expected mass
fraction on size scales of hundreds to thousands of kiloparsecs.
We present here some broad characteristics of galaxy clusters. The temperatures
of the ICM of clusters, kTX , is in the range from 1 to 10 keV. There are extreme
examples with higher temperatures, however. This ICM is expected to be similar to
the virial temperature of a cluster, defined to be
kTvir =
GMvirm
2Rvir
, (1.1)
where Rvir is the radius around the center of the cluster, within which all the mass
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is virialized, Mvir is the total mass contained within Rvir, and m the mass of a
typical particle in the system. A virialized system is a gravitational system of many
particles, where the average gravitational energy of a particle reaches the equilibrium
value equal to twice its average thermal energy.
The above temperatures correspond to gravitational masses of 1013 − 1015M⊙,
where M⊙ is the mass of the Sun. And the above virial radii are of order one mega
parsec (Mpc). The virial radius encloses a mean density which is around 200 times
the background density of the Universe surrounding it. X-ray emission is typically
seen in the inner few hundreds of kilo parsecs, and in some cases it can be detected
up to the virial radius.
Self Similarity
The dominant force in galaxy clusters is gravity, whose energy is larger than that
of any other process, for most of the cluster’s volume. Now, gravity has no scales
associated with it. This means that for any configuration, there is a family of similar
configurations, different only through a scaling factor of the different masses and
distances in the original configuration. Therefore, the dominance of gravity in clusters,
and gravity’s scale-free nature makes clusters of different masses look similar to each
other, up to a scaling factor. This is called the self-similar scaling of clusters. It is
observed in the outer regions of clusters, where gravity dominates the most.
Cluster Morphology
There is some diversity in the X-ray morphologies of galaxy clusters. While many
show a relaxed morphology, which is either circular or elliptical, clusters also show dis-
turbed morphologies and double peaked emission distributions. Signs of mergers are
sometimes found in the surface brightness (SB) of clusters. These include bullet-like
features and cold fronts and shocks. The latter two can be recognized as disconti-
nuities in the SB, but can only be distinguished by measuring the temperatures on
either side of the discontinuity. Signs of activity from central objects include X-ray
cavities, where the SB decreases relative to the surrounding.
The Cores of Clusters
There are two classes of galaxy clusters: Cool Core clusters, and Non Cool Core
clusters. Cool Core clusters (CC), have peaked central SB, and a decrease in central
temperature, while Non Cool Core clusters (NCC) have flatter SB profiles, and do
not show a central temperature dip. The origin behind this dichotomy is not clear.
There are reasonable arguments for clusters evolving from one state to the other,
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while other arguments support a picture where the early merger history of a cluster
sets its cool core state. We discuss this dichotomy further in Section 1.2.3.
The center of galaxy clusters frequently hosts a large elliptical galaxy, which is
referred to as the Brightest Cluster Galaxy (BCG). The radial extent of BCG’s is
larger than the typical size of elliptical galaxies. Sometimes, BCG’s exhibit double
or multiple peaks, which are signs of an ongoing merger. An Active Galactic Nucleus
(AGN) is found in the center of some BCG’s.
1.1.3 Tools: Metallicity and Entropy
In this work, the two main physical quantities we use to study galaxy clusters are
metallicity and entropy. The common factor between the metallicity and entropy is
that they both represent the integral effects of certain physical processes taking place
in a galaxy cluster.
Metallicity: Definition and Introduction
The elemental composition of the Universe is dominated by hydrogen (73.5%) and
helium (24.8%), where the preceding values are those reported in Grevesse & Sauval
(1998) for solar measurements. All other elements are found in traces, and are given
the name “metals” by astronomers. For example, in the Sun, the mass fraction of all
metals is measured to be approximately 1.7% by Grevesse & Sauval (1998).
There are two ways to report the amount of metals measured in an astronomical
object. The first, is based on a measurement of the ratio of two elements, according to
the number of atoms of each element. This is then scaled by the corresponding ratio
of elements in the Sun, and the logarithm of this ratio is reported. This measurement
is represented by showing the ratio of element symbols, inside square brackets. For
example, one could measure the metallicity of iron, and report it as
[
Fe
H
]
= log
{
(NFe/NH)object
(NFe/NH)sun
}
, (1.2)
where NX is the number of atoms of element X, and where the “object” and “sun”
subscripts show the object to which the measurement refers. The logarithm above is
base 10.
The second way to report metallicity is based on mass fraction, and is the way
we use exclusively in this work. This mass-fraction metallicity is generally given
the symbol, Z. It is simply the mass fraction of either all metals or one element,
relative to the medium which contains them. It is generally reported in units of solar
metallicity, Z⊙, which is the measure of the same quantity in the Sun. For example,
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one can report the metallicity of the ICM of a cluster as Z = 0.3Z⊙. This means that
the mass fraction of metals can be calculated as
Mmetals
MICM
= 0.3
Mmetals
⊙
M⊙
, (1.3)
where, Mmetals
⊙
is the mass of metals in the Sun. In turn, the fraction on the right
hand side of the above equation is given by measurements of elemental abundances
in the Sun.
The most commonly used study of the Sun’s metallicity is Anders & Grevesse
(1989). It is a compilation of many metallicity measurements from meteorites, and
from the Sun’s photosphere. Anders & Grevesse (1989) report a measurement of the
abundance of each element, relative to hydrogen. The spectral analysis in this work
assumes the Anders & Grevesse (1989) abundances.
In this work, we define
AFe ≡
MFe
⊙
M⊙
, (1.4)
as the solar abundance of iron, by mass. We use the value AFe = 0.0019, calcu-
lated from the photospheric measurements reported in Anders & Grevesse (1989), to
convert metallicity measurements resulting from our spectral analysis to iron mass.
Most metals have been produced in stars, predominantly through thermonuclear
burning, or in the processes resulting from the extreme conditions in supernovae
(SNe). Only a small fraction of metals were produced in the early Universe. This
process, named Big Bang Nucleosynthesis (BBN), determined the overall fraction of
hydrogen and helium in the Universe. In addition, it only produced a few of the
light elements, such as lithium and beryllium. The theory behind BBN is one of
the robust pillars on which stands the Big Bang theory. It accurately calculates the
primordial abundance of many low-atomic number isotopes, compared to abundance
measurements, and is in agreement with the CMB measurement of baryon density in
the Universe.
The ICM temperatures in galaxy clusters as well as the abundance of each element
determine the strength of its atomic transition lines, in the spectrum emitted by
the ICM. The ICM’s emission spectrum has two main contributions. The first is
bremsstrahlung radiation, which results from the mutual accelerations between the
ions and electrons in the ICM. The second is line emission of various metals, like
iron, oxygen, sulfur, silicon and magnesium, among others. Bremsstrahlung emission
dominates for temperatures larger than 1− 2 keV.
Iron is the element producing the strongest lines, for the temperature range found
in groups and clusters. For spectra with temperature larger than 2-3 keV, especially,
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the Fe-K line at an approximate energy of 6.5keV has a large equivalent width and is
separated from any other lines. It provides the strongest constraint on the metallicity
determination (e.g. Sarazin, 1988).
Entropy: Definition and Introduction
In thermodynamics, the entropy of a system is a measure of its disorder and ran-
domness. If our system is a gas, its entropy is directly related to its thermal energy,
since more thermal energy implies a larger disorder in the phase-space of its particles,
contrary, for example to an increased bulk kinetic energy. It is thus more intuitive to
think of (the change in) entropy, especially in our context, as a measure of acquired
or lost thermal energy, compared to some initial state.
An adiabatic process is one where a system of particles does not gain or lose
any heat. An example that fits such description is a gas element in the ICM, being
compressed due to the pressure acting on it, while being somehow thermally isolated
from the rest of the ICM, and not radiating away any of its thermal energy. In an
adiabatic process, for a monatomic gas, the quantity T/n2/3 is unchanged. Here, T
is the temperature, and n is the density of the gas. Therefore, any change to T/n2/3
indicates the occurrence of a non-adiabatic process, where the system exchanges heat
with its environment.
Given that the density and temperature of ICM in clusters are measurable with
X-ray observations, the quantity
S ≡ kT
n
2/3
e
(1.5)
is defined as entropy, where k is Boltzmann’s constant, and ne is the ICM electron
density. S is related to the thermodynamical entropy per particle, s, through
s =
3k
2
lnS + s0 , (1.6)
for a monatomic gas. The constant s0 depends on fundamental constants, and can
be obtained from the Sackur-Tetrode equation. In the case of a monatomic gas, with
particle mass, m,
s0 =
3k
2
ln
2pime5/3
h2
, (1.7)
where h is Planck’s constant and e is the base of the natural logarithm. However, the
constant s0 is not used in this work, as we work solely with the quantity S, which
has units of keV cm2.
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Well, what is the advantage of using entropy, instead of thermal energy, for ex-
ample? Are they not both measures of thermal energy? The answer to the second
question is yes. However, thermal energy can be modified without injecting any heat,
for example by mechanical (“PdV ”) work. Any adiabatic process affecting the ICM
might change its temperature or its density, yet it will not change its entropy. So
in effect, entropy measurements bypass all these processes, and track the processes
which involve heat exchange.
On the other hand, there are many processes that can add or extract heat from
the ICM, as well as exchange heat between different parts of the ICM. These are the
processes which will change the entropy, S. We highlight some of these processes,
here. Many of the processes below are reviewed in more detail, among others, in
McNamara & Nulsen (2007).
Gravitational shock heating. This processes is responsible for turning the gravi-
tational potential energy of two merging clusters into thermal energy. Shocks
occur when two media are moving supersonically past one another. Since galaxy
clusters are driven by their dominant gravity, the entropy generated by gravi-
tational shocks determines the overall level of entropy in most clusters.
Radiative cooling. Because we measure the energy radiated away in the thermal
X-ray spectra, we know that it must be lost from the thermal energy content
of the cluster. Therefore, radiative cooling follows the plasma emissivity, which
is proportional to n2.
Heating by AGN and SNe At different epochs during the formation of a cluster,
AGN or SNe are the sources of energy injection in the ICM. Energy can be
transfered from these objects to the ICM through mechanical energy, which
later is converted to heat. This is seen, for example in the X-ray cavities inflated
by AGN activity, in the centers of many clusters. The observational evidence,
as well as the physics that explain such processes are reviewed in McNamara &
Nulsen (2007).
Turbulent dissipation. This process permits the transfer of mechanical energy, in
the form of eddies in the ICM, to thermal energy.
Conduction. Conduction permits the exchange of heat between parts of the ICM
with different temperatures. In a plasma, such as the ICM, the efficiency of con-
duction depends critically on the topology of the magnetic fields. However, the
latter is not readily measurable. The importance of conduction, thus, remains
rather uncertain in clusters of galaxies.
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Entropy is thus a quantity which contains an integrated record of the heat ex-
change that occurred in each gas element. It is insensitive to any adiabatic processes
expected to happen as the cluster evolves. Despite all the processes, described above,
which can affect entropy, it is mainly determined in clusters by a few of them, as will
be discussed in Section 1.2.2.
1.1.4 Instrument: Chandra
The X-ray observations in this work were taken from the archival data of Chandra
X-ray Observatory, which we simply call Chandra, hereafter. Chandra1 is an X-ray
telescope in an elliptical high Earth orbit, which reaches out to one third of the
distance to the moon.
Figure 1-1: Illustration of the Chandra X-ray Observatory. Source:
http://chandra.harvard.edu/
Compared to other X-ray observatories, Chandra has the best spatial resolution.
Its point spread function is approximately 0.5 arcseconds. It has both imaging and
spectroscopic capabilities. In this work, we only use observations taken in the imaging
mode, with the ACIS instrument. However, even in the imaging mode, spectral
information of detected photons is recorded. We can thus reconstruct imaging and
spectral information from each observation.
Each Chandra observation is made public one year after it is acquired. This forms
a large database of archival data, which allows scientists to use them for further
studies. In addition, one of the great advantages that Chandra has to offer to the
astrophysical community is the availability of its analysis software, CIAO2, with well
organized and extensive documentation.
1See http://chandra.harvard.edu/ for the outreach website, http://cxc.harvard.edu/ for the more
technical website
2CIAO can be found at http://cxc.harvard.edu/ciao
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1.2 What We Know
We review in this section past studies of galaxy cluster metallicity and entropy, which
are relevant to the present work. Studies on both the observational and theoretical
fronts are highlighted.
1.2.1 About Metallicity
The first iron lines detected from X-ray spectra of galaxy clusters were reported in
Mitchell et al. (1976) and Serlemitsos et al. (1977), using the Ariel V and OSO-
8 observatories, respectively. Ever since, many studies have addressed a variety of
questions about metals in clusters. Their origin, quantity, distribution, time evolution
and dependence on cluster mass were among many questions investigated.
The Overall Amount of Metals
Renzini et al. (1993) was the first study to point out that one cannot account for
all the observed metals in the ICM assuming the current SN Type Ia rate per unit
luminosity was the same in the past. This problem was studied with better SN data
and more complex chemical evolution and ICM enrichment models by Portinari et al.
(2004) and Loewenstein (2006), who both showed the need for more metal production
in clusters, compared to what is observed in the field. Both studies, above, suggest
that a different stellar Initial Mass Function (IMF) must operate in field galaxies
than in clusters. Loewenstein (2006) tested multiple star formation histories with
multiple IMF’s against metallicities of clusters up to redshift of 1.2, and SN Type Ia
rates up to a similar redshift. The conclusion of Loewenstein (2006) was the need for
both, more star formation compared to standard star formation histories, as well as
an IMF skewed more towards larger-mass stars, in order to produce enough metals
through the studied range. Nagashima et al. (2005) also come to the conclusion that
a top-heavy IMF provides a better fit to the metallicity measurements.
Another class of models that try to compute the metallicity of clusters implements
models of chemical evolution in hydrodynamical simulations. Borgani et al. (2008)
give a good review of such studies. The results of these studies in terms of the effect of
different IMF’s on the level of enrichment vary. For example, Tornatore et al. (2007),
do not require a top-heavy IMF, as above, since a Salpeter IMF produces a level of
metallicity as well as a metallicity radial profile both consistent with measurements.
Conversely, Fabjan et al. (2008) find that in the central regions of a cluster a Salpeter
IMF produces larger metallicities than observed for low-mass clusters, while a top-
heavy AY IMF makes the discrepancy even larger. Borgani et al. (2008) note that it
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is not trivial to pinpoint the origin of the discrepancy between the various results of
simulation studies.
Metallicity Evolution and Radial Dependence
An evolution of the metallicity with redshift is observed both in Balestra et al. (2007)
and Maughan et al. (2008), albeit with a large scatter. Both studies observe an
increase in metallicity measurements, where the core of the cluster is excluded. The
increase is such that roughly a similar amount of metals is seen to have been produced
before and after a redshift of z = 1.
Two classes of SNe are responsible for producing the metals in clusters. Type Ia
SNe (SNIa) are thought to result from white dwarfs accreting matter from a com-
panion star, in binaries, and exceeding the Chandrasekhar limit. The fact that they
result from stars in binaries means that the time between the formation of the stars
and the exploding of the SN will depend on the mass of the stars, which dictates its
evolution time. The distribution of times between formation and SN is known as the
delay time distribution, and is not well constrained, currently. On the other hand,
Core Collapse SNe (SNCC) are the endpoints of the lives of massive stars, whose life
is short compared to the time since the peak of star formation, at a redshift of 2–3.
This difference in the timescales associated with the two classes of SNe is important
to understanding the expected evolution of metallicity. Ettori (2005) give an example
of how to translate the SN rates, of both classes, to metal production rates. The model
of Ettori (2005) is used to explain the observed metallicity evolution in Maughan et
al. (2008), in the Chandra archival data.
If the above picture of a prompt metal injection from SNCC, followed by a more
gradual injection from SNIa holds, then we should expect it to affect the metallicity
radial profiles as well. Each class of SNe produces a different set of elements (e.g.
Werner et al., 2008). Both SN classes produce iron, while, for example, SNCC are
the main contributors of oxygen, neon and magnesium. Since the rate of SNCC is
essentially proportional to the rate of star formation (due to their prompt detonation),
we expect their products to enrich the ICM even before the collapse of the cluster,
because the star formation rate peaks at redshifts of 2-3, while clusters form later.
Their products are therefore expected to be homogeneously spread through the ICM.
Conversely, SNIa products are expected to be nearer the center of the cluster, as the
BCG accumulates more and more stars with time.
Using very deep Chandra observations, Sanders & Fabian (2006) measure a large
amount of SNCC products in the core of the Centaurus cluster. They conclude that
SNCC products are either the result of recent star formation, or the result of recent
mass loss from high-metallicity stars. Similar observations are made in Million et al.
(2011) for the Virgo Cluster, with a similar set of explanations as above. In addition,
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Million et al. (2011) suggest that low-entropy gas containing SNCC products from
early star formation, which is able to avoid mixing with the surrounding gas and
thus keeps its SNCC-like composition, is behind the observed metallicities. This is
reminiscent of the low-entropy gas able to sink towards the center of clusters in the
simulations of Cora (2006).
Metallicity in CC and NCC Clusters
De Grandi & Molendi (2001) were the first to show the difference in the metallicity
profiles of CC and NCC clusters, with BeppoSAX measurements. They found that
CC clusters have a central peak, while NCC do not. De Grandi et al. (2004) show
that the excess metals in the peaks of CC clusters can be entirely accounted for,
as products of the BCG stars, using population synthesis and chemical enrichment
models.
Metals at the Largest Radii
On the large scales, metallicity is measured in Fujita et al. (2008) at distances as
large as 2 Mpc from the centers of two merging clusters, Abell 399 and Abell 401.
Metallicity there is measured to be around 0.2Z⊙. The presence of metals with such
abundance, at such large radius is interpreted by Fujita et al. (2008) as a sign of a
uniform pre-enrichment occurring before the formation of the clusters.
1.2.2 About Entropy
Ponman et al. (1999) were among the first to measure the departure of the entropy
from the expected self-similar scaling, with cluster mass. Because S ∝ T/n2/3, we
expect the characteristic entropy scale of a cluster to scale proportionally to its virial
temperature, or as M2/3, where M is the cluster mass. In Ponman et al. (1999),
entropy measured at 0.1Rvir shows a shallower dependence on temperature, than
the linearity expected. In other words, there was excess entropy measure for the
low-temperature clusters. This departure from self-similarity was seen for clusters of
temperature 3 keV, and lower. Departure from self-similarity was again measured
using ASCA and ROSAT, in Lloyd-Davies et al. (2000) and Ponman et al. (2003),
and using XMM-Newton in Pratt et al. (2010).
In parallel to these observations, models were developed to include all the effects
that could change entropy. To first order, a model for the entropy of a cluster would
only include the heating generated by gravitational shocks in infalling gas. Such model
was presented, for example, in Voit et al. (2005), as well in Nagai et al. (2007), which
are hydrodynamical simulations that implement the shock heating of the ICM gas,
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during the mergers that build the clusters. Entropy is found in such hydrodynamical
simulations to rise with radius as r1.1−1.2.
The work of Voit et al. (2005) not only estimated the shape of the radial depen-
dence of entropy, but also an overall normalization, which makes their entropy profiles
lower than those in observed clusters. Prior to that, the normalization was uncertain,
due to the simpler nature of the models used.
Other studies added to the effect of gravity, the effect of non-gravitational pro-
cesses, such as a pre-heating level in Tozzi & Norman (2001) and cooling and pre-
heating in Voit et al. (2003). Both of the preceding studies used semi-analytical mod-
els, which computed the entropy generated in a cluster based on the time evolution
of the mass it accumulates. The larger a cluster gets, the more entropy is generated
in shocks. Therefore, the gravitationally generated entropy depends crucially on the
history of mass accretion, as the latter determines the amounts of gas that is shocked
at different infall speeds, depending on the mass previously accumulated.
The entropy profiles of Tozzi & Norman (2001) and Voit et al. (2003) have nor-
malizations which are systematically larger than in observations. This is because one
of their simplifying assumptions is that all gas is accreted on a cluster smoothly, i.e.
not inside clumps such as other merging clusters. This smoothly accreting gas has a
lower average density than if it were merging in clumps, making it easier to raise its
entropy to high values.
Borgani et al. (2005) and Nagai et al. (2007) also added non-gravitational pro-
cesses, calculated with semi-analytical models, to their hydrodynamical simulations.
Borgani et al. (2005) add to the gravitational heating a pre-heating level in one set
of simulations, and in another set, they add radiative cooling, with one or both of
wind heating from SNe and a pre-heating entropy floor. They find that to counter
the effect of cooling, both pre-heating and SN heating are needed. Similarly, in Nagai
et al. (2007), gravitational heating-only simulations are compared to simulations that
include cooling and star formation. They find that the cooling and star formation
simulations match observations considerably better.
Starting from an initial entropy profile from gravitational heating, McCarthy et al.
(2008) study whether it is possible make and maintain the entropy profiles of CC and
NCC clusters. They do so, using a semi-analytic model, and find that NCC clusters
can be obtained starting with a high pre-heating level, while CC clusters require a
feedback mechanism that heats the lowest entropy gas, in addition to the pre-heating
level.
More recently, a study of all clusters in the Chandra archival data was undertaken
by Cavagnolo et al. (2009) to compute their entropy profiles. The results from that
work were made available in a public database. We compare our computed entropy
profiles to those of Cavagnolo et al. (2009) in Chapter 3, below.
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1.2.3 The Cool-Core/Non-Cool-Core Dichotomy
One manifestation of the diversity of entropy profiles measured in galaxy clusters is
the CC/NCC dichotomy. Despite the name, the cool core class of a cluster has not
always been determined by temperature measurements of the core of clusters. It is
found that CC clusters have a surface brightness peak, at their center, contrary to
NCC cluster. Surface brightness is thus used in many studies to distinguish the two
classes.
Cavagnolo et al. (2009) analyzed all clusters observed by Chandra up to 2008,
and computed the entropy profiles for 239 clusters. They fit the cluster entropy
as a function of radius to a simple constant plus power-law form, and find a clear
bimodality in the values of the constant, i.e. a bimodality in the central levels of
cluster entropy.
The origin of the CC/NCC dichotomy is yet to be fully understood. There are
some indications that clusters can change from one state to another. For example,
Rossetti & Molendi (2010) interpret the presence of metallicity peaks in some NCC
clusters, similar to those found in CC clusters, as an indication that these clusters are
in a transition between the two states. Other theoretical works attempt to explain this
dichotomy as caused by some past initial conditions. For example, Burns et al. (2008)
suggest that NCC clusters are those where a major merger happened at high redshift.
McCarthy et al. (2008) suggest that both CC and NCC arise from a wide range of
pre-heating levels, and that the dichotomy happens because of the steep dependence
of central cooling on that initial heating level. They present a semi-analytical model
which succeeds in preventing runaway cooling at the center.
1.2.4 Studies Relating Metallicity and Entropy
Some studies attempt to make a link between entropy and metallicity. High-resolution
observations of the centers of clusters find regions of enhanced metallicity expected
to have been ejected from the central regions of clusters, by the central engine (e.g.
Simionescu et al., 2008, 2009; Kirkpatrick et al., 2009; O’Sullivan et al., 2011). In
particular, Kirkpatrick et al. (2011) showed that the direction of elongation of an
enhanced-metallicity region is correlated with the direction of cavities and radio emis-
sion axes, originating from the center. In addition, Kirkpatrick et al. (2011) find that
the size of the high-metallicity region correlates with the power of the jet. Gitti et
al. (2011) find cool gas ejected from the center of the Hydra A cluster, to distances
between 70 and 150 kpc. They estimate the mass of the above gas to be of the order
of 1011M⊙, which is of order 5% of the gas mass within 0.15R500, as estimated by our
calculations.
These findings suggest a link between the central engine and metallicity redis-
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tribution in the cluster, and might point to a possible relation between metallicity
and entropy modifications in the center. On larger scales, however, simulations by
Borgani et al. (2005) and Short et al. (2012) suggest that winds from SNe have little
effect on the overall entropy of clusters.
1.3 General Aims
We have seen above how metallicity and entropy can carry information about past
star formation, ICM heating, and any processes that contribute to the distribution
of metals in the ICM. By carrying out a systematic analysis of both quantities on
a sample of clusters, we aim to look for any processes connecting metallicity and
entropy. And if such connection between metallicity and entropy is found, can a
picture be formulated to consistently describe the measurements? More precisely, the
aims of this thesis can be formulated as follows.
• Can we detect a signal connecting the amount metals injected in the ICM
homogeneously, and early in the history of the formation of clusters, to an excess
entropy at large radii, caused by the same SNe responsible for the chemical
enrichment?
• Is there a relation between the amount of metals in the cores of clusters and
the amount of non-gravitational heating of the ICM? And if there is, can we
formulate a picture describing the physical processes behind such a relation?
• Can we gain any insights on the different paths taken by CC and NCC clusters,
which created this observed dichotomy?
• We aim to provide our metallicity and entropy profile measurements to the
scientific community. We also aim to share the automated analysis source code,
to allow others to use it, or build on it for further investigations.
1.4 Thesis Outline
We present our study, organized as follows. In Chapter 2, we present our data sample
of 45 clusters, obtained from the Chandra archive, and describe how we prepare it
for analysis. This is followed by a description of our imaging and spectral analysis
methods, which produce, density, temperature and metallicity profiles. We also in-
clude in Chapter 2 a description of other measurables that we extract from the data,
such as cluster total and gas masses, the surface brightness concentration, cSB, and
the centroid shift, 〈w〉.
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In Chapter 3, we present the results of the above analysis, including the two main
observables we seek for this study, the metallicity and entropy as a function of cluster-
centric radius, for each cluster. We then apply statistical tests to look for correlations
between different entropy measures, on the one hand, and metallicity measured out-
side the cluster core, then inside the core, on the other hand. A discussion of the
systematics of metallicity and entropy measurements is included. We then present
other measurements, which shed some light on our understanding, such as a mea-
surement of the deviation of entropy from the self-similar scaling with mass, and the
measurement of metallicity as a function of how relaxed a cluster is.
A discussion of the results is presented in Chapter 4. We discuss the absence of a
convincing result in detecting the effect of early SNe on the entropy at large radii, and
propose further studies that can help find such signal. We then discuss our detected
correlation between scaled entropy and the metallicity in the core region, and present
two ways to understand it.
In Chapter 5, we introduce a semi-analytical model for computing the entropy
distribution in clusters. We show the results of running the model, and discuss its
shortcomings, its advantages, and how it can be further developed.
Finally, we summarize this work and conclude in Chapter 6, and propose a few
research directions that can be undertaken to further understand galaxy cluster his-
tories.
Throughout this work a ΛCDM cosmological model is assumed, where the Hubble
constant is H0 = 72 km/s/Mpc, the matter density parameter Ωm = 0.26, the dark
energy density is ΩΛ = 0.74, and the universal baryon fraction, fb = Ωb/Ωm = 0.169,
where Ωb is the brayon density.
Chapter 2
Data Sample and Analysis
We present in this chapter our sample of clusters, and a detailed description of the
analysis performed to obtain various quantities of interest.
2.1 Data Sample
Our sample consists of bright clusters, which were observed with Chandra’s ACIS
instrument out to at least 0.2R500, where R500 is the radius enclosing an average
density that is 500 times the critical density of the Universe at the redshift of the
observed cluster. More precisely, we start with the HIFLUGCS sample of galaxy
clusters, which is a flux-limited sample of clusters with X-ray flux fX [0.1−2.4keV ] ≥
2 × 10−11 erg/s/cm2 (Reiprich & Bo¨hringer, 2002). We search for the HIFLUGCS
clusters with Chandra coverage out to at least 0.2R500. For the purpose of selecting
clusters, we use the values of R500 measured in Reiprich & Bo¨hringer (2002). The
ACCEPT study (Cavagnolo et al., 2009) measured the entropy profiles of all galaxy
clusters observed by Chandra, up to August 2008, and has made the data available
online1. We search the ACCEPT data for clusters which have entropy measured in
at least 3 radial bins beyond 0.2R500. Thirty four galaxy clusters satisfy the above
selection criteria. We supplement the above sample with another 14 clusters from the
HIFLUGCS “extended sample”, satisfying the same Chandra field-of-view constraint
as above.
For all spectral analysis, we discard all observations taken before January 29, 2000
as the Chandra focal plane temperature for that period was −110◦C or higher, which
increases the level of background. Chandra’s calibration is in general better for later
dates. The above date is the start of Period C, corresponding to a set of blank-
sky datasets, from Chandra’s calibration database, where blank sky observations
1http://www.pa.msu.edu/astro/MC2/accept/
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were divided into time periods2 where the background was approximately constant
in spectral shape and normalization. Thus the excluded datasets belong to Periods
A and B. We extract our background spectra from Blank-Sky datasets, as explained
in the Data Preparation section, below. Only one cluster, Abell 401, is excluded
from our analysis because it was only observed prior to January 29, 2000. After the
temperature fitting (detailed in Section 2.3.2), we exclude Abell 2204 from further
analysis as we find that it is not adequately fit by our spectral model. We also
exclude Abell 2255 because its short-exposure observation only allows us to make a
2-bin temperature profile. Our final sample size for most of our analysis therefore has
45 clusters. However, we still present some results for the 3 discarded clusters, above.
For imaging analysis, however, we include all observations of the above 45 clusters.
We show in Appendix A the observational details of our sample, and the Chandra
observations used in this work. For each cluster, we show the label which will be used
to designate it hereafter, in figures and tables of this work. We show the cluster’s
coordinates on the sky, and its redshift. We list the Chandra OBSID’s we use in this
work. Some OBSID’s are shown in parentheses. These are the observations that were
used in imaging analysis, and excluded from spectral analysis, as described above.
Finally, we show the total exposure time for spectral analysis.
2.2 Data Preparation
We use the Chandra Interactive Analysis of Observations software, more commonly
known as CIAO3, for analysis in this work. More precisely, we use CIAO’s 4.2 version.
Data are reprocessed following the guidelines in the CIAO analysis thread “Reprocess-
ing Data to Create New Level=2 Event File”, using the tool acis process events.
This reprocessing includes filtering to keep only event grades 0, 2, 3, 4 and 6. In addi-
tion, the VFAINT background cleaning method is applied to observations in VFAINT
mode, using the check vf pha=yes option to acis process events.
The center of the clusters is defined to be the centroid of event x- and y-coordinates,
calculated using the following iterative scheme. First, we select the observation with
the longest exposure time, in the cases where we have multiple observations of one
cluster. For ACIS-I pointing, we calculate the centroid using all four ACIS-I chips,
while for ACIS-S pointings, we only used the chip with the most counts. We only
include events with energies between 0.3 and 7keV. For the first centroid computation
iteration, Iteration 1, we calculate the medians and the standard deviations of the
x- and y-coordinates of the events from the entirety of the selected chip(s) of the
longest-exposure observation. For Iteration 2, we restrict the median and standard
2http://cxc.harvard.edu/contrib/maxim/acisbg/data/README
3http://cxc.harvard.edu/ciao/
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deviation calculation to events within an ellipse with semi-major axes equal to twice
the x and y standard deviations calculated in Iteration 1, i.e. 2×(σx1, σy1). For Itera-
tion 3, the ellipse is shrunk to have semi-major axes equal to 1× (σx2, σy2). Similarly,
Iteration 4’s filter ellipse has semi-major axes 0.75 × (σx3, σy3). For the final itera-
tion, Iteration 5, we employ events from all observations in the centroid computation,
instead of using the longest-exposure observation alone. The Iteration 5 filter ellipse
has semi-major axes equal to 1× (σx4, σy4).
Events from point sources are then identified and discarded. We use CIAO’s
wavdetect tool, applied to an image of the merged event files from all observations.
The input image to wavdetect includes only events with energies in the range 0.3-
7keV and is binned in (2× 2)-pixel bins. The detected point source regions are
inspected by eye to ensure that each region is large enough to include all events from
its corresponding detected point source, and to add sources that were not detected
by wavdetect. The latter tend to be point sources away from the telescope’s optical
axis, where the point spread function is much larger than it is in the center. We also
exclude any region of bright extended emission, which does not belong to the central
cluster emission, such as that from infalling sub-clusters (e.g. the sub-cluster to the
North of Abell 2163.) We expect that many clusters will contain emission from faint
infalling sub-clusters, which cannot be resolved due to their low surface brightness.
Therefore we do not attempt to discard all emission from identified sub-clusters, and
only remove the bright peaks of such emission when present.
Periods of high count rates resulting from flares are removed using the lc clean()
tool in Sherpa4. We compute a light curve of all data counts, excluding the point
sources detected above, and the central 300” to exclude the bulk of the cluster emis-
sion. Short flares are excluded when they are identified by lc clean(). While longer
flares are excluded manually by selecting events in the time range which is sufficiently
removed from the the start or the end of the flare. Some observations in which one
or many flares last for most of the exposure time are entirely excluded.
For each observation, we create a background dataset from the Blank Sky files,
available as part of the Chandra calibration files. We choose the Blank Sky file for
each ACIS chip based on the cluster dataset’s observation date, its aim point and
whether a CTI correction was applied to it. As mentioned above, we exclude all
data taken in Periods A and B. No Blank-Sky datasets are available in Period C,
in VFAINT mode. We therefore assign to these datasets, the Blank-Sky files from
Period D in VFAINT mode. In addition, we exclude some ACIS-S data taken during
Period C, because their corresponding Blank-Sky files are not available.
4Sherpa is CIAO’s tool for spectral analysis. http://cxc.harvard.edu/sherpa/
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2.3 Entropy Profile Calculation Method
We recall here some of the definitions introduced in Section 1.1.3. As is standard
in clusters astrophysics, we define entropy as S = kT/n
2/3
e , where k is Boltzmann’s
constant, T the ICM temperature, and ne its electron density. S is related to the
thermodynamical entropy per particle, s, through
s =
3k
2
lnS + s0 , (2.1)
for a monatomic gas. The constant s0 depends on fundamental constants (See Section
1.1.3), however it is not used in this work, as we work solely with the quantity S,
which has units of keV cm2.
Throughout this chapter, we assume that the ICM in our sample of clusters is
spherically symmetric. Therefore, to compute a radial profile of entropy, we need
to extract from our data an electron density radial profile, ne(r), and a temperature
radial profile, kT (r). We present in this section the method for computing ne(r) and
kT (r), from surface brightness and spectral measurements of Chandra observations
of our sample of clusters. For the electron density, we use the symbols ne and n
interchangeably.
2.3.1 Density Profile, ne(r)
Computing the electron density profile of the ICM is done in two steps. First, we use
surface brightness (SB) measurements to constrain the shape of the density radial
profile. Then, we use spectral measurements to set the overall normalization of ne(r).
These two steps are detailed in the following.
Fitting the Shape of ne(r)
To fit for the density profile shape, we extract a SB profile based on photon counts in
the energy range 0.7–2keV. Radial bins are defined such that the boundary radii are:
r0 = DA × 1.2”
ri+1 = 1.25ri , (2.2)
where DA is the angular diameter distance to the cluster. If a radial bin has less
than 100 counts, it is merged with the next bin. The first radius, r0, is defined as
the projection of 1.2 arcseconds in the plane of the cluster, in order to include the
largest number of counts, while avoiding any potential point source coinciding with
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the centroid of the ICM X-ray emission. The Chandra point spread function has a
full width at half-max (FWHM) of approximately 0.5 arcseconds. The logarithmic
spacing of radii gives more resolution at small radii, where there are more counts.
From the source counts, Ctsrc, we subtract the background contribution computed
from the blank-sky datasets, and scaled by detector area and exposure time to match
each observation. The expected background counts in the shell of interest, in the
source observation is denoted Ctbg. The net number of counts is then normalized by
the exposure map, Aeffshell, to correct for the position dependence of Chandra’s effective
area. Finally we obtain a count SB by dividing by the solid angle of the extraction
region, Ωshell:
SBct =
Ctsrc − Ctbg
ΩshellA
eff
shell
. (2.3)
Now, the emissivity of an X-ray plasma at cluster temperatures is primarily in
the form of bremsstrahlung radiation, and is approximately proportional to n2
√
T .
There is also a contribution from line emission, which is also proportional to n2, but
has a non-trivial dependence on tempertature. However, the dependence of the two
processes, above, on temperature contrive to give a negligible emissivity dependence
on temperature, when emissivity is calculated in the 0.7–2keV energy range. In ad-
dition, since the plasma is not expected to absorb radiation in the X-ray wavelengths
emitted, it is assumed to be optically thin. Therefore, the SB at any given point on
the sky is simply the integral of all emission along the line of sight to that point. To
calculate the counts expected from the electron density n(r) model, for each radial
bin, we must integrate n(r) over the cylindrical shell bounded by ri and ri+1 on the
plane of the sky, and by zmax = ±20Mpc along the line of sight. The model for counts
SB is then given by
SBmodelct ∝
∫ zmax
0
dz
∫ ri+1
ri
2pisds n2(s, z) . (2.4)
where s is the cylindrical radial coordinate, on the plane of the sky, z the cylindrical
height coordinate, along the line of sight, and n(s, z) = n(r) an analytical model for
the electron profile, which is spherically symmetric, but written as a function of the
s and z coordinates.
We thus set out to find the best function, n(r), such that the Equation 2.4 is
satisfied, up to an arbitrary normalization. We do so by assuming that n(r) is de-
scribed by an analytical form, with enough parameters to phenomenologically satisfy
Equation 2.4. A maximum-likelihood fit is run to find the best-fit parameters of the
model for n(r).
The analytical form we choose for n(r) is Vikhlinin’s extended beta model
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(Vikhlinin et al., 2006),
n2(r)
n20
=
( r
rc
)−α
(1 + r
2
r2c
)3β−α/2
1
(1 + ( r
rs
)3)ǫ/3
+
n202,rel
(1 + r
2
r2c2
)3β2
. (2.5)
This model starts with the commonly used beta model, and supplements it with
more functions of radius, in order to allow it to fit the SB profiles phenomenologically,
with better flexibility. The classical beta model is the term (1 + r2/r2c )
−3β. It is
multiplied the term proportional to r−α, in order to accommodate a non-zero slope as
r approaches zero, while the (1 + r3/r3s)
−ǫ/3 term allows for a different slope at large
radii. The second term in Equation 2.5 adds further flexibility.
To speed the fitting process, we perform the two-dimensional integral in Equation
2.4 in the following manner. We use Python’s numpy module to compute the integrals.
For each radial bin, we compute the integral in steps of 1Mpc, along the z-axis. For
each z-axis step, we check whether the function n2(s, z) varies strongly for ri < s <
ri+1. If max(n
2)/min(n2) > 2, over the above range in s, then the full two-dimensional
integral is performed. Otherwise, we approximate the 2D integral by
pi(r2i+1 − r2i )
∫
dz n2(s¯, z) . (2.6)
The above-described model is fit to the surface brightness data using CIAO’s
tool Sherpa. A “user model” is created, within Sherpa, which performs the above
integrals, for each iteration of the fitting algorithm. This renders the fitting process
much slower.
Computing the Normalization, n0
Fitting the above radial profile to a photon count profile, does not give a dimensionally
correct central density, n0. Computing n0 requires knowledge of the integral emission
measure, EI, which is given by
EI =
∫
nenpdV , (2.7)
where np is the proton number density. The region of integration in Equation 2.7 is
the cylindrical shell that extends along the line of sight which projects on the radial
annulus of interest, as described in the previous sub-section (See Equation 2.4.)
This integral quantity, EI, is simply proportional to the normalization of the
APEC spectral model, which we use to model ICM emission. The APEC model
(Smith et al., 2001) is fit to the spectra of multiple radial bins around the center
of emission, as will be described in Section 2.3.2. The normalization of the spectral
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model of the ith radial bin, Ki, is related to EIi through
Ki =
10−14
4piD2A(1 + z)
2
EIi , (2.8)
where z, here, is redshift and not the line of sight coordinate. The normalizations
Ki have units of cm
−5. To separate the dependence on the normalization, n0, in
Equation 2.8, we define
Vi ≡
∫
cyl i
(
n
n0
)2
dV . (2.9)
We can then rewrite Equation 2.8 as
Ki =
0.82 10−14
4piD2A(1 + z)
2
n20Vi , (2.10)
where we assumed ne = 0.82np, which is suitable for typical ICM conditions.
We filter the radial bins included in the above calculation to include only radial
bins in which we have some confidence in the best-fit Ki values. To this effect we
select radial bins which have a spectral fit reduced χ2 smaller than 2, and where the
background count fraction is less than 30%. Each radial bin might have more than
one independently calculated normalization, Ki, corresponding to multiple Chandra
observations of the cluster. In the event where we have one measurement of Ki,
we estimate its uncertainty, δKi, by refitting its corresponding spectrum with the
temperature fixed at Tbest−fit ± δT , where δT is the uncertainty on temperature, as
described in Section 2.3.2. In the event that we have more than one independently
determined Ki for a given radial bin, we take an error-weighted mean of all normal-
izations as the bin’s Ki. We also take the standard deviation of these normalizations
as the error δKi. In general the dispersion among independently measured normaliza-
tions is significantly larger than the error on each of these measurements. This is the
case because, as will be described in Section 2.3.2, the normalization of spectra which
cover more than %95 of the area of a given radial bin are tied while fitting. On the
other hand, we allow spectra which cover smaller fractions of the radial bin’s area to
be fit independently, to allow for deviation from the azimuthal symmetry of spectra
extracted at different position angles along the same radial bin. These azimuthal
variations, in addition to the low counts in some of the spectra are likely the main
source of dispersion of normalizations, for a single radial bin.
Finally, the best-fit n0 is determined by minimizing
χ2n0 =
∑
i
(Ki − CDVin20)2
δK2i
(2.11)
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with respect to n20, with CD ≡ 0.82 10−14/4piD2A(1 + z)2. The normalization error,
δn0, is determined by finding the values of n0, which increase χ
2
n0
by ∆χ2n0 = 1.
The results of the above analysis to compute n0 are shown in Section 3.2.1.
2.3.2 Temperature Profile, kT (r)
To compute the temperature profiles, we again construct radial bins, and fit their
spectra, resulting in a projected temperature profile. We then deproject the above
temperature profile, using similar methods to those used to deproject the density
profile. To find the best-fit projected temperatures, we choose the size of the radial
bins to have a sufficient number of counts for a temperature determination, with
10% uncertainty. This count number, Nnec, which is a function of temperature and
background count fraction, is determined in the following manner.
Computing Nnec
We simulate absorbed APEC spectra, with kTtrue=1, 2 and 5 keV, and initially with-
out a background component. The APEC model is a collisional-radiative plasma
code, which uses atomic data to calculate spectral models for hot plasmas (Smith et
al., 2001). For each of the above temperatures, we make a list of desired total counts,
Nsim, in our spectra. Then, for each pair of kTtrue and Nsim, we simulate a set of 10
realization of an APEC spectrum of temperature, kTtrue, and of Nsim total expected
counts. In each realization, the counts in each spectral bin is computed from a Poisson
distribution, with a mean given by the APEC model spectrum. We fit these spectra,
and obtain a best-fit temperature, and an uncertainty. We then compute the average
fractional uncertainty,
δT
Ttrue
(Nsim, kTtrue) , (2.12)
over 10 realizations, as a function of temperature and photon count. The fractional
error, δT/Ttrue, decreases as we increase the photon counts, Nsim, for a given tem-
perature, Ttrue. We thus look for the count number that gives δT/Ttrue = 0.1. We do
so a first time by a rough interpolation between the discrete values of Nsim to obtain
the approximate necessary counts for a 10% temperature uncertainty. The number
of counts, Nnec, is found to nicely fit the second degree polynomial
N bg=0nec ∼ 250− 25
(
T
1keV
)
+ 75
(
T
1keV
)2
. (2.13)
Now to include the effect of adding a background component. We run a simi-
lar set of simulations with different background levels, measured by the fraction of
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Figure 2-1: The necessary counts to obtain a 10% error on temperatures. The
symbols are the values measured in simulation, for different values of kTtrue and
fbg. The lines are the equivalent fitting lines, given by Equation 2.14.
background counts to total counts, fbg. We again simulate spectra for fbg = 0.0,
0.1, 0.5 and 0.8 with Nsim ranging from
1
2
to several times N bg=0nec , found above, until
we have best-fit values to kT with errors better than 10%. For each combination of
{kT, fbg, Nsim}, we generate 10 spectra and again fit them. Similarly to the above,
we compute the average fractional error over the 10 realizations, δT/T . For a given
pair {kT, fbg}, we interpolate linearly between values of δTT (Nsim) to find Nnec, which
corresponds to δT
T
= 0.1. We find that the necessary count for a 10% temperature
uncertainty as a function of temperature and background fraction fits nicely to the
form
Nnec = 500× 101.976fbg ×
(
kT
2keV
)1.7
, (2.14)
where we have chosen the parameters to ensure that the analytical form for Nnec does
not underestimate its measured values from simulation. Figure 2-1 shows the values
of Nnec(kTtrue, fbg), and the best-fit line using the above equation.
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Fitting the Spectra
We extract the radial spectra using Nnec(kT, fbg) approximated by the analytical
form in Equation 2.14. For a given radial bin, we gradually increase its outer radius,
including more counts from all observations until we exceed Nnec. To compute Nnec,
we use the best-fit kT from the previously analyzed shell, replacing it by a global
best-fit kT for the first shell.
Once Nnec is exceeded for a given radial bin, we proceed by extracting and fit-
ting its spectrum to an absorbed APEC model in CIAO’s tool, Sherpa. We create
a spectrum from each observation that partially or wholly covers the annulus corre-
sponding to the bin, and simultaneously fit these spectra. We link the temperatures
and metal abundances of these spectra, across the multiple observations, which means
that spectra from multiple observations of the same radial bin are fit against APEC
models of the same metallicity and temperature, as the latter parameters are varied
to find the best fit. Normalizations are only linked for spectra that cover more than
95% of the solid angle the annular region. Otherwise, the spectral normalizations
are left free, to allow for different normalizations when different regions of the same
radial bin is sampled by different observations. This is particularly relevant at larger
radii, when the radial bins extend beyond the field of view (FOV) of the ACIS chips.
Metallicity is left as a free parameter, while the hydrogen column density, nH , is fixed
to the value inferred from the 21 cm radio measurements of Dickey & Lockman (1990)
which were tabulated with the HIFLUGCS data (Reiprich & Bo¨hringer, 2002). We
find that leaving nH as a free parameter returns unreasonable best-fit values on both
nH and temperature. However, we allow nH to be free, with a minimum equal to
the 21-cm-measured value for Abell 478, which is reported to have varying nH by
Vikhlinin et al. (2005).
The background spectrum is extracted from the Chandra blank sky datasets, and
modeled as particle background, plus X-ray background. The X-ray background is
modeled as an absorbed 0.2keV APEC model, with nH = 2.09 × 1022 cm−5 and an
absorbed power-law component for the Cosmic X-ray Background, with index set
to -1.4. These components are multiplied by the effective area of the ACIS instru-
ment used, and convolved with energy redistribution function, which is the function
representing the energy resolution of the instrument. The effective area function,
contains the effects of mirror vignetting and CCD quantum efficiency. The particle
background, on the other hand, is not convolved like the X-ray background. For
ACIS-I data, the particle background is modeled as a series of Gaussians, an expo-
nential, and a power-law with positive index, to phenomenologically fit the remaining
components of the blank sky datasets. For ACIS-S data, we find it necessary to add
to the particle background a negative-index power-law component, and an additional
Gaussian component. The overall background spectral model varies from epoch to
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epoch, and also depends on the CCD chip used.
We assume that the shape of the background component of the cluster observation
is the same as the best-fit model from the corresponding blank sky dataset and
compute its normalization as suggested in Maxim Markevitch’s cookbook for treating
the background data5. The overall normalization of the background is computed
by scaling the background count rate according to the ratio of counts in the [9.5-
12]keV energy range, in the cluster dataset relative to the blank sky dataset. In this
manner we attempt to capture any possible change in the background normalization
between different epochs. We ignore correcting the background model at low energies
as described in Vikhlinin et al. (2005), since that same study concludes that this
correction has a small effect on the measured temperature profiles for most clusters.
To fit the spectra, we use the CSTAT statistic, which uses the likelihood from
a Poisson distribution to compute the statistic for a model at iteration of the fit.
The CSTAT statistic is more suitable for energy bins with low counts, where the
more commonly used χ2 statistic, in its various forms, introduces some biases. Using
CSTAT allows us to leave the data un-binned, by energy, in order to use the maximum
information contained in the spectra. The only energy binning we perform on the data
is to group adjacent bins with zero counts. This very minimal binning introduces no
information loss, and slightly decreases the number of bins in a cluster, which increases
computing speed.
After obtaining the best-fit temperature, we compute its uncertainty using Sherpa’s
proj() function, which varies temperature along a grid and searches for the best fit
at each temperature by varying the other thawed parameters. Temperature profiles
are computed up to R500, whenever enough data is present at this radius.
Modeling and Fitting the Temperature Radial Profile
The spectral fitting described above, returns a best-fit projected temperature for each
radial bin: Since the ICM is thought to be optically thin, the emission at one point
on the sky is the sum of all emission from the line of sight behind that point. Thus, to
compute the true three-dimensional temperature profile, we assume a flexible analytic
form for kT (r), vary its parameters repeatedly, projecting it along the line of sight in
each iteration until the best match is found with the measured projected temperature
radial profile. This fitting process is again run using Sherpa. The projection is
computed according to the prescription in Mazzotta et al. (2004), who show that to
recover a single-temperature fit from a mixture of many temperature components, one
should average these temperatures with a weighting proportional to n2V T α, where V
is the volume of the region of emission. We choose α = −0.75, as suggested by the
5http://cxc.harvard.edu/contrib/maxim/acisbg/COOKBOOK
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range of values found by Mazzotta et al. (2004) for spectra of different metallicities.
The three-dimensional temperature profile is modeled as in Vikhlinin et al. (2006):
kT (r) = kT0
(r/rt)
−a
[1 + (r/rt)b]
c/b
x+ Tmin/T0
x+ 1
, x =
(
r
rcool
)acool
. (2.15)
The above form for kT (r) is again a phenomenological one. It attempts to capture
typical features seen in temperature profiles, such as large humps over a few hundreds
of kiloparsecs and sharp drops near the centers, among others.
To compute the projected temperature in a radial bin, from the above model,
we integrate kT (r), weighted by n2(r)T−0.75, over the line of sight region which con-
tributes emission to the radial annulus of interest. In order to avoid the inner regions
of the cluster, where the ICM is more likely to be multi-temperature, we include in
this fitting only radial bins whose outer radius is larger than 0.01R500. We assume
that the cluster emission comes only from within its virial radius, R200 assumed to
be equal to R500/0.66. This defines the region of integration as the intersection of
a sphere of radius R200 with the cylindrical shell corresponding to the annulus of
interest. The conversion factor between R200 and R500 is computed from an NFW
density profile with a typical concentration parameter c500 = 3.2, as measured in
Pointecouteau et al. (2005), for a morphologically relaxed cluster sample (Pratt et
al., 2010). The convolution of the temperature model to fit the measured projected
temperature is, therefore
kTbin =
∫
kTn2T−0.75dV∫
n2T−0.75dV
. (2.16)
Similarly to the method which was employed to compute these two-dimensional
integrals for the surface brightness profile, we approximate the two-dimensional in-
tegral by a one-dimensional integral whenever the integrand does not strongly vary.
More precisely, for a given radial bin, we divide the 2D integration region into 10
equally spaced regions along the line of sight direction, z. For each of these subre-
gions, labeled by its starting z-coordinate, zj, the integrations in Equation 2.16 are
performed in their 2D form if
max (n2(s, zj)T
0.25(s, zj))
min (n2(s, zj)T 0.25(s, zj))
> 1.5 . (2.17)
Otherwise, the ratio in Equation 2.16 is approximated by
∫
n2(s¯, z)kT 0.25(s¯, z)dz∫
n2(s¯, z)T−0.75(s¯, z)dz
, (2.18)
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where s¯ is the n2T -weighted average radius, at z = zj.
Again, the radial fitting process is run in CIAO’s Sherpa, using a “user model”
written to perform the integrals in Equation 2.16. These integrations, performed
at each fit iteration slow the fitting process considerably. We therefore use the
Levenberg-Marquard optimization method, since it is a “single-shot” fitting method,
making it one of the faster methods.
Uncertainty on the Temperature Radial Profile
We estimate the range of acceptable temperature profiles as follows. Using the tem-
perature measurements in each radial bin, and their error estimate, we randomly
generate new “fake” datasets, and fit them one at a time. To generate a fake tem-
perature measurement for each radial bin, we draw its value from a random Gaussian
distribution with mean equal to the best-fit measured temperature, and with standard
deviation, σ, taken from the error estimate on the best-fit temperature. The upper
error on temperature, δkT+, is in general not equal to the lower error, δkT−. There-
fore, we take σ = δkT+, if the random realization from the Gaussian distribution
is positive, and σ = δkT− if the random realization from the Gaussian distribution
is negative. Once a complete radial profile is generated over the same radial range
as the measured dataset, we fit it with the same model in Equations 2.15 and 2.16.
However, for this step, instead of employing Python’s numpy integrators, we approxi-
mate the integrals in Equation 2.16 by sums over the s and z cylindrical dimensions,
which considerably shortens the run time for such operations.
We search for the optimal number of resolution points along the z-axis for each
cluster by fitting the best-fit model, increasing the number of elements in the sum
along the z-axis, until the sum converges to within 5% of the value obtained with the
more precise integration used in the initial fit. The number of resolution points, ns,
along the s-axis is set separately for each radial bin, i, during the run depending on
the steepness of kT (s, z = 0) according to
ns ≈
∣∣∣∣log
(
kT (s = ri+1, z = 0)
kT (s = ri, z = 0)
)∣∣∣∣ /log(1.5) . (2.19)
The ensemble of curves output from 400 iterations for a given cluster are then
ranked according to their χ2, calculated with respect to the original dataset, and not
the fake one. We take the acceptable range on kT (r) as the 68.3% (i.e. 273 curves)
with lowest χ2. At each radius, the maximum and minimum temperatures are given
by the maximum and minimum temperatures measured in these 273 low-χ2 models
at the same radius.
The generated kT (r) curves from the above Monte Carlo method are not only used
for estimating the range of acceptable temperature profiles, but also for estimating
48 CHAPTER 2. DATA SAMPLE AND ANALYSIS
the uncertainty on entropies at specific radii, as will be discussed below.
2.3.3 Measuring the Gravitational and Gas Masses
Computing kT (r) and ne(r), as described above, gives us the necessary quantities
to measure R500, the gas mass within R500, which we call Mgas, and the total grav-
itational mass within the same radius, M500. To measure Mgas and M500, one must
know R500, which in turn depends on M500 by definition through
M500 =
4pi
3
R3500 500ρc(z) , (2.20)
where ρc(z) is the Universe’s critical density at redshift, z.
Since we estimateM500 using theM−YX relation of Kravtsov et al. (2006), where
M500 depends onMgas, and the global ICM temperature, kTX , measured in the radial
range 0.15 − 1R500, we resort to using an iterative scheme to solve for all quantities
above. The quantities of interest are M500, Mgas, R500 and kTX .
We begin with an initial guess of kTX and R500. The initial kTX guess is the
temperature measured by fitting the spectrum of the region between 0.1 and 1Mpc,
to an absorbed APEC model. The initial R500 guess is computed from the R500−kTX
relation of Mohr et al. (1999)
RMohr500 =
1.19Mpc
h
(
kTX
10keV
)1/2
. (2.21)
Following the above two initial guesses, the iterative schemes starts, in the follow-
ing order.
1. Mgas is calculated by integrating the electron density profile to R500
Mgas = µemp
∫ R500
0
4pir2ne(r)dr , (2.22)
where ne(r) is given according to the analysis of Section 2.3.1.
2. The quantity YX is defined as YX ≡ kTXMgas, and is used to estimate M500
using the M − YX relation of Kravtsov et al. (2006)
M500 = 10
14.27M⊙ E(z)
−2/5
(
YX
4× 1013 keV M⊙
)0.581
, (2.23)
where E(z) =
√
Ωm(1 + z)3 + ΩΛ.
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3. R500 is then evaluated using
R500 = 3
√
M500
4π
3
500ρc(z)
, (2.24)
and kTX found by fitting the ICM emission spectrum in the region 0.15-1R500.
The above values of kTX and R500 are then used in Step 1, above, and the cycle
is repeated.
The above loop is stopped at convergence, defined as Mgas being within 5% of its
value in the previous iteration, for 3 consecutive cycles.
2.4 Metallicity Profile Calculation Method
We recall here that the metallicity of a gas is the mass fraction of metals in that gas.
Metallicity is often expressed in solar units, where it is normalized by the mass fraction
of metals in the Sun. The reader is referred to Section 1.1.3 in the Introduction for
more details.
To compute the metallicity profiles, we take a similar approach to that used to
make the temperature profiles. First, using simulated spectra, we find the necessary
counts, NZnec, to obtain a 20% error on the best-fit metallicity. Then, using the derived
NZnec, we extract spectra in radial bins. In general, the radial bins for the metallicity
measurements are larger than those for temperature measurements. We then fit the
extracted spectra including a background component, modeled in the same way as
for the temperature measurement, in Section 2.3.2.
2.4.1 Simulations for Estimating NZnec
To find NZnec, the spectra we simulate are single-temperature, absorbed APEC models
with kTtrue =1, 2, 5 or 10keV, and with Ztrue=0.3 or 0.8Z⊙. We also add a background
component, to the simulated spectra, of the same shape as that in the blank sky
datasets. The background component is characterized by the fraction of background
counts to total counts in the spectrum, fbg. We choose fbg values of 0.0, 0.1 and 0.5.
When fitting a simulated spectrum, we assume that we know the amplitude of the
background component, and we fix its value, leaving only the APEC parameters and
nH free. The values of (kTtrue, Ztrue, fbg) simulated, are summarized in Table 2.1.
For a given value of (kTtrue, Ztrue, fbg), we simulate spectra with different total
counts, Nsim. For each total counts value, we make 10 random realizations. For each
realization, we find the best-fit metallicity, and compute a confidence interval using
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kT (keV) 1, 2, 5 and 10
Z ( Z⊙ ) 0.3 and 0.8
fbg 0.0, 0.1 and 0.5
Table 2.1: Temperature, abundance and background fraction values used to sim-
ulate spectra, to find the necessary counts in a spectrum, for a 20% error on the
best-fit metallicity.
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Figure 2-2: The necessary counts to obtain a 20% error on the best-fit metallici-
ties.
the proj() function in Sherpa. We define δZ/Z as the average, over the 10 realiza-
tions, of half of the 68% confidence interval relative to Ztrue. We notice that δZ/Z
is often closely proportional to N
−1/2
sim . Therefore, to find the value of N
Z
nec|δZ/Z=0.2,
we assume a power-law form, δZ/Z ∝ Nαsim, and use the two points of δZZ (Nsim)
straddling δZ/Z = 0.2, to solve for the value of Nαsim which gives δZ/Z = 0.2.
The results of the simulations are shown in Figure 2-2. As expected, one needs
more counts to reach the desired 20% error on metallicity, as the background (BG)
count fraction increases. The necessary counts also increase with higher temperature
as fewer photons fall in Chandra’s most sensitive energy range of E < 2keV . One
also requires fewer counts for higher metallicities, as long as kT & 2keV .
Now, since NZnec is defined at those points in the three-dimensional space
(kTtrue, Ztrue, fbg) for which we have simulated spectra, we employ the following in-
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terpolation scheme to calculate the value of NZnec for any arbitrary point in the above
space. Suppose we want to find NZnec, for a spectrum with estimated temperature,
metallicity and BG fraction kT ′, Z ′ and f ′bg, respectively. For 1 < kT
′ < 10keV ,
0.3 < Z ′ < 0.8Z⊙ and 0.0 < f
′
bg < 0.5, the point
(
kT ′, Z ′, f ′bg
)
will fall within the
range of values for which we found NZnec through simulation. In this case, we identify
the cube in (kTtrue, Ztrue, fbg)-space which contains our point of interest, and compute
an average value for NZnec
(
kT ′, Z ′, f ′bg
)
according to
NZnec =
∑
i
NZnec,i
∆kTi ∆Zi ∆fbg,i
/
∑
i
1
∆kTi ∆Zi ∆fbg,i
, (2.25)
where the sum is over the 8 points in (kTtrue, Ztrue, fbg)-space closest to
(
kT ′, Z ′, f ′bg
)
,
for which we have computed NZnec,i, and where
∆kT = |kTtrue,i − kT ′|
∆Z = |Ztrue,i − Z ′|
∆fbg = |fbg,i − f ′bg| . (2.26)
As the point {kT ′, Z ′, f ′bg} approaches any of the edges of the above-mentioned cube,
one or more of difference terms above approach zero. However, the quantity NZnec still
converges, as the terms approaching zero are both in the numerator and denominator
of the expression. This method gives the desirable property
NZnec
(
kT ′, Z ′, f ′bg
)→ NZnec (kTtrue,i, Ztrue,i, fbg,i)
as
(
kT ′, Z ′, f ′bg
)→ (kTtrue,i, Ztrue,i, fbg,i) . (2.27)
If any of kT ′, Z ′ or f ′bg falls outside the range of simulated values, we assign it the
closest value for which we have a simulated NZnec.
2.4.2 Extraction and Fitting of Spectra for Measuring Metal-
licity
Once NZnec is computed, we proceed to extract and fit the spectra to get the best-fit
metallicity. We define our annular regions of extraction such that their edges coincide
with the nearest edges from the kT (r) annuli, while including a number of counts at
least as large as NZnec. In other words, each metallicity annulus coincides with one
temperature annulus, or multiple contiguous ones. We take the maximum radius of
extraction to be R500.
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We again model both source emission from the ICM and background. For the
background spectra, we use the same best-fit parameters found in the temperature
profile analysis. The background normalization is computed from the ratio of 9.5-
12keV counts between each observation and its corresponding Blank-Sky dataset, and
further scaled by the ratio of solid angles between the regions from which these high-
energy counts were extracted. For each bin, we also fit the spectra a second time
assuming that the background normalization does not change with epoch. In this
case, the background normalization is only determined by the ratio of exposure times
and solid angle between the annulus of the observed cluster, and the region in the
Blank-Sky dataset, where the background spectrum is extracted from. Fitting each
spectrum using these two ways to calculate the background normalization allows
for estimating the effect of any error on background normalization on the best-fit
metallicities.
For the source spectra, we use a slightly more complex model than was done in Sec-
tion 2.3.2. Since the radial bins for metallicity fit are in general larger than those used
for the temperature fit, each metallicity bin will include emission from one or more
temperature bin. Therefore, for each metallicity bin, we model the extracted spectra
as a sum of APEC spectra corresponding to the different temperatures measured in
our temperature profile analysis. The number of APEC components included is the
number of temperature bins in one metallicity bin. The metallicities of these com-
ponents are tied, i.e. the metallicities of the models representing each of the APEC
components above are set equal to each other during the parameter search process.
However, we do not fix the temperatures to the values found in the temperature anal-
ysis. We allow the temperature to vary within the range [kT0 − 2kT−, kT0 + 2kT+],
where kT0 is the best-fit temperature, and kT− and kT+, the lower and upper un-
certainties on kT0, respectively. In such a manner, we attempt to accommodate the
multi-temperature nature of ICM emission. Anders & Grevesse (1989) abundances
are assumed in the spectral fits, and thus metallicities are reported in the solar units
of Anders & Grevesse (1989).
We compute the uncertainty on the metallicity in each bin using Sherpa’s proj()
function. The result of the above analysis is a metallicity profile over the radial
range smaller than R500. We characterize the metallicity of each cluster by 3 global
quantities. We define
Z¯out =
∑
ri>0.15R500
ZiMgas,i∑
ri>0.15R500
Mgas,i
, (2.28)
which is the gas-mass-weighted metallicity over all shells outside of 0.15R500. Here, Zi
and Mgas,i are, respectively, the metallicity and the gas mass in the i
th radial bin. In
other words, Z¯out traces the total iron mass, M
out
Fe , in the region 0.15R500 < r < R500,
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according to
M outFe = AFeZ¯outM
out
gas , (2.29)
where AFe = 0.0019 is the solar abundance of iron by mass, according to the photo-
spheric measurements in Anders & Grevesse (1989) assumed for our spectral analysis,
and M outgas is the gas mass contained in the same region. Similarly,
Z¯mid =
∑
0.15<ri<0.3R500
ZiMgas,i∑
0.15<ri<0.3R500
Mgas,i
, (2.30)
and
Z¯in =
∑
ri<0.15R500
ZiMgas,i∑
ri<0.15R500
Mgas,i
, (2.31)
Hereafter, Z¯out and Z¯mid will be used as measures of the metallicity of the bulk
of a cluster, while Z¯in will be used as a measure of the additional metal enrichment,
which occurs in the center of clusters.
2.5 Measuring the Cool Core State of Clusters
To measure the “cool-coreness” of a cluster we use two types of metrics. First, we
use the entropy measured at an inner physical radius from the cluster center to probe
the core physics, which we expect to be independent of the mass of the cluster, and
thus independent of its virial Radius. We measure the inner entropy at both 20
and 40 kpc from the center. The entropy measurement is readily available from the
analysis described in Section 2.3. The uncertainties on S(20kpc) and S(40kpc) are
computed from the Monte-Carlo-generated curves described in the end of Section
2.3.2 as follows. For S(40kpc), for example, we extract the distribution of values of
kT (40kpc) from the 400 generated kT (r) curves. The mode of the distribution and
the range of the closest 68% values are taken as the best fit kT (40kpc) and its error
estimate, respectively. To the error on kT (40kpc), we add the error on the electron
density normalization, δn0, in quadrature, to obtain the error on S(40kpc).
The second type of metric we use to quantify the cool core state of a cluster is
the surface brightness concentration cSB, introduced in Santos et al. (2008). The
parameter cSB is defined as the ratio of the surface brightness within 40 kpc to that
within 400kpc of the peak of the emission. Note that all the analysis above used
the emission centroid as the center of the cluster. Here, we switch to using the
emission peak. As was shown in Santos et al. (2008), the main advantage of using
cSB, as defined above, is that it remains a good metric for detecting cool cores in
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high-redshift clusters, where it becomes more difficult to measure temperatures, and
hence entropies.
To compute cSB, we create an image of the ICM emission as follows. We first
make a counts image of all Chandra event files in the energy range 0.7–2 keV, of size
1.2R500×1.2R500, centered on the emission centroid, as defined in Section 2.2. Unlike
in the spectral analysis, we include observations taken before January 29, 2000 to
get the most coverage over the cluster emission. Point source events are identified
and excluded when making this initial image. To ensure that the effect of the holes
resulting from point source removal is minimal, we fill each of these holes with values
drawn from the distribution of the count vales of pixel around the excluded point
source region. We do so using CIAO’s tool dmfilth, using the “DIST” option. For
each elliptical point source region of radii a and b, we create a background elliptical
region of radii 5a and 5b, and which excludes the inner ellipse containing the point
source. The values used to fill the excluded pixels of the smaller ellipse are taken
from the larger ellipse.
We compute an exposure-corrected counts image, Ctnorm, by dividing the counts
image by the total exposure map, which is the sum of the exposure maps of all
observations. An exposure map simply encodes the effective area for each position
on the CCD. Sometimes, pixels with a very low value of the exposure map still have
few counts. This results in very high pixel values in the normalized image. We use
CIAO’s tool dmimgthresh to set values of the counts image to zero, whenever they
fall on a pixel with a value less than 2% of the maximum of the exposure map. This
mainly affects pixels at the edges of the ACIS chips.
Finally, cSB is computed as
cSB =
∑
r<40kpcCtnorm/Ω40∑
r<400kpcCtnorm/Ω400
, (2.32)
where the sums above are sums over all pixels in the indicated regions. Moreover, Ω40
and Ω400 are the solid angle covered by the 40 kpc and the 400 kpc disks, respectively,
minus any regions not covered by the CCD in each case. We notice a difference of a
factor of about 100 between our values of cSB and those in Santos et al. (2008). We
speculate that Santos et al. (2008) do not normalize the counts of each aperture by
its respective solid angle, contrary to their definition of cSB, which we adopt here.
2.6 Quantifying the Morphology of Clusters
Two measures are commonly used to quantify how relaxed a cluster is. Power ratios
(Buote & Tsai, 1995, 1996; Jeltema et al., 2005) use multipole moments of the X-ray
surface brightness to measure the amount of substructure in the cluster. Centroid
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shift, 〈w〉, measures the size of the scatter of the X-ray centroid measured within
various apertures around the X-ray peak (e.g. Mohr et al., 1993; O’Hara et al., 2006;
Poole et al., 2006). Using hydrodynamical simulations of cluster mergers, Poole et al.
(2006) identify 〈w〉 as the more sensitive metric to the dynamical state of a cluster.
We therefore use 〈w〉, here, to measure how relaxed a cluster is.
To calculate 〈w〉, we first prepare an exposure-corrected image combining all ob-
servations of a given cluster. We then locate the X-ray peak of the surface brightness
image. Following the prescription in Poole et al. (2006), we calculate the position of
the centroid of the X-ray emission within a radius of 0.3R500, and excluding the cen-
tral 30kpc. We then calculate the centroid for apertures that are successively smaller
by 5% of 0.3R500. For each aperture, i, we record the distance between calculated
centroid and the X-ray peak, di. The centroid shift, 〈w〉, is then simply the standard
deviation of the distances, di, scaled by R500.
Compared to other studies (e.g. Poole et al., 2006), we calculate 〈w〉 inside a
smaller region of only 0.3R500. This is due to the low redshift distribution of our
clusters, which make them large compared to the ACIS FOV.
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Chapter 3
Entropy and Metallicity
Measurements
We present in this chapter the results of applying the analysis described in Chapter
2 to our sample of Chandra-observed galaxy clusters.
We first note that 4 clusters of our sample deviate considerably from spherical
symmetry simply based on their surface brightness image. These are clusters known
to be undergoing merging events. These clusters are Abell 754, Abell 2256, Abell
3376 and Abell 3667. We nevertheless include the results of some of our analysis on
these clusters here, such as showing their entropy and metallicity profiles. However,
we exclude the disturbed clusters from parts of the analysis, as will be noted below.
3.1 Exposure-Corrected Images
We show in Figure 3-63 exposure-corrected images of our sample of 45 clusters. The
clusters are centered around the calculated centroid. Each image has dimensions
1.2R500 × 1.2R500, and is smoothed with a Gaussian of σ = 0.0035R500. The color
scale of the images is logarithmic to emphasize low surface brightness features in
the images. More precisely, colors are assigned to 41 logarithmically spaced surface
brightness (SB) levels between the maximum SB, and 0.3% of the maximum SB. We
annotate each cluster image by the cluster’s surface brightness contrast, cSB. For
clusters where the nearest CCD edge is projected further than 0.3R500 away from the
X-ray peak, we show the calculated centroid shift, 〈w〉. For Abell 2065, an error in
computing the exposure map was found after most of the analysis was performed,
causing the edges of the CCD chips to appear on the image. We therefore ignore 〈w〉,
for Abell 2065, as it is likely to be significantly affected by the asymmetry introduced
by the erroneously correcting for the exposure map.
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3.1.1 Concentration andMorphological Asymmetry Measures
We show here our results for computing the two quantities which solely depend on
the X-ray surface brightness, and not on any spectral information. The sample distri-
butions of the surface brightness concentration, cSB, and the centroid shift, 〈w〉, are
shown in Figure 3-1. Since 〈w〉 is computed within a radius r = 0.3R500, we exclude
all clusters where the ACIS FOV is considerably smaller than the angular size of
r = 0.3R500. Since 〈w〉 was computed with steps of ∆r = 0.015R500 (See Section 2.6
for details), we accept 〈w〉 measurements from FOV’s covering up to r = 0.28R500,
as only one or two centroid measurements out of 20 will be missing from the sample
out of which we compute 〈w〉. We find that 35 clusters have a FOV large enough for
an acceptable 〈w〉 measurement.
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Figure 3-1: Sample distributions of cSB (Left) and 〈w〉 (Right) in logarithmic
bins. For the 〈w〉 histogram, only clusters where the FOV covers at least up to
0.28R500 completely are counted.
We do not find a clear bimodality in the distribution of cSB. Only a hint of a
separation between a large number of clusters with log(cSB) < 1, and smaller group
of cluster with higher cSB. This separation becomes less evident when the distribution
of cSB is plotted instead of the distribution of log(cSB).
In Figure 3-2 we show the distribution of clusters in the cSB − 〈w〉 plane. We
again exclude clusters with observation FOV smaller than 0.28R500, which excludes
15 clusters compared to the sample of clusters contained in the cSB histogram of
Figure 3-1.
We find that there is no disturbed cluster with a highly concentrated surface
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Figure 3-2: Sample joint distribution of cSB and 〈w〉. Only clusters where the
FOV covers at least up to 0.28R500 completely are shown. The data points in pink
are 2 out of the 4 clusters which were described as too asymmetric from visual
inspection, and which we exclude from much of the analysis below. Namely, they
are Abell 754 and Abell 3667. The vertical dashed line represent the value of cSB
which will be used to define CC and NCC clusters, as will be discussed in Section
3.2.6.
brightness. The group of extremely disturbed clusters becomes more distinguishable
as it occupies the top-left region in the plot. The latter group includes 2 clusters
which we had characterized as too asymmetric in the beginning of this chapter. They
are shown by the pink symbols. We find that more clusters have a similar 〈w〉 to
those we described as asymmetric. The clusters with 〈w〉 > 0.007 thus having the
most disturbed morphologies are Abell 399, Abell 400, Abell 754, Abell 1914, Abell
2163, Abell 2319 and Abell 3667. The following clusters also have 〈w〉 > 0.007, even
if their FOV does not cover the entire r < 0.3R500 region, which could lead to an
overestimated 〈w〉: Abell 644, Abell 2256 and Abell 3376. In addition, with the
subset of clusters excluded because of their small-FOV observations, the distribution
of cSB in the 35 remaining clusters acquires a more bimodal shape.
The calculated values of cSB and 〈w〉 are shown on the cluster images in Figure
3-63. Only clusters with a FOV covering the entire r < 0.3R500 region are annotated
with the value of 〈w〉. The calculated values of cSB and 〈w〉 are also listed in Table
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B.2. Values of 〈w〉 in parentheses correspond to measurements in observations where
the FOV does not fully cover the region r < 0.28R500. These values are shown in
Table B.2, but excluded from any analysis involving 〈w〉.
3.2 Entropy Profiles
3.2.1 Density Profile Normalization
As was described in Section 2.3.1, the normalization of the electron density profile,
n0, is computed by minimizing the difference between the spectral normalization,
K, obtained from spectral fits and that obtained from the integration of our best-fit
density profile, n(r). In Figure 3-64, we show the comparison of the spectral nor-
malization, as obtained from these two methods. For each cluster, this is shown as a
function of radial bin. As described in Section 2.3.1, the error on the normalization
at a given radial bin is either the spectral fit error when we have only one normal-
ization measurement, or the standard deviation of multiple independently-measured
normalizations.
The error on n0 is in general small, which is a consequence of the small errors
on the spectral normalizations. There are, however, sometimes systematic differences
between the best-fit normalization and the normalization obtained from integrating
n2(r) (e.g. clusters A1795 and A4038 in Figure 3-64). These could be due to an
improper spectral fit, leading to a bad estimate of K. Multi-temperature spectra in
the inner cluster regions, as well as inaccurately characterized X-ray background in
the outer regions could lead to such errors in the fit. For cluster Abell 2029, two
observations gave systematically different normalizations, hence the relatively large
uncertainties across all the radial range.
3.2.2 Temperature Profiles
In Figure 3-65 we show data and model for our measured temperature profile, for
each cluster separately. The projected temperature measured in the spectral fitting
procedure described in Section 2.3.2 is shown by the symbols with error bars. Out of
the plotted symbols, the black ones are the one used in the fit of the radial temperature
profile, in Equation 2.15. We ignore the inner bins, shown in light orange, in the radial
profile fitting to avoid the multi-temperature spectra more likely to be encountered
there. The radial axis is logarithmically scaled to better discern each radial bin’s
temperature measurement.
The best-fit deprojected temperature profile model is shown by the red line, while
its projection, according to Equation 2.16, is shown as the turquoise line. The pro-
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jected model for a given bin is plotted at the midpoint radius of that bin, hence the
turquoise curve does not extend as much as the data points. The model is able to
phenomenologically fit the data decently well for all clusters, as seen in the agreement
between the turquoise curve and the black points.
The gray region represents the measurements of the ACCEPT study by Cav-
agnolo et al. (2009). In general, our temperature measurements agree with those
of ACCEPT. Our profiles also extend further out in radius than ACCEPT’s pro-
files, as they choose to concentrate on the cores of clusters and avoid regions of high
background count fractions. Where there is discrepancy, it can be attributed to some
differences in this work’s methods and those in the ACCEPT study. These differences
are outlined in the next section.
One observation to make about our temperature profiles concerns the deprojected
3D profiles obtained. Whenever the measured projected temperatures reach values
smaller than 2−3 keV in the outskirts, the fit for the 3D profile, kT (r), is also driven
to low temperature values. However, the projection method of Mazzotta et al. (2004),
which we employ, is known to be less accurate when there is significant contribution
to the emission from spectral components with temperatures smaller than ∼ 3keV
(Mazzotta et al., 2004; Vikhlinin, 2006). In such clusters, we observe an exaggerated
rise in kT (r), in regions away from where the temperature dips. This happens in
order to compensate for the overestimated weight given to low-temperature emission,
in Mazzotta’s weighting scheme. Clusters Abell 2029, Abell 2063, and MKW 3S show
the above effect prominently.
It is also worth noting that there is a range of kT (r), which can fit the temperature
data reasonably well. This will be illustrated below, in our plots of the entropy
profiles, with their accepted ranges.
3.2.3 Temperature Profile Comparison with ACCEPT
Some differences in the way spectra are fit can be the origin of the discrepancy between
this work’s temperature profiles and those published by Cavagnolo et al. (2009), in
the ACCEPT study. First, ACCEPT use the peak of the X-ray emission as the
center of the cluster, whereas in this work, the emission centroid is used. Thus, for
small radii, the temperatures might be measured at different locations in each study.
At large radii, where the statistics become poorer, some differences in the analysis
methods may contribute to the discrepancy between the two studies. In this work,
spectral data are only minimally binned, as was described in Section 2.3.2, in the
“Fitting Spectra” paragraph, and the CSTAT statistic is used in the fitting process.
The CSTAT statistic uses the likelihood drawn from the Poisson distribution, which
makes it better suited for the low counts in the energy bins than the more commonly
used χ2 statistic. In the ACCEPT study, spectral data are binned to 25 counts per
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bin, and the χ2 statistic is used. In addition, they choose the size of their radial bins
to include 2500 counts regardless of BG fraction or temperature, while in this work,
the number of counts in a radial bin, Nnec, is increased when more counts are needed
to reach the targeted 10% accuracy on the temperature measurement, as described in
Section 2.3.2. One can see in Figure 2-1 that for some combinations of temperature
and BG count fraction, the required counts are considerably more than 2500.
There are also some differences in the treatment of X-ray background between our
method and ACCEPT’s. As advised in Vikhlinin et al. (2005), both works use the
Chandra’s Blank Sky datasets to obtain the right background spectral shape, and both
works use the high-energy count rate to normalize the background. In ACCEPT, the
authors further correct for the low-energy background, again as described in Vikhlinin
et al. (2005), while this is ignored in this work. Finally, the BG is subtracted from
the count rates of the source spectra in ACCEPT, while in this work, the BG is
phenomenologically fit, and included as a fixed component in addition to the ICM
emission model. This is done in order to preserve the Poisson statistics of the data,
when they are unsubtracted. See Section 2.3.2 for details.
To illustrate the effect of the above differences in methodology, we simulate the
fitting process on the same dataset. We generate fake spectra with temperatures and
BG fractions drawn from the values we measure in clusters Abell 1644 and Abell 3921.
In Abell 1644, temperature rises from ∼ 2keV in the center to ∼ 7keV in the outskirts,
before dipping down to ∼ 5.5keV, while the BG count fraction in each bin rises from
∼ 0.01 to ∼ 0.6. In Abell 3921, there is a much smaller temperature variation, as
temperature remains in the range ∼ 6 ± 1keV, for the entire cluster, while the BG
fraction spans the same range as in Abell 1644. These pairs of temperature and BG
fraction values, are used to simulate our fake spectra. And while these do not cover
the entire space of possible kT − fbg combinations, we use them to get an idea of the
possible discrepancy between the two methods for the fairly common ranges of kT
and fbg described here. For each bin with temperature, kT , and BG fraction, fbg, we
simulate 20 synthetic datasets and fit them.
In these simulations, we do not test for systematic errors due to assuming an
incorrect BG spectrum. Therefore, when simulating our method, we include in the
fit the same BG model as was used to generate the fake data. And, when simulating
the ACCEPT study method, we subtract the same model used to generate the fake
data. The systematic error due to the incorrect BG fitting is expected to contribute
significantly to the error budget for bins of large BG count fraction.
We then fit the fake spectra, first with our method, computing the necessary counts
Nnec with Equation 2.14, and using the CSTAT statistic with unbinned spectra. We
compare this to the ACCEPT method, where the number of counts is always 2500,
and where the spectra are binned and fit using the χ2 statistic.
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In Figure 3-3 we show the results of the simulation described above. We plot the
ratio of best-fit temperature to input temperature, as a function of BG fraction. The
errors on the above ratio come from the standard deviation of best-fit temperatures
for the 20 iterations used for each kT − fbg fit. Spectra with fbg < 0.1 give best-fit
temperatures that agree well with the input temperatures, and are therefore omitted
from this plot. The orange square data points represent the method used in this work,
while the green diamonds represent our imitation of the ACCEPT method. The first
observation to make is that for most of our simulated spectra, both methods agree
within the dispersion of best-fit temperatures with the input temperatures. Our
method’s dispersion is smaller because, in general, we use more counts for our bins
than the 2500 used in ACCEPT. This in turn will make our radial bins larger than
those in the ACCEPT study. One important feature is the appearance of a bias
in the measurements with the ACCEPT method, which increases to about 20%, for
fbg ∼ 0.6. The temperatures measured with the ACCEPT method are found to be
slightly smaller than the input temperatures. We interpret this as being an advantage
of using the CSTAT statistic, more suitable for Poisson-distributed data. However,
we warn again that we have ignored in these simulations the effect of assuming an
incorrect shape for the BG spectrum, which can have a major effect. In fact, the
ACCEPT study applies one more correction than we do in this work by correcting
for low-energy BG mismatch between Blank Sky and source spectrum.
In addition, the temperature profile for Abell 3667 shows an emphatic disagree-
ment between this work and the ACCEPT study. Abell 3667 is one of the disturbed
clusters, which we exclude from any analysis leading to conclusions about the relation
between entropy, metallicity and cool-core state. However, we show the result of our
analysis assuming spherical symmetry on those clusters, in terms for the various pro-
files we obtain. Concerning the disagreement of the temperature profile in Abell 3667,
across the entire radial range, we do not investigate it in detail, but we it might be
attributed to an extreme combination of the above differences in the method between
the two studies.
3.2.4 Comparison of kTX and M500 with Other Studies
Table B.1 shows our measurements of the global temperature, kTX , the radius, R500,
the total mass, M500 and the gas mass, Mgas. The latter masses are both measured
within r = R500. We compare our results for the global quantities, kTX and M500,
with other works in the literature. We find that Hudson et al. (2010) calculate the
virial temperature for a large number of clusters from our sample, while Vikhlinin
et al. (2006) report M500, kTX and the gas mass fraction for 4 of our clusters. We
present here a comparison between our measurements and those of the above two
studies.
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Figure 3-3: Result of simulations to compare the method of spectral fitting in
this work to that in the ACCEPT study (Cavagnolo et al., 2009). We plot the
ratio of best-fit temperature — obtain by fitting simulated spectra — to the input
temperature used to generate the same spectra, as a function of the BG count
fraction in the spectrum. The errors on the above ratio come from the standard
deviation of best-fit temperatures for the 20 iterations used for each kT − fbg fit.
The orange square data points represent the method used in this work, while the
green diamonds represent our imitation of the ACCEPT method.
Comparison of kTX with Hudson et al. (2010)
We show in Figure 3-4 a comparison between kTX measured in Hudson et al. (2010)
and in this work. We note some of the main differences in measuring kTX between the
two works. The main difference is the size of the central area excluded for measuring
kTX . In Hudson et al. (2010), the authors exclude a region of variable size relative
to R500. The size of the exclusion region depends on an empirical broken power-law
that they fit to the temperature profile. Inspecting the reported data in Hudson et
al. (2010), we find that the exclusion radius for many of the clusters lies in the range
0.05 . rcool/R500 . 0.1, where rcool is the exclusion radius. This is systematically
lower than our fixed exclusion region of 0.15R500.
In addition, to the difference in extraction region, Hudson et al. (2010) used less
available Chandra data than we do in this work. Despite these differences, there is
in general good agreement between the measurements of kTX in both works. There
is some disagreement, however, for clusters with kTX . 3keV, as measured in this
work.
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Figure 3-4: Comparison of kTX values with those in Hudson et al. (2010). The
line represents the line of equality between the two kTX measurements.
Comparison of M500, kTX and Mgas with Vikhlinin et al. (2006)
We show here a comparison of measured masses, M500, with the work of Vikhlinin et
al. (2006). Although we use the same method for calculating density and tempera-
ture profiles as suggested by Vikhlinin et al. (2006), the calculations of M500 are done
differently in each study. Vikhlinin et al. (2006) report the mass M500 calculated as-
suming hydrostatic equilibrium. In other words, they compute M500 from the density
and temperature profiles, as can be seen in their Equation 7. Conversely, we use here
theM−YX scaling relation, as described in Section 2.3.3. TheM−YX relation relies
on a measurement of global characteristics, YX ≡ kTXMgas. We also compare our
measurements of kTX and Mgas — which is the gas mass within R500 — to those in
Vikhlinin et al. (2006).
We show in Table 3.1 the results of the comparison with the measurements of
Vikhlinin et al. (2006). Columns labeled “V06” show the values measured in Vikhlinin
et al. (2006). To obtainMgas from Vikhlinin et al. (2006), we multiplied their reported
M500 by fg,500, which is the gas mass fraction reported in the same work.
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Cluster
M500(10
14M⊙) kTX(keV) Mgas(10
13M⊙)
V06 This work V06 This work V06 This work
A478 7.68± 1.01 11.6+0.12
−0.20 7.94± 0.12 7.49+0.13−0.22 9.2 13
A1413 7.57± 0.76 10.3+0.11
−0.13 7.38± 0.11 8.03+0.15−0.18 8.1 9.8
A1795 6.03± 0.52 7.73+0.05
−0.06 6.12± 0.05 6.97+0.076−0.10 6.3 6.8
A2029 8.01± 0.74 10.9+0.08
−0.08 8.47± 0.09 7.47+0.09−0.09 9.9 12
Table 3.1: Comparison with Vikhlinin et al. (2006) measurements.
Our measured kTX agree within ∼ 10% with those measured by Vikhlinin et
al. (2006). However, the two kTX measurements are not consistent within their
uncertainties. Gas mass measurements are consistently higher in this work than in
Vikhlinin et al. (2006), with the offset ranging from 10 to 30%. Since Mgas is used,
through YX , to estimate the total gravitational mass in this work, the above mismatch
in Mgas translates into a consistently larger M500, in this work. For Abell 1413, Abell
1795 and Abell 2029, our M500 estimate is 30-35% larger than that in Vikhlinin et al.
(2006). This discrepancy increases to 50% for Abell 478, which was measured to have
a spatially varying galactic absorption by Vikhlinin et al. (2005). Abell 478 was fit
slightly differently, in this work, where the Hydrogen column density, nH , was allowed
to be free with a minimum value equal to the reported radio measurement of Dickey
& Lockman (1990).
A careful investigation of the above discrepancy reveals that it is likely due to
differences in the electron density profiles between the two works. We find that
although the n(r) best-fit curves are very similar to each other, Mgas is very sensitive
to the large-r dependency of n(r), making any small change in the n(r) parameters
have a strong effect on the total and the gas mass. Our initial assumption that the
density profile parameters would have negligible effects has to be revised. We find that
we must include in our estimates of the above masses the error introduced from the
range of accepted n(r) fits to the SB data. This was omitted in this work. However,
the consequence of the above bias do not strongly affect our conclusions, as will be
shown, below.
The iterative scheme (see Section 2.3.3) we use to calculate M500, Mgas and R500
makes the uncertainty of all 3 quantities related. We estimate here how much an
error in Mgas affects M500, using this iterative method. The error in Mgas comes from
a bad fit to n(r). As will be presented in Figure 3-9, below, the dependence of Mgas
on radius is approximately linear, around r = R500. If we assume that this is true,
Mg = cmr, as well as assume that the kTX measurement does not change appreciably
in different iterations of our method, we find that at convergence the gas mass follows
3.2. ENTROPY PROFILES 67
Mgas ∝
(
c3mT
αY
) 1
3−αY , (3.1)
where αY is the power-law index of the Y −M relation. As presented in Section 2.3.3,
we use the value αY = 0.581.
This implies that, if we only consider errors on cm, δcm, and ignore errors on kTX ,
the fractional error on Mgas and M500 will follow
δMgas
Mgas
=
3
3− αY
δcm
cm
≈ 1.24δcm
cm
, (3.2)
and
δM500
M500
=
3αY
3− αY
δcm
cm
≈ 0.72δcm
cm
. (3.3)
Now cm = dMgas/dR500 ∝ R2500n(R500). We show in Figure 3-5 a comparison
between the n(r) best-fit curves in this work and in Vikhlinin et al. (2006). The two
curves for each cluster are similar enough that we do not think the SB data is precise
enough to distinguish between them. This is yet to be tested, however. On the other
hand, a plot of cm(r) ∼ r2n(r), in Figure 3-6 shows significant disagreement between
the two studies.
The only quantity in this work that can suffer from biases on the total mass
estimate, is the scaled entropy we use to measure non-gravitational entropy. We
often measure this quantity as S(fR500)/S500, where f is a constant fraction. This
implies that the dependence of the scaled entropy on mass goes as
S(fR500)
S500
∼ fR500
M
2/3
500
∼ M
1/3
500
M
2/3
500
∼M−1/3500 . (3.4)
If we take the size of the disagreement between this work and Vikhlinin et al.
(2006) as an indication that the error on M500 is approximately 30%, then the error
on the scaled entropy will be of order 10%. Furthermore, for all 4 clusters compared
with Vikhlinin et al. (2006) measurements, our mass estimates are overestimates,
which means that scaled entropies will only suffer from an approximately uniform
translation on a logarithmic scale, thus not affecting dependencies we later measure
on log(S/S500).
3.2.5 Entropy Profiles
We show in Figure 3-66, at the end of this chapter, the individual entropy profiles
we obtain, as described in Section 2.3. For each cluster, the best fit entropy profile
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Figure 3-5: Comparison of n(r) best-fit curves with Vikhlinin et al. (2006). The
blue curve is from this work, the green from Vikhlinin et al. (2006)
is shown as a black line. The estimate of the 1-sigma range of accepted profiles
is represented by the shaded region around the best-fit line. The uncertainty in the
measured temperatures, which translates into an uncertainty in the parameters of the
temperature radial profile, is the main contributor to the uncertainty in the entropy
profile. This temperature contribution to the entropy uncertainty is shown as the
turquoise area in Figure 3-66. The other component of the entropy profile uncertainty
is the error on the density estimate. We assume that all the shape parameters of the
density profile in Equation 2.5 are determined accurately enough, and ignore their
uncertainty. The only uncertainty introduced through the density profile comes from
the estimate on the normalization, n0. This in turn was shown to be very small,
in Section 3.2.1, and in Figure 3-64. In Figure 3-66, the error coming from δn0 is
represented as the red area around the best-fit S(r). It is only large enough to appear
on the graphs in Figure 3-66, for cluster A1736.
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Figure 3-6: Comparison of r2n(r) best-fit curves with Vikhlinin et al. (2006). The
blue curve is from this work, the green from Vikhlinin et al. (2006)
The light gray error bars, in Figure 3-66, represent the entropy profiles measured
in the ACCEPT study by Cavagnolo et al. (2009). Our entropy profiles agree, in
general, with the ACCEPT entropy profiles. Discrepancies arising from different
derived temperature profiles, and which are behind the disagreements in entropy
profiles, are explained in detail in the previous two sections.
To compare all the entropy profiles to each other, we overplot them on the same
plot in Figure 3-7. On the left panel, we plot entropy as a function of radius, which
we normalize with respect to R500. On the right panel, we plot entropy as a function
of enclosed gas mass fraction, Fg ≡Mg/(fbM500), where Mg is the interior gas mass,
and fb the universal baryon fraction with respect to all matter, i.e. fb = Ωb/Ωm. The
entropy in both panels is normalized with respect to S500, the characteristic entropy
of the cluster at R500:
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S500 =
GM500µmp
2R500 [500fbρc(z)/µemp]
2/3
, (3.5)
where µ and µe are the mean number of nucleons per particle and per electron,
respectively, mp is the proton mass and ρc(z) is the Universe’s critical density at the
redshift of observation, z. The characteristic entropy, S500 at an overdensity δ = 500
is simply the entropy obtained using the characteristic temperature at δ = 500, which
is the equivalent of the virial temperature but defined for R500 instead of Rvir:
kT500 =
GM500µmp
2R500
, (3.6)
and the average electron density inside R500
n¯e = 500fbρc(z)/µemp . (3.7)
It represents the entropy scale set by gravity in the self-similar picture.
The colors of the curves in Figure 3-7 show whether the cluster is classified as
cool core or non-cool core, as will be explained in the next section. The orange line
represents a model of the entropy profile of a cluster generated from gravitational
collapse alone, which was calculated with hydrodynamical AMR simulations in Voit
et al. (2005). Voit’s entropy profile is approximated analytically as a power law,
SV oit(r) = 1.53S500
(
r
R500
)1.24
, (3.8)
and is valid for radii larger than approximately 0.2R500.
The first observation to make is that for most of the studied radial range, all en-
tropy profiles lie above Voit’s 2005 gravitationally induced entropy profile. This result
has been known in the literature (e.g. Ponman et al., 1999; Pratt et al., 2010), and
the additional entropy in the observations has been attributed to non-gravitational
processes, such as winds and AGN heating. Second, many of the entropy profiles
in Figure 3-7 show a decrease starting at a radius between 0.3 and 0.8R500. This is
due to the decrease in temperature towards the outskirts of many clusters. This is
suspected to be a systematic effect related to the X-ray background in our spectra.
It will be discussed in Section 3.4.3. Another fact to note is that entropy profiles are
much less dispersed when plotted as a function of scaled radius than they are when
plotted as a function of scaled interior mass.
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Figure 3-7: Plot of all computed entropy profiles. Left: scaled entropy, S/S500, as
a function of scaled radius, r/R500. Right: scaled entropy as a function of enclosed
gas mass fraction, Fg. Turquoise curves are for CC clusters, defined as clusters
with cSB < 11. Red curves are for NCC clusters. The orange curve is the power
law describing the Voit 2005 entropy profile found in hydrodynamical simulations.
Dashed curves are for the 4 morphologically disturbed clusters Abell 754, Abell
2256, Abell 3376 and Abell 3667.
3.2.6 Cool Core Classification
In Figure 3-8 we show the comparison between the measured surface brightness con-
trast, cSB, on the one hand and the entropy measured at two inner radii, 20 and
40kpc, on the other hand. Both plots are shown on the same scale. The first obser-
vation to make is that both entropy measures correlate well with cSB. The scatter in
the cSB − S(40kpc) plot is smaller than that in cSB − S(20kpc) plot.
We do not see any clear bimodality in the distribution of either of the 3 quan-
tities above. However, we separate the clusters into two groups based on the slight
separation of the data points seen in the cSB −S(40kpc) plane, around cSB = 11 (see
Figure 3-8.) We define cool core clusters (CC) as those clusters with cSB > 11, and
non-cool core clusters (NCC) as those with cSB < 11. Our sample contains 13 CC
clusters, and 32 NCC clusters.
We also show in Figure 3-9 plots of the interior gas mass fraction as a function
of radius. One can see a clear segregation in the CC profiles compared to the NCC
profiles.
We show in Table B.2 the values for S(40kpc) and cSB for each cluster, which we
use to classify its core type. Also shown in Table B.2 are the centroid shift values,
〈w〉 (see Section 3.1.1 for details).
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Figure 3-8: Plot of the 3 quantities considered for measuring the “cool-coreness”
of a cluster. Left: Entropy measured at 20kpc from the emission centroid, plot-
ted against the surface brightness contrast, cSB, defined in 2.5. Right: Entropy
measured at 40kpc vs cSB. The two plots are shown on the same logarithmic scale
3.3 Metallicity Profiles
Figure 3-67 shows our measured metallicity profiles, individually, with their estimated
uncertainty. The black symbols with error bars represent our measurement with the
background normalized using the ratio of high-energy photons in the observation rel-
ative to their counts in the Blank-Sky dataset. The orange data points are the results
of fits with the background normalization computed from a simple scaling of exposure
times and solid angle. There is, in general, agreement between the two methods of
measuring metallicity. As expected, disagreement between the two methods is found
in the outskirts of some clusters, where the background count fractions can be high.
The two vertical lines in Figure 3-67 are drawn at radii 0.15R500 and R500.
The measured metallicity profiles are found to decrease with radius. Metallicities
at larger radii are found to be relatively more poorly constrained, due to the fewer
number of photons and the larger background fraction. Our attempt to predict the
necessary counts, NZnec, needed for a 20% error on metallicity, as outlined in Section
2.4.2, does not always succeed. One difference between the fitting in simulations used
to estimate NZnec and the fitting of actual data, is that in the former, the spectral
shape of the background model is the same as that used to generate the fake spectra,
while in observations, we do not have a measurement of the background spectrum for
each observation. In other words, in observations, there is an added systematic error
any time the background spectral shape for a given observation is different than the
background extracted from the Blank Sky datasets.
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Figure 3-9: Scaled interior gas mass fraction profiles for CC clusters (turquoise
curves), and NCC clusters (red curves). Axes are scaled logarithmically on the left
panel to emphasize the decrease in relative scatter with increasing radius. On the
right panel, axes are scaled linearly to show more clearly the size of the scatter in
outer radii. Dashed curves are for the 4 morphologically disturbed clusters Abell
754, Abell 2256, Abell 3376 and Abell 3667.
We show in Table B.3 the various global metallicity measures, Z¯in, Z¯mid and Z¯out,
all in solar units. The latter measure correspond to scaled iron masses in the radial
ranges 0–0.15R500, 0.15–0.3R500, and 0.15–1R500, respectively.
3.3.1 Central Metallicity Peaks in CC and NCC Clusters
We overplot all obtained metallicity profiles in Figure 3-10. The dispersion in the
values of observed cluster metallicities decreases for radii larger than 0.1 − 0.2R500,
despite the larger uncertainty associated with measured metallicities at these high
radii. For radii smaller than ∼ 0.1R500, CC clusters tend to reach higher values of
metallicity, than NCC clusters, in agreement with earlier works finding peaks in the
metallicity profiles of CC clusters (e.g. De Grandi & Molendi, 2001).
However, the above statement concerns local measurements of metallicity, and
Figure 3-10 can be misleading if one tries to get an idea of the amount of metals in
cluster centers, as the radial axis is scaled logarithmically. We thus seek to compare
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Figure 3-10: Metallicity profiles of clusters. The radius is scaled by R500 on the
x-axis. Metallicity, on the y-axis, is given in units of solar metallicities. Red curves
are for NCC clusters, while turquoise curves are for CC clusters.
CC and NCC clusters using the global metallicity measurement, Z¯in, introduced in
Section 2.4.2. For this purpose, we show the values of Z¯in as a function of cluster
mass, and as a function of the global temperature measurement, kTX , in Figure 3-11.
Recalling that Z¯in ≡ MFe/(AFeMgas), indeed, one finds that the relative amount of
metals, Z¯in, is not significantly larger for CC clusters compared to NCC. We further
observe, in Figure 3-11, that the values of Z¯in become much more dispersed for clusters
with M500 < 5× 1014M⊙, than for more massive clusters with M500 > 5× 1014M⊙.
To quantify this latter observation, we show in Table 3.2 the error-weighted mean,
and the standard deviation of the values of Z¯in, for clusters divided by mass and cool
core state. The standard deviation of Z¯in for clusters with M500 > 5 × 1014M⊙ is
roughly 4 times smaller than that for clusters with M500 < 5× 1014M⊙, regardless of
cool core state. For the higher mass bin, above, the mean Z¯in is consistent for CC
and NCC clusters. While for the lower mass bin, where we find more dispersion, CC
clusters have a mean Z¯in, which is larger than its counterpart for NCC clusters by
approximately 40% of one standard deviation.
We also show in Table 3.2 the value of the χ2 statistic per degree of freedom,
computed with respected to the sample mean, as well as each subset’s mean.
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Figure 3-11: Left: Z¯in vs. M500. Right: Z¯in vs. kTX . Red points are for NCC
clusters, while turquoise points are for CC clusters.
χ2 =
∑
i
(
Z¯in,i − 〈Z¯in〉
)2
δZ¯2in,i
(3.9)
where the sum is over the (sub-)sample of clusters denoted by i, Z¯in,i is the i
th cluster’s
central metallicity, δZ¯in,i its uncertainty and 〈Z¯in〉 the (sub-)sample mean. A value
of of χ2 that is similar to the number of degrees of freedom (dof) means that the
data, given their uncertainties, are consistent with being drawn from a distribution
centered on the mean.
We find that the χ2 values relative to the degrees of freedom for the low-mass
clusters are much larger than those for the high-mass clusters, whether we look at
all clusters, CC clusters alone or NCC clusters alone. This confirms that the larger
dispersion seen in low-mass clusters is not caused by larger uncertainties in the data.
On the contrary, the low-mass Z¯in values are much more inconsistent with a constant
value, than the high-mass Z¯in values.
3.3.2 Cluster Bulk Metal Content
A much larger fraction of the ICM mass lies at larger radii. Hence, the outer regions
of a cluster is where most of the produced metals are expected to be found. The
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N Mean Std. Dev. χ2/dof
M500 < 5× 1014M⊙
All 16 0.41 0.16 20.4 (306./15)
CC 7 0.42 0.14 32.8 (131./4)
NCC 9 0.36 0.16 15.1 (151./10)
M500 > 5× 1014M⊙
All 27 0.40 0.044 2.37 (54./23)
CC 6 0.41 0.048 5.00 (25./5)
NCC 21 0.39 0.042 1.54 (26./17)
Table 3.2: Error-weighted mean, standard deviation of Z¯in and χ
2/dof with
respect to calculated mean, among clusters withM500 smaller than and larger than
5× 1014M⊙, and among CC and NCC clusters
emissivity in the outer regions, however, decreases significantly because of the lower
ICM density. The quantity Z¯out = [MFe/AFeMgas]r>0.15R500 , introduced in Section
2.4.2, is a measure of metallicity away from the central region of the cluster. In
Figure 3-12, we show a plot of Z¯out as a function of the total mass, M500, and as a
function of kTX . Inspecting Figure 3-12 we find no clear relation between Z¯out, and
either M500 or kTX .
3.4 Quantifying the Z¯out − S/Sgrav Correlation
One direct approach to look for a relation between pre-enrichment and pre-heating
is to look for a correlation between the ICM non-gravitational entropy, and the ICM
bulk metallicity measured outside the central region of the cluster. We use the ratio of
measured entropy to the expected gravitational entropy, Sgrav, to probe the amount
non-gravitational entropy. For metallicity, we use Z¯out, which is proportional to the
iron mass fraction in the region between 0.15 and 1R500, and which is computed from
the measured metallicity profile as described in Section 2.4.2.
The Z¯out−S/Sgrav relation is studied with entropy measured at several locations in
the clusters. First we study the metallicity-entropy relation at fixed R500-scaled radii.
This is justified, as the gravitational entropy model of Voit et al. (2005) scales self-
similarly, and is given in term of a profile which is a function of r/R500. In this case, we
use for Sgrav the expected gravitational entropy from Voit’s model, Sgrav = SV oit(r).
On the other hand, since buoyancy tends to order the ICM such that low-entropy gas
finds its way to the bottom of the cluster potential, while high-entropy gas rises to
large radii, then we could take a Lagrangian approach and study entropy at a fixed
interior gas mass fraction, Fg ≡Mg/(fbM500), where Mg is the interior gas mass (see
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Figure 3-12: Left: Z¯out vs. M500. Right: Z¯out vs. kTX . Red points are for NCC
clusters, while turquoise points are for CC clusters.
e.g. Tozzi & Norman, 2001; Voit et al., 2003; Nath & Majumdar, 2011). In this latter
case, we simply use Sgrav = S500 to scale the entropy, to avoid using a specific model
of entropy dependence on interior gas mass. If cluster entropy follows a universal
entropy profile, which is a function of Fg, then we should expect clusters to have
entropy equal to the same fraction of S500, at a given Fg. We therefore compare the
measured entropy to S500, and ignore the proportionality constant, mentioned above.
We present in the two sections below the results for each approach, in turn, after
a short description of selection criteria we use to filter our cluster sample for this
analysis.
3.4.1 Selection Criteria for Z¯out − S/Sgrav Study
In the analysis below not all clusters are included for each measurement. The first
filter we apply is to exclude the 4 disturbed clusters mentioned above (Abell 754,
Abell 2256, Abell 3376 and Abell 3667), which represent the clusters that most clearly
deviate from spherical symmetry, simply based on a visual inspection of their surface
brightness distribution. We do not exclude clusters which only show asymmetry in
their central regions, or clusters with an elliptical morphology.
Second, in the successive measurements at different radii, below, we only include
a cluster at a certain radius if the size of the FOV is larger than the radius of inter-
78 CHAPTER 3. ENTROPY AND METALLICITY MEASUREMENTS
est. Therefore, at larger radii or at larger interior gas mass fraction we have fewer
measurements.
We also exclude radial bins where the metallicity was not well constrained when
calculating its uncertainty with Sherpa’s tool proj(). When unable to constrain the
upper or lower bounds of the a fit parameter’s uncertainty range, proj() returns a
“NaN” value. We thus exclude all bins where this is the case. Only Abell 3822 is
excluded because this latter filter excludes all bins with data larger than 0.15R500.
Finally, 3 clusters are found to have very low metallicity values in radial bins
which cover most of the 0.15 − 1R500 range used to calculate Z¯out. These are Abell
1736, Abell 2063 and MKW 3S. The calculated uncertainty on these low metallicity
values is also found to be very small. Upon inspection of their outer radii spectra,
we find that most are background-dominated. The error estimation from the tool
proj() is most likely erroneous, in these clusters.
3.4.2 Z¯out − log(S/SV oit) at Constant Scaled Radius
When studying the metallicity-entropy relation at constant radius, the expected gravi-
tational entropy is taken directly from the analytical approximation given in Equation
3.8, which is the best-fit analytical equation to the AMR simulations of Voit et al.
(2005). The equivalent of Equation 3.8, in Voit et al. (2005), is shown in terms of
S200 and R200. To express it in terms of quantities measured at an overdensity of
500, we follow Pratt et al. (2010), who use the mean NFW concentration parameter
of cNFW = 3.2, as measured in Pointecouteau et al. (2005), for a morphologically
relaxed cluster sample. The above cNFW translates to R500 = 0.66R200. Together
with the scaling of Sδ ∝ M2/3δ /Rδδ2/3 (see for example Equation 3.5), this gives the
pre-factor of 1.53 in Equation 3.8. Here, δ is the overdensity at which the entropy,
Sδ, radius, Rδ, and the total interior mass, Mδ, are measured, e.g. δ = 500.
Since we are looking for a measure of pre-heating generated entropy, we would like
to measure S/SV oit as far from the center of the clusters as the data permit. AGN-
generated entropy, as well as cooling, is expected to change the entropy of the inner
regions. However, the outer radii are affected by a higher BG count fractions, which
introduce more measurement error. In addition, the FOV of the ACIS instrument
limits the radial range we can measure. We therefore measure entropy at the radii
1R500, 0.8R500 and 0.5R500. Not all clusters in our sample have measured entropies
at the higher radii.
We show in Figures 3-13, 3-14 and 3-15, plots of the bulk metallicity, Z¯out, against
the scaled entropy, S/SV oit, measured at 1R500, 0.8R500 and 0.5R500, respectively.
In the leftmost panel of each of the above-mentioned 3 plots we show all clusters
with data out to the radius of interest. In the middle panel, only the CC clusters
are shown, while the NCC clusters are shown in the rightmost panel. The error on
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entropy is calculated from the Monte Carlo generated kT (r) curves described in the
last subsection of Section 2.3.2. Visually, there is no unmistakable trend in the plot
of the above two quantities, as the spread in the data points is only larger than the
typical size of the error bars by a factor of a few, along either axes. Yet, the plots
might still suggest a positive trend between Z¯out and S/SV oit, especially at 1R500 and
at 0.8R500. We therefore seek to quantify the strength of any potential correlation.
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Figure 3-13: Plot of gas mass-weighted metallicity Z¯out, vs. the scaled entropy,
S/SV oit, measured at r = R500, for clusters with Chandra coverage at this radius.
Left: All clusters, with CC clusters in turquoise and NCC clusters in red. Center:
Cool core clusters. Right: Non cool core clusters.
Our estimates of both Z¯out and S/SV oit, for each cluster, have an associated uncer-
tainty range which is asymmetric with respect to the best estimate. It is, therefore,
inadequate to simply evaluate Pearson’s Correlation Coefficient in order to estimate
the significance of the correlation, as this method assumes that our variables come
from Gaussian distributions. Instead, we aim to use all available information about
the probability distribution of Z¯out and S/SV oit.
Z¯out is a weighted average of metallicity measurements in different radial bins
(See Equation 2.28). Each of these metallicity measurements has an estimated upper
limit, and an estimated lower limit, which are different. Since we do not have the full
probability distribution of Z¯out, we assume that it is described by a piecewise function,
such that it is a Gaussian with standard deviation δZ¯+out, for values larger than the
measured best estimate, and another Gaussian with standard deviation δZ¯−out, for
values smaller than the measured best estimate, where
(
δZ¯+out
)2
=
∑
ri>0.15R500
(
δZ+i
)2
M2gas,i(∑
ri>0.15R500
Mgas,i
)2 , (3.10)
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Figure 3-14: Plot of gas mass-weighted metallicity Z¯out, vs. the scaled entropy,
S/SV oit, measured at r = 0.8R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
and,
(
δZ¯−out
)2
=
∑
ri>0.15R500
(
δZ−i
)2
M2gas,i(∑
ri>0.15R500
Mgas,i
)2 , (3.11)
with δZ+i and δZ
−
i being the upper and lower error estimate on the metallicity of the
ith radial bin.
On the other hand, we do have an estimate of the probability distribution of
entropy at any given radius, in a given cluster. This probability distribution was
estimated by computing the list of best-fit temperature profiles, from Monte Carlo-
generated temperature datasets, as described in the last sub-section of Section 2.3.2.
Therefore, to estimate the significance of the metallicity-entropy correlation, we
adopt the following method. Let us consider, for example, the correlation between
Z¯out, and S/SV oit measured at R500. The clusters with entropy measurements at
R500 constitute the dataset, for which we test for a correlation, and which is plotted
in Figure 3-13. From this dataset, we generate multiple datasets drawn from the
probability distributions of Z¯out and S/SV oit, for all the clusters in the dataset. The
values of S/SV oit are computed directly from the 400 iterations that were generated
to estimate the uncertainty on the temperature profile of each cluster, as described
in Section 2.3.2. To generate a value for Z¯out, we obtain a realization from a random
number generator, with Gaussian distribution with zero mean and unit variance. If
the number is positive, it is multiplied by δZ¯+out and added to Z¯out to obtain the
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Figure 3-15: Plot of gas mass-weighted metallicity Z¯out, vs. the scaled entropy,
S/SV oit, measured at r = 0.5R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
metallicity value for the cluster of interest in the fake dataset. While if it is negative,
it is multiplied by δZ¯−out and subtracted from Z¯out.
We repeat the above 400 times, making in each iteration a fake dataset of
[Z¯out, S(R500)/SV oit(R500)] pairs, corresponding to the number of clusters in the dataset.
For each iteration, we calculate the estimate, rP , of Pearson’s correlation coefficient
rP =
∑
i (log(Si/S
i
V oit)− 〈log(S/SV oit)〉)
(
Z¯iout − 〈Z¯out〉
)
√∑
i (log(Si/S
i
V oit)− 〈log(S/SV oit)〉)2
√∑
i
(
Z¯iout − 〈Z¯out〉
)2 , (3.12)
where i refers to a cluster number, as the sums are computed over all clusters in
the dataset, and where 〈log(S/SV oit)〉 and 〈Z¯out〉 are averages over all clusters in
the dataset. Continuing to work with the same example, all entropies in the above
equation are evaluated at R500. We choose to work with the logarithm (base 10) of
S/SV oit, because the data visually appeared to follow a linear relation more closely
than in the case we used S/SV oit. For each iteration, we also fit the above dataset
with a linear equation of the form
Z¯out = A log(S/SV oit) +B, (3.13)
and record the value of the slope, A. The linear fit is computed assuming Gaussian
errors on both quantities, where we average the upper and lower errors for Z¯out to get
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the standard deviations on metallicity values, and where we take the 68% range on
entropy as twice the standard deviation, on the scaled entropy values. While the fit
assumes Gaussian distributions, the fake data themselves are drawn from our more
complex estimate of the error.
Therefore, for the relation between Z¯out, and S/SV oit at R500, we obtain a distribu-
tion of rP values, and a distribution of A values. These distribution are compared to
a Null Hypothesis case, H0, where we repeat similar simulations as above, assuming
now that metallicity measurements for all clusters are drawn from a constant value
equal to the mean metallicity of the sample, and where we keep the same distribution
for S/SV oit. And while we assume a constant mean metallicity, 〈Z¯out〉, for H0, we
use the same errors evaluated from the real data to generate the fake H0 datasets, in
order to produce a similar distribution to the observed data. Conversely, we denote
the results of the simulations generated from the measured Z¯out by H1.
The above analysis is run for r = R500, r = 0.8R500 and r = 0.5R500, with the
results shown in Figures 3-16, 3-17 and 3-18, respectively for analysis at each radius.
On the top row of each of the above 3 figures, we show the analysis performed on
all clusters in the dataset. In the middle row, the analysis is only performed on the
CC clusters, while in the bottom row, only NCC clusters are analyzed. In each row,
the left figure shows the distribution of best-fit slope, A, from the 400 Monte Carlo
iterations. A large fraction of outlying A values could indicate that the best-fit linear
model is practically vertical line. The right figure shows the distribution of rP values.
For both the A and rP histograms, the results of the H0 runs are shown with the
dashed line curves, while the results of H1 runs are shown with the solid line curves.
Simply inspecting Figures 3-16, 3-17 and 3-18, one can see that in general the
distribution of best-fit slopes is different in the H0 and H1 runs. For NCC clusters,
the distribution of A values in the H1 case tends to be flat, to different degrees at
different radii. We find that the data accommodate linear fits with a wide range of
slopes, ranging from a horizontal line, to a vertical line, where the slope reaches very
high values. On the other hand, CC clusters’ A histograms for H1 runs are centered
around a positive value, suggesting a positive correlation.
In the case of the correlation coefficient, rP , one can again see a segregation
between the histograms ofH1 runs, compared to theH0 histograms. The center of the
H0 distributions always tend to be around zero, with the width mostly affected by the
number of clusters making up the sample corresponding to each plot. H1 histograms
are centered around higher values. The most apparent segregations between H0 and
H1 histograms are found for CC clusters.
To evaluate the significance of the Z¯out− log(S/SV oit) correlation, we compare the
distributions of rP (H1) and rP (H0) using the following metrics. These metrics are
shown in Table 3.3.
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r = 1R500
All CC NCC
K-S probability 0. 0. 2.5× 10−7
P [rP (H0) > r
data
P ] 0.025 0.013 0.37
P [rP (H0) > rP (H1)] 0.16 0.16 0.39
68% Range on A [0.0016,0.20] [0.065,0.31] [-0.076,0.22]
P [A < 0] 0.14 0.040 0.34
r = 0.8R500
All CC NCC
K-S probability 0. 0. 1.1× 10−27
P [rP (H0) > r
data
P ] 0.018 0.0075 0.16
P [rP (H0) > rP (H1)] 0.12 0.12 0.26
68% Range on A [0.16,0.38] [0.23,0.54] [0.16,0.46]
P [A < 0] 0.015 0.027 0.045
r = 0.5R500
All CC NCC
K-S probability 5.6× 10−20 0. 3.7× 10−12
P [rP (H0) > r
data
P ] 0.21 0.055 0.31
P [rP (H0) > rP (H1)] 0.29 0.15 0.39
68% Range on A [0.022,0.31] [0.18,0.93] [-0.037,0.30]
P [A < 0] 0.13 0.040 0.25
Table 3.3: Results of statistical analysis evaluating the significance of the Z¯out −
log(S/SV oit) correlation, at constant r/R500
1. First, we use the Kolmogorov-Smirnov (KS) test to compute the probability that
the H0 and H1 samples of rP are drawn from the same sample distribution.
The results are shown in the Table 3.3 in the row labeled “K-S probability”.
We find that for all our runs, the above probability is always negligible. The KS
test is able to clearly distinguish between the H0 and H1 distributions because
of the large number (400) of iterations used to produce the distributions. The
cases marked “0.” are those where the computed probability is smaller than the
numerical resolution could accommodate.
2. Following the conventional method in evaluating the statistical significance of a
result, we compare the value of a statistic measured from the data — in our case
rP — to its distribution in the case of a null hypothesis. In Table 3.3, the row
marked “P [rP (H0) > r
data
P ]” gives the probability that we obtain, under H0,
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a value of rP larger than r
data
P , which is computed from the observed dataset.
The latter probability can be interpreted in the same way as the P-value, used
in many statistical tests.
The probability that H0 simulations produce rP values as large as r
data
P are
found to be small for CC clusters, being approximately equal to 1, 7 and 5% for
r = 1, 0.8 and 0.5R500, respectively. For NCC clusters the P [rP (H0) > r
data
P ]
value does not rule out H0 convincingly, coming closest to the 10% significance
level, for the case r = 0.8R500, where P [rP (H0) > r
data
P ] = 16%.
3. The above test of P [rP (H0) > r
data
P ] suffers the following flaw, however. The
value of rdataP is a single realization drawn from the probability distribution of rP
that can result from the data, given the probability distribution that we have on
each Z¯out and log(S/SV oit) measurement. As can be seen in Figures 3-16, 3-17
and 3-18, the value of rdataP is not always close to the peak of the distribution
of rP values drawn from the data, under H1. This indicates that, given the
asymmetric uncertainties we have on the Z¯out and log(S/SV oit) measurements,
rdataP is sometimes a statistical “fluke”.
To remedy the above, we seek a statistic which takes into account the uncer-
tainties on both Z¯out and log(S/SV oit) measurements. Instead of using the prob-
ability that rP (H0) is larger than r
data
P , we propose to evaluate the probability
that rP (H0) is larger than rP (H1) for each iteration of the H1 simulations,
and find the average of these probabilities. This is equivalent to computing
the probability that rP (H0) is larger than rP (H1) over the joint distribution of
rP (H0) and rP (H1):
P [rP (H0) > rP (H1)] =
∫ 1
0
dr1P (r1)
∫ 1
r1
dr0P (r0) , (3.14)
where we use r1 and r0 for rP (H0) and rP (H1), respectively. If both distribu-
tions are centered around zero, this probability becomes 50%.
We find P [rP (H0) > rP (H1)] to be significantly smaller for CC than it is for
NCC clusters. The lowest value it reaches is 12%, for CC clusters for measure-
ments at r = 0.8R500, and it is smaller than 16% in all cases where we consider
only CC clusters. In the cases of NCC clusters analyzed alone, the probabil-
ity of achieving a larger rP (H0) increases to 39%, 26% and 39%, at r = R500,
r = 0.8R500 and r = 0.5R500, respectively.
In none of the above cases does P [rP (H0) > rP (H1)] reach the conventionally
used 10% confidence level. However, one can say that there is a stronger signal
suggesting correlation in CC clusters than there is in NCC clusters.
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4. We then analyze the distribution of best-fit slopes, A. In the case of a positive
correlation, we expect the best-fit line to have a positive slope. In a given set of
simulations, we look for the range of most probable A values, and check whether
it includes zero, which would indicate consistence with H0.
We find that for NCC clusters, the 68% most probable range includes zero for
r = 0.5R500 and r = 1R500. In contrast, for CC clusters, the 68% range does
not include zero, for linear fits at all radii considered.
In addition, we show the probability that A < 0 in the row labeled “P [A < 0]”,
where values for CC clusters are found to be small.
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Figure 3-16: Results of Monte Carlo simulations of Z¯out − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = R500. The left column
shows the distribution of best-fit slope when fitting a linear relation to Z¯out and
log(S/SV oit). The dashed-line plots are the results of the H0 runs, while solid lines
are for the H1 analysis. The right column shows the distribution of correlation
coefficients obtained from each randomly generated dataset. The vertical blue line
indicates the rP value measured from the data. Top row: All clusters. Middle row:
Cool core clusters. Bottom row: Non cool core clusters.
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Figure 3-17: Results of Monte Carlo simulations of Z¯out − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.8R500. See the
caption of Figure 3-16 for details.
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Figure 3-18: Results of Monte Carlo simulations of Z¯out − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.5R500. See the
caption of Figure 3-16 for details.
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3.4.3 Systematics Plaguing Entropy and Metallicity Mea-
surements at Large Radii
As seen above, in Table 3.3, P [rP (H0) > rP (H1)] never reaches the 10% level, which
we take as a threshold for a significant detection. In addition, our measurements at
larger radii suffer from a few systematics that we discuss here.
Metallicity Measurement Systematics
Concerning the metallicities measured at large radii, inspecting the metallicity profiles
in Figure 3-67 one can see that several clusters show a significant drop in metallicity
at outer radii. Often the measured metallicities are consistent with zero, and/or have
large uncertainties, e.g. the outermost bins in Abell 119, Abell 1689, Abell 3158 and
others. The relatively high background fraction in the spectra of these regions drives
the metallicity best-fit values to zero. This could be due to a different BG spectral
shape in the observation, compared to that measured in blank-sky fields, which is
contrary to the assumption we make for spectral fitting. As discussed in Section
2.3.2, we do not attempt to measure the local BG in each observation and correct for
it, as suggested in Vikhlinin et al. (2005).
We attempt to treat this systematic effect by excluding clusters where the metal-
licity best-fit and uncertainty range, in a large fraction of the 0.15−1R500 radial range
are both measured to be small (See Section 3.4.1.) The excluded clusters from the
entropy-outer metallicity analysis are Abell 1736, Abell 2063 and MKW 3S. However,
this effect can potentially bias the metallicity measurements in the outer regions of
any of the rest of the clusters in our sample. We do not exclude any other clusters be-
cause, in general, these low-metallicity values have corresponding uncertainties which
are large. And since Z¯out is an error-weighted average measure of metallicity, we
expected it to be driven by the bins with less uncertain metallicity measurements.
Despite our attempts to calculate the necessary counts for a metallicity estimate
with a 20% uncertainty, NZnec, as detailed in Section 2.4.2, other factors cause many of
our uncertainty estimates on metallicity to be larger. Our main suspect is the presence
of a low-energy background component, which is different for each observation as
described in Vikhlinin et al. (2005). For example, Abell 2029 is projected on the
Northern Galactic Spur and thus has a soft X-ray foreground that is larger than
usual, as was reported in Vikhlinin et al. (2005). To calculate NZnec, we assumed that
the X-ray BG shape was known from the blank-sky datasets.
In other clusters, only a small region of the radial range from 0.15 to 1R500 is
covered in the metallicity measurements, and is towards the interior of that radial
range. Such clusters include Abell 1413, Abell 3571, Abell 399, III Zw 54 and ZwCl
1742+3306. Despite the above, we do not find any clear dependence between Z¯out
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and the maximum radius where it is measured. We show this in Figure 3-19, where
we plot Z¯out, against rmax, which is the outer radius of the last shell used to extract
spectra for measuring Z¯out. We scale rmax by R500. The absence of a strong trend in
Figure 3-19 indicates that any present bias is limited.
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Figure 3-19: Plot of Z¯out against the maximum radius of spectrum extraction.
No clear dependence is found.
A more systematic study is needed to explain why our fitting method does not
always return well-behaved measurements of metallicity from the outer regions of
clusters. We leave this to future work. For this work, we take our Z¯out with a grain
of salt, especially in the cases where they are smaller than roughly 0.1Z⊙.
Entropy Measurement Systematics
The same BG spectral variation mentioned above also affects the temperature mea-
sured in the outer radial bins, which in turn affects our entropy profiles. For example,
comparing our temperature profile for Abell 1413 in Figure 3-65 to that in Figure 8 of
Vikhlinin et al. (2006), one can see that both profiles start at similar temperatures at
the inner regions, but beyond a radius of 0.6 Mpc, the temperatures measured in this
work increase, while those measured in Vikhlinin et al. (2006) decrease. Vikhlinin et
al. (2005) do report a low-energy BG component, which, if left uncorrected as is the
case in this work, would lead to an over-subtraction of low-energy BG counts. The
latter could lead to overestimating temperature.
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Such entropy turnovers are seen in other studies, as well as this work. For exam-
ple some entropy profiles from the ACCEPT study of Cavagnolo et al. (2009) display
such turnovers, as can be seen in Figure 3-66, where we plot the ACCEPT profiles as
the gray data points. They can also be seen in Figure 5 of Cavagnolo et al. (2009).
The entropy turnovers can also be seen in a minority of entropy profiles measured in
Pratt et al. (2010). In both studies mentioned above, the entropy decreases are not as
dramatic as the ones measured in this work, as can be deduced by visual inspection.
In the case of the ACCEPT entropy profiles, which we over-plot along with our mea-
sured profiles, one can see that the entropy turnovers, whenever they are measured,
happen at different radii to where they are seen in our data. For example, clusters
Abell 2244, Abell 2319 and Abell 3391, among others, display entropy turnovers in
the ACCEPT measurements, at the same radii where they are increasing in our mea-
surements. This suggests that the entropy decrease at large radii could be an artifact
of both deprojection methods used in this work and in Cavagnolo et al. (2009). For
example, our use of the Mazzotta et al. (2004) deprojection technique for deproject-
ing temperature profiles could contribute to the entropy turnovers measured. This
method is known to break down when including temperature components with values
smaller than about 3keV, along with higher-temperature ones.
We further exclude clusters Abell 2029 and PKS 0745-191, which have low mea-
sured Z¯out and S/Svoit, both to see their effect from a statistical point of view on
our probability results, and because they display some of the problems discussed
above. These measurements are the two data points in the bottom left of the
Z¯out − S/Svoit plot for CC clusters in Figures 3-13 and 3-14. In this case, we find
that P [rP (H0) > rP (H1)] increases to approximately 25% for the CC-only sample
at r = 0.5R500, as well as for the entire sample and for the NCC-only sample at
r = 0.8R500. This value of 25% is the lowest obtained values of P [rP (H0) > rP (H1)]
when Abell 2029 and PKS 0745-191 are excluded.
3.5 Z¯mid − log(S/SV oit) at Constant Scaled Radius
The systematics outlined above prompt us to consider a different measure of the outer
global iron content than Z¯out, which is suspected of bias. We choose to repeat the same
analysis of Section 3.4.2, but using Z¯mid, which only uses metallicity measurements
beteween 0.15 and 0.3R500. By moving the outer radius of our measurement from
R500 to 0.3R500, we avoid some of the badly constrained metallicity measurements at
large radii, which are given a large weight because of the larger gas mass contained in
outer radial bins. And, we are also making a measurement that excludes the central
0.15R500.
Figures 3-20, 3-21, 3-22, 3-23 and 3-24 show the plots for Z¯mid as a function of
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scaled entropy, S/SV oit for r = 1.0, 0.8, 0.5, 0.3 and 0.2R500, respectively. The errors
on the metallicity measurements are smaller than in the case of Z¯out, however, the
presence of correlation is still unclear.
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Figure 3-20: Plot of gas mass-weighted metallicity Z¯mid, vs. the scaled entropy,
S/SV oit, measured at r = R500, for clusters with Chandra coverage at this radius.
Left: All clusters, with CC clusters in turquoise and NCC clusters in red. Center:
Cool core clusters. Right: Non cool core clusters.
We compute again statistics using the same Monte Carlo method described in
to Section 3.4.2. And, similarly to Section 3.4.2, Table 3.4 shows the result of our
statistical test. We show here only the P [rP (H0) > r
data
P ] and P [rP (H0) > rP (H1)]
statistics, as we believe they are the most conservative measures of correlation, es-
pecially the latter. Again, P [rP (H0) > rP (H1)] does not reach 10% for any radius
considered. We find P [rP (H0) > rP (H1)] = 36% for entropy evaluated at 0.2 and
0.3R500. Interestingly, P [rP (H0) > rP (H1)] decreases as we go to larger radii, reach-
ing 0.18, its smallest value for the Z¯mid − log(S/SV oit) correlation, at r = 0.8R500.
While this latter value in itself does not imply a correlation at a significant level, it
invites further investigation of such relation, with more measured clusters and after a
better understanding of the entropy systematics at large radii, as described in Section
3.4.3.
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Figure 3-21: Plot of gas mass-weighted metallicity Z¯mid, vs. the scaled entropy,
S/SV oit, measured at r = 0.8R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
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Figure 3-22: Plot of gas mass-weighted metallicity Z¯mid, vs. the scaled entropy,
S/SV oit, measured at r = 0.5R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
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Figure 3-23: Plot of gas mass-weighted metallicity Z¯mid, vs. the scaled entropy,
S/SV oit, measured at r = 0.3R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
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Figure 3-24: Plot of gas mass-weighted metallicity Z¯mid, vs. the scaled entropy,
S/SV oit, measured at r = 0.2R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
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r = 0.2R500
All CC NCC
P [rP (H0) > r
data
P ] 0.29 0.33 0.44
P [rP (H0) > rP (H1)] 0.36 0.38 0.47
r = 0.3R500
P [rP (H0) > r
data
P ] 0.31 0.25 0.38
P [rP (H0) > rP (H1)] 0.36 0.34 0.44
r = 0.5R500
P [rP (H0) > r
data
P ] 0.13 0.12 0.17
P [rP (H0) > rP (H1)] 0.26 0.28 0.29
r = 0.8R500
P [rP (H0) > r
data
P ] 0.040 0.058 0.10
P [rP (H0) > rP (H1)] 0.18 0.24 0.22
r = 1.0R500
P [rP (H0) > r
data
P ] 0.068 0.16 0.14
P [rP (H0) > rP (H1)] 0.23 0.31 0.26
Table 3.4: Results of statistical analysis evaluating the significance of the Z¯mid−
log(S/SV oit) correlation, at constant r/R500
3.6 Quantifying the Z¯in − S/Sgrav Correlation
In the previous section, we looked for a possible connection between metallicity in
the outer regions of the clusters and the excess entropy to probe the effects that early
SN explosions could have on the ICM. In this section, we concentrate on metallicity
measured in the inner regions of clusters, namely at r < 0.15R500, to probe processes
that occur after the collapse of the cluster.
We repeat the analysis performed in the previous section, substituting Z¯in for
Z¯out, and extending the entropy measurements to radii of 0.1, 0.2, 0.3, 0.5, 0.8 and
1R500. We also show plots of Z¯in versus entropies measured at constant values of Fg.
However, we choose in this section the values of Fg to coincide with the average Fg
of the cluster sample, at each of the above scaled radii. Table 3.5, below, summarizes
the average values of Fg at constant r/R500.
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r/R500 Sample average of Fg =Mg/fb/M500
1.0 0.57
0.8 0.42
0.5 0.21
0.3 0.095
0.2 0.046
0.1 0.012
Table 3.5: Cluster sample average of Fg ≡ Mg/(fbM500) at various R500-scaled
radii
3.6.1 Z¯in − log(S/SV oit) at Constant Scaled Radius
We show, in this section plots of the measured inner metallicity, Z¯in, against the ratio
of measured entropy to SV oit, at the above-mentioned scaled radii. For consistency
with the previous section, we keep the same order of displaying plots and results, going
from larger to smaller radius. Results for Z¯in versus S/SV oit measured at r = 1.0, 0.8,
0.5, 0.3, 0.2 and 0.1R500 are shown in Figures 3-25, 3-26, 3-27, 3-28, 3-29 and 3-30,
respectively.
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Figure 3-25: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = R500, for clusters with Chandra coverage at this radius.
Left: All clusters, with CC clusters in turquoise and NCC clusters in red. Center:
Cool core clusters. Right: Non cool core clusters.
Visually inspecting Figures 3-25, 3-26, 3-27, 3-28, 3-29 and 3-30, one can see the
absence of any trend at r = R500. A possible slope starts to appear for NCC clusters at
r = 0.8R500, and becomes more apparent for lower radii. The positive trend between
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Figure 3-26: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.8R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
Z¯in and S/SV oit is unmistakable in the plots for CC clusters, at radii of 0.1, 0.2 and
0.3R500.
We present here the same statistical analysis as that performed in Section 3.4, but
for the Z¯in−S/SV oit relation. We omit the analysis at r = 0.1R500 as entropy profiles
are seen to have large dispersion at such small radii in simulations of gravitationally
induced entropy (e.g. Voit et al., 2005; Nagai et al., 2007). Therefore, there is no con-
stant level of gravitational entropy from simulations, to compare our measurements
to. In Voit et al. (2005), entropy profiles are only approximated well by the power-law
form we adapt at radii larger than roughly 0.2R500. Moreover, the Z¯in−S/SV oit trend
is similar at 0.1 and 0.2R500.
Figures 3-31, 3-32, 3-33, 3-34 and 3-35 show the histograms of the best-fit slopes
(left) and of the Pearson correlation coefficient, rP , (right), obtained from Monte
Carlo simulation based on our Z¯in and S/SV oit measurements and their uncertainties,
as described in detail in Section 3.4.
Table 3.6 summarizes the results of the statistical analysis performed using our
measured data, and our Monte Carlo generated data. The results of our 4 tests are
as follows.
1. The KS test probabilities are again always negligible. We have seen in Section
3.4 that the KS test is very sensitive to detecting a difference between the
distributions of rP (H0) and rP (H1), mainly because of the large number of
generated simulations for each hypothesis, which was 400. This does not answer,
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Figure 3-27: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.5R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
however, whether the difference in the above two distribution is enough to
consider Z¯in and S/SV oit correlated.
2. To better quantify correlation, we look at the fraction of rP (H0) that are larger
than the correlation coefficient directly measured from the data, rdataP . This
statistic is denoted P [rP (H0) > r
data
P ].
Signs of correlation, using P [rP (H0) > r
data
P ] start to appear even at large radii.
CC clusters at r = R500, and both CC and NCC clusters at r = 0.8R500 have
P [rP (H0) > r
data
P ] smaller than 6%. This low probability is mostly driven by
a group of lower-mass clusters with relatively large Z¯in and S/SV oit values (see
Figure 3-26).
For radii smaller than 0.5R500, P [rP (H0) > r
data
P ] is smaller than 5% for all CC
analyses, and smaller than 3% for all NCC runs. In addition, it also points to
significant correlation when both CC and NCC datasets are analyzed together,
reaching a maximum value of 0.5% for all radii smaller than 0.5R500, as can be
seen in the “All” column of Table 3.6.
3. The more conservative statistic we use for testing correlation is P [rP (H0) >
rP (H1)], which rules out some of the detections of the previous statistic, at the
10% level. Under P [rP (H0) > rP (H1)], we are left with significant detections of
correlation for CC clusters at radii of 0.2 and 0.3R500, where the significance is
found to be 5.6 and 4.2%, respectively. For NCC clusters, P [rP (H0) > rP (H1)]
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Figure 3-28: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.3R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
indicates significance for a wider range of radii, being less than 9% for 0.2,
0.3, 0.5 and 0.8R500. When combining both CC and NCC, the significance
becomes larger than in the case of either CC or NCC clusters alone. This can
be explained as follows.
Consider for example the case where r = 0.2R500. In Figure 3-35, the histogram
of rP (H0) values shows a bimodal shape, which makes it extend to larger values
of rP than usual. The origin of this bimodality and large spread is understood
by looking at the data used to generate rP values. In Figure 3-29, one can see
that only 11 clusters constitute the CC sample. In the case of H0, simulations
are generated assuming a constant value of Z¯in, for all clusters, and the same
S/SV oit values as measured and shown in Figure 3-29. The right-most data
point has a much larger uncertainty, which causes it to stray further from the
constant Z¯in line, at different simulation iterations. This in turn will drive the
linear fit away from the constant line result, given that the total size of the
sample is only 11. On the other hand, when combining CC and NCC data
points, the sample is larger making the rP (H0) unimodal, and more compact,
as seen in Figure 3-35. This in turn increases P [rP (H0) > rP (H1)], compared
to its value for the CC-only runs.
At the larger radii of 0.5 and 0.8R500, we still find a correlation at the level of
P [rP (H0) > rP (H1)] ∼ 5−6% for NCC clusters, and at the level of P [rP (H0) >
rP (H1)] ∼ 1 − 4% for the entire sample of both CC and NCC clusters. CC
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Figure 3-29: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.2R500, for clusters with Chandra coverage at this ra-
dius. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
clusters which display a stronger Z¯in − S/SV oit correlation than NCC clusters,
for r ≤ 0.3R500, do not show such correlation at acceptable significance at
r = 0.5 and 0.8R500. On the other hand, no correlation is found at r = R500.
4. The 68% range on A excludes zero for all radii equal to or smaller than 0.8R500
for both CC and NCC datasets, as well as for joint datasets of both cool core
types. The value of A = 0 is in the 68% most probable range for the CC sample
at r = R500.
Because of its average nature, we judge P [rP (H0) > rP (H1)] (listed as the third
statistic, above) as our most reliable and conservative statistic for estimating the
significance of the Z¯in − S/SV oit correlation. According to P [rP (H0) > rP (H1)],
the strongest correlation are found when combining both CC and NCC datasets, for
r = 0.3 and 0.5R500. If we consider each of the samples on its own, the strongest
correlations are found for CC clusters at r = 0.3R500. However, at r = 0.5 and
0.8R500, NCC clusters display a more significant correlation.
This signifies, first, that although a strong signal for correlation exists in the CC
sample, it still suffers from containing a small number of clusters. Second, unlike the
Z¯out − S/SV oit analysis, we find that CC clusters only have the stronger correlation
signal for correlation. In addition, for Z¯in − S/SV oit, we reach acceptable levels of
significance at the interior radii, unlike in the analysis using the outer metallicity,
Z¯out. This can be seen in Z¯in − S/SV oit plots, such as those in Figure 3-28.
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Figure 3-30: Plot of gas mass-weighted inner metallicity Z¯in, vs. the scaled
entropy, S/SV oit, measured at r = 0.1R500, for clusters with Chandra coverage at
this radius. Left: All clusters, with CC clusters in turquoise and NCC clusters in
red. Center: Cool core clusters. Right: Non cool core clusters.
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r = 0.2R500
All CC NCC
K-S significance 0. 0. 0.
P [rP (H0) > r
data
P ] 0.0050 0.0075 0.023
P [rP (H0) > rP (H1)] 0.047 0.056 0.087
68% Range on A [0.36,0.47] [0.63,0.81] [0.19,0.34]
P (A < 0) 0.0 0.0 0.0025
r = 0.3R500
All CC NCC
K-S significance 0. 0. 0.
P [rP (H0) > r
data
P ] 0.0050 0.0 0.020
P [rP (H0) > rP (H1)] 0.023 0.042 0.078
68% Range on A [0.67,0.85] [0.94,1.2] [0.41,0.67]
P (A < 0) 0.0 0.0 0.0
r = 0.5R500
All CC NCC
K-S significance 0. 0. 0.
P [rP (H0) > r
data
P ] 0.0 0.032 0.0075
P [rP (H0) > rP (H1)] 0.0092 0.13 0.049
68% Range on A [0.49,0.83] [0.49,3.0] [0.63,1.0]
P (A < 0) 0.0 0.063 0.0
r = 0.8R500
All CC NCC
K-S significance 0. 0. 0.
P [rP (H0) > r
data
P ] 0.0 0.058 0.013
P [rP (H0) > rP (H1)] 0.038 0.20 0.061
68% Range on A [0.084,0.17] [0.054,0.14] [0.18,0.33]
P (A < 0) 0.035 0.17 0.027
r = 1.0R500
All CC NCC
K-S significance 4.7× 10−35 9.5× 10−33 5.5× 10−9
P [rP (H0) > r
data
P ] 0.097 0.047 0.21
P [rP (H0) > rP (H1)] 0.24 0.24 0.36
68% Range on A [-0.065,-0.0073] [0.063,0.11] [-0.12,0.0080]
P (A < 0) 0.73 0.045 0.78
Table 3.6: Results of the statistical analysis evaluating the significance of the
Z¯in − log(S/SV oit) correlation, at constant r/R500
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Figure 3-31: Results of Monte Carlo simulations of Z¯in − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = R500. The left column
shows the distribution of best-fit slope when fitting a linear relation to Z¯in and
log(S/SV oit). The dashed-line plots are the results of the H0 runs, while solid lines
are for the H1 analysis. The right column shows the distribution of correlation
coefficients obtained from each randomly generated dataset. The vertical blue line
indicates the rP value measured from the data. Top row: All clusters. Middle row:
Cool core clusters. Bottom row: Non cool core clusters.
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Figure 3-32: Results of Monte Carlo simulations of Z¯in − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.8R500. See the
caption of Figure 3-31 for details.
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Figure 3-33: Results of Monte Carlo simulations of Z¯in − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.5R500. See the
caption of Figure 3-31 for details.
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Figure 3-34: Results of Monte Carlo simulations of Z¯in − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.3R500. See the
caption of Figure 3-31 for details.
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Figure 3-35: Results of Monte Carlo simulations of Z¯in − log(S/SV oit) datasets
based on measured values of metallicity and entropy at r = 0.2R500. See the
caption of Figure 3-31 for details.
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3.6.2 Z¯in− log(S/S500) at Constant Interior Gas Mass Fraction
We show here the plots of Z¯in versus S/S500 measured at constant interior gas mass
fraction. As mentioned above, we measure S/S500 at interior gas mass fraction equal
to the sample average at each of the radii used in the previous section. The values of
Fg we use are shown in Table 3.5.
Figures 3-36, 3-37, 3-38, 3-39, 3-40 and 3-41 show the relation between Z¯in and
S/S500 measured at Mg equal to 0.57, 0.42, 0.21, 0.095, 0.046 and 0.012fbM500, re-
spectively.
We do not perform the same statistical analysis on data at constant interior gas
mass fraction, as was done in the previous section. The distribution of data points in
Z¯in − log(S/S500) space is qualitatively very similar in both cases.
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Figure 3-36: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.57fbM500, which approximately corresponds to r =
R500, for clusters with Chandra coverage at this radius. Left: All clusters, with CC
clusters in turquoise and NCC clusters in red. Center: Cool core clusters. Right:
Non cool core clusters.
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Figure 3-37: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.42fbM500, which approximately corresponds to r =
0.8R500, for clusters with Chandra coverage at this radius. Left: All clusters, with
CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
S/S500
All clusters
1
0.
0.2
0.4
0.6
0.8
<
Z i
n>
 (Z
O •
 
)
CC clusters
1
 
 
 
 
 
NCC clusters
1
 
 
 
 
 
Figure 3-38: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.21fbM500, which approximately corresponds to r =
0.5R500, for clusters with Chandra coverage at this radius. Left: All clusters, with
CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
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Figure 3-39: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.095fbM500, which approximately corresponds to r =
0.3R500, for clusters with Chandra coverage at this radius. Left: All clusters, with
CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
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Figure 3-40: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.046fbM500, which approximately corresponds to r =
0.2R500, for clusters with Chandra coverage at this radius. Left: All clusters, with
CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
3.6. QUANTIFYING THE Z¯IN − S/SGRAV CORRELATION 111
S/S500
All clusters
0.1
0.
0.2
0.4
0.6
0.8
<
Z i
n>
 (Z
O •
 
)
CC clusters
0.1
 
 
 
 
 
NCC clusters
0.1
 
 
 
 
 
Figure 3-41: Plot of gas mass-weighted inner metallicity Z¯in, vs. the scaled en-
tropy, S/S500, measured at Mg = 0.012fbM500, which approximately corresponds
to r = 0.1R500, for clusters with Chandra coverage at this radius. Left: All clusters,
with CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
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3.7 Systematics in the Central Metallicity Mea-
surement
In Section 3.6, we found a correlation between inner metallicity Z¯in and the scaled
entropy measured at various scaled radii. The statistical confidence in the correlation
was found to be stronger for CC clusters, than it was for NCC clusters. Inspecting
the Z¯in − S/SV oit plots, where a correlation was found for CC clusters, one notices
that NCC clusters occupy a more extended region in Z¯in − S/SV oit space than CC
clusters. Consider for example the measurement at r = 0.3R500, shown in Figure
3-28. If we take the locus of points of the CC clusters in this Z¯in − S/SV oit plot of
Figure 3-28 as reference, we find that some measurements of the NCC clusters fall on
the same locus, while another group of NCC clusters occupies a region with smaller
Z¯in and larger S/SV oit. The latter group of clusters consists of Abell 119, Abell 539,
Abell 2147, Abell 3391 and Abell S 405.
We investigate the 5 clusters constituting this group of outliers. Since they are
found to have larger scaled entropy than the rest of the clusters, we first look for
any signs of disturbance in their morphology that could be associated with a recent
merger, or with AGN activity. We look at the values of the centroid shift, 〈w〉, and
of cSB for the above 5 clusters compared to the general distribution for the entire
sample.
Figure 3-42 shows the distribution of the entire sample in cSB − 〈w〉 space. Only
clusters observed with a FOV larger than 0.28R500 are shown, as was described in
Section 3.1.1. The green points represent the outliers of the Z¯in − S/SV oit relation.
The FOV for Abell 2147 only covers the region within 0.25R500, but we still show it
on Figure 3-42.
We find that outliers of the Z¯in − S/SV oit relation occupy the region with small
cSB and small 〈w〉 compared to the rest of the sample. In other words, they are
relaxed clusters with low concentration. We therefore do not find any signs of recent
mergers or AGN activity that could be behind the enhanced entropy, relative to
metallicity-entropy trends seen in Section 3.6.
We verify the above conclusion by showing a comparison of SB images between
the outliers sample, in Figure 3-43, and the rest of the NCC clusters in Figure 3-44.
The colors on these images correspond to 21 logarithmically spaced SB levels between
the maximum SB and one hundredth of its value.
Inspecting the SB images of the two samples by eye, we estimate the fraction of
clusters in each sample with unmistakable signs of disruption. This is done because
of doubts that 〈w〉 might not capture disruptions and asymmetries in all the cases.
In the outliers sample, 2 out of 5 clusters show clear signs that they are disturbed.
These are Abell 119, with a tail in the North East direction, and Abell 2147, with
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Figure 3-42: cSB vs. 〈w〉 for outlying clusters of the Z¯in−S/SV oit relation (green
symbols) compared to the entire sample. Only clusters observed with a FOV larger
than 0.28R500 are shown, except for Abell 2147, which is part of the outliers sample.
an extended filamentary structure near the center, and a global asymmetry, whereby
the North East half of the image has a larger SB than the South West half.
In the “normal” sample, we estimate that 9 out of the 24 clusters show clear
signs of disruption, or merger. These are Abell 399 (global asymmetry), Abell 400
(bullet-like structure near the center), Abell 1644 (nearby cluster seen in the same
FOV, 2 peaks near the center), Abell 1914 (bar-like structure across the center), Abell
2163 (isophotes form a right angle pointing South), Abell 2142 (irregularities in the
isophotes), Abell 2319 (cold front), Abell 4059 (X-ray hole near the center) and Abell
3921 (tail-like extension to the North West).
While it is hard to conclude much about the rates of occurrence in the outliers
sample that consists of only 5 clusters, the two rates above are found to be consistent
with each other. Mergers and/or central activity are seen in both subsets, and thus
the X-ray morphology data does not support the hypothesis that they are behind the
different distribution in Z¯in − S/SV oit space.
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Figure 3-43: Images of the Z¯in − S/SV oit relation for outliers. The images are
exposure-corrected, Gaussian-smoothed and logarithmically scaled.
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Figure 3-44: Images of the NCC clusters lying on the Z¯in−S/SV oit relation. The
images are exposure-corrected, Gaussian-smoothed and logarithmically scaled.
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On the other hand, a more apparent difference between the two subsets of clusters
above, as seen in the SB images, concerns how concentrated the SB is in the two
samples. One can see the drop in SB relative to the peak SB by looking at the colors
in Figures 3-43 and 3-44, because the scaling is the same for all cluster images. In the
outliers subset, the SB never reaches a level corresponding to predominantly red- or
white-colored pixels at r = 0.6R500, while this is often the case for the normal sample
in Figure 3-44. This agrees with the outlier sample having the lowest cSB values, as
was discussed above, and as is illustrated in Figure 3-42.
Another SB scale that comes into play is the level of the background SB. It is
likely that in many of the clusters the SB at the outskirts of the images shown in
Figures 3-43 and 3-44 is dominated by the X-ray background contribution. However,
if the level of background is different from cluster to cluster, the size of the radial bins
used to measure metallicity will be less uniform, across clusters. This is because each
spectrum is extracted from a bin whose area includes the optimum number of counts
necessary to obtain an accurate enough metallicity measurement. As discussed in
Section 2.4.2, this optimum number of counts depends on the fraction of BG counts,
fbg.
We therefore look for any possible discrepancy between the two subsets above,
which can be due to different signal-to-noise values. A large value of fbg will make the
spectrum extraction region larger, in order to include more source counts. However,
we defined Z¯in to be the gas mass-weighted metallicity within 0.15R500. If in some
clusters spectra from radii larger than 0.15R500 are used to compute Z¯in, then this
will sample a larger region, relative to the self similar scaling with respect to R500.
To compute Z¯in, we include all radial bins which overlap the disc r < 0.15R500.
The last such bin will, in general, extend beyond r = 0.15R500 by a distance that will
depend on the count surface brightness, and the BG count fraction.
In Figure 3-45, we show the sample distribution of our estimates of the fraction of
counts from the region r > 0.15R500 used in the spectra that contribute to computing
Z¯in. We call the above fraction, f
out
cts . It can be seen that f
out
cts reaches large values
for many of the clusters in our sample. This fraction in the 5 outlying clusters is
measured to be 0.35, 0.29, 0.35, 0.16 and 0.99, with a mean of 0.43 compared to a
mean of 0.24 in the “normal” subset of clusters.
In Figure 3-46, we plot Z¯in against the f
out
cts , in order to search for signs of a bias
introduced by this discrepancy in the way we measure Z¯in. We find it is difficult
to disentangle real physical variation of Z¯in from any potential bias introduced by a
large f outcts .
However, we follow the hint given by the lower Z¯in values found in Figure 3-46
for f outcts larger than about 0.25. We identify clusters with f
out
cts > 0.25 as having a
potentially biased Z¯in measurement, and re-plot the Z¯in − S/SV oit measurements at
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Figure 3-45: Histogram of foutcts , the fractions of counts from r > 0.15R500 used
to compute Z¯in. All 45 clusters in the sample are represented.
r = 0.3R500 distinguishing the latter subset. This is shown in Figure 3-47, where the
red and turquoise symbols again stand for CC and NCC clusters, respectively, while
clusters with f outcts > 0.25 are shown in dark blue symbols.
We find that the majority of the high-f outcts clusters with S/SV oit & 2 have a lower
Z¯in value than the low-f
out
cts clusters with similar S/SV oit. Four out of the 5 clusters
we classified as outliers to the Z¯in − S/SV oit relation have f outcts > 0.25, the exception
being Abell 3391. However, for clusters with S/SV oit . 2, high-f
out
cts clusters have a
similar central metallicity than the rest of the clusters. When considering the entire
sample, all but one of the f outcts > 0.25 clusters are NCC clusters. The only CC cluster
with f outcts > 0.25 is the group UGC 3957. One can see in Figure 3-47 that the low-f
out
cts
subset of clusters would be less dispersed around a best-fit line, than if the entire
sample is considered.
Having identified the high-f outcts subset of clusters as having a different distribution
in Z¯in − S/SV oit space, we exclude them from the sample and repeat the statistical
analysis of Section 3.6. We seek to find whether NCC clusters have the same level of
statistical significance in the relation between Z¯in and S/SV oit, as CC were found to
have.
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Figure 3-46: Z¯in vs. f
out
cts . The red symbols represent the outliers of the Z¯in −
S/SV oit relation.
3.7.1 Statistical Analysis of the Z¯in − S/SV oit Relation with
High-f outcts Clusters Excluded
We show the plots of Z¯in vs. S/SV oit at constant radius and for the f
out
cts < 0.25 subset
only, in Figures 3-48, 3-49, 3-50, 3-51, 3-52 and 3-53. We observe that for r = 0.3R500
(Figure 3-51), the Z¯in − S/SV oit distributions of CC and NCC clusters become more
similar, than in the case of the entire sample (see Figure 3-28). For smaller radii,
CC and NCC clusters become segregated along the entropy axis, but the data points
appear to follow a correlation more closely after excluding high-f outcts clusters.
We also show the Z¯in − S/S500 relation measured at constant interior gas mass
fraction, for the f outcts < 0.25 subset of clusters in Figures 3-54, 3-55, 3-56, 3-57, 3-58
and 3-59, for Fg = 0.57, 0.42, 0.21, 0.095, 0.046 and 0.012, respectively.
Finally, we calculate the significance of a Z¯in − S/SV oit relation, at each of the
constant plotted above. The results are shown in Table 3.7, below, where we show the
same probabilities, P [rP (H0) > r
data
P ] and P [rP (H0) > rP (H1)], of Section 3.6. We
recall that P [rP (H0) > rP (H1)] is a more conservative estimate of the probability
that the correlation is there by chance, and refer the reader to Section 3.4 for a
detailed description of the probabilities shown below.
Despite the fact that the data points in the plots of Z¯in vs. log(S/SV oit) appear
to follow a correlation more closely after excluding high-f outcts clusters, the significance
of the correlations only increases for entropy measurements at r = 0.3R500. This
confirms the presence of the correlation, as the decrease of the size of the sample is
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Figure 3-47: Same as in Figure 3-28, Z¯in is plotted against S/SV oit, at r =
0.3R500, with the dark blue symbols representing the f
out
cts > 0.25 subset of clusters
expected to increase the values of P [rP (H0) > rP (H1)]. They, instead decrease for
r = 0.3R500. For r = 0.2 and 0.5R500, the significance of the correlation decreases.
However, despite the smaller samples, the probabilities P [rP (H0) > rP (H1)] remain
under 10% — and in some cases are much lower — for all the cases where they were
smaller than 10% before the exclusion of the high-f outcts subset of clusters.
3.8 The Mass-Entropy Relation
In Section 3.6 we measured a correlation between Z¯in and S/SV oit, at various radii.
It is natural to ask whether this relation is driven by the mass dependence of both
quantities. We investigate in this section, the dependence of scaled entropy on the
cluster gravitational mass.
We show in Figure 3-60 the measured entropy scaled by the gravitational entropy,
Sgrav, at various scaled radii and interior gas mass fraction. As was done throughout
this work, we scale entropy measured at a given radius by the Sgrav = SV oit model
(See Equation 3.8), at that radius. And, we scale the entropy measured at a given
interior gas mass fraction by Sgrav = S500, the characteristic entropy of the cluster.
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Figure 3-48: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = R500, for the subset of clusters with f
out
cts < 0.25. Left:
All clusters, with CC clusters in turquoise and NCC clusters in red. Center: Cool
core clusters. Right: Non cool core clusters.
We note that for the case of r = 0.1R500, we use the power-law form of Equation
3.8, while these results are only valid beyond ∼ 0.2R500. Therefore, we should only
consider the shape of the S/SV oit − M500 relation at r = 0.1R500, and ignore the
normalization.
For each scaled radius, r/R500, where we measure entropy, we calculate the sample
mean value of interior gas mas fraction, Fg. This allows us compare measurements
at r/R500, with those of nearby points chosen as a function of Fg. For a given scaled
radius, r/R500, scaling entropy by SV oit is equivalent to scaling it by S500, up to a
multiplicative factor, because SV oit is simply equal to S500 times a power-law of r/R500.
Therefore, we can compare the mass dependence of S/SV oit to that of S/S500, for
measurements at a constant gas mass fraction, if we ignore the overall normalization.
For this purpose, we scale all y-axes of the plots in Figure 3-60, such that they span
the same logarithmic range corresponding to a factor of 20 in S/Sgrav.
We observe a clear dependence of scaled entropy on M500 for all radii, and their
corresponding gas mass fractions, up to r = 0.5R500. Despite our lower confidence
in the measurements at 0.8 and 1R500, we observe that the entropy-mass relation
at these radii approaches the self-similar expectation of a zero slope. The scatter
increases, however, at these large radii.
For the inner radii, where we observe a mass-entropy relation, we notice that
the mass dependence is stronger at a constant gas mass fraction, than it is at its
corresponding scaled radius. For example, if we compare the trend in the r = 0.2R500
panel to that of the Mg = 0.046fbM500 panel, we find that slope of the latter trend is
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Figure 3-49: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.8R500, for the subset of clusters with f
out
cts < 0.25. Left:
All clusters, with CC clusters in turquoise and NCC clusters in red. Center: Cool
core clusters. Right: Non cool core clusters.
more negative. The trends at constant Fg show, however, a larger scatter than their
equivalent trends at constant r/R500.
3.9 Centroid Shift and Metallicity
We show in this section the relation between metallicity and the amount of substruc-
ture, or asymmetry, in the SB of the ICM emission. Metallicity is measured both
outside 0.15R500, Z¯out, and inside 0.15R500, Z¯in. While substructure is quantified
using the centroid shift, 〈w〉.
Figure 3-61 shows the dependence of Z¯out, and Z¯in on 〈w〉, in the left and middle
panels, respectively. The colors of the symbols represent different bins of cluster
masses, M500. The right panel shows a histogram of the mass distribution of clusters,
with the same color coding as that used in the metallicity-〈w〉 plots. We exclude
clusters with unconstrained metallicity measurements from the metallicity -〈w〉 plots
of Figure 3-61. However, the mass histogram in Figure 3-61 includes the entire sample.
The Z¯out−〈w〉 plot does not show any clear dependence between the two quantities.
However, we recall that our Z¯out measurements suffer from some systematics, as
discussed in Section 3.4.3. The Z¯out measurements with lower values are especially
suspect of being biased. In light of these observation, if we ignore the group of data
points with Z¯out ∼ 0.1Z⊙, we find that there might be a positive trend between Z¯out
and 〈w〉, albeit with significant scatter. Alternatively, if we consider only the lower
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Figure 3-50: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.5R500, for the subset of clusters with f
out
cts < 0.25. Left:
All clusters, with CC clusters in turquoise and NCC clusters in red. Center: Cool
core clusters. Right: Non cool core clusters.
two mass bins (colored in blue and light blue) we find that the data could support
the presence of a positive metallicity-centroid shift trend, with 3 outliers with low-
metallicity and large 〈w〉.
The Z¯in − 〈w〉 data, on the other hand have smaller uncertainties, and Z¯in mea-
surements are not suspected of such bias, as in the case of Z¯out. If we consider all data
points plotted in the middle panel of Figure 3-61, the data are not well described by
either a positive or negative trend between Z¯in and 〈w〉. However, if we consider only
the low-mass subset of clusters corresponding to log(M500) < 14.65 (i.e. the dark and
light blue symbols), we find a clear positive trend between Z¯in and 〈w〉. For larger
clusters (log(M500) > 14.65), we cannot identify a relation as evident as above. The
Z¯in − 〈w〉 plot for low-mass clusters alone is shown in Figure 3-62.
We quantify the significance of this relation for low-mass clusters using Monte
Carlo simulations where we assume that the error on 〈w〉 is Gaussian, with σ =
(1/
√
N)〈w〉 = 0.22〈w〉, where N = 20 is the number of centroid calculations used to
compute their variance. The error on Z¯in is calculated in the same way as was done
for the Z¯in−S/Sgrav correlation calculations. The Monte Carlo method calculates the
Pearson correlation coefficient for many datasets, synthesized from the measurements
of Z¯in and 〈w〉, and their uncertainties (see Section 3.4.2 for details of how we compute
the significance of a correlation). We calculate the significance of the correlation
between Z¯in and 〈w〉 to be equal to 93% (i.e. P [rP (H0) > rP (H1)] = 7%), for the 12
clusters with log(M500) < 14.65.
We verify that this correlation is not caused by the signal-to-noise in the SB data
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Figure 3-51: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.3R500, for the subset of clusters with f
out
cts < 0.25. Left:
All clusters, with CC clusters in turquoise and NCC clusters in red. Center: Cool
core clusters. Right: Non cool core clusters.
affecting the estimate of 〈w〉. We find that, in this sample of 12, there are low-
photon count clusters with high and with low values of 〈w〉. Two of the 3 highest-〈w〉
clusters are Abell 400 and ZwCl 1742+3306, which both display clear irregularity.
The former shows a triangular morphology (see Figure 3-63), while the latter shows
signs of sloshing and cold fronts near the center. In addition, Abell S405 has the
second-lowest 〈w〉, while its observation has a very low count level. We conclude
that this Z¯in − 〈w〉 correlation is unlikely to be only resulting from signal-to-noise
differences between cluster observations. We discuss this correlation in Section 4.3,
as well as discuss, Abell 1736, the outlying data point in Figure 3-62.
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Figure 3-52: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/SV oit, measured at r = 0.2R500, for the subset of clusters with f
out
cts < 0.25. Left:
All clusters, with CC clusters in turquoise and NCC clusters in red. Center: Cool
core clusters. Right: Non cool core clusters.
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Figure 3-53: Plot of gas mass-weighted inner metallicity Z¯in, vs. the scaled
entropy, S/SV oit, measured at r = 0.1R500, for the subset of clusters with f
out
cts <
0.25. Left: All clusters, with CC clusters in turquoise and NCC clusters in red.
Center: Cool core clusters. Right: Non cool core clusters.
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Figure 3-54: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.57fbM500, which approximately corresponds to r =
R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters, with CC clusters
in turquoise and NCC clusters in red. Center: Cool core clusters. Right: Non cool
core clusters.
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Figure 3-55: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.42fbM500, which approximately corresponds to r =
0.8R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters, with CC
clusters in turquoise and NCC clusters in red. Center: Cool core clusters. Right:
Non cool core clusters.
3.9. CENTROID SHIFT AND METALLICITY 125
S/S500
All clusters
1
0.
0.2
0.4
0.6
0.8
<
Z i
n>
 (Z
O •
 
)
CC clusters
1
 
 
 
 
 
NCC clusters
1
 
 
 
 
 
Figure 3-56: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.21fbM500, which approximately corresponds to r =
0.5R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters, with CC
clusters in turquoise and NCC clusters in red. Center: Cool core clusters. Right:
Non cool core clusters.
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Figure 3-57: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.095fbM500, which approximately corresponds to r =
0.3R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters, with CC
clusters in turquoise and NCC clusters in red. Center: Cool core clusters. Right:
Non cool core clusters.
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Figure 3-58: Plot of gas mass-weighted metallicity Z¯in, vs. the scaled entropy,
S/S500, measured at Mg = 0.046fbM500, which approximately corresponds to r =
0.2R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters, with CC
clusters in turquoise and NCC clusters in red. Center: Cool core clusters. Right:
Non cool core clusters.
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Figure 3-59: Plot of gas mass-weighted inner metallicity Z¯in, vs. the scaled en-
tropy, S/S500, measured at Mg = 0.012fbM500, which approximately corresponds
to r = 0.1R500, for the subset of clusters with f
out
cts < 0.25. Left: All clusters,
with CC clusters in turquoise and NCC clusters in red. Center: Cool core clusters.
Right: Non cool core clusters.
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r = 0.2R500
All CC NCC
P [rP (H0) > r
data
P ] 0.0075 0.010 0.040
P [rP (H0) > rP (H1)] 0.032 0.015 0.074
r = 0.3R500
All CC NCC
P [rP (H0) > r
data
P ] 0.0 0.010 0.015
P [rP (H0) > rP (H1)] 0.0081 0.014 0.047
r = 0.5R500
All CC NCC
P [rP (H0) > r
data
P ] 0.0025 0.058 0.030
P [rP (H0) > rP (H1)] 0.033 0.14 0.075
r = 0.8R500
All CC NCC
P [rP (H0) > r
data
P ] 0.063 0.15 0.21
P [rP (H0) > rP (H1)] 0.19 0.32 0.26
r = 1.0R500
All CC NCC
P [rP (H0) > r
data
P ] 0.32 0.13 0.90
P [rP (H0) > rP (H1)] 0.49 0.32 0.77
Table 3.7: Results of statistical analysis evaluating the significance of the Z¯in −
log(S/SV oit) correlation, at constant r/R500, for the f
out
cts < 0.25 subset of clusters.
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Figure 3-60: Log-log plots of scaled entropy vs. M500. On the left column, entropy
is measured at a constant scaled radius, r/R500 and scaled by SV oit(r/R500). On
the right column, entropy is measured at a constant interior gas mass fraction Fg,
and scaled by S500. Top row: r = 0.1R500, Mg = 0.012fbM500. Middle row:
r = 0.2R500, Mg = 0.046fbM500. Bottom row: r = 0.3R500, Mg = 0.095fbM500.
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Figure 3-60: Continued. Top row: r = 0.5R500, Mg = 0.021fbM500. Middle row:
r = 0.8R500, Mg = 0.42fbM500. Bottom row: r = R500, Mg = 0.57fbM500.
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Figure 3-61: Left: Outer metallicity, Z¯out, vs. centroid shift. Middle: Inner
metallicity, Z¯in, vs. centroid shift. Right: Histogram of M500 distribution in the
full sample. Colors in all panels represent cluster mass, M500, as can be seen on
the right panel, and in the legend of the left panel.
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Figure 3-62: Inner metallicity, Z¯in, vs. centroid shift, for clusters with
log(M500) < 14.65. The cluster whose data point falls away from the main dis-
tribution, above is Abell 1736.
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3.10 Individual Cluster Figures
We show below figures of the measured quantities of interest for each cluster individ-
ually. Refer to the above sections in this chapter for further details.
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Figure 3-63: Exposure-corrected images of our cluster sample. Each cluster is
annotated with its cSB measurements. We have classified, in this work, clusters
with cSB > 11, as CC cluster, and those with cSB < 11 as NCC clusters. Only
clusters where the FOV fully covers the region r < 0.28R500 are annotated with
their measured, 〈w〉. See Section 3.1 for details.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-63: Continued.
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Figure 3-64: Data points: Spectral normalization from spectral fits. Curves:
Spectral normalization calculated from the integral of the best-fit n2(r) for each
radial bin, and normalized to fit the data point. The dashed-line curves represent
the 1-sigma error range on the normalization, n0. However, the error on n0 is often
too small that the dashed lines are too close to the solid line.
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Figure 3-64: Continued.
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Figure 3-64: Continued.
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Figure 3-64: Continued.
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Figure 3-64: Continued.
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Figure 3-64: Continued.
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Figure 3-65: Temperature profiles in keV, as a function of radius in Mpc. The
points with error bars are the spectrally measured projected temperatures at each
radial bin. The black points are the ones used to compute the best-fit deprojected
3D temperature profile model, which in turn is shown as the red line, while the
orange ones are excluded from the deprojection. The best-fit projected model
is shown as the turquoise line. The shaded gray region represents the projected
temperature measurements of the ACCEPT study (Cavagnolo et al., 2009). The
vertical magenta line is drawn at r = R500.
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Figure 3-65: Continued.
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Figure 3-65: Continued.
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Figure 3-65: Continued.
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Figure 3-65: Continued.
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Figure 3-65: Continued.
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Figure 3-66: Entropy profiles. The black line represents the best-fit entropy pro-
file. The turqoise area around the best-fit S(r) represents the contribution to the
entropy error from temperature measurement errors. The red area — too small to
be visible for most clusters — represents the error from the density normalization
estimation. The gray error bars are the entropy profile measurements of the AC-
CEPT study, (Cavagnolo et al., 2009). See text for details. The vertical magenta
line is drawn at r = R500.
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Figure 3-66: Continued.
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Figure 3-66: Continued.
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Figure 3-66: Continued.
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Figure 3-66: Continued.
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Figure 3-67: Metallicity profiles of observed Chandra clusters. The black data
points with error bars represent the metallicity measurements with the X-ray back-
ground estimated from the high energy count ratio in the observation data relative
to that in the Blank-Sky datasets. See Section 2.4.2 for details. The orange squares
associated with each data point represents the same metallicity measurement with
the background level estimated by a simple scaling of the Blank-Sky datasets ac-
cording to exposure time and solid angle covered.
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Figure 3-67: Continued.
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Chapter 4
Discussion of Observational Results
4.1 Measurements at Large Radii
In this section we discuss our entropy-metallicity correlation results, for large radii.
This is flowed by a discussion of the relation between ICM emission substructure,
and metallicity. We then propose a stacking study to measure the above two effects,
which are not conclusively detected by our analysis. Finally, we list a number of
analysis lessons that we hope could save readers who are Chandra data analysts a
good amount of detective work, on their analysis.
4.1.1 Metallicity and Excess Entropy in the Outer Radii
Our measurements on the connection between the amount of metals in the bulk of
the ICM to the excess entropy measured away from the central regions of the cluster
are inconclusive. The motivation behind undertaking the study of metallicity and
entropy as far as possible from the region of influence of the central engine was to
search for the signature of supernovae (SNe), which have been heating and chemically
enriching the gas surrounding them even before the formation of the galaxy clusters.
What we find can be described as weak hints of a correlation between the average
metallicity between 0.15 and 1R500, Z¯out, on the one hand, and the measured entropy
scaled by the expected gravitationally generated entropy. This also holds for the
metallicity Z¯mid measured between 0.15 and 0.3R500, which is likely a less biased
metallicity measure.
The statistical quantification of this possible correlation between Z¯out and S/Sgrav
was presented in Section 3.4, while that between Z¯mid and S/Sgrav was shown in
Section 3.5. Our lowest P-value, i.e. P [rP (H0) > rP (H1)] in Section 3.5, when
considering Z¯mid is found when we test the correlation with S/Sgrav measured at
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r = 0.8R500 for the entire sample of CC plus NCC clusters. There, P [rP (H0) >
rP (H1)] = 18%, which falls short of the accepted value of 10% significances.
On the theoretical front, a recent study by Short et al. (2012) used hydrodynamical
simulations of galaxy clusters and specifically looked for the effect of core-collapse SNe,
on the entropy profiles of clusters, among other results. Core collapse SNe promptly
explode after star formation. Short et al. (2012) find that SN heating does not affect
the entropy profiles of clusters, compared to their runs with only gravitational collapse
entropy generation. This results holds for a series of models of SN feedback and ICM
enrichment.
4.1.2 Outer Metallicity and Centroid Shift
In Section 3.9, we described the possibility of the presence of a Z¯out − 〈w〉 relation
in the data. The data have large uncertainty, and systematics, which lowers our
confidence in such a conclusion. Nevertheless, the presence of a correlation between
Z¯in and 〈w〉, for low-mass clusters points to the presence of a similar effect in the
outer cluster regions. We present in the next section an analysis scheme which could
clarify the Z¯out − 〈w〉 picture.
4.1.3 Idea for Future Analysis: Stacking
We believe we can gain some insight on the large radii metallicity-entropy connection,
as well as the metallicity-substructure relation, with current Chandra archival data,
and possibly test the results of studies such as that of Short et al. (2012). A stacking
analysis, along with a better treatment of the background could achieve the above.
The idea behind stacking is to analyze multiple objects simultaneously, and to
treat them similarly to the way a single object is treated. In our case, to test whether
metallicity is correlated with the entropy excess over the gravitationally induced en-
tropy, we could group clusters in bins of S/Sgrav, where S is measured at a radius
such as 0.3R500 to avoid entropy measurement systematic errors. Alternatively, if the
entropy profile systematics are understood, and resolved, one could use larger radii,
to avoid the effect that the central engine has on entropy, and look for the effect of
SNe.
Having grouped clusters according to S/Sgrav, one could extract spectra from each
group of clusters from uniform R500-scaled radial bins. These spectra could then be
simultaneously fit, assuming they all have the same metallicity at a given scaled radial
bin, and allowing for the temperatures to vary to match each cluster’s temperature.
A similar stacking analysis could be repeated to test the observed hint of a metal-
licity dependence on centroid shift. This would test whether metallicity measurements
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are enhanced during and shortly after merger, or because of central activity. In addi-
tion, the size of the cluster sample could be increased to include more of Chandra’s
observed and archived clusters and groups, which exceed about 250 objects.
4.1.4 Analysis Lessons Learned
We list here some of the analysis issues encountered in the analysis of this work. It
is sometimes not clear which routes to take during analysis, when there are multiple
options. We share in the following some of the dead ends, and lesson learned from
our analysis.
In attempting to create an analysis sequence to be run on a large number of
objects, we had to simplify some analysis steps, compared to what could have been
done if only one or a few objects were to be analyzed. As a general lesson learned,
it is important to allocate time and effort to scrutinize the batch analysis on each
object individually, in case some modification is to be implement for one object or
the other.
Fixing the Hydrogen column density, nH. We find that our results are biased
when allowing nH to be simultaneously fit with temperatures. We obtain sys-
tematically low best-fit values for nH compared to the 21-cm measurements of
Dickey & Lockman (1990), when it is left as a free fitting parameter. This in
turn gives systematically higher temperatures.
Background scaling. In this work, we use a BG model, which we add to the ICM
emission model, while fitting our spectra. The BG is model was obtained by a
phenomenological fit to the spectrum of a Blank Sky dataset. The normalization
of the background component is then obtained by comparing the high energy
count rate in the observation, to the same rate in Blank Sky dataset. To compare
the count rates appropriately, one has to calculate the area on the detector over
which the high energy counts are extracted.
We find that in order to obtain an accurate estimate of the area of extraction,
the corresponding region has to be away from the edges of any CCD. This could
be the source of systematic uncertainty in fits to high-BG fraction spectra.
Background modeling. As described in the above point, and in Section 2.3.2, the
BG was modeled phenomenologically, using analytic functions fit to a Blank-
Sky dataset. The Blank-Sky dataset suitable for a given observation was chosen
based on the observation date, and the CCD chips used in that observation. The
main reason behind choosing to model the BG, instead of subtracting it, is so
that the counts in each bin are well described by Poisson statistics, in order to
not introduce a bias in the best-fit parameters.
168 CHAPTER 4. DISCUSSION OF OBSERVATIONAL RESULTS
Despite the flexibility of the functions used to fit the BG, there are cases where
the fits had some residuals. It is difficult to estimate without further investiga-
tion the size of the impact this has on our best-fit temperature.
An alternative to the modeling the background is create a “user model” in
Sherpa, or whichever fitting tool is used, to return an estimate of the BG counts
in each spectral bin, estimated directly from Blank-Sky counts at that energy.
This was not implemented in this work, but it appears feasible and more accu-
rate than the BG modeling that is used here.
Inverse Iron bias. Gastaldello et al. (2010) report a detected artificial metallicity-
temperature dependence, when simulated multi-temperature spectra are fitted
with single-temperature models, for temperatures of 3-4keV. They thus cau-
tion against the use of large apertures to extract spectra of such temperatures.
This should be exacerbated in the centers of clusters where multi-temperature
projected spectra are more likely to be found.
We reiterate here the importance of using as small bins as allowed by the counts
in the observations. In an earlier version of our analysis, metallicity was mea-
sured from a single spectrum extracted in the range r = 0.15− 1R500. We show
in Figure 4-1 a plot of this metallicity against cluster mass1, M500. One can
clearly see a dependence of metallicity on mass, which is not seen in our final
analysis version, in Figure 3-12. While we cannot claim without further analysis
that this is the same effect as that seen in Gastaldello et al. (2010), we use this
measurement as a warning against large radial bins in an analysis such as ours.
4.2 The Entropy-Central Metallicity Connection
The correlations presented in Section 3.6 between Z¯in and S/SV oit measured at various
radii, as large as 0.5R500, are discussed in this section. A Z¯in − S/SV oit correlation
can be the result of a relation between each of Z¯in and S/SV oit, on the one hand, and
another physical parameter, on the other hand. Two such parameters are expected to
be driving the above correlations. The first parameter is cluster mass. The variation
of S/SV oit with mass was measured and presented in Section 3.8. The variation of
Z¯in with mass has also been measured and presented in Section 3.3.1. We discuss the
physics that could explain the above two measurement results in Section 4.2.1.
The second parameter that could be driving the Z¯in − S/SV oit correlation is a
time parameter, related to the age of the stable configuration where both episodic
1We obtain M500 for this plot from the measurements of Reiprich & Bo¨hringer (2002)
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Figure 4-1: Metallicity vs. mass, M500, where metallicity is measured in a single
bin covering the range 0.15 − 1R500. The mass measured here is obtained from
Reiprich & Bo¨hringer (2002). The trend seen here is suspected to be the same as
the inverse iron bias of Gastaldello et al. (2010).
heating and SN Ia enrichment occur. This argument is more relevant to the case of
CC clusters. It is discussed in Section 4.2.2.
4.2.1 Mass Dependence of Entropy and Metallicity
If mass is one of the hidden parameters behind the Z¯in−S/SV oit correlation, then we
must show a measured dependence of Z¯in on mass, and of S/SV oit on mass. This is
what we present in this section.
The Mass-Entropy Relation
In Section 3.8, we present our measurements of the entropy ratio S/SV oit as a func-
tion of mass. We measure S/SV oit at various constant scaled radii r/R500. We also
show S/S500 measured at various gas mass fractions, Mg/fb/M500. We focus in this
discussion on the measurements at constant radii, as this is the more common way
to report such mass-entropy results in the literature. As can be seen in Figure 3-60,
there is a clear decrease of scaled entropy with mass. This is the case for for radii of
0.1, 0.2, 0.3 and 0.5R500. Measurements at larger radii have systematics (See Section
3.4.3) which are likely behind the large scatter observed. However, it becomes hard
to detect a non-zero slope in the mass-entropy plots of Figure 3-60, for 0.8 and 1R500.
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For the inner radii, where we observe a M500 − S/SV oit anti-correlation, it is
interesting to note that the scatter around the mean trend decreases as we go from
0.1 to 0.2 to 0.3R500. This is mainly due to decrease in the difference between the
entropy-mass relation for CC and NCC clusters. While at r = 0.1R500 the CC clusters
have a systematically lower scaled entropy, the distributions of CC and NCC clusters
at r = 0.3R500 become indistinguishable.
Such observations have been made by several studies, which we discuss in the
next paragraph. The interpretation behind this trend is that a source injecting non-
gravitational heat to the ICM, with a magnitude that does not depend on cluster mass
will have a stronger effect in raising the entropy of low-mass clusters. For example, if
the above heat source is the ensemble of SNe that heat the ICM before the collapse of
the cluster to a constant pre-heating entropy level, SPH , then the S500-scaled entropy
will decrease with mass, since S500 ∝M2/3500 .
Similarly, if the heating source is the central AGN, and if the energy input per
particle, ∆q, does not correlate with cluster mass, then the relative entropy increase,
∆S/S, given by
∆S
S
=
∆q
3
2
kT
, (4.1)
will be larger for lower-mass clusters where the ICM temperature is lower.
Using the 1.4GHz radio measurements compiled by Sun (2009, private communi-
cation) as a proxy for energy output by AGN, we show in Figure 4-2, the ratio of
radio luminosity, L1.4, to the gas mass within 0.15R500, M
in
gas, as a function of cluster
mass. We take the ratio L1.4/M
in
gas to be a proxy for energy injected by recent AGN
activity per particle.
We do not see any convincing trend in Figure 4-2, suggesting that the heating
power per particle does not depend on cluster mass. Therefore, if the ∆q’s associated
with AGN events are distributed similarly from cluster to cluster, regardless of mass,
then we should expect low-mass clusters to have a larger S/SV oit, on average.
Mass-Entropy Literature Review
Several studies have looked at the mass-scaling of entropy. In the self-similar picture of
galaxy clusters, the entropy scale of a cluster is proportional to its Virial temperature,
kTvir, or to M
2/3. Because SV oit is proportional to M
2/3
500 , a deviation from a constant
S/SV oit as a function of M500 (at a given scaled radius) signifies a deviation from
self-similar scaling. The redshift evolution is also taken into account in the definition
of SV oit, which is proportional to S500, which in turn is proportional to E(z)
4/3.
Entropy has been measured in many studies to deviate from the self-similar expec-
tations. Ponman et al. (1999) showed that excess entropy, relative to what is expected
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Figure 4-2: Plot of L1.4/M
in
gas as a function of M500. The radio data is from Sun
(2009). The dark blue diamonds represent upper limits on L1.4. The number of
data points shown is the number of overlapping clusters in our sample, and that of
Sun (2009), which is 31 clusters.
from hierarchical formation, is behind the non-self-similar L − T observed relation.
Lloyd-Davies et al. (2000) and Ponman et al. (2003) confirmed these results using
ROSAT and ASCA observations. In Ponman et al. (1999) and Lloyd-Davies et al.
(2000), the entropy-temperature relation breaks from self-similarity for kTvir . 3 keV.
While Ponman et al. (2003) detect excess entropy (relative to a self-similar S − Tvir
curve normalized at the high-temperature data) for kTvir as high as approximately
7keV.
Using XMM-Newton, Pratt et al. (2010) extend this study to many radii. Scaling
entropy by S500, they find non-self-similar scaling, and significant excess entropy
relative to SV oit, for radii as large as R1000 ∼ 0.7R500.
Other studies, which consider larger-mass clusters and/or higher redshifts find
consistency with self-similar scaling. For example, Ettori et al. (2004) study a sample
of clusters with 3 . kTvir . 11 keV, and a higher redshift than the above studies,
0.4 . z . 1.3. This Chandra study finds an S(0.1R200) − T relation consistent with
self-similarity. A radius of 0.1R200 corresponds approximately to 0.15R500, and a
temperature of kTX = 3 keV corresponds in our sample to M500 ∼ 2.5 × 1014M⊙.
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Thus, the results of Ettori et al. (2004) would mean that we should expect a flat
S/SV oit −M500 relation, in the r = 0.2R500 plot in Figure 3-60, for all masses larger
than 2.5× 1014M⊙. This is in clear contradiction with our measurements.
Likewise, Morandi & Ettori (2007) find S−Tvir power-law slopes of 1 or higher for
a sample of 24 clusters with kT > 6 keV. These measurements were taken at r = 0.1
and 0.3R200. A temperature of 6keV corresponds to M500 ∼ 7.5 × 1014M⊙ in our
sample. The measurement at 0.1R200 in Morandi & Ettori (2007) is in disagreement
with our S/SV oit−M500 plot at r = 0.2R500, shown in Figure 3-60, where the decrease
of scaled entropy persists beyond M500 = 7.5 × 1014M⊙. For r = 0.5R500, which is
approximately comparable to measurements at r = 0.3R200, our measurement could
be consistent with a self-similar slope at these high masses, from a simple visual
inspection.
The findings in Ettori et al. (2004) and in Morandi & Ettori (2007) concern a
different kind of clusters than those in Ponman et al. (1999), Lloyd-Davies et al.
(2000) and Pratt et al. (2010). The former are in general more massive and more
distant than the latter, although there is an overlap in the mass ranges. While the
different results between the two sets of studies could be due to the differences just
mentioned, they could also be the result of some evolution. In addition, we notice
a major difference between the two sets of works. The mass and redshift in the
samples of Ponman et al. (1999), Lloyd-Davies et al. (2000) and Pratt et al. (2010)
are correlated to a degree, because they are taken from flux-limited samples (as is
the data in the present work). On the other hand, the samples in Ettori et al. (2004)
and in Morandi & Ettori (2007) do not show any trends between mass and redshift.
This points to the possibility of having a degeneracy between mass dependence and
redshift dependence.
Why Should Low-Mass Clusters Have Higher Metallicity in the Core?
We show in Figure 3-11 of Section 3.7 the dependence of core metallicity, Z¯in, on
M500. The data points show a possible weak trend of decreasing metallicity with
increasing mass, for M500 & 8 × 1014M⊙, with a small scatter in Z¯in. Conversely, a
large scatter of Z¯in values is seen for M500 . 5× 1014M⊙.
The Z¯in − S/SV oit plots in Figures 3-30, 3-29 and 3-28, for r = 0.1, 0.2 and
0.3R500, respectively, have a larger scatter for NCC clusters compared to CC clusters.
Since the scatter in the correspondingM500−S/SV oit plots is relatively small for both
subsets, the larger Z¯in − S/SV oit scatter for NCC clusters can be explained by the
corresponding large scatter in the Z¯in −M500 plot.
However, as discussed in Section 3.7, Z¯in is suspected to be biased low in a subset
of our clusters because it was measured from spectra which extend substantially
beyond 0.15R500, where metallicity is expected to be less than in the center. We
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re-plot in Figure 4-3 another version of Figure 3-11, where we emphasize the Z¯in
measurements that are believed to be least biased. We recall that our criterion for
identifying biased Z¯in measurements is the fraction of counts in the spectra used to
make the measurement. This fraction was named f outcts , in Section 3.7.
Clusters suspected of bias have f outcts > 0.25 and are shown as the light gray symbols
in Figure 4-3. Clusters with f outcts < 0.25 are shown with the usual color scheme of
turquoise for CC clusters, and red for NCC clusters.
1014 1015
M500 (MO • )
0.0
0.2
0.4
0.6
0.8
1.0
<
Z i
n>
 (Z
O •
 
)
10
kTX (keV)
 
 
 
 
 
 
Figure 4-3: Left: Z¯in vs. M500. Right: Z¯in vs. kTX . Gray points are for Z¯in
measurements suspected of bias, i.e. clusters with foutcts > 0.25. Red points are for
NCC clusters, while turquoise points are for CC clusters.
In the left panel of Figure 4-3, the Z¯in −M500 plot for NCC clusters shows much
less scatter when only f outcts < 0.25 clusters are considered. A Z¯in −M500 becomes
more apparent for NCC, as well as when the joint CC+NCC sample is considered.
The scatter of the CC cluster data points does not significantly change because only
one CC cluster has f outcts > 0.25. By removing the bias-suspected NCC clusters from
the Z¯in−M500 plot, the scatter of NCC clusters points becomes similar to that in the
CC clusters data.
With the scatter above reduced, we attempt to explain the better defined Z¯in −
M500 relation through the measured variation of the stellar mass fraction as a function
of cluster mass. Dai et al. (2010) measure the stellar and baryon mass fractions
of clusters with temperatures 1 . kTX . 10 keV, using 2MASS data for optical
measurements, and ROSAT data for X-ray measurements. They measure a decreasing
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stellar-to-gas mass ratio, rsg, as a function of cluster temperature, kTX . They fit the
above trend to a power-law of the form
log(rsg) = −0.65− 1.03 log
(
kTX
1keV
)
. (4.2)
We recall that Z¯in = M
in
Fe/M
in
gas/AFe, where M
in
Fe and M
in
gas are the iron and gas
masses interior to r = 0.15R500, respectively, and AFe is the solar iron abundance.
We can then write
Z¯in =
M∗〈MFe/M∗〉
M ingasAFe
, (4.3)
where M∗ is the stellar mass of the cluster, and 〈MFe/M∗〉, the average iron mass in
the ICM per stellar mass. Or, defining Zeff = 〈MFe/M∗〉/AFe,
Z¯in = Zeffrsg (kTX) , (4.4)
where Zeff is the average iron mass in the ICM per stellar mass, scaled by the solar
iron abundance, AFe. The assumption here is that Zeff will be the same for all
clusters, and will not depend on kTX .
This simple model is only meant to test whether the stellar mass fraction variation
can be behind the Z¯in−M500 trend. For example, it is impossible to know the stellar
mass which contributed to producing the iron only within 0.15R500. We therefore
treat Zeff as a fit parameter, and attempt to fit the Z¯in − kTX data with the above
model.
If we assume that all the iron inside 0.15R500 has been produced by the stars in
the galaxies whose luminosities were used by Dai et al. (2010) to measure rsg, above,
or that at least we assume that a population of stars of mass proportional to M∗
produced all the iron observed, then Equation 4.4 should describe the Z¯in − kTX
data, once scaled by a suitable Zeff . This is not the case with our measurements.
The yellow dashed line in Figure 4-3 is a plot of Equation 4.4, which was scaled to fit
the high-mass end of the data points. Such scaling over-predicts the metallicity for
low-mass clusters.
Equation 4.4 is thus a bad description of the metallicity-mass variation that we
measure. Interestingly, Bregman et al. (2010) concluded that the mass of the popu-
lation of stars producing the ICM metals is not proportional to the mass of galaxies
observed in clusters. This conclusion was the result of comparing ICM metallicities
with stellar-to-gas mass fractions. Furthermore, De Grandi et al. (2004) using popu-
lation synthesis and chemical enrichment models showed that the central BCG’s in a
sample of clusters were able to account for the excess metals in the center of clusters.
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They defined the iron excess to be the excess seen in the peaks of metallicity profiles,
over the average metallicity measured at large radii.
The above facts, along with the metallicity evolution observed in clusters since
z ∼ 1 (e.g Balestra et al., 2007) is an indication that the currently visible galaxies
are only responsible for some of the core metals. At the risk of having a model too
flexible for our dataset, we introduce another parameter into Equation 4.4, which is
the mean metallicity in the ICM believed to have been set before the current galaxy
population started adding more metals. We call this initial metallicity, Z0. Our model
then becomes
Z¯in = Zeffrsg (kTX) + Z0 . (4.5)
Equation 4.5 fits the data very well. We simply show a good fit obtained by
varying Zeff and Z0 manually, without performing a least squares fit. The purple
line in Figure 4-3 shows a fit where we attempted to fit the less scattered high-
temperature slope and normalization more closely. However, the model of Equation
4.5 is flexible enough to be able to accommodate the low-temperature data points
better. We therefore do not attempt to extract any information from the range of
acceptable parameters in this fit. In addition, there still remains some scatter in the
data, even after the removal of high-f outcts data points. Thus, there will remain some
outliers in this fit regardless of the best-fit parameter values.
We conclude that the stellar-to-gas mass fraction variation across different cluster
masses can account for the observed Z¯in−kTX trend, and by extension the Z¯in−M500
trend. A necessary condition for the above is to assume an added constant level of
metallicity, which is independent of stellar-to-gas mass ratio.
The above analysis linking both metallicity and excess entropy to cluster mass
leads us to believe that the Z¯in − S/SV oit relation is in large part the manifestation
of the dependence of some cluster characteristic on mass. The magnitude of both
excess entropy and the variation in stellar-to-gas mass fraction — which leads to the
metallicity dependence on mass — are both related to the relative strength between
the gravitational energy of the cluster, and the energy of non-gravitational processes
such as pre-heating and AGN heating.
4.2.2 Time Evolution of Entropy and Metallicity
In Section 4.2.1 we discussed how cluster mass can drive the gas characteristics in
the central regions to produce the observed Z¯in − S/SV oit relation. In this section,
we consider complementary processes that can contribute to producing the above
relation. Namely, we consider the evolution of both entropy and metallicity in time.
In the old paradigm of cooling flows (See review by Fabian, 1994) the cooling rates
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inferred from the surface brightness of clusters implied that gas cooled at high rates,
and flowed to the center of the cluster, where it was expected to cool out of the ICM
phase. This picture has not found observational support. For example, no reservoir
of material has been found that contains the collection of cooled material. In the new
paradigm to explain CC clusters, the observed radiative losses from the ICM have
to be compensated by some heating mechanism, in order to prevent the unobserved
flow.
This leads to the idea that cooling is thermostatically controlled by some form
of heating (McNamara & Nulsen, 2007), with AGN heating being the most natural
candidate. McNamara & Nulsen (2007) provide several arguments in support of the
idea of equilibrium between cooling and heating. This include a measured relation
between the power needed to inflate X-ray cavities in the ICM, and the core C-ray
luminosity (e.g. Bˆırzan et al., 2004), as well as a coincidence rate between X-ray
cavities and radio emission of 70%.
The low-scatter Z¯in − S/S500 relation seen for CC clusters, along with the ideas
of near equilibrium suggest the following picture. If the equilibrium above is only
approximate, then the heating-cooling balance could tip slightly in favor of a slow
heating rate, which would act to slowly heat the ICM starting from the time of
the establishing the heating-cooling feedback loop. Simultaneously, SNe Type Ia
continuously enrich the ICM, gigayears after the redshift of maximum star formation
rate.
Modeling the Z¯in − S/S500 Relation
The heating and enrichment model for the ICM in CC under this near equilibrium
state is as follows. We consider a spherical shell of gas at some distance from cluster
center. In equilibrium, the total density distribution outside that shell does not change
substantially. And thus, we assume the shell remains under constant pressure.
We then assume that the shell is heated at constant rate, E˙. Therefore, one can
write that the fractional change in entropy is
dS
S
=
E˙dt
NkT
, (4.6)
where N is the total number of particles in the shell, and kT its temperature. Writing
the temperature in terms of entropy and pressure, the above equation becomes
dS
S1/2
=
E˙dt
NP 1/2
. (4.7)
Since E˙, N and P are constant in time, by assumption, then the solution of the
above differential equation is of the form
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S(∆t) =
(
E˙∆t
NP 1/2
+ S
1/2
0
)2
. (4.8)
Because of our ignorance of the magnitude of the factor E˙/NP 1/2, we make it
one of our fit parameters. The time, ∆t, in the above equation is the time since
the cluster core started being in this equilibrium state. We assume that at ∆t = 0,
S = S0 = SV oit, and ignore the time evolution of SV oit. In other words, the clusters
start with only gravitational collapse heating, according to the model of Voit et al.
(2005). We therefore rewrite Equation 4.8 as
S(∆t)
SV oit
=
(
∆t
τ
+ 1
)2
. (4.9)
On the other hand, we follow Ettori (2005) and derive a metallicity evolution
based on the expected rate of SNe Type Ia. The rate of SNe Ia is a convolution of
the universal star formation rate with a delay function. The star formation rate is
taken from Strolger et al. (2004), and we use the same parameters for the choice of
delay function as in Ettori (2005).
We parametrize the metallicity evolution as
Z(t) = Z0 + cZZIa(t) , (4.10)
where Z0 and cZ are fit parameters, and ZIa(t) is the metallicity evolution adapted
from Ettori (2005). The additive constant, Z0, represent the background metallicity
already present when the cooling-heating feedback loop starts. In other words, this
model attempts to account for the excess metallicity in the peak only. Therefore,
the free parameter, Z0, allows us to fit for the metallicity at ∆t = 0. We add the
multiplicative factor, cZ , because this model can only produce a ∼ 0.1Z⊙ metallicity
over a Hubble time, which is short of metallicity excess in the cores. We therefore
add this factor to account for the missing metals. Other studies, such as Portinari et
al. (2004) and Loewenstein (2006), find that normal initial mass functions and star
formation rates fall short of producing all the observed metals in clusters. We thus
see it acceptable to introduce the factor cZ . Note that t is in Equation 4.10 is the
age of the Universe, and is different from ∆t in Equation 4.9, which is the age of the
equilibrium configuration.
Equations 4.9 and 4.10 are the parametric representation of the entropy-metallicity
relation that we fit to the data. They have 3 free parameters, τ , Z0 and cZ . In
addition, the duration of the run, i.e. the maximum ∆t, determines the maximum
entropy and metallicity that can be reached.
We find that if we fix the duration to 3 Gyr, which is consistent with some esti-
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mates of the lifetimes of cool cores in clusters, then the metallicity evolves too slowly
compared to the scaled entropy. Figure 4-4 shows a reasonable fit to the entropy-
metallicity CC cluster data at r = 0.3R500, with the restriction ∆t < 3 Gyr. This
is plotted as the solid line. To account better for most of the metals in the core, a
duration of 5 Gyr or larger is required. We show, with the dashed line in Figure 4-4,
a reasonable fit of our model with ∆t < 5 Gyr.
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Figure 4-4: Plot of our simple metallicity and entropy evolution model, with the
Z¯in − S/S500 data for CC clusters at r = 0.3R500. The solid line represents a
good-fit model restricted to a lifetime less than 3 Gyr. The dashed line is another
good-fit model, when we allow the lifetime this equilibrium configuration to last for
5 Gyr.
Our model produces an upper limit to the slope that can be contributed to the
Z¯in − S/S500 plot, from the evolution of both entropy and metallicity, if we use
the accepted cool core age of 3 Gyr. Although this upper limit is specific to the
assumptions in our model — of constant pressure heating, and of the method for
metal production in Ettori (2005) — it is interesting to see that metallicity and
entropy can be used to constrain one another.
This result is also consistent with Bo¨hringer et al. (2004), who find that clusters
must stay in a cooling core state for long times in order to produce the metallicity
peaks seen at the center of CC clusters. This result is in contradiction with De Grandi
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et al. (2004), and the differences are possibly due to the simplified nature of metal
production in both studies.
4.3 Central Metallicity and Centroid Shift
As was shown in Section 3.9, in Figure 3-62, a correlation between Z¯in and 〈w〉 exists
at the 93% level. We presented in Section 3.9 arguments against this correlation being
solely the result of the fact that observations have different signal-to-noise ratios. We
discuss here a physical interpretation of the above result.
The fact that this Z¯in− 〈w〉 correlation is seen only in low-mass clusters suggests
that the metallicity measurement in low-mass clusters is significantly more susceptible
to be boosted from violent events such as merger or central engine activity. This could
point to the result of mixing high-metallicity gas from the center of the cluster with
the rest of the gas. The enriched gas can be driven from the center of the cluster
due to AGN activity as seen in e.g. Simionescu et al. (2008, 2009); Kirkpatrick et al.
(2009, 2011); O’Sullivan et al. (2011), or it can be stirred to larger radii, from the
center, by the merger of another sub-cluster. Alternatively, this enhanced metallicity
might simply be the measured of the merging sub-cluster’s central metallicity peak, as
its emission is superimposed on radial bins that are removed from the main cluster’s
center.
As can be seen in Figure 3-62, Abell 1736 is the cluster which is most removed from
the distribution of data points forming the above-discussed trend. It has a relatively
large 〈w〉 = 6.6 × 10−3, while mainting a low central metallicity, Z¯in = 0.25Z⊙. Its
morphollogy is evidently disturbed, despite being observed with a short observation
(see Figure 3-63). Hudson et al. (2010) find that Abell 1736 has a 640 kpc separation
between its BCG and its X-ray emission peak, which is large compared to the rest of
their sample. Yet, they also find that out of 8 clusters with such large BCG-X-ray
separation, it is the only one that does not show a radio halo and/or relic. Its BCG
is shown to have some radio emission at 1.4 GHz, in the radio data compiled by
Sun (2009), putting it in the middle of the distribution of radio luminosities of their
non-cool core subsample. Most interestingly, we find that Abell 1736 is the cluster
which shows the most increase in metallicty outside 0.15R500, as can be seen in its
metallicity profile in Figure 3-67.
Given the above observations about Abell 1736 we envisage the following spec-
ulative scenario. We could be observing Abell 1736 at a special time when it has
undergone a violent event causing significant uplifting of gas from the central of the
potential outwards. The absence of radio halo measurement suggest that the above
violent event was possibly caused by the central engine. The boosted metallicity
outside its core originate, in this scenario, from gas that was in the center of cluster,
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which was later spread outwards. A longer expoure Chandra observation of this clus-
ter could be valuable for us to understand the peculiarities of Abell 1736, and might
also shed some light on this observed Z¯in − 〈w〉 relation.
Chapter 5
Modeling Entropy Generation
In this chapter, we present a first attempt at a model for computing the expected
contribution of supernovae (SN in the singular, SNe in the plural) to the ICM entropy.
The initial motivation behind developing such a model is to attempt to quantify the
expected relation between entropy and metallicity, which might be driven by heat
and metal ejection from SNe.
This model combines the semi-analytical prescription for the gravitational shock
heating of the ICM in a forming cluster, introduced by Voit et al. (2003), with the
cluster merger history computed from cosmological simulations by Fakhouri et al.
(2010). Semi-analytical models, such as those of Voit et al. (2003) and Tozzi &
Norman (2001), compute the entropy profiles of clusters assuming that clusters form
through the continuous spherically symmetric infall of matter. The rate of such infall
is drawn from the results of cosmological simulations. However, as was pointed in
Voit et al. (2003), such symmetry assumption leads to over-estimating the entropy of
the ICM, as entropy generated from the infall of clumpy subclusters is smaller than
entropy generated when the same infalling mass is spread spherically symmetrically
around the cluster center.
On the other hand, the other class of models that attempt to compute the entropy
level of galaxy clusters are full hydrodynamical simulations, which implement gravi-
tational shock heating, and sometimes heating from other processes to the ICM (e.g.
Voit et al., 2005; Nagai et al., 2007). We are not aware of an attempt in the literature
to include, in a semi-analytical model, the effects of gravitational shock heating from
both smooth spherically symmetric accretion and clumpy accretion in the form of
merging subclusters. This feature is what distinguishes our model, in addition to the
SN heating.
This semi-analytical model relies on many simplifications, as described above.
Mainly, the only sources for heating the gas, and thus modifying its entropy, are
gravitational shock heating and SN heating. We thus ignore important effects, such
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as cooling, conduction and all dissipative processes. On the other hand, such semi-
analytical model has the advantage of being much less computationally intensive than
full hydrodynamical simulations. It can thus be run multiple times to test the effect
of changing its different parameters, or to test the variance of its results due to the
different merger histories that clusters can undergo.
We present a description of this model for entropy generation, and show results
of running it to produce entropy profiles under different sets of parameters. The
model, as it is currently, is not fully developed, and we thus cannot extract robust
expectations from it. We discuss its advantages, and how it can be further used in
the future to test various ideas.
5.1 Model Description
This model computes the distribution of ICM mass as a function of entropy. To
estimate the contribution of SNe to the amount of entropy generated, we run two types
of models: in the first model type, entropy is only generated through shock heating
associated with the gravitational collapse of the cluster. In the second type, we add
SN heating. The prescription used to compute entropy generated from gravitational
shock heating is based on the semi-analytical model of Voit et al. (2003, hereafter
V03).
We first motivate our models with a rough estimate of the entropy change associ-
ated with the heating generated by SNe. We assume that all the metals are produced
in Type Ia SNe, which each produce 〈MFe〉 = 0.7M⊙ of iron and ESN = 1051 ergs of
energy that all goes into heating the ICM. The change in entropy produced by a heat
input, ∆Q, in a gas of N particles and temperature kT is
∆ lnS =
∆Q
3
2
NkT
=
NSNESN
3
2
NkT
. (5.1)
As was first suggested by Renzini et al. (1993), we estimate the number of SNe
that heated the cluster by the ratio of the present iron mass in the ICM, to the iron
mass ejected in one SN: NSN = MFe/〈MFe〉. Since MFe = AFeZMgas and Mgas
is simply proportional to the number of particles, N , the dependence on the latter
vanishes. We find
∆ lnS =
AFeZµmpESN
3
2
kT 〈MFe〉
, (5.2)
where Z is the metallicity of the gas, Mgas its mass, AFe the solar iron mass fraction,
µ the mean number of nucleons per particle and mp the mass of a proton.
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For AFe = 0.0019 (Anders & Grevesse, 1989) and µ = 0.59, Equation 5.2 reduces
to
∆ lnS =
∆S
S
∼ 0.7
(
Z
0.3Z⊙
)(
kT
1keV
)−1
. (5.3)
This translates into entropy increases of approximately 30, 10 and 7% for ICM
temperatures of 2, 5 and 10 keV, and metal abundance 0.3Z⊙, in the units of Anders
& Grevesse (1989).
In the above rough estimate, we assumed that 100% of the energy released in SNe
goes into heating the ICM. A different efficiency would scale the pre-factor in Equation
5.3 proportionally. While this assumption means that the above is an overestimate
of the entropy increase, other considerations not included in this approximation tend
to increase the resulting entropy. First, in real clusters, SNe explode throughout the
history of a cluster, as it assembles. This means the temperature of the ICM hosting
a SN as it explodes will, in general, be smaller than the ICM temperature of the final
assembled cluster, used above. Since the logarithm of entropy increase is inversely
proportional to the ICM temperature, this leads to an increase in generated entropy.
Second, we did not include SN Type II in the above estimate. For SNe Type II, there
is more energy generated per iron mass. Therefore assuming any contribution to the
iron budget from SNe Type II also leads to increasing the above estimate.
5.1.1 Cluster Merger History
Now for both our full models, with or without SN heating, we first compute the
merger history of a cluster as follows. We adopt the merger rates of Fakhouri et al.
(2010), who fit the merger rates found in two Millennium Simulations to the following
phenomenological approximation.
d2N
dzdξ
= A
(
M
1012M⊙
)α
ξβ exp
[(
ξ
ξ˜
)γ]
(1 + z)η . (5.4)
The above is the number of mergers per redshift interval dz, per progenitor mass
fraction dξ, for a cluster of mass M , at redshift z. Here, ξ is the ratio of the mass
of an infalling subcluster during a merger, to the total mass of the cluster after the
merger, and is therefore, by definition, smaller than 1. The best-fit to Equation 5.4
that Fakhouri et al. (2010) find gives a ξ-dependence of the merger rate that is close
to power-law with index β ∼ −2, while both the mass and redshift dependence are
weak, with α ∼ η ∼ 0.1. The exponential factor only slightly modifies the power-law
dependence on ξ.
We start with a cluster of mass M0, at an observation redshift, z0 = 0, and step
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back in time computing at each time step a random Poisson realization of the number
of mergers, given by Equation 5.4. Our redshift steps, as well as our ξ steps are small
enough so that the vast majority of infalling subcluster numbers for a given z ± dz
and ξ ± dξ are either 0 or 1. Namely, we choose dz = 0.01 and d(log ξ) = 0.02. If
the above random realization is non-zero, a new cluster is created with mass ξM ,
and the same analysis is repeated on it. We run this iterative merger tree generation
algorithm from z0 = 0 to zstars = 4, and for ξmin < ξ < 1, where ξmin = 0.01.
Fakhouri et al. (2010) give the following best-fit relation for dM/dt, as a function
of M and z.
dM
dt
= 46.1M⊙/yr×
(
M
1012M⊙
)1.1
× (1 + 1.11z)× E(z) , (5.5)
where E(z) =
√
Ωm(1 + z)3 + ΩΛ. Not all of the accreted mass from the above
equation comes from the clusters whose merger rate is described by d2N/dzdξ in
Equation 5.4. A fraction of this accreted mass is in the form of “diffuse” mass.
In Fakhouri et al. (2010) this diffuse component includes any accreted mass not
belonging to resolved subclusters. In our study, we expand this definition to include
any subcluster with ξ < ξmin, or any cluster with mass M < 10
9M⊙. In other words,
we do not generate subclusters with ξ < ξmin, in our merger tree algorithm. And,
if a subcluster of mass M < 109M⊙ is generated from a larger cluster, we do not
further calculate its merger history, and instead evolve it back in time, according
to Equation 5.5. This means that between two mergers, the mass of a cluster will
increase according to the rate of diffuse accretion, dMdiff/dt, which is the total mass
accretion rate, minus the subcluster mass accretion rate:
dMdiff
dt
=
dM
dt
−
∫ 1
ξmin
dξ ξM
d2N
dξdz
∣∣∣∣dzdt
∣∣∣∣ . (5.6)
5.1.2 Calculating the Generated Entropy
After the above merger tree is calculated, we proceed to compute the entropy of the
ICM generated from mergers and from SNe, starting from zstars, and moving forward
in time. Having calculated the merger tree above, we have the merging clusters’
masses, which are necessary to compute entropy generation from shock heating, as
will be described below. Figure 5-1 is a schematic illustration of our model, which we
will refer to in this description. The starting point is at z = zstars, which is the end
point of the merger tree described above., i.e. the set of clusters at z = zstars, which
will later merge to form our final cluster of mass M0. These initial clusters are shown
as orange discs on the right side of Figure 5-1. The entropy of these initial clusters is
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Sinit = max(S200, SPH) , (5.7)
where S200 is the entropy associated with the virial temperature of the cluster, and
the density inside the virial radius, which we take here to be R200. The characteristic
entropy scale, S200 is given by (e.g. Voit et al., 2005; McCarthy et al., 2008; Pratt et
al., 2010):
S200 = 2563 keV cm
2
(
M
1015M⊙
)2/3(
fb
0.13
)−2/3
h
−2/3
70 E(z)
−2/3 , (5.8)
where fb is the Universal baryon fraction equal to the ratio of universal baryon density
to total matter density, fb = Ωb/Ωm, and h70 = H0/(70km/s/Mpc). In Equation 5.7,
SPH is the entropy resulting from the pre-heating of the the ICM, due to any process
happening before zstars. This is a parameter that we vary between 0, 10 and 100 keV
cm2.
As we move forward in time, the initial clusters start to accrete diffuse mass,
according to the rate in Equation 5.6. This diffuse mass has a fraction fb of baryons,
in the form of gas, which is also pre-heated to the level SPH . This smoothly accreted
gas is represented by the blue arrows in Figure 5-1. As this diffuse gas falls into a
cluster, it is shock-heated. We adopt the semi-analytical model of V03 to calculate the
gravitational shock heating entropy. This smooth accretion shock heating is described
in detail in Section 5.1.3.
The initial clusters mentioned above then start merging with each other. Dur-
ing a merger between two clusters, entropy is again generated through gravitational
heating. The yellow explosion symbols in Figure 5-1 represent the shock heating as-
sociated with each merger. Because the probability distribution of merging cluster
mass fractions is approximately proportional to ξ−2, most mergers will take part be-
tween clusters with a significantly large mass ratio, down to our adopted threshold
ξmin = 0.01. Therefore, we assume that all the gravitational entropy generated is
assigned to the smaller-mass cluster during a merger, as its ICM gets shock heated
falling in the larger-mass cluster. This approximation should be acceptable for small-ξ
mergers, while it might misrepresent reality in the rarer large-ξ mergers.
Let us assume a merger is taking part between two clusters, Cluster A and Cluster
B, withMA > MB. Cluster B is composed of all the initial clusters which have merged
to form it, as well as all the previously smoothly accreted mass. This is illustrated in
Figure 5-1 by representing each cluster as a superposition of many orange discs, each
of which represents a progenitor cluster, and a blue halo, representing the collection of
all previously accreted smooth mass. Each of Cluster B’s elements gets shock-heated
as explained in Section 5.1.4, using the same principles used in computing the smooth
accretion entropy, modified to account for the density of gas in subclusters, which is
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Figure 5-1: Schematic description of the entropy generation model. The model
computes the entropy added to each gas mass element as it gets shock-heated during
successive mergers, and it is heated by SNe. See text for detailed description.
different than that of smoothly accreting gas.
These processes of smooth accretion and mergers keep happening in turn, in each
of the merger tree’s branches, until they result in the final cluster illustrated on the
extreme left of Figure 5-1.
For models that include SN heating, we assume that throughout all times since
z = zstars, SNe are exploding in each cluster at a rate r(t), which is the number of
exploding SNe per unit time, per unit gas mass. We do not include any SN heating of
diffuse gas before it merges into a cluster. Supernovae in a given cluster heat all the
gas associated with that cluster evenly. For a given cluster at redshift z, this includes
gas from all subclusters in its past merger tree, as well as all smoothly accreted gas
prior to redshift z. The details of SN heating are presented in Section 5.1.5.
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5.1.3 Gravitational Shock-Heating of Smoothly Accreted Gas
V03 give a simplified prescription for computing each gas parcel’s entropy. They
make use of the simple idea that each gas particle’s entropy, unlike its temperature
or its density, can only be changed through non-adiabatic processes. The major non-
adiabatic process that a gas parcel encounters, and which has an important influence
in setting its initial entropy level, is the shock heating encountered when that parcel
falls into a larger cluster. Other such processes include radiative cooling (included
in V03, but excluded in this work,) AGN heating, conduction and gas mixing (all of
which are neither included in V03 nor in this work.) The exclusion of these latter
processes is the main simplification of this semi-analytical model.
V03’s model considers a spherically symmetric cluster growing according toM(z).
As each spherical shell falls into a cluster a strong shock converts its gravitational
potential energy into thermal energy. In describing V03’s model, below, we will refer
to the cluster onto which gas is accreting as the main cluster. In the case of cold
accretion —i.e. assuming that the infalling gas’ entropy is negligible compared to
the main cluster’s entropy —the amount of thermal energy created depends on the
mass of the main cluster, which sets the initial gravitational energy, and the density
of the infalling gas, which sets the post-shock density according to the strong shock
boundary condition ρpost = 4ρpre. The “pre” and “post” subscripts refer to the
infalling gas before and after the shock, respectively. The entropy generated during
the shock heating, in the case Spre = 0, adopted from Equation 8, in V03 is
Ssm =
µmp
3
(
4piG2ξ2rM
2µemp
fbM˙
)2/3
, (5.9)
where mp is the proton mass, µe the mean number of nucleons per free electron and
M˙ the mass accretion rate. We change the name of the variable ξ in V03 to ξr, to
avoid confusion with the different variable ξ, used above. Note that entropy is defined
to have different units in V03, compared to the present work, hence the additional
factors of µmp and µemp that appear in the above expression. In this work we assume
ξr = 1/2.
When the accreting gas has an entropy which is non-negligible compared to the
main cluster’s entropy, the shock boundary conditions change, leading to the following
modification to the post-shock entropy of the accreting gas:
Spost = Ssm × fPH
(
Spre
Ssm
)
, (5.10)
where fPH is given in Equation 15 of V03, and has the following asymptotic behavior
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fPH → 1 + 0.84SpreSsm for Spre ≪ Ssm
fPH → SpreSsm for Spre ≫ Ssm . (5.11)
Figure 5-2 shows the entropy increase ∆S ≡ Spost − Spre, as a function of Spre,
as obtained with Equation 5.10. Both entropy axes are normalized with respect to
Ssm. Less entropy is generated by gravitational shock heating when the infalling gas
is pre-heated. However, the mass of the main cluster, and the mass accretion rate
determine Ssm, and set the entropy scale.
Figure 5-2: The entropy increase, ∆S, in the infalling gas as a function of the
pre-shock entropy, Spre. Both axes are normalized to the cold accretion entropy,
Ssm.
5.1.4 Gravitational Shock-Heating During Subcluster Merg-
ers
In the case of subcluster mergers, we can no longer assume that the accretion is
spherically symmetric to constrain the density of the infalling gas, as was done in
the case of diffuse accretion in Section 5.1.3. Instead, we show in this section that
each gas parcel, i, of the infalling cluster, will have a different electron density, ne,i,
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depending on its entropy, Sipre. We continue with the nomenclature used above, where
Cluster A is merging with Cluster B, with MA > MB. In this more general case of
inhomogeneous accretion, the post-shock entropy for a Cluster B gas parcel of electron
density nBe,i and of zero entropy is
Siinh =
µmpv
2
ac
3(4nBe,i)
2/3
, (5.12)
according to V03. vac is the speed of accretion, which depends on the sum of the
masses of the two clusters, as well as their separation distance when they are at rest
with respect to each other and begin falling towards each other. This distance is
known as as the turn around radius. We assume in this work that the turn around
radius is twice the virial radius of the larger cluster as was done in V03. This is also
often used as the definition of the virial radius. This assumption then implies that
Siinh =
GMAµmp
3rAvir(4n
B
e,i)
2/3
=
2kTAvir
3(4nBe,i)
2/3
. (5.13)
We then make the additional assumption that gas in each of clusters A and B
is virialized, and that it all has a temperature equal to the virial temperature of its
respective cluster. This can be justified by the fact that observationally, galaxy cluster
temperature profiles tend not to have variations of more than a factor of ∼ 5, and
even in the presence of such variation, it is constrained to the center of the cluster,
which only contains a small fraction of the total gas mass. Given that we know each
gas parcel’s entropy, Sipre, and using this assumed temperature, the electron density
of the ith gas parcel is
nBe,i =
(
kTBvir
Sipre
)3/2
. (5.14)
If we further assume that the virial radius is equal to R200 for each of clusters A and
B
kTvir =
Gµmp
2
(
800piρcritM
2
3
)1/3
, (5.15)
then we find
Siinh =
1
3 3
√
2
(
MA
MB
)2/3
Sipre . (5.16)
Note that in the above derivation, we only substituted the pre-shock density nBe,i
with the pre-shock entropy Sipre and the cluster mass MB, while the expression in
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Equation 5.13 is for the case Sipre ≪ Siinh. Generalizing the above for the case where
Cluster B gas has non negligible entropy, as in Equation 5.10, the post-shock entropy
of the ith gas parcel in Cluster B becomes
Sipost = S
i
inh × fPH
(
Sipre
Siinh
)
. (5.17)
And, since Sipre/S
i
inh is constant as Equation 5.16 shows, this means that S
i
post is
simply proportional to Sipre.
5.1.5 Supernova Heating
The entropy increase ∆S associated with an injection of heat ∆Q in a gas of N
particles, and temperature T is given by
∆ lnS =
∆Q
3
2
NkT
. (5.18)
We assume that each SN provides ESN = 10
51 ergs of energy. In a time duration
∆t, and for a mass ∆Mg of ICM gas, the heat injected into the gas at 100% efficiency
is
∆Q = ESNr(t)∆t∆Mg , (5.19)
where we recall that r(t) is the number of exploding SNe per unit time, per unit gas
mass. Inserting the above into Equation 5.18 gives
∆ lnS =
r(t)ESNµmp∆t
3
2
kT
. (5.20)
We follow Ettori (2005) to compute the time dependence of r(t), based on the
expected rate of both types of SNe. The rate of Type Ia SNe is a convolution of
the universal star formation rate with a delay function. The rate of Type II SNe is
proportional to the star formation rate, which is taken from Strolger et al. (2004),
with the same parameters for the choice of delay function as in Ettori (2005). After
computing r(t), as described above, we re-normalize it such that we obtain the desired
metallicity, which is one of the input parameters into the model.
5.2 Simulation Runs
We run the model described above varying the following parameters: total mass of the
final cluster, Mvir, pre-heating entropy level, SPH and metallicity, Z, which controls
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the amount of heating generated by SNe. Table 5.1 shows the values taken by each
of the above parameters.
Mvir (10
14M⊙) 0.1, 1, 3.16, 6.31 and 10
M500 (10
14M⊙) 0.0719, 0.719, 2.27, 4.53 and 7.19
Z (ZGS
⊙
) 0.386, 0.773 and 1.16
Z (ZAG
⊙
) 0.261, 0.522 and 0.784
SPH (keV cm
2) 0, 1 and 10
Table 5.1: Parameter values for the entropy generation model. The values of
metallicity are given both in the solar abundance units of Grevesse & Sauval (1998),
ZGS⊙ , and of Anders & Grevesse (1989), Z
AG
⊙ . For each of the above metallicity
runs, a zero-metallicity entropy calculation is performed as well.
Each simulation instance is run with one of the above values for M and SPH , and
with both a zero and a non-zero metallicity value, applied to the same merger tree.
Therefore, for each simulation with a given M and SPH , we compute 3 runs for each
of the metallicity values in Table 5.1, and for each of these runs, a Z = 0 simulation
is computed, which corresponds to the same merger tree.
The values of M500 are shown in Table 5.1 in order to compare to the results
obtained from observations, in Chapter 3. They are obtained assuming that the
virial mass is equal to M200 and assuming a concentration parameter for the NFW
profile of c500 = 3.2, which leads to a ratio of R500/R200 = 0.66, as discussed in Section
3.4.2. This in turn leads to the ratio M500/M200 = 0.719. Note, that the second and
third values ofMvir correspond toMvir = 10
14.5 and 1014.8. Below, we will refer to the
simulation runs using these two masses using this form of a 10 raised to the powers
of 14.5 and 14.8.
5.3 Results – Entropy Profiles
Figures 5-3, 5-4, 5-5, 5-6 and 5-7 show the results of the simulations described above
for Mvir = 10
13, 1014, 1014.5, 1014.8 and 1015M⊙, respectively. The results are shown
as entropy profiles, where scaled entropy is plotted as a function of interior gas mass
fraction. This is obtained by ordering the mass elements in the simulations according
to their entropy. A cumulative distribution is then computed of the total mass of
gas, Mg(< S/S500), with scaled entropy less than S/S500. The above figures show
the inverse of the function Mg(< S/S500), scaled by fbM500, i.e. S(Mg/fbM500)/S500.
The entropy profiles as a function of interior gas mass fraction, which are measured
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from observations, are over-plotted on the results of the simulations. The observation
entropy profiles are shown as the blue curves.
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Figure 5-3: Plot of entropy, S, scaled by S500, as a function of interior gas
mass fraction, Fg ≡ Mg/(fbM500). Black curves represent the entropy profiles
of a Mvir = 10
13M⊙ cluster, from the no SN heating runs. The magenta curves
represent, for the same mass cluster, the Z = 0.261, 0.522 and 0.784Z⊙, from darker
to lighter shade, or from bottom to top, most often. Metallicities, here, are given
in the solar units of Grevesse & Sauval (1998). The blue curves are the observed
entropy profiles, where the shade of blue represents cluster mass, such that the
lighter the color, the more massive the cluster. The dotted horizontal line in each
panel represent the level of pre-heating, whenever it is larger than the minimum
value of the y-axis.
In each of the above figures, corresponding to a different value of Mvir, we show
3 panels corresponding to the 3 values of the pre-heating entropy, SPH . From left
to right, these correspond to SPH = 0, 1 and 10 keV cm
2. In each of the 3 panels,
the Z = 0 runs are shown as the black curves. The magenta curves represent the
simulations runs, where SNe heat and chemically enrich the ICM. The latter curves
are for Z = 0.261, 0.522 and 0.784ZAG
⊙
, from the darker to the lighter shade of
magenta, or from bottom to top.
We describe and discuss here some observations that can be made by inspecting
the entropy profiles in Figures 5-3 to 5-7.
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Figure 5-4: Entropy profiles for Mvir = 10
14M⊙ clusters. The colors are the
same as in Figure 5-3.
5.3.1 Normalization and Slope Compared to Observations
The normalizations of the Z = 0, SPH = 0 modeled entropy profiles fall short of the
observed profiles, for the range of interior gas mass fraction probed by both model
and observation. We also observe a jump in the slope of the entropy profiles for the
same Z = 0, SPH = 0 models. The slope is seen to increase at around the same
interior gas mass fraction of Fg = 0.7− 0.8, for all cluster masses.
We find that, in the simualtion, the mass elements with low entropy, and shallower
slope, are those associated with subclusters, and which were thus heated according
to the clumpy accretion heating prescription. Their entropy is less increased by
gravitational shock heating than mass elements that were accreted smoothly and
symmetrically. The break in entropy slope thus corresponds to the transition from
mass elements found in subclusters to those accreted smoothly.
This overall level of entropy is low even compared to gravitational heating-only
hydrodynamical simulations of Voit et al. (2005). Many simplifications lead to this
underestimate. First, we have applied the gravitational shock heating only to the
smaller infalling cluster. Conversely, in a real cluster, a fraction of the larger cluster’s
gas will also be heated, either through shocking, or when the turbulence induced by
the infalling subcluster is later dissipated as heat. Our model does not attempt to
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Figure 5-5: Entropy profiles for Mvir = 10
14.5M⊙ clusters. The colors are the
same as in Figure 5-3.
capture the above processes, nor do we attempt to model turbulence, in general.
Another simplification of our model is the assumption of instant virialization of
gas, after it falls in a cluster. This assumption was made, in order to compute
the density of the gas, which was necessary to compute its entropy increase during
mergers. If this instant virialization acts to raise the density of a gas element faster
than it would in a real cluster, this would make that gas element more immune to
further heating.
We attempt to address the above simplifications by introducing arbitrary mixing
between all gas elements in a cluster. When two gas elements, A and B, mix, the
resulting entropy is given by lnS = (NA/N) lnSA + (NB/N) lnSB, where NA is the
number of particles in gas element A, and SA its entropy, and similarly for gas element
B. The total number of particles is N = NA + NB. We mix all gas elements in a
subcluster, matching them randomly in pairs. The result of this mixing on the entropy
profile is shown for the 1015M⊙ cluster, in Figure 5-7, by the dashed lines.
We find that the entropy of the inner parts increases in the runs with mixing,
compared to the runs without mixing. However, that increase is not enough to match
the observational entropy profiles.
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Figure 5-6: Entropy profiles for Mvir = 10
14.8M⊙ clusters. The colors are the
same as in Figure 5-3.
5.3.2 Non-Negligible Entropy Increase from SN Heating
The addition of SN heating increases the entropy by a non-negligible amount. If
we consider, for example, the Z = 0.261ZAG
⊙
curves (the darkest magenta curve in
each panel), we notice that entropy increases by a factor of 3 relative to the Z = 0
gravity-only case, for the Mvir = 10
13M⊙ cluster, at Mg = 0.2fbM500. This relative
entropy boost decreases for larger clusters. For the Mvir = 10
14.5M⊙ cluster, entropy
increases by about 50%, at the same interior gas mass fraction, while it increases by
approximately 30%, for the Mvir = 10
15M⊙ cluster.
We compare the dependence of excess entropy due to SN heating on mass, to the
same dependence observed in our cluster sample, in Section 5.4.
5.3.3 Dispersion Due to Merger History
In addition to the the entropy profiles changing because of the different parameters of
the model, as described above, there is also a variance due to the probabilistic nature
of the prescription for computing the merger history of a cluster. This can be seen
by comparing the 3 black curves in each panel. The black curves all represent Z = 0
runs, and represent different realization of the probability distribution for mergers,
given by d2N/dzdξ, in Equation 5.4.
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Figure 5-7: Entropy profiles for Mvir = 10
15M⊙ clusters. The colors are the
same as in Figure 5-3. The dashed curves are for runs where we added arbitrary
mixing to the different gas elements, to attempt to raise the entropy profiles closer
to the observed levels.
The difference in entropy profiles from the Z = 0 runs, with identical parameters
is seen to reach factors of 2 to 3, and are seen to persist event at the outskirts of
clusters, i.e. at large interior gas mass fraction. The dependence of this variance
on mass or pre-heating level is unclear, as we only have three Z = 0 runs, for each
(Mvir, SPH) case.
The existence of a variance in entropy profiles due to the merger history of a cluster
can be an important effect to study. For example, Burns et al. (2008) suggest that
the Cool Core/Non Cool Core dichotomy seen in clusters could be due to differences
in the merger histories of clusters, when they are in their initial formation stages.
5.4 Results – SN Heating as a Function of Cluster
Mass
We showed in Section 3.8 that the observed entropy scaled by the expected gravi-
tationally induced entropy, at any given radius smaller than 0.5R500, decreases with
mass. We also discussed this effect in Section 4.2.1. The purpose of the current sec-
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tion is to test whether our model reproduces the same S/Sgrav −M signal, which is
very clear in the data. Here, S is the entropy of the ICM and Sgrav the entropy ex-
pected from only gravitational shock heating. In other words, we are asking whether
the S/Sgrav −M relation could be explained by SN heating alone.
As can be seen in Figure 3-7, observed entropy profiles as a function of interior gas
mass fraction are more dispersed than those as a function of scaled radius. However,
the decrease of S/S500 measured at a given Fg ≡Mg/(fbM500), as a function of cluster
mass is easily identified, despite the aforementioned scatter (See Figure 3-60). We
thus do not attempt to compare the magnitude of S/Sgrav, between model and data,
but only its dependence on M500.
We would like to compare the S/Sgrav −M500 relation seen in the observations to
an equivalent measure in the model. For our model, the choice of Sgrav is clear. It
is simply taken from the entropy profile for the case Z = 0. For the data, however,
as mentioned above, there is no precise expectation for entropy as a function of
enclosed gas mass fraction, as there is as a function of r/R500 in the Voit et al. (2005)
model, for example. We thus resort to normalizing the observed entropy at a given
Fg, by SV oit(r/R500). Here, r/R500 is the scaled radius where the sample average of
Mg(r)/(fbM500) is the gas mass fraction of interest. The scaled radius-interior gas
mass fraction correspondence is shown in Table 3.5.
The S/Sgrav −M500 plots for data and model are shown in Figures 5-8, 5-9, 5-10,
5-11, 5-12 and 5-13, for Fg = 0.012, 0.046, 0.095, 0.21, 0.42 and 0.57, respectively.
In each of the above 6 plots, 3 panels are shown for each pre-heating level used in
the model. And in each panel, the 3 magenta lines represent different final ICM
metallicities.
We find that in general non-zero pre-heating causes the dependence of the scaled
entropy on mass to weaken. For the cases where we can see a S/Sgrav−M500 slope in
the data, i.e. for Fg ≤ 0.21, we see that there is a better agreement in the slope with
SPH = 0 models than with SPH 6= 0 models. We thus focus our discussion, below, on
the models where SPH = 0.
For the inner regions, i.e. Fg = 0.012 and 0.046, we find that the observed
S/Sgrav −M500 slope is most closely reproduced in our models with Z = 0.784ZAG⊙ .
Note that this metallicity, is the average metallicity of the entire cluster, and not just
the central regions. Such a high bulk metallicity, which is not observed in any of
our clusters, means that the model can only match the S/Sgrav −M500 slope with an
unrealistic amount of SN heating. This points to the need for an additional source of
heating in the centers, in order for the model to match observed cluster entropies.
For Fg = 0.21, in Figure 5-11, we find that the Z = 0.261Z
AG
⊙
run is able to
produce a S/Sgrav − M500 slope, which is slightly smaller than the one in the ob-
servations. However, for the Z = 0.522ZAG
⊙
run, the overall slope decreases, before
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Figure 5-8: Scaled entropy vs. mass for data and model, at Mg = 0.012fbM500.
The black points represent the observed entropy of our cluster sample, scaled by
Sgrav = SV oit(r = 0.1R500). We choose 0.1R500 according to the approximate
correspondence between this radius, and Fg = 0.012, as shown in Table 3.5. The
magenta lines represent the entropies measured at Fg = 0.012, for the Z = 0.261,
0.522 and 0.784ZAG⊙ model runs, from darker to lighter shade, or from bottom to
top. Each of these entropy values is scaled by its corresponding Z = 0 run. Left,
center and right panel are for the cases of SPH = 0, 1 and 10 keV cm
2, respectively.
increasing again for Z = 0.784ZAG
⊙
. We have discussed in Section 5.3.3 that there
is significant variance from one realization to another of the model, due to different
merger histories. To calculate S/Sgrav we have taken entropy ratios between non-
zero metallicity models and zero-metallicity models from the same merger tree. This
might alleviate the effect of the aforementioned dispersion. However, it is clear that
to obtain stronger conclusions from this model, one would have to calculate any quan-
tity from at least a few iterations, in order to assess any intrinsic dispersion of such
quantity.
5.5 Advantages and Potential of the Model
We have highlighted above a few measurements we were able to make with this first
implementation of our model. The underestimated entropy, compared to the data,
points to the need for an improved implementation of the physics governing the shock-
heating of gas in clumps.
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Figure 5-9: Scaled entropy vs. mass for data and model, at Mg = 0.046fbM500.
Observed entropy scaled by Sgrav = SV oit(r = 0.2R500). See the caption of Figure
5-8 for a detailed description.
If the above major shortcoming can be addressed, it can open the door for this
model to address a few questions related to SN heating in clusters. For example,
one of the processes not included in the current implementation is the ejection of gas
from a halo, when the SN energy exceeds the gravitational binding energy of small
subclusters, early in the cluster’s formation history. This model might be able to test
whether the SN heating can reproduce the sort of dependency of gas mass fraction on
total mass, as observed by Dai et al. (2010), by ejecting gas from lower-mass clusters
more efficiently.
Also, the effect of the different merger histories on the final entropy profile can
be studied with this model, as discussed above. Our model has the advantage of not
being too computationally intensive, allowing for multiple runs to assess the effect of
the merger tree realization on the entropy profile.
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Figure 5-10: Scaled entropy vs. mass for data and model, atMg = 0.095fbM500.
Observed entropy scaled by Sgrav = SV oit(r = 0.3R500). See the caption of Figure
5-8 for a detailed description.
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Figure 5-11: Scaled entropy vs. mass for data and model, at Mg = 0.21fbM500.
Observed entropy scaled by Sgrav = SV oit(r = 0.5R500). See the caption of Figure
5-8 for a detailed description.
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Figure 5-12: Scaled entropy vs. mass for data and model, at Mg = 0.42fbM500.
Observed entropy scaled by Sgrav = SV oit(r = 0.8R500). See the caption of Figure
5-8 for a detailed description.
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Figure 5-13: Scaled entropy vs. mass for data and model, at Mg = 0.57fbM500.
Observed entropy scaled by Sgrav = SV oit(r = R500). See the caption of Figure 5-8
for a detailed description.
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Chapter 6
Summary and Conclusions
We have undertaken in this thesis a systematic analysis of various metallicity and
entropy measures to understand the various processes that come into play in the
formation and evolution of galaxy clusters. We highlight in this concluding chapter
our main findings, point the reader to the online location of our analyzed data, and
finally suggest some directions into which this research can be extended.
6.1 Findings
We searched for a relationship between the entropy increase in cluster outskirts over
the entropy level expected from the gravitational collapse of galaxy clusters, and the
metallicity in the bulk of the ICM. Such a relationship would point to a population
of galaxies, which enriched and heated the ICM of clusters homogeneously. We find
no evidence for the imprint of early supernovae from such galaxies on the entropy
profile.
In the center of clusters, i.e. within 0.15R500 for each cluster, we measure two ef-
fects. First, we measure different scatters in the measured average inner metallicities,
for low-mass clusters compared to high-mass clusters. In high-mass clusters, averaged
metallicities have a small scatter around a mean of approximate 0.4 times the solar
value. In contrast, for low-mass clusters a larger scatter in the values of inner metal-
licities is measured. A trend of inner metallicities with the measure of disturbance of
a cluster, 〈w〉, is seen for low-mass clusters, and is absent for high-mass clusters. This
suggests that the metallicities of the inner regions of low-mass clusters is susceptible
to disturbances, such as mergers, and violent central engine activity.
Second, we find that clusters with larger inner metallicity measurements tend to
have a larger excess entropy, over the entropy expected from gravitational collapse.
We are able to explain this trend with two processes that could be contributing
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simultaneously. The first process leading to the above trend is the observed decrease
of stellar-to-gas mass fraction with increasing cluster mass, in conjunction with the
decrease of excess entropy on cluster mass. The second process, which is more relevant
to Cool Core clusters, is the simultaneous heating and enrichment of the core of
clusters, in a quasi-equilibrium state. This second process is found to require Cool
Cores to have ages as long as 5 Gyr, in order to explain the entire inner entropy-
metallicity relation. But if we assume the accepted Cool Core age of 3 Gyr, we put a
limit on how much this processes contributes to the entropy-metallicity relation, if we
assume that enrichment and heating constrain each other by their time dependence.
6.2 Analysis Data
To arrive to the above conclusions, a systematic analysis of 45 Chandra-observed
clusters was performed. Some outputs of this analysis, we believe, are valuable to
the scientific community with interest in galaxy clusters. We thus make our data
available on the following FTP site:
ftp://space.mit.edu/pub/tamer/zs/
The file “README”, in the above directory explains how to access the data. The
above directory contains the best-fit parameters for the entropy profiles, as well as
the measured metallicity profiles, among other data products.
6.3 Future Work
This work opened other avenues for research, which we describe here.
While we detect no signal on the entropy profiles from metallicity measurements,
we believe this conclusion can be made more concrete with better metallicity mea-
surements over the range from 0.15 to 1R500. We thus propose a stacking analysis,
where clusters with similar excess entropy at 0.5R500 (as an example, and because
we suspect our entropy measurements at larger radii to suffer some systematics) are
assumed to have the same metallicity, and are grouped together for better metallicity
measurement.
A better understanding is needed of the relation between the dependence of stellar-
to-gas mass fraction on cluster mass, and the entropy and metallicity in the cores of
clusters. We believe that a joint analysis of X-ray data with Optical/Infra-red data
will add much insight into this relation. As a starting point, at least, the Sloan Digital
Sky Survey (SDSS) has measurements covering a significant fraction of the sky, with
luminosity measurement for a large number of galaxies belonging to clusters. How
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much does the conversion of gas into stars contribute to raising the entropy of clusters
by removing low-entropy gas from the ICM? And how much does this increasing star
fraction for low-mass clusters contribute to increasing the metals in the ICM? These
are questions that can be addressed by such studies.
Finally, a natural extension of this work is to apply the same analysis to a larger
number of galaxy clusters. The Chandra archive contained 240 clusters in 2008 (Cav-
agnolo et al., 2009), and this number is even larger today. Expanding this analysis
to more clusters will shed some light on some of the processes discussed above, and
could even show a larger breadth of processes happening in galaxy clusters.
206 CHAPTER 6. SUMMARY AND CONCLUSIONS
Appendix A
Sample and Observation Details
Cluster Label RA Dec z Obsids T (ks)
Abell 119 a119 00:56:15.392 -01:15:17.78 0.044 4180, 7918 57
Abell 1413 a1413 11:55:17.986 +23:24:17.82 0.1427 1661, 5002, 5003 121
Abell 1644 a1644 12:57:11.772 -17:24:33.68 0.0474 2206, 7922 70
Abell 1651 a1651 12:59:22.188 -04:11:45.80 0.086 4185 10
Abell 1689 a1689 13:11:29.495 -01:20:29.02 0.184 5004, 540, 6930, 7289 181
Abell 1736 a1736 13:26:54.235 -27:09:48.65 0.0461
10428, 10429, 10430,
10431, 4186
35
Abell 1795 a1795 13:48:52.668 +26:35:30.73 0.0616
10898, 10899, 10900,
10901, 12026, 12028,
12029, 13106, 13107,
13108, 13109, 13110,
13111, 13112, 13113,
13412, 13413, 13414,
13415, 13416, 13417,
5286, 5287, 5288, 6159,
6160, 6161, 6162, 6163,
(494)
437
Abell 1914 a1914 14:26:01.072 +37:49:32.97 0.1712 3593, (542) 27
Abell 2029 a2029 15:10:56.091 +05:44:40.94 0.0767 10437, 4977, 6101, 891 112
Abell 2063 a2063 15:23:05.323 +08:36:28.49 0.0354 5795, 6263 27
Table A.1: The columns show, in order, the name of the cluster, the label we use
for it in our figures, its coordinates, its redshift, the Chandra OBSID’s used in this
work and the total exposure, T for spectral analysis in kiloseconds. OBSID’s in
parantheses were used in imaging analysis, and excluded from spectral analysis.
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Cluster Label RA Dec z Obsids T (ks)
Abell 2065 a2065 15:22:29.060 +27:42:34.33 0.0721 3182 22
Abell 2142 a2142 15:58:20.103 +27:13:58.76 0.0899 5005, (1196, 1228) 68
Abell 2147 a2147 16:02:15.608 +15:57:53.77 0.0351 3211 18
Abell 2163 a2163 16:15:46.519 -06:08:50.57 0.201 1653, 2455, 545 89
Abell 2244 a2244 17:02:42.517 +34:03:37.46 0.097 4179 57
Abell 2256 a2256 17:03:59.388 +78:38:44.57 0.0601 2419, (1386, 965) 35
Abell 2319 a2319 19:21:09.997 +43:57:18.82 0.0564 3231 14
Abell 2657 a2657 23:44:56.531 +09:11:28.75 0.0404 4941 16
Abell 2734 a2734 00:11:21.616 -28:51:17.98 0.062 5797 20
Abell 3112 a3112 03:17:57.627 -44:14:20.34 0.075
2216, 2516, 6972, 7323,
7324
108
Abell 3158 a3158 03:42:52.591 -53:37:50.03 0.059 3201, 3712 56
Abell 3376 a3376 06:01:57.312 -39:58:25.80 0.0455 3202, 3450 64
Abell 3391 a3391 06:26:20.780 -53:41:32.98 0.0531 4943 18
Abell 3571 a3571 13:47:28.580 -32:51:14.35 0.0397 4203 34
Abell 3667 a3667 20:12:36.316 -56:50:40.74 0.056
5751, 5752, 6292, 6295,
6296, 889, (513)
430
Abell 3822 a3822 21:54:06.292 -57:51:41.06 0.076 8269 8
Abell 3827 a3827 22:01:53.279 -59:56:45.99 0.098 7920 46
Abell 3921 a3921 22:49:57.845 -64:25:44.13 0.0936 4973 29
Abell 399 a399 02:57:51.557 +13:02:32.43 0.0715 3230 49
Abell 400 a400 02:57:41.119 +06:01:20.03 0.024 4181 21
Abell 4038 a4038 23:47:43.200 -28:08:38.30 0.0283 4188, 4992 40
Abell 4059 a4059 23:57:00.933 -34:45:34.44 0.046 5785, 897 110
Abell 478 a478 04:13:25.199 +10:27:53.90 0.09 1669, 6102 52
Abell 539 a539 05:16:36.680 +06:26:34.63 0.0288 5808, 7209 43
Abell 644 a644 08:17:25.392 -07:30:48.38 0.0704
10420, 10421, 10422,
10423, 2211
49
Abell 754 a754 09:09:21.084 -09:41:05.78 0.0528
10743, 6793, 6794, 6796,
6797, 6799, (577)
187
Abell S 405 as405 03:51:29.787 -82:13:21.26 0.0613 8272 8
Hydra A hyda 09:18:05.876 -12:05:43.17 0.0538 4969, 4970, (575, 576) 239
Zw III 54 iiizw54 03:41:17.508 +15:23:54.82 0.0311 4182 23
MKW 3S mkw3s 15:21:51.708 +07:42:24.65 0.045 900 57
MKW 8 mkw8 14:40:39.353 +03:28:03.08 0.027 4942 23
PKS 0745-191
pks0745-
191
07:47:31.265 -19:17:41.62 0.1028 2427, 508, 6103 56
UGC 3957 ugc3957 07:40:58.133 +55:25:38.25 0.034 8265 8
ZwCl 1215+0400 z1215 12:17:41.934 +03:39:39.74 0.075 4184 12
ZwCl 1742+3306 z1742 17:44:14.447 +32:59:29.02 0.0757 11708, 8267 53
Table A.1: Continued.
Appendix B
Cluster Physical Parameter Tables
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Cluster kTX(keV) R500(Mpc) M500(10
14M⊙) Mgas(10
13M⊙)
a119 5.52+0.09
−0.1 1.22 5.64
+0.06
−0.07 4.94 ± 0.05
a1413 8.03+0.2
−0.2 1.45 10.3
+0.1
−0.1 9.81 ± 0.1
a1644 4.71+0.06
−0.07 1.23 5.89
+0.05
−0.05 6.24 ± 0.05
a1651 6.24+0.3
−0.2 1.33 7.68
+0.2
−0.1 7.52 ± 0.2
a1689 9.53+0.2
−0.2 1.58 14.1
+0.2
−0.2 14.4 ± 0.2
a1736 2.95+0.05
−0.08 1.00 3.14
+0.03
−0.05 3.37 ± 0.04
a1795 6.97+0.08
−0.1 1.35 7.73
+0.05
−0.06 6.76 ± 0.05
a1914 9.05+0.5
−0.5 1.55 13.0
+0.4
−0.4 13.2 ± 0.4
a2029 7.47+0.09
−0.09 1.51 10.9
+0.08
−0.08 11.5 ± 0.08
a2063 3.00+0.05
−0.05 0.948 2.64
+0.03
−0.03 2.47 ± 0.03
a2065 5.41+0.2
−0.09 1.27 6.59
+0.1
−0.06 6.64 ± 0.1
a2142 9.93+0.2
−0.2 1.70 15.8
+0.2
−0.2 16.4 ± 0.2
a2147 3.76+0.2
−0.04 1.07 3.75
+0.1
−0.02 3.59 ± 0.07
a2163 15.3+0.6
−0.5 2.10 33.2
+0.7
−0.7 39.6 ± 0.8
a2244 5.60+0.1
−0.1 1.29 7.02
+0.08
−0.08 7.20 ± 0.08
a2256 7.81+0.3
−0.3 1.51 10.9
+0.3
−0.3 10.9 ± 0.3
a2319 8.70+0.4
−0.2 1.69 15.1
+0.4
−0.2 17.2 ± 0.3
a2657 3.98+0.1
−0.1 0.989 3.01
+0.05
−0.05 2.32 ± 0.04
a2734 3.78+0.1
−0.2 1.03 3.49
+0.07
−0.08 3.17 ± 0.07
a3112 5.01+0.7
−1. 1.17 5.12
+0.4
−0.6 4.94 ± 0.5
a3158 4.81+0.06
−0.05 1.21 5.58
+0.04
−0.03 5.58 ± 0.04
a3376 4.41+0.08
−0.2 1.02 3.36
+0.03
−0.07 2.54 ± 0.04
a3391 5.34+0.3
−0.2 1.20 5.40
+0.2
−0.1 4.75 ± 0.1
a3571 6.37+0.1
−0.1 1.36 7.76
+0.07
−0.07 7.40 ± 0.07
a3667 6.30+0.01
−0.08 1.35 7.71
+0.009
−0.06 7.44 ± 0.03
a3822 4.92+0.2
−0.2 1.22 5.79
+0.2
−0.1 5.85 ± 0.2
a3827 7.41+0.2
−0.2 1.43 9.46
+0.1
−0.1 9.10 ± 0.1
a3921 5.20+0.1
−0.1 1.25 6.32
+0.09
−0.09 6.47 ± 0.1
a399 6.27+0.1
−0.1 1.34 7.71
+0.1
−0.1 7.52 ± 0.1
Table B.1: Global temperature, kTX , the radius R500, the total mass within R500,
M500 and the gas mass within R500, Mgas. The error on M500 comes from the error
on kTX , through the Y −M relation, and assumes no error on Mgas. The error
on Mgas is a simple estimate, and comes from the error on M500, by assuming
Mgas ∝ R500, and using R500 ∝M1/3500 .
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Cluster kTX(keV) R500(Mpc) M500(10
14M⊙) Mgas(10
13M⊙)
a400 2.33+0.06
−0.06 0.724 1.17
+0.02
−0.02 0.775 ± 0.01
a4038 2.76+0.08
−0.02 0.876 2.07
+0.03
−0.009 1.75 ± 0.02
a4059 4.42+0.1
−0.03 1.04 3.48
+0.07
−0.01 2.68 ± 0.03
a478 7.49+0.1
−0.2 1.53 11.6
+0.1
−0.2 12.8 ± 0.2
a539 2.59+0.05
−0.03 0.847 1.87
+0.02
−0.01 1.57 ± 0.01
a644 8.36+0.2
−0.2 1.41 8.88
+0.1
−0.1 7.18 ± 0.09
a754 10.6+0.6
−0.1 1.37 8.09
+0.3
−0.06 4.79 ± 0.09
as405 4.03+0.2
−0.2 1.04 3.53
+0.1
−0.1 3.03 ± 0.1
hyda 3.76+0.05
−0.05 1.03 3.47
+0.03
−0.03 3.17 ± 0.02
iiizw54 2.31+0.06
−0.06 0.783 1.49
+0.02
−0.02 1.18 ± 0.02
mkw3s 2.56+0.2
−0.01 0.940 2.60
+0.1
−0.008 2.81 ± 0.07
mkw8 2.58+0.09
−0.09 0.783 1.48
+0.03
−0.03 1.05 ± 0.02
pks0745-191 6.42+0.2
−0.2 1.49 10.9
+0.2
−0.2 13.4 ± 0.3
ugc3957 2.55+0.1
−0.1 0.775 1.44
+0.05
−0.05 1.02 ± 0.03
z1215 7.14+0.3
−0.3 1.36 8.01
+0.2
−0.2 7.05 ± 0.2
z1742 4.81+0.1
−0.1 1.08 4.02
+0.05
−0.05 3.20 ± 0.04
Table B.1: Continued.
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Cluster cSB S40(keV cm
2) 〈w〉/10−3
a119 2.17± 0.037 718.+190
−160 0.946
a1413 9.91± 0.079 110.+4.6
−3.2 0.522
a1644 6.13± 0.057 88.6+3.4
−2.0 (6.49)
a1651 7.71± 0.16 136.+5.5
−5.7 3.02
a1689 12.3± 0.064 103.+1.6
−4.6 1.04
a1736 1.86± 0.082 275.+44.
−15. 6.57
a1795 16.8± 0.038 56.3+1.2
−0.78 3.58
a1914 6.19± 0.12 216.+9.6
−13. 17.7
a2029 16.5± 0.038 81.6+1.7
−2.2 0.518
a2063 6.73± 0.048 106.+2.9
−5.0 (3.94)
a2065 6.69± 0.11 103.+10.
−7.8 (9.16)
a2142 8.20± 0.043 86.6+2.5
−3.8 (3.89)
a2147 3.12± 0.068 222.+8.4
−22. (2.40)
a2163 2.44± 0.060 432.+5.4
−8.6 10.9
a2244 9.91± 0.068 98.1+2.0
−3.1 0.818
a2256 2.36± 0.059 245.+130
−46. (18.8)
a2319 4.37± 0.076 244.+13.
−36. 11.2
a2657 7.74± 0.12 116.+4.2
−6.7 2.55
a2734 5.68± 0.16 236.+16.
−17. 3.63
a3112 23.0± 0.12 60.7+0.86
−4.5 3.72
a3158 4.29± 0.050 215.+4.1
−11. 2.77
a3376 2.58± 0.059 225.+70.
−14. (18.4)
a3391 3.62± 0.13 307.+30.
−3.0 1.61
a3571 4.99± 0.029 159.+9.7
−5.3 (6.38)
a3667 2.71± 0.012 278.+8.5
−15. 10.9
a3822 3.81± 0.16 201.+8.7
−2.4 3.07
a3827 5.13± 0.059 174.+7.9
−7.0 0.540
a3921 5.00± 0.11 160.+39.
−7.6 3.03
a399 4.10± 0.11 346.+48.
−48. 12.7
Table B.2: Surface brightness concentration, cSB, entropy at r =40 kpc, S40 and
centroid shift, 〈w〉. Values of 〈w〉 in parentheses correspond to measurements in
observations where the FOV does not fully cover the region r < 0.28R500, and are
excluded from analysis involving 〈w〉, but shown here.
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Cluster cSB S40(keV cm
2) 〈w〉/10−3
a400 3.09± 0.069 153.+8.6
−5.6 10.7
a4038 14.2± 0.074 84.3+1.9
−1.2 2.74
a4059 8.85± 0.032 80.2+1.9
−1.6 (2.25)
a478 16.3± 0.064 51.2+1.5
−0.89 0.843
a539 5.10± 0.056 145.+6.9
−4.3 0.837
a644 7.31± 0.074 145.+7.7
−14. 8.49
a754 3.23± 0.023 235.+28.
−7.8 15.0
as405 4.53± 0.20 191.+7.2
−6.2 1.43
hyda 24.1± 0.040 48.7+0.26
−0.20 1.35
iiizw54 6.68± 0.10 102.+3.7
−6.0 1.97
mkw3s 16.8± 0.080 64.1+1.2
−0.60 1.85
mkw8 3.60± 0.090 222.+5.4
−19. 5.63
pks0745-191 21.6± 0.13 39.8+1.0
−1.6 2.67
ugc3957 17.6± 0.27 78.9+4.7
−4.1 (1.14)
z1215 3.44± 0.11 277.+1.3
−6.9 4.91
z1742 18.6± 0.11 55.8+1.4
−1.2 3.65
Table B.2: Continued.
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Cluster Z¯in(Z⊙) Z¯mid(Z⊙) Z¯out(Z⊙)
a119 0.349+0.047
−0.045 0.341
+0.060
−0.057 0.160
+0.053
−0.051
a1413 0.357+0.027
−0.026 0.288
+0.049
−0.046 0.299
+0.059
−0.055
a1644 0.396+0.034
−0.032 0.182
+0.088
−0.079 0.302
+0.073
−0.067
a1651 0.415+0.070
−0.066 0.322
+0.068
−0.064 0.309
+0.078
−0.073
a1689 0.349+0.023
−0.023 0.316
+0.041
−0.039 0.281
+0.065
−0.062
a1736 0.248+0.059
−0.055 0.305
+0.039
−0.037 0.0484
+0.023
−0.0062
a1795 0.414+0.019
−0.018 0.281
+0.055
−0.054 0.191
+0.046
−0.044
a1914 0.377+0.053
−0.051 0.318
+0.070
−0.067 0.318
+0.070
−0.067
a2029 0.464+0.017
−0.017 0.239
+0.13
−0.11 0.0813
+0.12
−0.11
a2063 0.409+0.027
−0.026 0.102
+0.11
−0.093 0.0194
+0.16
−0.14
a2065 0.327+0.042
−0.039 0.239
+0.091
−0.083 0.169
+0.098
−0.088
a2142 0.338+0.025
−0.024 0.334
+0.039
−0.037 0.263
+0.065
−0.061
a2147 0.248+0.041
−0.038 0.118
+0.042
−0.040 0.0823
+0.052
−0.049
a2163 0.314+0.19
−0.13 0.383
+0.069
−0.058 0.402
+0.065
−0.063
a2244 0.362+0.027
−0.025 0.231
+0.059
−0.053 0.0775
+0.092
−0.085
a2256 0.414+0.084
−0.078 0.311
+0.11
−0.10 0.310
+0.11
−0.10
a2319 0.355+0.043
−0.040 0.254
+0.11
−0.099 0.0841
+0.057
−0.048
a2657 0.564+0.073
−0.067 0.322
+0.15
−0.14 0.312
+0.16
−0.14
a2734 0.444+0.095
−0.088 0.124
+0.055
−0.052 0.0881
+0.060
−0.056
a3112 0.463+0.039
−0.036 0.214
+0.15
−0.13 0.0843
+0.22
−0.19
a3158 0.471+0.035
−0.033 0.429
+0.053
−0.049 0.209
+0.050
−0.047
a3376 – – –
a3391 0.359+0.11
−0.10 0.231
+0.090
−0.083 0.223
+0.095
−0.088
a3571 0.457+0.028
−0.027 0.172
+0.069
−0.064 0.0893
+0.090
−0.083
a3667 0.393+0.013
−0.013 0.363
+0.047
−0.043 0.124
+0.019
−0.018
a3822 – – –
a3827 0.406+0.038
−0.035 0.279
+0.063
−0.059 0.231
+0.070
−0.065
a3921 0.386+0.054
−0.051 0.362
+0.052
−0.049 0.326
+0.065
−0.062
a399 0.360+0.050
−0.047 0.243
+0.050
−0.047 0.209
+0.060
−0.057
Table B.3: Global metallicity measures. Clusters where the metallicity is uncon-
strained are marked with the ‘–’ symbol.
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Cluster Z¯in(Z⊙) Z¯mid(Z⊙) Z¯out(Z⊙)
a400 0.646+0.085
−0.075 0.584
+0.095
−0.085 0.383
+0.063
−0.058
a4038 0.536+0.024
−0.022 0.353
+0.077
−0.068 0.110
+0.080
−0.073
a4059 0.652+0.023
−0.022 0.374
+0.12
−0.13 0.250
+0.13
−0.12
a478 0.366+0.018
−0.018 0.262
+0.067
−0.059 0.230
+0.099
−0.088
a539 0.303+0.039
−0.037 0.282
+0.071
−0.063 0.123
+0.057
−0.053
a644 0.443+0.036
−0.035 0.341
+0.057
−0.054 0.300
+0.074
−0.070
a754 0.373+0.033
−0.033 0.332
+0.048
−0.098 0.374
+0.060
−0.059
as405 0.269+0.091
−0.084 0.269
+0.091
−0.084 0.269
+0.091
−0.084
hyda 0.330+0.011
−0.011 0.224
+0.043
−0.039 0.148
+0.047
−0.070
iiizw54 0.430+0.046
−0.060 0.274
+0.067
−0.060 0.241
+0.079
−0.070
mkw3s 0.395+0.018
−0.017 0.213
+0.068
−0.060 0.0273
+0.10
−0.091
mkw8 0.597+0.087
−0.078 0.278
+0.090
−0.080 0.137
+0.079
−0.070
pks0745-191 0.401+0.036
−0.034 0.163
+0.086
−0.17 0.102
+0.070
−0.069
ugc3957 0.660+0.099
−0.19 0.180
+0.20
−0.17 0.180
+0.20
−0.17
z1215 0.421+0.073
−0.069 0.373
+0.067
−0.063 0.312
+0.12
−0.11
z1742 0.659+0.037
−0.035 0.433
+0.076
−0.068 0.371
+0.11
−0.094
Table B.3: Continued.
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