Introduction
Energy conservation and efficiency policies are designed to reduce the demand for energy without reducing the availabililty of products or services supplied through the use of that energy. Reduced energy use has associated environmental impacts-for example reductions to emissions of CO 2 and other greenhouse gases (GHGs)-that contribute to the societal costs and benefits of the policy. To evaluate these potential impacts both the energy required to achieve a given level of economic activity, and the associated environmental impacts, must be specified under a baseline scenario and under a scenario that incorporates the policy change. Evaluating the differences between the two provides a way to estimate the marginal policy impacts, which become a factor in the decision of whether to implement the policy.
The analysis methods used to evaluate these marginal social and environmental impacts often require that the enactment of a given legal rule be studied in isolation. The magnitude of the impact of a single rule on total national energy use is likely to be small and difficult to estimate, so this creates a somewhat artifical technical problem. In reality many state and federal rulemakings are enacted as part of more general ongoing programs. The impacts associated with a series of rules over an extended period of time are much larger and can be captured with a much greater degree of accuracy. The problem then becomes to find a way to allocate the total impacts to each of the individual rules or activities that make up the program.
In this paper we apply this concept to the analysis of the utility sector impacts of the U. S. Department of Energy (DOE) Appliance and Equipment Standards Program [3] . This program has published energy conservation standards for dozens of equipment types over the last two decades, with aggregate program impacts estimated at several quads of primary energy per year [10] . This corresponds to roughly 10% of U.S. electricity and natural gas consumption by the residential, commercial and industrial sectors combined. The regulatory process requires national-level estimates of utility sector impacts for each rule individually, which have until now been provided using a modified version of the National Energy Modeling System (NEMS) [1] . NEMS is a mid-range energy forecast model developed and maintained by the Energy Information Administration (EIA) within DOE. It is used to generate the Annual Energy Outlook (AEO), which provides projections of U.S. energy supply and demand and related economic and demographic variables [5] . Here we define, implement and validate an alternative approach that starts with the aggregate impacts of different policy packages specified as EIA side cases, and allocates their impacts to the individual end-use demand reductions within each side case. The method is used to provide estimates of changes to total installed power plant capacity, generation, and related emissions as a function of sector (commercial, industrial and residential) and end-use.
The dataset for this analysis is derived from the 2014 Annual Energy Outlook. Each edition of the AEO presents a reference case projection of U.S. supply of and demand for electricity, natural gas, petroleum fuels etc.The reference case incorporates all federal and state policies or programs that are active at the time of the AEO publication. To analyze the potential impacts of policies that are under consideration but not yet implemented, the EIA also publishes a series of side cases. We use the reference case as the baseline scenario, and a selection of side cases as examples of policy packages that incorporate different conservation and efficiency measures focused on equipment efficiencies and building measures. The data published with the AEO are used to define quantitative relationships between the demand-side reductions and changes to capacity, generation and emissions.
Overview

Approach
The flow chart in Figure 1 provides a schematic of the calculation approach. For a selection of side cases, we develop data sets of deltas, defined as the difference between a given quantity in the side case and the reference case. For any quantity X, the delta ∆X is defined as
6 where
• y is the forecast year,
• X is any of the quantities used in the analysis,
• K is the scenario label,
• R is the label for the reference case.
The deltas are positive if the value in the reference case is larger than the value in the side case. The data series used are end-use electricity demand in the residential, commercial and industrial sectors (the demand side data), electricity generation and installed capacity by fuel type, and power sector emissions of carbon dioxide (CO 2 ), mercury (Hg), nitrogen oxides (NO x ) and sulfur dioxide (SO 2 ) (the supply side data). Load shape information, i.e.the specification of the time-varying profile of electricity consumption associated with a particular end-use, provides an important link between the supply and demand sides. The NEMS code includes hourly load shapes for a number of residential and commercial end-uses (see Table 4 ). The correlation between end-use load shapes and generation is mediated by the system load duration curve [7] . The relative proportion of electricity demand by end use determines the shape of the hourly electric system load. The hourly system load is converted to a load duration curve which defines the number of hours per year that the system load is at or above a given level. The load duration curve is used to determine the expected annual hours of operation for different types of generation, which is an input to the algorithms that determine investment in new capacity. Changes to electricity demand can therefore influence the fuel mix of generation as well as its absolute level. This analysis incorporates the load shape information by assigning each hour to one of three time periods: on-peak, shoulder and off-peak. Electricity savings by end-use are then converted to electricity savings by time period. Generation is also classified into base, intermediate and peak-serving types based on the capacity factor (see Section 4). We use a set of allocation rules to connect changes in base, intermediate and peak loads to changes in the level of generation in each of these categories. We develop direct correlations between the supply-side changes in generation by fuel type and changes in emissions and installed capacity. The end result is a set of coefficients that can be used to relate a unit reduction of demand for a given sector and end-use to to the induced reductions in the supply side variables. At each step the model is tested by comparing the predicted deltas to the actual deltas.
Selection of Side Cases
EIA side cases are selected for use in this analysis based on two criteria. The first is that the package of policies being modeled must primarily affect the demand side through enhanced equipment efficiencies or building shell measures, with minimal direct intervention on the supply side. This ensures that any observed changes on the supply side are driven by the demand side, i.e.that the side case represents the type of cause and effect relationship we want to model. Based on this criterion seven candidate side cases were identified as listed in Table 1 .
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The second criterion is that the magnitude of the change to the supply of and demand for electricity must be large enough to allow reasonably accurate estimation of the related utility sector impacts. As a rule of thumb a difference on the order of a few percent is minimal. These changes are quantified in Table 2 using total generation by fuel type and sales of electricity to customers, both measured in TWh. The table shows the totals for the period 2015-2040 for the reference case and for each of the seven side cases listed in Table 1 . In the lower half of the table the percentage difference between the side case and the reference case is provided (the 2013 technology case has higher electricity use than the reference case, so the differences are positive). By the second criterion, the supply and demand changes in the ESICA, Extended Policy and No GHG Concern cases are too small to provide reliable impacts estimates. Hence, the analysis presented here relies on the data published for the reference case and the side cases 2013 Technology, Best Available Technology, High Demand Technology, and Low Electricity Demand (2013-tech, best-tech, high-tech, and low-elec). As an ) .
additional validation test, we use the coefficients defined by this approach to estimate the supply-side deltas for the Extended Policy case. Table 2 shows very large changes in distributed generation (DG) for the best-tech and low-elec scenarios. In the reference case DG increases from near zero in 2015 to 9 GW in 2040 but does not increase at all in the best-tech and low-elec scenarios. As DG is a very small portion of total generation, this capacity type are neglected in our analysis in favor of a focus on the principal categories of coal, natural gas, renewables, nuclear and petroleum-based fuels. The change in DG is however part of a broader issue with these two scenarios: a reduction in the installed capacity of peak-load serving technologies (steam and combustion turbines) relative to the reference case which is large compared to the reduction in generation. In the AEO2014 reference case, the electric power sector installed capacity for combustion turbines increases from about 140GW in 2012 to 220 GW in 2040, while for steam turbines it decreases somewhat from 100 GW to 70 GW. In the best-tech and low-elec scenarios, by 2040 total GW combustion turbines decrease slightly below 100 GW, while steam turbines drop dramatically to about 30 GW.
2 These are absolute decreases which are not off-set by increases in other forms of generation either inside or outside of the electric power sector. The AEO documentation provides little detail on how these scenarios are specified so it is unclear why these capacity reductions occur. It seems reasonable to assume that somehow the adoption of peak-shifting or peak-reducing measures leads to a greatly reduced need for peak-load serving capacity. Our modeling framework assumes that energy savings drive electricity generation reductions, and these in turn drive the emissions and installed capacity reductions. Consistent with they way the NEMS code functions, we also assume that the load shapes associated with each end-use are constant in time, so the flattening of peaky loads cannot be accounted for. This leads to relatively larger errors in our model estimates of peak-serving capacity reductions. Tables   Table 3 identifies the specific tables published with the AEO, and the data fields that were collected for use in this analysis. The data were downloaded using the on-line AEO Table Browser [4] . The 
AEO Data
Demand-side Data
This analysis makes use of two NEMS datasets related to building end-use energy consumption: time series of annual energy consumption and load shape information. 3 Time series of annual energy consumption include demand for electricity for the residential, commercial and industrial sectors. As noted above, the demand side deltas are defined as the difference between electricity demand in the reference case and in the side case. These deltas are defined as
where
• u is a label for the combined sector/end-use,
• D R is the electricity demand in the reference case,
• D K is the electricity demand in scenario K.
The commercial and residential sector and end-uses are listed in Table 4 ; this table includes the list of end-use codes that are used in the figures below. The industrial sector electricity demand is not broken down by end-use. The NEMS output files actually provide annual energy consumption numbers for a longer list of end-uses than shown in Table 4 [6, 8] , but only those end-uses listed in the table have independent load shapes. The annual energy consumption for end-uses without an associated load shape are assigned to the other category. The distribution of the energy decrements by end-use is illustrated for the residential and commercial sectors in Figure 2 Table 4 : List of end-uses and end-use codes.
significant. Both the temporal pattern and the relative percentage allocated to each end-use differ to some degree between the various scenarios. These differences in the pattern of demand reductions are presumably what drive the differences in the supply-side deltas, and correlating the two is the basis of our analysis approach. In the NEMS model, the correlation between end-use load shapes and generation dispatch and new construction is mediated by the load duration curve [7] . On the demand side, the total hourly system load within a given region is defined as the hourly demand for each end-use multiplied by the hourly load load shape for that end-use. The sum across end-uses provides an estimate of total system load, which is then converted to a load duration curve which defines the number of hours per year that the system load is at or above a given level. The load duration curve is input to the supply-side calculations, which use this information to determine the economically optimal mix of generation for that region. NEMS constructs the load duration curves in blocks related to time-of-day (weekday afternoon, weekend evening etc.) [7] . The definition of these periods is similar to the common usage of peak, off-peak and shoulder hours in utility time-of-use rates [2] . To make the correspondence with the supply-side data, we assign the hourly load profiles to peak, off-peak and shoulder periods as described in the next section.
End-use to time-period assignment
NEMS load shape data are provided as normalized profiles that satisfy the equation
• u is the label for the combined sector/end-use,
• m is the month,
• d is an index defining the day type (weekend, weekday, peak day),
• h is the hour of day,
• ls(u, m, d, h) is the load shape profile,
) is the number of days of type d in month m.
The profiles for heating and cooling are regionally varying, and are converted to national-average profiles using the methods described in [1] . The load shape data allocate the annual electricity use for u to a particular month, day type and hour. The actual electricity demand in year y is equal to the load shape times the annual time series divided by 10,000. The end-use codes are defined in Table 4 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  Summer  On- For this analysis, we assign hours to the three time-of-day periods using the definitions listed in Table 5 . The column headers represent the 24 hours ending at 1am, 2am etc., and the rows represent the time periods. For each hour/period, the table entry is equal to 1 if that hour has been assigned to the given period and 0 otherwise. These assignments are used only for weekdays and the peak day; following conventional practice, all weekend hours are assigned to off-peak. The assignments shown in the table are based on a review of the period definitions used for utility time-of-use tariffs [2] . The assignment is also seasonal, with summer defined as the months of May through September, and winter as all other months. The data in the table define a filter φ(m, d, h, n) that is equal to one if the hour h of day-type d and month m is in period n, and equal to zero otherwise. This filter is used to define the load shape to end-use mapping with
Period Hour Ending
As every hour is allocated to one period, the sum Σ p φ(m, d, h, n) = 1 and therefore
The values w(u, n) provide a distribution of the electricity consumption associated with end-use u over the three periods indexed by n; these distributions are shown in Figure 3 ; The figure shows, as expected, that the cooling end-use has the largest proportion of electricity use during the on-peak period (red in the figure), and heating has the largest electricity use in the winter, off-peak period. The weights w are used to convert the annual demand deltas by end-use to demand deltas by period:
The commercial other load shape is used for the industrial sector deltas. The resulting pattern of demand deltas by period, for each scenario, is shown in Figure 4 .
Supply-side Data
In this section we discuss the preparation of the supply-side data, and the modeling steps that relate different supply-side quantities to one another. The method used to link supply to demand is discussed in the next section. Supply-side data include electricity generation and fuel consumption by fuel type, installed capacity by plant type, and emissions of different pollutants. The principal fuel and plant types are listed in Table 6 . There are additional plant and fuel types included in NEMS, but they are minimally affected by the policy scenarios considered here, so are not used.
The fuel consumption data are provided in energy units (quadrillion BTu or quads), and the generation data in terawatt hours (TWh). These data are related through a generalization of the notion of a heat rate. For a single power plant, the heat rate is equal to the energy content 4 of the amount of fuel consumed per unit of generation output. The heat rate thus incorporates the energy losses associated with generation. More generally, we define fuel-specific heat rates as the ratio of fuel Table 4 . consumption in quads to generation in TWh for each fuel type. The heat rate can be defined as an average, using data for the entire grid, or on the margin, using the deltas. Coal, nuclear and renewables appear in both the set of fuel types and the set of plant types. The other two fuel types, natural gas and petroleum-based fuels (oil), do not map directly onto plant types. There are three NEMS plant type categories that use either gas or oil: natural gas combined-cycle (ngcc), oil and gas steam (ogs), and combustion turbine/diesel (ctd). Combined-cycle plants use only natural gas. The steam and combustion turbines use both gas and oil but the AEO tables don't provide a breakdown of generation by fuel type for these capacity types. The various fuel and plant categories are listed in Table 6 . The table also includes a capacity factor (based on reference case data), defined as the average hourly generation divided by the total installed capacity for the plant type.
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The value for renewables represents an average over all renewable generation types (hydro, solar, wind and biomass combustion). The capacity factor is equivalent to the fraction of hours per year that each plant type operates, and can be used to distinguish those plants that are used to serve base, intermediate or peak loads. Here we assign coal and nuclear to base load, natural gas and renewables to the intermediate category, and oil and gas steam and combustion turbine/diesel to peak plants.
Notation
Our notation for the primary data is:
• R is the label for the reference case,
• p is the label for plant type,
• f is a label for fuel type,
• Q K (f, y) is the fuel primary energy consumption in quads,
• s is a label for the pollutant species,
• M K (s, y) is the power sector emissions in short tons.
• h K (f, y) is the fuel-specific marginal heat rate.
As with the demand data, the deltas are defined for each quantity as the difference between the reference case value and the scenario value; for example 
Marginal Heat Rates
The marginal heat rate is the ratio of energy consumption in quads to generation in TWh, calculated using the deltas: Figure 6 shows the marginal heat rates for coal and natural gas, for each scenario, over the period 2019-2040 (the units in the figure are BTu/Wh; 1 quad/TWh = 1000 BTu/Wh). The data for coal are shown in red and gas are shown in black. In both cases the average heat rate calculated for the reference case (solid line) is shown for comparison. The average heat rate is defined as the ratio of total quads to total generation for each fuel. Recall that the plant level heat rate is the ratio of fuel quads in to TWh out, which is effectively a measure of the plant's generation efficiency. The average heat rate represents the generation-weighted average of plant efficiencies over all the installed capacity in the system, with higher heat rates indicating lower efficiency. The marginal heat rate defines the same average over only those plants that are affected by the policy change. It is therefore sensitive to the types of technology that sit at either the dispatch margin, the construction margin, or both. The marginal heat rates are larger than the average for coal, and less than the average for natural gas. Generally, it is expected that less efficient plants are dispatched last, which is consistent with the coal data but not the natural gas. It may be that reduced demand is delaying the new construction of higher efficiency gas plants. For this analysis we use a simple average over scenarios to define a single marginal heat rate h(f, y) for each fuel type. The scenario-averaged marginal heat rates are shown in Figure 7 ; once again the figure includes the reference case average heat rates for comparison. NEMS uses a convention in which nuclear and renewable power plants are assigned nominal heat rates and included in the fuel consumption measures. Here we adopt the same convention, using a value of 10.5 BTu/Wh for nuclear, and 10.0 BTu/Wh for renewables. 
Marginal Emission Intensities
Emissions result from fuel combustion, so we expect the emissions to be most closely correlated with the amount of fuel consumed to generate a unit of electricity. Hence, our modeling approach estimates an emissions intensity in units of mass of pollutant per quad of fuel consumed. These will be related back to generation using the marginal heat rate. We assume that the two sets of deltas are related as:
Linear regression, based on the data for all scenarios and the years 2019-2040, was used to estimate the coefficients β(s, f ). As these coefficients depend primarily on the chemistry of combustion, for simplicity we assume that they are time-independent. We use a number of assumptions to simplify the analysis. There are no combustion emissions associated with nuclear and renewable electricity production, so β = 0 for these fuels. Emissions of SO 2 and Hg are assumed to be zero for natural gas. The emissions factors for petroleum and coal are very similar, so we assume that β(s, cl) = β(s, pf ) for all species s. The model output is illustrated in Figure 8 which shows the actual change in emissions of NO x for each scenario (blue lines) compared to the estimated change (red lines). Plots of the estimated mercury and sulfur emissions are qualitatively similar. The estimated CO 2 emissions are almost identical to the actual CO 2 data, presumably because these emissions are not affected by power plant technologies. The regression coefficients, and R-squared values for the emissions model are summarized in Table 7 (the table shows only non-zero coefficients).
Marginal Capacity Reductions
Most generally, the relationship between capacity and generation is written as
NEMS uses an econometric approach to define the dispatch of existing capacity and make decisions regarding the construction of new capacity [7] . While this can in principle lead to quite complicated dependencies between the variables, for this work we adopt a simplified approach in which the off-diagonal terms of the array δ(p, f, y) are set equal to zero, with combined cycle capacity related to total generation from natural gas, and peaking capacity to generation from petroleum. There are two reasons for this. The first is just practicality; our primary interest here is in physical quantities (fuel use, emissions) and how they are affected by energy policy. Installed capacity does not directly influence these quantities, as the relationship between capacity and generation is mediated by the economic aspects of electricity production. Given the large uncertainty in economic projections, any apparent gain in precision may be meaningless in real terms. The second reason is that, as noted above, the AEO data do not provide separate accounting of natural gas vs.petroleum use for data are not published on the AEO table browser. Table 8 : Slope and R-squared values for linear fits to the estimated vs.actual GW-deltas shown in Figure 9 .
peak-serving generation, so estimation of the separate use of these fuels requires another model. This breakdown would introduce non-diagonal terms into the matrix δ. Our preliminary attempts to develop such a model did not provide a substantial improvement relative to the simpler approach. The approach works well for the coal, renewables and nuclear, and is less precise in predicting the installed capacity for natural gas and peak plants. The model output is illustrated in Figure 9 , which shows a scatter plot of the predicted capacity delta vs.the actual capacity delta by plant type. Each point on the plot represents one year and scenario. A simple test for bias is to fit these data to a straight line with zero intercept. If the slope of the line is not equal to one, it means that the model over-(slope > 1) or under-(slope < 1) predicts the data. The slopes and R-squared values for these linear fits are presented in Table 8 . The model shows a slight tendency to under-predict installed capacity for all plant types except nuclear. As noted in the introduction, the model fit for peak-serving capacity is significantly worse than for the other plant types, but the bias remains small.
Linking Supply to Demand
In Section 3.1 we calculated a set of weights w(u, n) that distribute the energy savings associated with sector/end-use u over the three periods indexed by n. In this section, we define the correspondence between marginal changes to energy demand in period n and changes to generation of different fuel types f . The end result is a set of time-dependent weights v(n, f, y) that allocate a unit of demand Table 6 . The notation used is:
• n is the label for the period (on-peak, off-peak, shoulder),
• w(u, n) is the weight defining the distribution of one unit of end-use demand across periods,
• v(n, f, y) is the weight defining the distribution of one unit of period-n demand across generation fuel types,
To begin with, the electricity demand reductions are rescaled to account for transmission and distribution losses, and any small differences between generation and demand that result from imports, exports and other factors neglected here. The rescaling step ensures that
for each K and y.
We then apply a set of allocation rules that are defined to be consistent with the definition of base, intermediate and peak plants. The calculation proceeds by taking the generation changes ∆G and allocating the fuel types to the periods assuming:
1. petroleum generation occurs only during on-peak periods, 2. coal and nuclear generation occur during all periods and are allocated proportionally, 3. the on-peak demand not served by petroleum, coal or nuclear is served by natural gas, 4. remaining natural gas and renewable generation are allocated to the shoulder and off-peak periods proportionally.
This approach dis-aggregates the generation deltas into periods such that
These are converted to weight factors for each scenario, v K ;
A simple average across scenarios converts the intermediate factors to the weights v(n, f, y).
The results of this calculation are illustrated in Figure 10 , which shows the time series of v for the of on-and off-peak periods and three scenarios (the shoulder period is similar to the off-peak, and the low-elec scenario is very similar to the best-tech).
6 Results and Validation
Definition of impact factors
In this section we define the impact factors, which determine the response of the electric system to unit changes in electricity demand for a given sector and end-use (u). These impact factors are calculated by multiplying the various quantities defined above. The notation is summarized below.
• f is the label for generation fuel type,
• p is the label for capacity plant type,
• s is the label for pollutant species, • L(y) is the transmission and distribution loss factor, • g(u, f, y) is the generation fuel-share weight, • q(u, y) is the marginal heat rate (quads of primary energy per TWh site electricity),
• m(u, s, y) is the emissions impact factor, • c(u, p, y) is the capacity impact factor.
Fuel-share weights
We define g(u, f, y) as the fraction of the unit reduction in demand for u that is allocated to generation fuel type f :
where w(u, n) is defined in equation 4 and v(n, f, y) is defined in equation 14. The generation fuel-shares g satisfy Σ f g(u, f, y) = 1.
Marginal heat rates by end-use
The marginal heat rates convert a unit of demand reduction (measured in site TWh) to a decrease in total fuel consumption, or primary energy, for the grid as a whole. At this step in the calculation we incorporate the transmission and distribution (T&D) loss rate L(y). The fuel-specific heat rates h(f, y) of equation 8 do not include the T&D losses because h is defined using only supply-side data. For sector/end-use u the marginal heat rate q(u, y) is defined as the weighted sum over fuel types:
As noted above this definition includes quads associated with nuclear and renewable electricity. Figure 11 shows the marginal heat rates for different end-uses in the residential and commercial sectors. The spread in heat rates across end-uses is less than 5% and the variation in time is approximately 20%. Heat rates are lowest for cooling and highest for heating. The high heat rate for heating is due to the large off-peak component, which uses a lot of coal. The low heat rate for cooling is due to the dominance of natural gas use in peak periods as evident in Figure 10 . Our method will under-estimate somewhat the heat rate for cooling, as we are not fully accounting for the lower efficiency of natural gas when used in single-cycle steam or combustion turbines.
Marginal emissions intensities
The emissions are related to fuel consumption in quads which is related to generation through the fuel-specific marginal heat rate. Defining m(u, s, y) as the emissions impact factor for species s and sector/end-use u, the equation is
The AEO does not publish estimates of the CH 4 and N 2 O emissions associated with combustion of fossil fuels. For these pollutants, the power sector emissions are estimated using fuel-specific emissions intensity factors published by the EPA [9] . These data provide constant values of β(s, f ) as shown in Table 9 . Tables 10 to 12 provide the emissions impact factors for select years. The emissions intensities, especially for CO 2 , are strongly correlated with the marginal heat rates. The low emissions intensity for cooling may be surprising as summer peak loads are generally associated with high emissions. However, on an annual basis, the fraction of cooling load that is served by peak generation is relatively small, and total petroleum fuel use is a small fraction of natural gas use. Hence, the relatively high proportion of peak load served by natural gas leads to somewhat lower emissions for cooling than other end uses. While cooling emissions of CO 2 would increase somewhat if the lower generation efficiencies of single-cycle turbines were included in the marginal heat rates, the low spread in these coefficients as a function of end use suggest that the change would be on the order a few percent at most. 
Marginal capacity factors
The capacity changes induced by a unit reduction in demand for sector/end-use u are defined as c(u, p, y) with: Figure 12 shows the capacity factors for different end-uses in the residential and commercial sectors. As expected the capacity impact factor for cooling is significantly larger than for other end uses, with a larger proportion of peak. With this approach, all end uses contribute somewhat to net capacity changes.
Validation
To validate the model, we reconstruct the supply deltas based on the computed impact factors and the demand deltas. Table 13 shows a summary of results for the four scenarios used in the analysis, as well as for the extended policy scenario. The data in the table are averages over the period 2019-2040 of the deltas for emissions and installed capacity. The model results are not very precise but provide correct order-of-magnitude estimates. The loss of precision in emissions estimates relative to the results shown in Table 7 is due to the variability in the marginal heat rates. Another source of error is that the measures in the AEO scenarios are not exclusively related to electricity demand reduction; for example, the The extended policy scenario includes incentives for renewables that are not captured by our methodology. Hence, the relatively low precision in the model estimates does not necessarily mean that the impact factors do not correctly represent the effect of demand reductions alone.
Comparison with Other Methods
The impact factor estimates depend on both the methodology used, and the AEO edition. This section presents a comparison of impact factors calculated using the same methodology but with AEO2013 data, and using a different methodology. The comparisons are presented in figures13 to 16. Any difference between the results labelled AEO2013 vs.AEO2014 are due entirely to changes in the AEO projections. The AEO2013 data were also used to calculate impact factors using the NEMS-BT approach described in [1] . NEMS-BT refers to a version of the NEMS code that includes code modifications that allow the demand-side data to be decremented directly. With this approach, a fixed demand reduction for a single sector and end use is introduced in the year 2015, and held constant over the rest of the forecast period. As the decrement must be large enough to produce measurable changes relative to the AEO reference case, it represents a significant decrease to the end use electricity consumption. The end-uses tested were cooling, lighting and refrigeration. Several NEMS runs were conducted with varying decrement magnitude to test for convergence. This approach was used in the Department of Energy Appliance Standards Program to estimate utility sector impacts for rules published in 2013 and earlier years. While in principle the decrement approach could provide a more direct measure of the impact of changing demand for one end use, in practice the results tend to be quite volatile and sensitive to the magnitude of the decrement. It is not possible to use this direct approach with realistic levels of demand reduction for a single end use, because the decrement magnitudes are so small that they are the same order as convergence error in NEMS. Figure 13 shows the marginal heat rate computed using the methods described here for AEO2013, AEO2014 and the value computed with the NEMS-BT method based on AEO2013 (labelled NEMS-BT2013). The plot shows the average value of the marginal heat rate over the period 2020-2040 for cooling, lighting and refrigeration. Differences between AEO2013 and AEO2014 are systematic, with higher heat rates on the margin for AEO2013. This reflects differences in the projected fuel mix and generation technologies between the two forecasts. The NEMS-BT method tends to predict a somewhat lower heat rate for all end-uses. Lower heat rates mean that more efficient generation is being affected at the margin. This is evident in Figure 14 which shows the distribution of a unit of generation reduction across fuel types. AEO2013 projected a relatively large increase in natural gas generation, and that larger proportion is reflected in the composition of the decrement. Figure 13: Comparison of the average marginal heat rate for AEO2013, AEO2014 and the NEMS-BT2013 method.
new allocation method described here, and over-estimates the reduction in petroleum fuel generation for cooling. Figure 16 shows the marginal capacity impact factors by plant type for all three analyses. Relative to the new allocation approach, NEMS-BT tends to under-estimate capacity changes for lighting and refrigeration and over-estimate for cooling, particularly in the residential sector. This is most likely due to the way that the weather-driven cooling peak is handled in the NEMS code. NEMS defines the space cooling peak day load-shape as 150% of the weekday, while the peak day load-shapes for other end-uses are either unchanged, or changed by a small amount. Hence, the NEMS peak capacity requirement is driven almost exclusively by cooling. Figure 15 compares the marginal emissions impact factors for the four power sector pollutants tabulated in NEMS. Again it is clear that the allocation method described in this report greatly smooths out the differences between end-uses that are evident in the NEMS-BT approach.
Conclusions
We have presented a new approach to estimating the marginal utility sector impacts associated with demand reductions that uses publicly available data and provides results in the form of time series of impact factors. The approach takes as input a set of projections of how the electric system might evolve under different scenarios; in this report we use the EIA's Annual Energy Outlook reference case, and a number of side cases that incorporate different efficiency and other policy packages. The data published with the AEO are used to define quantitative relationships between demand-side electricity reductions by end use and supply-side changes to capacity, generation and emissions as a function of fuel and plant type. The approach provides useful estimates of fuel consumption, emissions and capacity reductions associated with reduced demand for electricity. We find that the relative variation in impacts by end use is small, but the time variation can be significant. Using the model to try to predict the supply-side changes given some demand-side changes in different AEO scenarios shows that it provides the correct order-of-magnitude, but the actual precision is difficult to estimate since the AEO scenarios generally include measures that affect the supply-side directly.
This approach essentially takes the output of a complex, somewhat inaccessible model (NEMS) and converts it to a form that is easily used in policy analysis: impact factors that allocate utility-sector impacts to specific end uses. The precision of the impact factors, in the sense of their usefulness in predicting NEMS outputs, could probably be improved by making some changes to the methodology. In particular, separating the portion of natural gas that is used in less efficient, peak-serving generation would affect the marginal heat rates associated with peak loads, as well as the associated emissions. The model might also be improved by adjusting the definition of peak, shoulder and off-peak periods. However, there is always a large uncertainty inherent to any projection of the future, so it is not clear whether these improvements would really translate to more meaningful numbers.
What is perhaps more interesting about this approach is that it clarifies the principal cause-and-effect relationships that operate within complex input-output models like NEMS. In particular, physical relationships such as the correlation of emissions with fuel consumption are well predicted using a simple model. Marginal heat rates, which depend on both physical and economic criteria (since the relative cost of different fuels affects what plants are dispatched) are more variable across scenarios and hence more difficult to predict using a simple approach.
This approach takes end use on the demand side as the independent variable, but any set of variables that influence electricity demand can be analyzed in the same way. For example, it could be interesting to use this approach to look at how the utility sector is impacted by changes in fuel prices, or or changes to demand-side expenditures.
