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Die Familie der Cryptochrome und Photolyasen (CPF) ist eine große Proteinfamilie von 
Blaulicht Photorezeptoren, welche in allen Bereichen des Lebens vertreten sind. Alle 
Vertreter dieser Familie verwenden einen Flavinchromophor als katalytischen Kofaktor und 
zeigen hohe Sequenz- und Strukturähnlichkeiten, obwohl sich ihre Funktionen in lebenden 
Organismen stark unterscheiden. Einerseits verwenden Photolyasen die Energie des 
Sonnenlichts zur Reparatur von UV-induzierten DNA Schäden wie dem Cyclobutan-
Pyrimidin-Dimer (CPD) Schaden oder dem Pyrimidin-(6-4)-Pyrimidon Photoprodukt 
((6-4)PP). Cryptochrome sind andererseits involviert in verschiedenen Blaulicht-regulierten 
Mechanismen, wie zum Beispiel die photoperiodischen Blühzeiten in Pflanzen oder die 
Regulierung des circadianen Rhythmus in Tieren. 
Diese Arbeit befasst sich mit der Charakterisierung der Photoreduktion sowie des 
(6-4)-Reparaturmechanismus einer Untergruppe von tierischen Cryptochromen und 
(6-4)-Photolyasen anhand des animal-like Cryptochromes aus der Grünalge Chlamydomonas 
reinhardtii (CraCRY). Durch multiple Sequenzvergleiche mit anderen CPFs und 
Mutationsstudien konnten die spezifischen und für die Photoreduktion relevanten 
Aminosäure-Reste identifiziert werden. Dies führte zur Entdeckung eines Tyrosins als 
vierten Elektronendonor am Ende der konservierten Tryptophantriade. Die Photoreduktion 
wurde weiterhin mit verschiedenen spektroskopischen Methoden untersucht mit 
besonderem Augenmerk auf der Entstehung und den Abbau des Tyrosylradikals.  
Wie gezeigte wurde, handelt es sich bei CraCRY nicht nur um ein Cryptochrom, sondern es 
zeigt darüber hinaus (6-4)-Photolyase Aktivität, was es zu einem bifunktionellen Mitglied 
der CPF macht. Um die Beziehung zwischen Struktur und Funktion zu untersuchen, habe ich 
die 3D-Struktur von CraCRY im Komplex mit seinen Chromophoren sowie einem (6-4)PP per 
Röntgenstrukturanalyse entschlüsselt. Dabei zeigte sich ein neuer Modus für die DNA 
Bindung sowie ein detaillierter Einblick in die aktive Tasche. Ein essentieller Rest für die DNA 




veröffentlichen Model auf. Dies könnte auf einen alternativen Reparaturprozess für (6-4)PP 
hindeuten. 
Die wissenschaftlichen Erkenntnisse über die Struktur von Cryptochromen basieren vor 
allem auf dem Vergleich zu Photolyasen, jedoch besitzen Cryptochrome einen elongierten 
C-Terminus (CTE), welcher den Photolyasen fehlt. Dieser CTE ist in CraCRY ca. 100 
Aminosäuren lang und nicht in der Kristallstruktur enthalten. Um den CTE weiter zu 
analysieren wurde Wasserstoff-Deuterium-Austausch gekoppelt mit Massenspektrometrie 
durchgeführt und die unterschiedlichen Reduktionszustände miteinander verglichen. Die 
erhaltenen Ergebnisse decken zwar den CTE nicht vollständig ab, jedoch konnten klare 
Unterschiede zwischen den Reduktionszuständen festgestellt werden. Daraus können wir 
schließen, dass es durch die Bildung des Tyrosylradikals bei der Photoreduktion zur 
Umstrukturierung im Bereich der Tyr-Schleife sowie der C-terminalen α22-Helix kommt.  
Um die intramolekularen strukturellen Veränderungen durch die Photoreduktion und DNA-
Reparatur weiter zu untersuchen, wurde zeitaufgelöste Röntgenstrukturanalyse am freien 
Elektronenlaser SACLA mit einer Klasse II CPD Photolyase (MmCPDII) und CraCRY 
durchgeführt. Dadurch war es möglich geworden die verschiedenen Konformationen des 
MmCPDII Flavinchromophors in seinen unterschiedlichen Oxidationszuständen zu zeigen. 
Diese Arbeiten legen den Grundstein dafür, dass der komplette Reparaturmechanismus der 











The cryptochrome/photolyase family (CPF) is a huge protein family of blue-light 
photoreceptors, which occur in all kingdoms of life. All members of this family utilize a flavin 
chromophore as catalytic cofactor and show high sequence and structural similarity, 
although they have different functions inside the living organism. Photolyases use the 
energy of light to repair UV-light induced DNA lesions like the cyclobutane pyrimidine dimer 
(CPD) or the pyrimidine-(6-4)-pyrimidone photoproduct ((6-4)PP). Cryptochromes, on the 
other hand, are involved in many different blue-light regulated mechanisms, like the 
photoperiodic flowering in plants and the entrainment of the circadian rhythm in animals. 
This study focuses on the characterization of the photoreduction and (6-4) repair 
mechanism of the subclass of animal cryptochromes and (6-4) photolyases on the basis of 
the animal-like cryptochrome from the green algae Chlamydomonas reinhardtii (CraCRY). 
Through multiple sequence alignment with other CPFs and mutational studies, the specific 
residues involved in the photoreduction mechanism were successfully identified, leading to 
the discovery of a tyrosine as distal electron donor at the end of the conserved tryptophan 
triad. The photoreduction, with regard to the formation and decay of a tyrosyl radical, was 
extensively studied with several spectroscopic methods. All analyses resulted in the 
observation of an unusually long-lived tyrosyl radical upon photoreduction.  
As it turned out, CraCRY is not only a cryptochrome, but also has (6-4) photolyase function, 
which makes it a bifunctional member of this group. To study structure-function 
relationships, the 3D structure of CraCRY in complex with its chromophores as well as a (6-
4)PP was solved by X-ray crystallography. The structure reveals a new binding mode of the 
DNA lesion and provides insight into the active site. One of the essential residues for DNA 
repair (His1) exhibits a different conformation as in the common model, which may indicate 
an alternative mechanism for (6-4)PP repair. 
The main knowledge about cryptochrome structures derived from the comparison with 
photolyases, but cryptochromes contain a highly variable C-terminal extension (CTE), which 




the solved crystal structure. For analysis of the CTE, hydrogen-deuterium-exchange coupled 
with mass spectrometry was used including a comparison of different reduction. Although, 
the coverage of the CTE was incomplete, there were significant changes between the 
oxidized and fully reduced state FADH− detectable. It was concluded, that the 
photoreduction process and the formation of the tyrosyl radical is triggering a structural 
change in the region between the loop carrying the tyrosyl radical and the C-terminal α22-
helix.  
For further investigation of the intramolecular changes upon photoreduction and DNA 
repair, time-resolved crystal measurements of a class II CPD photolyase (MmCPDII) and 
CraCRY were performed within a joint project at the free electron laser SACLA. So far, the 
different conformations of the flavin cofactor of MmCPDII in its different oxidation states 
have been successfully derived. In future, it is expected to show the whole repair 
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1 Introduction  
1.1 Importance of sunlight and photoreceptors for biological 
processes  
Sunlight is one of the most important driving forces on earth and the basis of life as we 
know it. The total amount of sun energy that hits the surface of the earth is around 
1.36 kW m-2 (1) and organisms developed several mechanisms to use this energy to perform 
specific metabolic processes. To absorb the energy, organisms use special photoactive 
enzymes called photoreceptors. For sensing the different characteristics of light like 
intensity, direction, quality and spectra composition and triggering cellular signaling 
processes (2). Except the more recently discovered UV-light resistant locus 8 (UVR8) (3), 
which absorbs UV-B light intrinsically with a set of tryptophan residues as chromophore, all 
photoreceptors utilize one or more chromophores to absorb specific wavelengths of the 
whole light spectrum. The six most studied photosensory modules (Figure 1), which form 
the different photoreceptors are rhodopsins, phytochromes, photoactive yellow proteins 
(PYP), blue-light using flavin (BLUF) proteins, light-oxygen-voltage (LOV) proteins and 
cryptochromes (4–9). Even though these six well-studied and highly common types of 
photosensory proteins only use four different kinds of chromophores, they are able to show 
a high variety in their structural, spectral and biophysical properties (7).  




Figure 1 Overview of the six well-studied photosensory modules and their chromophores (figure 
adapted from (7)). Starting from the upper left: Rh, rhodopsin (PDB: 1F88) with retinal; PYP, 
photoactive yellow protein (1NWZ) with p-coumaric acid; LOV, light-oxygen voltage domain (2V0U) 
with flavin, BLUF, blue-light using flavin (2BYC); CRY-PHR, cryptochrome photolyase-homology 
region (1U3D) with flavin; PAS-GAF-PHY, Per-ARNT-Sim-cGMP phosphodiesterase/adenylyl 
cyclase/FhlA-phytochrome-specific domain (2VEA) with bilin. The spectral range absorbed by each 
receptor is indicated with colored bars and the intrinsic, light-dependent transfer mechanisms the 
different chromophores utilize is marked with either a proton (H+) or an electron (e-).  
However, sunlight can not only help organisms to entrain signaling processes as its high 
energetic UV radiation below 300 nm can cause severe damages to DNA as well (10). The 
damages that appear are commonly cyclobutane pyrimidine dimer (CPD) lesions (ca. 80-
90% of all UV-damages (11)) as well as pyrimidine-(6-4)-pyrimidone photoproducts ((6-4)PP) 
(Figure 2). To repair DNA damages, higher eukaryotes utilize a complex repair system called 
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nucleic excision repair (NER), which removes a whole stretch of DNA to cut out UV-damaged 
nucleic acid stretches (12). In most other organisms, the repair of UV-lesions is conducted 
by a more specific enzyme, the blue-light activated photolyase.  
 
Figure 2 The most common UV-light induced DNA lesions. The cyclobutane pyrimidine dimer (CPD) 
lesion is the product of a [2+2] cyclo-addition, whereas the pyrimidine-(6-4)-pyrimidone 
photoproduct ((6-4)PP) is formed via an oxetane intermediate and a PATERNO-BÜCHI rearrangement 
(13).  
1.2 The Cryptochrome/Photolyase Family 
The cryptochrome/photolyase family (CPF) is a large family of flavoproteins, which occurs in 
all three kingdoms of life. They are roughly classified by their function either as photolyases 
(PHL) or cryptochromes (CRY). 
Historic overview  
Photolyases were first described 60 years ago by Rupert et al., who called them 
photoreactive enzymes (14). They are involved in the process for reversing the lethal effect 
of UV radiation by exposure to visible light called photoreactivation as discovered by KELNER 
in the 40ies (15). RUPERT and SANCAR were then able to clone the phr gene in E. coli (16) and 
purify the expressed photolyase (17). Since then, a lot more photolyases from different 
organisms were described and isolated (18–23). Photolyases are categorized into two 
subgroups according to their damaged DNA substrate, namely the cyclobutane-pyrimidine 
dimers (CPD) or pyrimidine-(6-4)-pyrimidone photoadducts, (6-4)PP. In contrast to the well-
known and highly characterized CPD-photolyases, (6-4) photolyases have been discovered 
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over two decades later in Drosophila (24). Even though PHLs can be found in all kingdoms of 
life, they are not ubiquitously found in all orders and families (19). For example, there are 
no CPD-PHLs nor (6-4)PHLs present in humans and other placental mammals (25, 26). 
Surprisingly, in some animal viruses with large genomes like the Fowlpox or Entomopoxvirus 
PHL genes were identified (27, 28). 
Blue-light (BL)-photoreceptors like cryptochromes and phototropins were discovered more 
recently, even though CHARLES DARWIN already described the influence of blue-light on plants 
(29). The name “cryptochrome” originates from a publication from GRESSEL in 1979, who was 
referring to their “cryptic” nature as a “pigment system responsible for many photo 
processes” (30). At that time he was talking about all BL-dependent receptors in plants. In 
1993, AHMAD and CASHMORE were able to isolate the HY4 gene from Arabidobsis thaliana, 
which was later renamed to CRY1 (AtCRY1) (31). Its gene product was identified to be 
responsible for the inhibition of hypocotyl elongation under BL-illumination. AtCRY1 was 
found to utilize FAD as primary cofactor (32). Despite its selectively high sequence identity 
to bacterial PHL and utilization of the same cofactors, AtCRY1 was not able to repair UV-
damaged DNA in vitro (32). Later on, a lot of AtCRY1-like sequences were identified in 
animals (flies, mouse, human) as well as bacteria (6, 33). Since 1993 it is known that humans 
lack photolyases (25) and also the human CRY1 and CRY2 do not display any DNA repair 
activity, even though they show 73 % sequence identity to the Drosophila melanogaster (6-
4)PHL (26). Their role as a key factor in circadian photoreception in mammals was identified 
in 1998 in mice (34). 
Phylogenetic classification 
Despite belonging to one family, CRYs are having different ancestors as plant CRYs are more 
similar to CPD Photolyases and animal CRYs are related to (6-4)PHL (33). As this is a huge 
and diverse protein family, a classification into different subclasses is non-trivial. One 
phylogenetic analysis by OZTURK (35) is shown in Figure 3a. Here, 10 major classes of PHLs 
and CRYs were identified. Class I CPD-PHL is found manly in unicellular organisms as class II 
is present also in multicellular organisms (36). Class III CPD photolyases were identified in 
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several eubacteria (37). Also belonging to the CPD PHL-related class, the single strand 
repairing PHLs were firstly annotated as cry-DASH (DASH: Drosophila, Arabidopsis, 
Synechocystis, Human) (38). This class was initially thought to belong to the cryptochrome 
family, but is better termed ssDNA PHL or class 0 PHL according to OZTURK (35). This term 
might be not completely suitable as AtCRY3, which also belongs to the DASH subclass, is 
able to repair double stranded DNA as well as single stranded DNA substrates, if the lesion 
is present on a loop structure (39). More recently the dsDNA repair activity of Phycomyces 
CryA was shown, which resulted in the hypothesis that canonical CPD-PHLs were lost in 
fungi, but DASH CRYs were able to maintain DNA repair (40). However, plant CRYs or type 3 
CRYs are likewise included into the branch of CPD PHL-related proteins, but lack any 
photolyase function. They are mediating photomorphogenetic responses (inhibition of stem 
elongation, stimulation of leaf expansion, control of photoperiodic flowering, entrainment 
of the circadian clock) (35) as well as functioning as photosensors for resetting the plant 
circadian clock. Evidently, phylogenetic classification does not automatically correlate with 
the function of an enzyme.  
(6-4)PHLs are additionally branching in a completely different direction and show high 
relationship to type 1, type 2 and type 4 cryptochromes. Animal CRYs were first classified as 
insect-type/ type 1 and mammal-type/ type 2 cryptochromes. Later on, type 2 CRYs (41) 
were also found in some insects, honeybees and ants even harbor only type 2 CRYs (42, 43). 
In case of type 1 CRYs, the DmCRY from Drosophila melanogaster is the most studied family 
member (44). Type 1 and type 2 CRYs are mainly differing by their functionality. Type 1 CRYs 
represent the main photoreceptor for resetting the circadian clock. In contrast, type 2 CRYs 
are involved in the core clock, but lack any photosensory function (35). The CRY genes in 
mice and humans are both coding for type 2 CRYs (35). Type 4 CRYa are mainly found in 
frogs, fishes and birds (45), but the in vivo function of this class is not yet identified. 
Between CPD PHL-related and (6-4)PHL-related CRYs is another class of sponge 
cryptochromes, also called I-CRY or type 0, as they are located at one pole, the “eye” of the 
sponge (46), which mediates phototactic swimming. I-CRYs function as a cryptochrome-
based photoreception system inside the glass fiber network of the siliceous skeleton of 
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sponges (47, 48), where they convert photons into radicals (49). It is worth to be noted, that 
CRYs and PHRs can coexist in the same organism.  
 
Figure 3 a) Phylogenetic classification of the cryptochrome/photolyase family from OZTURK (35). 
Over 200 sequences of PHLs and CRYs were aligned using ClustalW and after further analysis, ten 
major classes were identified. These can be summarized further into 3 categories, the (6-4)PHLs 
(PHR) or (6-4)PHL-related ones, the CPD PHLs (PHR) or CPD PHL-related ones, and the Eye CRYs (I-
CRYs), which is a newly identified group from sponges. b) Phylogenetic tree of the CPF by Scheerer 
et al. (50). Here, seven distinct classes are identified and indicated in different colors. PhatrCryP 
(from Phaeodactylum tricornutum) is shown in black, as it cannot be assigned to one of the classes. 
This tree is also taking the iron-sulfur cluster containing bacterial cryptochromes and photolyases 
(FeS-BCP or CryPro) into account. 
Figure 3b displays a phylogenetic tree published by Scheerer et al. (50), which reveals some 
differences to the classification done by OZTURK (35). In this tree, the subclass of iron-sulfur 
cluster containing bacterial cryptochromes and photolyases (51), FeS-BCP or also known as 
CryPro (52), is represented. These enzymes were identified in proteobacteria and 
cyanobacteria. They were shown to miss the catalytic triad (52, 53), which is also the case in 
class II CPD photolyases (54, 55). However, in this classification animal CRYs and (6-4)PHLs 
are already put together in one big subgroup as they exhibit such a high relationship. 
Another analysis, focusing more on aquatic organisms, done by Oliveri et al. (56) is shown in 
Figure 4. Hitherto, four major classes are presented with a novel plant CRY superclass 
7 1 Introduction 
 
 
(Figure 4C), which comprises of the classical plant CRYs as well as a new group of plant-like 
CRYs and class I and class III CPDs. This new subgroup of plant-like CRYs also includes the 
CryP from Phaeodactylum tricornutum, which could not be allocated in the analysis of 
Scheerer et al. (50). 
 
Figure 4 Phylogenetic analysis of the CPF with a focus on aquatic organisms done by Oliveri et al. 
(56). Here, 215 sequences from 56 different species were used including 26 aquatic species. Four 
major groups are highlighted with letters: the animal CRYs/(6-4)PHLs (A), CRY-DASH (B), plant CRYs 
(C) and class II CPD PHLs (D). 
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In this analysis, the group of animal CRYs/(6-4)PHLs (A) is the most divers superclass, which 
consists of four major subgroups: type 2 or v-type CRYs, type 1 or d-type CRYs, (6-4) 
photolyases and a group of proteins with a putative double function (56–58). 
Comparison of these different phylogenetic analysis shows that a classification of this huge 
protein family considering evolutionary constrains is not an easy task and that functions 
might differ from the predicted subclass.  
1.3 Structure of the CPF 
The first structure to be deposited in the RCSB protein data bank (PDB) was the crystal 
structure of the CPD photolyase of E. coli (59), EcCPDI, in 1995. The resulting crystal 
structure (1DNP) is resolved up to 2.3 Å and includes two cofactors, the catalytic FAD and 
the ancillary antenna MTHF. Up to now (November 2018), there are 54 entries in the PDB 
for “photolyase”, which includes several structures of mutants and substrate complexes as 
well as cryptochromes. 
Comparing the structures, they are all presenting the same bilobal domain architecture. The 
N-terminal domain consists of alternating alpha-helices and beta-sheets, which can be 
assigned as a ROSSMANN-fold. Typical ROSSMANN domains are able to bind a nucleotide 
cofactor like flavin, NADP+ or ATP (60, 61). In photolyases, this domain is harboring the 
binding site for the antenna pigment. N- and C-terminal domains are connected over a 
linker, which is a flexible loop region and includes in some cases also alpha-helices of 
variable length (Figure 5a). The C-terminal domain or FAD binding domain consists only of 
alpha-helices. The catalytic flavin cofactor is non-covalently bound near to a highly 
conserved asparagine residue (N378 in EcCPDI). There are a few structural variations around 
the FAD and DNA binding sites in the different repair classes, which correlates with a 
divergence in reaction rates and quantum yields (62). For example, an asparagine residue 
forming an H-bond with the N5-nitrogen of flavin chromophore is preserved in class II CPD 
PHLs, but located on  a different α-helix than in class I PHLs (54, 55). Likewise, in cry-DASH 
/ssDNA-PHLs two conserved residues in the DNA binding site are different, which normally 
support the flipping of the CPD lesion inside the pocket in CPD-PHLs (63). DNA binding in 
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CPD- and (6-4) photolyases is highly affected of the electrostatic potential of the surface of 
the enzyme. Therefore, the DNA binding site features a positively charged cleft on top of 
the FAD binding domain (Figure 5c) to match the negatively charged phosphate backbone of 
the DNA.   
 
Figure 5 Structural overview of the cryptochrome/photolyase family. a) 3D structure of the E. coli 
CPD class I PHL (1DPN). The photolyase is build of two chromophor binding domains, which is 
connected via a linker (yellow). FAD is bound in a U-shaped conformation. b) Structural alignment of 
EcCPDI and Dm64 (3CVU). The high structural similarity is shown and only small differences can be 
seen. c) Electrostatic surface view of Dm64 in complex with UV-damaged DNA. The positively 
charged cleft of the DNA binding site is presented. d) Schematic scheme of the structural domains of 
Dm64 (Uniprot: Q0E8P0), EcCPDI (P00914), human CRY1 (Q16526) and Arabidobsis thaliana CRY1 
(Q43125). Cryptochromes possess a much longer, variable C-terminal extension (CTE). 
In cryptochromes, the FAD binding domain and the antenna binding domain together are 
called the photolyase homology region (PHR), which is highly conserved throughout the 
whole CPF. In addition to the PHR, CRYs have an elongated C-terminus, which is sometimes 
called the C-terminal tail (CTT) (64) or the C-terminal extension (CTE or CCE) (6). This CTE 
varies in length between only a few amino acids (e.g. 23 aa in DmCRY) to over a 100 aa, e.g. 
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191 aa in AtCRY1. The CTE is predicted to be disordered in most cryptochromes (37). One 
exception is the CTE of DmCRY (3TVS), which is the only crystal structure of a full-length 
cryptochrome so far. Here, the CTE is bound to the DNA binding site over a hydrophobic 
“FFW” motif located on the tail helix (64, 65). In DmCRY, the CTE undergoes a light activated 
structural change, that enables the circadian regulator TIMELESS (TIM) to bind to the 
cryptochrome (66, 67). In type 2 CRYs, the role of the CTE is much more elusive. It has been 
demonstrated, that the CTE is not essential for circadian clock function in type 2, but the 
deletion leads to changes in the period and amplitude of cycling (68–70). Furthermore, 
phosphorylation of the CTE is regulating the stability of type 2 CRYs, which is also affecting 
the circadian rhythm (71, 72). The fact that mouse CRY2 displays a much smaller FAD 
binding pocket results in decreased affinity for FAD (73) and presents a unique feature of 
this class.  
Another highly discussed topic is the identification of the interaction sites between animal 
type I and type II cryptochromes with their core components of the circadian clock. In a new 
study from Rosensweig et al. (74), they analyzed conserved features across the whole CPF 
with statistical coupling analysis (SCA). With this method they are able to correlate specific 
sequence motifs in a protein section with phylogenetic and/or functional alterations within 
the CPF. For mouse CRY2 they were able to show that PER2 and FBXL3 interacts with the 
FAD-binding site and around the last helix, called CC helix, before the CTE. In contrast, the 
CLOCK:BMAL1 interaction site was identified in the antenna cofactor pocket of mCRY1 (74). 
A separate study shows that especially CLOCK is binding to the secondary pocket (75). 
1.4 The antenna chromophore in the CPF 
The function of the N-terminal domain appears often to bind a second chromophore as 
light-harvesting antenna for broadening absorption in the visible spectral region (6). 
However, this domain has been recently found to provide also specific interaction sites for 
signaling partners in type II cryptochromes (74). Antenna chromophores identified so far 
include 5,10-methenyltetrahydrofolate (MTHF) (76, 77), 8-hydroxydeazaflavin (8-HDF) (78), 
flavin mononucleotide (FMN) (79), 6,7-dimethyl-8-ribityllumazine (DLZ) (53) and FAD in its 
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fully oxidized state (80) (Figure 6). These aromatic cofactors all absorb in a spectral range 
between 380 and 420 nm. The energy gets transferred via a intermolecular Coulombic 
decay (ICD) process (81), in contrast to a classical FÖRSTER transfer mechanism (78), to the 
catalytic active FADH−. Therefore, the energy has to overcome a distance between 16 to 
18 Å. 
 
Figure 6 Spectral properties of class II CPD-photolyase from Methanosarcina mazei (MmCPDII) with 
and without the 8-hydroxydeazaflavin (8-HDF) antenna chromophore bound. On the right site is an 
overview of the different antenna chromophores that have been identified within the CPF (figure 
adapted from (78)).  
1.5 Photoactivation of Cryptochromes and Photolyases 
In general, the non-covalently bound FAD cofactor of flavoproteins adapt three different 
redox states in five different kinds: the fully oxidized FADOx, the semiquinone state as 
anionic radical FAD°− or neutral radical FADH° and the fully reduced hydroquinone state as 
FADH− or FADH2 (82, 83). In photolyases, the fully reduced FADH
− is the only form which is 
able to repair UV-damaged DNA (84, 85), a process called photoreactivation. AtCRY1 and 
AtCRY2 demonstrate a photocycle between FADOx and FADH
−, they harbor FADOx in the 
dark, can be reduced to semiquinone state with blue light (BL) and further reduced to 
FADH− with green light (86–88), this process is called photoactivation. It was demonstrated, 
that the semiquinone FADH° is the active state of AtCRY1 and AtCRY2 in vivo, as the 
hypocotyl elongation and photoperiodic flowering is defected upon illumination with green 
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light, e.g. formation of the hydroquinone (88). For type 1 CRYs from animals, the reduction 
of FADOx to the semiquinone FAD°
−  was demonstrated to be essential, as mutations that 
destabilize FAD°− abolished the function of the photoreceptor in vivo (89). Additionally, type 
1 and sponge CRYs can only be reduced to anionic radicals (35) whereas type 4 CRYs can 
also be further reduced to the hydroquinone state FADH− (45). 
 
Figure 7 Photocycle of the flavin adenine dinucleotide (FAD) (90). After absorption of a photon, the 
excited FADOx abstracts an electron to form the semiquinone state as anionic radical FAD°
− or neutral 
radical FADH°. Through another electron transfer, the hydroquinone FADH- can be formed.  
Given their photochemistry, how is the common reduction from FADOx to FADH
− in CRYs and 
PHLs realized? Upon illumination with BL of a wavelength of about 450 nm, the FAD 
chromophore absorbs a photon to achieve the excited state FADOx*. This highly energetic 
state is now able to abstract an electron from a nearby residue. Several studies (36, 85, 91–
95) showed that a highly conserved Trp triad is involved in an electron transfer to the 
photoexcited FAD (Figure 8). This triad can be found in almost all members of the CPF. 
When the electron is abstracted from the first Trp (W382 in EcCPDI) nearest to the FAD, the 
semiquinonical FAD°− forms an initial radical pair with Trp°+. This tryptophanyl radical 
abstracts an electron from the next medial Trp (W359 in EcCPDI) which takes an electron 
from the distal Trp (W306) by itself (82). The resulting electron hole gets filled by an 
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extrinsic reductant (96). This all happens on a picosecond time scale as BRETTEL and BYRDIN 
(96) could show for the photoreduction of the semiquinone FADH° to the hydroquinone 
FADH− in EcCPDI (Figure 8).  
 
Figure 8 Scheme of the photoactivation process of EcCPDI (figure adapted from (96)). Solid arrows 
represent the major electron and proton transfer reactions, whereas minor reactions are described 
by the broken arrows. Here, the photoactivation starts with the absorption of blue light by the 
semiquinone FADH°, which gets in its high energy state FADH°*. This state triggers the electron 
transfer cascade, described by the figure. Dred/Dox
 is an extrinsic reductant, which is able to re-
reduce the terminal electron donor Trp° in competition with the back electron transfer to FADH°. 
TrpH TrpH TrpH represents the Trp triad W382-W359-W306, which is shown on the upper right 
(PDB: 1DNP). The proton in TrpH indicates the proton on the N1 position of the indole moiety of the 
Trp.  
In some members of the CPF, mutations in the Trp-triad can revoke photoreduction in vitro 
but still show activity in vivo (85, 91, 97, 98). In other representatives of the family, e.g. the 
bacterial CRY from Rhodobacter sphaeroides (CryB) (99) or MmCPDII (54), even some 
alternative pathways or a different structural orientation of the Trp-triad were revealed. 
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These findings question the necessity of the triad, as other residues or the reductive 
cytosolic environment may be sufficient for keeping the FAD chromophore in its reduced 
state.   
Recently, the role of the lumiflavin and adenine moiety of the FAD chromophore itself were 
investigated (100, 101). The study revealed the possibility of a two-step hopping mechanism 
from the lumiflavin to the lesion via the FAD’s adenine (100). FADH− is more feasible to 
represent the active state, as ET from FAD°− is intrinsically slower (2 ns) compared to 12ps 
for the hydroquinone (101).  
1.6 Repair of UV-induced DNA damages by photolyases 
As written above, UV-induced DNA damages can be repaired by photolyases in different 
organisms up to higher vertebrates. The sun light produces either cyclobutane pyrimidine 
dimers (CPDs) or pyrimidine (6-4) pyrimidone photoproducts ((6-4)PPs), which are repaired 
by distinct photolyase families with specific repair mechanisms. These mechanisms will be 
described in the following. Both, CPD and (6-4) photolyases require the fully reduced state 
of the flavin FADH−, for DNA repair (84, 85). 
CPD Photolyases 
CPD photolyases and their mechanism have been extensively studied since their discovery 
(18, 96, 102–107). Especially the E. coli photolyase has become a model enzyme to study 
the complete photocycle of CPD repair in class I PHLs. However, not all CPD PHLs show the 
same behavior, as there are differences between the classes in terms of their FADH− and 
DNA interaction, different DNA binding modes or different elementary reaction rates, which 
result in different quantum yields for repair (62). Class I PHLs have the highest quantum 
yield (0.83 for EcCPDI, 0.84 AnCPDI), whereas class II, class III PHLs and cryDASH exhibit 
relatively low QYs (62). Furthermore, many cryDASHs lost their ability to flip the CPD lesion 
out of the duplex DNA, as shown for AtCRY3 by Pokorny et al. (39), because they are missing 
two residues that are conserved in CPD class I&II PHLs. In 6-4 PHLs one of these crucial 
residues is exchanged to a highly conserved histidine. 





Figure 9: a) Scheme of seven elementary electron transfer steps with their relative energy levels 
identified from Zhang et al. (62). 1: LfH—-Ade + T<>T(CPD); 2: LfH−*-Ade + T<>T; 3: LfH°-Ade— + T<>T; 
4: LfH°-Ade + T<>T—, 5: LfH°-Ade + T + T—; 6: LfH—-Ade + T + T; FET: forward electron transfer; BET: 
back electron transfer; SP: bond splitting; ER: electron return. b) Structural view of the class I AnCPDI 
(1TEZ). Excited 8-HDF transfers energy (blue arrow) onto the reduced lumiflavin (1, LfH—) moiety, to 
produce the active state (2, LfH−*). The electron either hops (red arrows) to the adenine moiety 
(FET1, 3, Ade—) or directly to the CPD lesion (FET2, 4). From Ade—, the electron can move to the CPD 
(4, FET3) or back to the lumiflavin (2, BET1a) (62). 
In Figure 9 the elementary steps of the electron transfer are shown. After excitation of 
flavin (FADH−*), the first forward electron transfer (FET1) and also back electron transfer 
(BET1a) happens intramolecular between the lumiflavin (LfH−*) moiety and the adenine 
residue (Ade−). By studying the intramolecular ET dynamics, FADH− is the only redox state 
capable of an initial electron transfer to the CPD lesion (101). This finding is conclusive with 
the increase of reduction potential upon substrate binding (+65 mV) by the hydroquinone 
state, which points to a higher stability of the catalytic state of the photolyase (108). 
Electron transfer (FET2) happens from the LfH−* to the damaged DNA happens within 
250 ps in class I PHLs as the BET1a process from Ade− is ultrafast (<100 ps) (106). Through 
direct tunneling of the electron a high quantum yield can be achieved by class I PHLs (0.84 
for AnCPDI, 0.83 for EcCPDI) (62). In class II PHLs, FET2 is much slower, so the direct 
tunneling process is not dominant and a two-step hopping mechanism involving electron 
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transfer (FET3) from Ade− to the CPD lesion becomes prominent. This ensures efficient DNA 
repair with lower quantum yields ranging from 0.32 to 0.62. The electron is always 
bifurcating into both electron transfer routes (tunneling vs. hopping), but two-step hopping 
is less important in class I.  
Electron transfer to the CPD lesion (via FET2 or FET3) leads to the splitting of the C5-C5’, 
which results either in successful repair of DNA by subsequent splitting the C6-C6’ bond or 
futile back ET (BET2) and ring closure (109). If the DNA is repaired, the electron will be 
transferred back to the LfH° moiety to form the hydroquinone ground state (Figure 10).  
 
Figure 10: Repair cycle of the class I AnCPDI (a, AnPL) and class II AtCPDII (b, AtPL). FET: forward 
electron transfer; BET: back electron transfer. In class I, the direct electron transfer to the CPD lesion 
(FET2) is much faster than the FET1 to adenine moiety (Ade), so FET2 is dominant (green arrow). In 
class II, the opposite is occurs, so the two-step hopping pathway (blue arrows) is more prominent. 
Schemes copied from (62).  
From a structural point of view, the CPD repair reaction gets mainly stabilized by two highly 
conserved residues in the substrate binding site (18, 39, 50, 54, 110, 111) (Figure 11). A 
glutamic acid (E283 in AnCPDI, E275 in EcCPDI) forms two hydrogen bridges with the 5’-
residue whereas the 3’-residue of the lesion interacts with an asparagine (N349 in AnCPDI, 
N341 in EcCPDI). This is applicable either if the pyrimidine is a thymine or a cysteine, as this 
only demands another rotamer of the corresponding amino acid (18). It was shown by BERG 
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and SANCAR that the binding affinity of CPD-DNA and the quantum yield of EcCPDI decreases 
up to 60 % if the glutamate is mutated (112). The hydrogen bonding network is needed for 
transfer of a proton to a C4-carbonyl group to stabilize the formation of the radical at an sp2 
hybridized carbon (110). The proton gets back transferred after the C6-C6’ bond splitting 
and during the electron return to the FADH−.  
 
Figure 11: Scheme of the CPD repair as shown in (18). The CPD lesion is fixed in the active site by a 
glutamic acid (E283 in AnCPDI) and an asparagine (N349 in AnCPDI). The electron can either move to 
the 5’-thymine (red arrow) or the 3’-thymine (black arrow) to perform the first splitting of the C5-C5’ 
bond. Afterwards the breakage of the C6-C6’-bond follows and the electron transfers back to the 
flavin (blue arrow). 
In most class II photolyases the asparagine is exchanged to glycine residue (54). In the 
crystal structure of MmCPDII the resulting hole is filled by a cluster of six water molecules 
(Figure 12). These water molecules form interactions between the 3’-thymine and the C2’-
hydroxyl of the ribityl group as well as the diphosphate moiety of the FAD cofactor. This H-
bond network changes the polarity of the DNA-binding site and therefore favors the two-
step hopping mechanism (Figure 10b). 




Figure 12: Detailed view of the CPD-binding 
site of a class II photolyase MmCPDII (green, 
2XRZ) in comparison with a class I PHL AnCPDI 
(grey, 1TEZ) in complex with a CPD lesion 
(orange). N329 in AnCPDI is replaced by G375 
in MmCPDII. The resulting space is filled by a 
network of six water molecules (red), which 
are interacting with the lesion (figure adapted 
from (54)). 
The CPD lesion is also fixed by two conserved tryptophan residues, W305 and W421 in 
MmCPDII, which form an L-shaped wall around the thymine dimer. W305 is performing π-
stacking with the 5’-thymine and is assumed to keep the base in place after splitting of the 
C5-C5’ bond (54).  
(6-4) DNA repair 
(6-4) DNA lesions make 20 to 30 % of the total sun-induced DNA damage (21), which can be 
repaired by either nuclear excision repair or (6-4) photolyases. This type of lesion gets 
formed by a PATERNÒ-BÜCHI reaction over an oxetane-bridged intermediate and transfer of 
an hydroxy-group (113). The binding of (6-4)PPs to its corresponding (6-4)PHL is highly 
specific with a KD in the order of 10
-9 M (114, 115). However, compared to the repair of CPD 
lesions the quantum yield of the photo repair process is up to 100 times lower (114).  
Additionally, the repair mechanism of the (6-4) photoproduct is still under discussion and 
there are several hypothetical models existing (13, 114, 116–124). Recently, a review by 
Yamamoto et al. sums up the different mechanisms, which have been proposed during the 
last 20 years (125). The currently discussed mechanisms can be summarized under three 
different scenarios: Simple OH transfer, proton-transfer-steered OH transfer and two-
photon mechanism.  
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The earliest hypothesis states, that (6-4)PP repair happens like the formation over an 
oxetane intermediate. This idea was supported by several studies of oxetane ring splitting 
with model compounds, which consisted of an isoalloxazine linked to an oxetane ring and 
thymine derivatives (126–128). By mutational studies in 2001, Hitomi et al. could proof that 
two highly conserved histidines, His1 and His2, play an essential role in (6-4)PP repair (119). 
One of the histidines was supposed to be protonated, which was proven for Xl64 at pH 9.5 
(129). In the suggested mechanism, the proton was supposed to be transferred to the N3’, 
which results in the formation of the oxetane before electron transfer through 
FADH−*(119). This mechanism was disproven by the first co-crystal structure (1TEZ) of a (6-
4)PHL of Drosophila melanogaster (Dm64) in complex with (6-4)PP (13) as there was no 
oxetane intermediate formed in the dark. His1 and His2 (H365 and H369 in Dm64) are in 
close proximity to the DNA lesion and form a hydrogen bond network together with a 
tyrosine (Y423). His1 forms a direct interaction with the hydroxyl group of the C5, which has 
to be transferred during the repair reaction. Based on the structural information of Dm64, 
plenty of theoretical studies (121–123, 130–138) have been performed, which led to the 
three currently discussed mechanisms.  In the “simple OH-transfer” mechanism (Figure 
13a), His1 remains in the neutral protonation state (133, 136). It stabilizes the hydroxy group 
(O4’H) via a hydrogen bound and after FET, the 5’ base forms a radical anion. This leads to 
spontaneous transfer of the hydroxy group to the 3’ base, which results in the cleavage of 
the C6-C4’ bond and electron back transfer (122, 136).  




Figure 13: a) Reaction scheme of the “simple OH-transfer” mechanism as proposed by Domratcheva 
et al. (139). After forward electron transfer (FET), the hydroxy-group is moving under support of VAN 
DER WAALS interaction to His1. In this mechanism, His1 remains in the neutral protonation state. b) 
Representation of the “proton-transfer-steered OH-transfer” as designed by Faraji et al. (121, 131, 
138, 140, 141). Here, His1 is protonated from the start and FET can also happen first to His1 and 
afterwards to the lesion. The anionic radical is formed at the 5’ base, following protonation (PT) of 
N3’. The proton gets abstracted back to His1 after OH-transfer and electron return (ER). Figure is 
based on Yamamoto et al. (125). 
The second mechanism named “proton-transfer-steered OH-transfer” (Figure 13b) was 
developed over several years by Faraji et al. (121, 131, 138, 140, 141). The important 
difference is that His1 is protonated and transfers a proton to the 3’ base after FET. In the 
proposed mechanism, the electron from the photoexcited FADH−* is either directly 
transferred to the 5’ base or it could also be transferred first to the His1 (121, 130, 137) and 
afterwards to the lesion. After proton transfer, the hydroxy group is moving to C4’ of the 3’ 
base, which induces the splitting of the C6-C4’ bond and the release of the electron back to 
the flavin. In case of this mechanism, the highest activation barrier derives from the OH 
transfer with about 20 kcal mol-1 or even lower (137).  
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The third proposed mechanism based on theoretical studies is the “two–photon 
mechanism” (Figure 14), which claims that FADH− has to absorb a photon and transfer an 
electron twice (123). Here, the protonated His1 also transfers one hydrogen to the 3’ base, 
but instead of leading to direct OH-transfer, the electron is released and an oxetane 
intermediate is formed. Because of the second photoexcitation, an oxetane radical anion is 
created, following spontaneous splitting of the C5-O4’ bond and finally the breakage of the 
lesion. In this mechanism, the cleavage of the C6-C4’ bond has the highest activation barrier 
with 9 kcal mol-1.  
 
Figure 14: Reaction scheme of the (6-4) repair by the “two-photon mechanism” as proposed by 
Sadeghian et al. (123). In the initial steps, His1, His2 and a water molecule are involved to stabilize 
the anionic radical forming after FET. His1 is supposed to be protonated from the beginning. After 
proton transfer and electron return the oxetane intermediate (Ox) gets formed. By a second FET, 
the oxetane radical anion Ox°− is produced, which abstracts a proton from His1. Finally, ER and PT 
produce the repaired thymines.  
To clear up the controversy between these different mechanisms, experimental studies 
have been performed. Li et al. investigated At6-4 PHL and several mutants with ultrafast 
fluorescence and transient absorption spectroscopy (120). This was also reviewed and 
amended by Zhang et al. (62). Here, FET2 from excited FADH−* or more precisely LfH−* to 
the (6-4)PP takes place in 280 ps. When His1 is mutated to a charged (Lys, Asp), polar (Asn, 
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Tyr) or hydrophobic (Ala, Met) residue, the electron transfer dynamics from FADH−* to the 
lesion is quite similar, but DNA repair is not happening anymore. After formation of the 
(6-4)PP° radical, either repair of the lesion or BET2 can happen. Upon proton transfer the 
radical anionic (6-4)PP°− is produced in around 481 ps, which is supposed to form an 
oxetane-like intermediate. On the other hand, BET2 is happening in about 51 ps, which 
explains the low quantum yield of the (6-4)PP repair (0.1) compared to CPD repair reaction 
(0.8). For lesion repair, bond rearrangement, splitting of the C6-C4’ and ER takes place in 
over 10 ns. In this reaction scheme, only one photon is necessary to trigger the reaction. 
Yamamoto et al. (124, 125) analyzed the possibility of a two-photon mechanism by studying 
the repair activity of Xl6-4 PHL and revisiting old experimental data. They developed an 
experiment with controlled excitation conditions and spectroscopic monitoring of the repair 
using the recovery of the 265 nm absorption for the repaired DNA and decay of absorption 
at 325 nm for the lesion. Applying one 100-ps laser flash which equals one photon per 
photolyase complex, they could observe a decrease of the 325 nm absorption but no 
increase at 265 nm. Only after the treatment with more flashes, depletion of the 6-4PP and 
intact DNA could be detected. These results (124) support the “two-photon mechanism” 
proposed from Sadeghian et al. (123). 
 
 
Figure 15: Schematic reaction cycle for the 
dynamics of (6-4)PP repair by the At64 
photolyase. The cycle is based on the works of 
Li et al. (120) and Zhang et al. (62). In (6-4)PP 
repair, direct electron transfer (FET2) is 
preferred in comparison to a two-step 
hopping pathway (FET1, FET3). In the here 
proposed mechanism, His1 (H364 in At64) is 
protonated and the O4’H group gets 
transferred by forming a hydroxyl-anion (III) 
which gets stabilized by a hydrogen-bonding-
network.  
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As mentioned before, the first 3D-structure of a (6-4)PHL in complex with DNA, is of Dm64 
(3CVU) published by Maul et al. (13) (Figure 16). Besides the Dm64 in complex with the (6-
4)PP, they also achieved a crystal structure of the photolyase containing the repaired DNA 
inside the active pocket (3CVY). In the active site a network of charged residues is present, 
which forms hydrogen bonds with the adenine moiety of the flavin as well as the (6-4)PP. 
His1 and His2 (H365 and H369) as well as a nearby tyrosine (Y423) are slightly shifted in the 
repaired structure, but still show the same conformation. The complete triad was shown to 
be essential for the efficient repair of the photolyase (13). The critical hydroxy group which 
has to be transferred upon repair is interacting with a 2.9 Å distant water molecule and His1 
(2.8 Å).  
 
Figure 16: Structural comparison of the (6-4)PHL of Drosophila melanogaster (Dm64) in complex 
with the (6-4)PP (a, 3CVU) and the repaired DNA (b, 3CVY). Distances are represented in Å. The blue 
arrow represents the repair reaction. By comparing the distances in both structures, a small shift of 
0.2 Å in the catalytic triad H365-H369-Y423 can be detected. 
So far all computational studies (121–123, 130–138) are based on this structure, which 
shows not necessarily the only conformation possible for the catalytically active residues, 
His1 and His2 (142). 
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1.7 Biological functions of cryptochromes 
Plant cryptochromes 
In plants, CRY1 and CRY2 from Arabidopsis thaliana are the best described and studied CRYs 
till now. They were first described in 1993 (31) and 1996 (143) and both of them play a 
central role in various BL-regulated mechanisms in plants like de-etiolation and 
photoperiodic flowering (144). The structure of the PHR domain of AtCRY1 was solved by 
Brautigam et al. in 2004 (145). They gained a crystal structure of native AtCRY1 (1U3C) and 
one with a non-hydrolysable ATP analog (AMP-PNP) (1U3D). AMP-PNP together with a 
magnesium ion was present in the binding pocket next to the FAD (145). The binding of ATP 
is not essential for CRY function, but it has a boosting effect on the formation of the active 
FADH° state of the cofactor (146, 147). In several publications, it was shown that AtCRY1 
and AtCRY2 form dimers over the PHR domain in plant cells, which is essential for their 
functionality (148–150). Also it was demonstrated, that the CTE is crucial for downstream 
signaling for AtCRY1 (151) and gets digested by proteases in a blue-light dependent manner 
(37). It was shown before, that the first step in photoactivation of AtCRY1 and AtCRY2 is 
phosphorylation (152–154). Both CRYs have a large number of phosphorylation sites 
compared to mammalian CRYs (155). ÖZGÜR and SANCAR (156) examined 
autophosphorylation activity for AtCRY1, which is not necessarily blue-light dependent. 
AtCRY2 on the other hand gets phosphorylated at Ser587 and Thr603 by  the casein kinase 1 
in vitro (157), which might also be the case in vivo. Light-dependent phosphorylation of 
AtCRY1 and AtCRY2 is proposed to lead to electrostatic repulsion of the negatively charged 
surface and the phosphorylation sites (148, 152, 153). This theory was supported by 
transient grating spectroscopy on full-length AtCRY1 that revealed a conformational change 
of the CTE upon illumination (158). This might lead to the exposure of a previously hidden 
interface, which could bind reaction partners. From all this information, several 
hypothetical models of the BL-dependent structural change of Arabidopsis CRYs and their 
signal transduction have been proposed. They are summarized in Figure 17 (144).  




Figure 17 Schematic overview of the proposed BL-induced structural changes and mechanisms in 
Arabidopsis CRY1 and CRY2 (144). In all models, AtCRY1 and AtCRY2 form a dimer over the PHR 
domain in the dark. a) Upon BL-activation, the C-terminal tail (CT) gets phosphorylated and by 
electrostatic repulsion, the C-terminal extension (CTE or CCE) is rearranging and opening a binding 
site for potential signaling partners. b, c) COP1 and SPA form the E3 ubiquitin ligase complex (159), 
which is responsible of the degradation of the transcription factor hypocotyl 5 (HY5) (160, 161). 
AtCRY1 just binds to COP1 in the dark, so the COP1:SPA complex is still active. After BL-activation 
SPA also binds to the CTE of AtCRY1 (162), which leads to disassembly of the complex. Therefore 
HY5 can be accumulated in the nucleus, which promotes photomorphogenesis. In AtCRY2, the 
COP1:SPA complex exists in BL, but is not active anymore (163). This leads to the accumulation of 
the transcriptional factor CONSTANS (CO) which eventually leads to accelerated flowering (164). d) 
Active AtCRY2 is also able to bind CIB which causes promotion of photoperiodic flowering (165), but 
the exact mechanism is still elusive. e) AtCRY1 and AtCRY2 are able to bind PIF4 and PIF5 in the light 
(166, 167), which results in low BL-induced shade avoidance response (SAR) and warm temperature-
induced cell growth.   
AtCRY1 is equally localized in the nucleus and the cytoplasm of a plant cell (168, 169), but 
AtCRY1 in the nucleus regulates most CRY1-dependent processes. AtCRY2 is mainly present 
in the nucleus (170), where it is also able to form so called photobodies upon BL 
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illumination (171), which correlates with AtCRY2 function and degradation (170). The 
formation of these photobodies is proposed to be involved in signal transduction, but till 
now there is no plausible model to undermine this hypothesis. AtCRY1 and AtCRY2 are able 
to mediate a variety of BL-induced responses by transcriptional regulation of specific genes 
(172–174), which gets realized by specific interactions with the COP1:SPA complex, CIB,  PIF 
(as described in Figure 17), phytochromes and also BIC1 (175). This leads to a variety of 
cryptochrome-mediated responses in Arabidopsis, like BL-induced de-etiolation, control of 
photoperiodic flowering, BL-regulated stomatal opening and development, low blue light 
(LBL)-induced shade avoidance response (SAR) and BL inhibition of warm temperature-
induced hypocotyl elongation (144). These different responses and the involved 
transcription factors are summarized in Figure 18.  
 
Figure 18 Schematic view of the direct and indirect influence on transcription factors by plant 
cryptochromes (144). Solid lines indicate examined and dashed lines possible pathways downstream 
of CRY signaling. Here, the negative regulation of CRYs through BIC1 is missing.  
 
Circadian Rhythm in Animals 
The name “circadian” is composed of the Latin words circum for “in a circle” and diem for 
day, therefore the name already describes the process it stands for. Circadian rhythms are 
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self-preserving in the absence of external time indications and maintain an intrinsic period 
of approximately 24 h under constant conditions. The rhythm is entrained or synchronized 
to the solar light/dark cycle. If the light/dark cycle is exactly 12 h dark and 12 h of light, the 
circadian rhythms are almost exactly 24 h (176, 177). Light is the major time cue called 
Zeitgeber, which is able to entrain the circadian clock, by synchronizing the free-running 
rhythms with the light/dark cycles of the environment (177). This process of synchronizing is 
favorable for organisms to ensure their maximum fitness (178). It was demonstrated that 
light in the blue range is able to phase-shift the clocks in diverse organisms (177, 179, 180). 
Drosophila is used as a model system for insect organisms and its circadian clock is well 
studied. Several clock genes, namely period, timeless, clock, cycle, have been identified in 
Drosophila (181, 182), which control circadian expression of a number of genes by a time-
delayed transcription-translation feedback loop (TTFL). In 1998, a mutant lacking the 
Drosophila type 1 cryptochrome DmCRY, cryb, was created by Stanewsky et al. (183). The 
cryb-mutant flies no longer demonstrated the light-dependent drop of TIMELESS (TIM) 
protein levels. Also flies, which overexpressed DmCRY, demonstrated a much higher 
sensitivity to phase shifting through BL illumination. However, neither the cryb-mutant nor 
the crybnorpA combined mutant displayed a dramatic impact on the ability to adapt to 
changes in the light/dark cycle (184). In the end, the coupled mutant of cryb and glass, 
which eliminates all known photoreceptors from the Drosophila eye, completely abolished 
the entrainment of the circadian clock (184). 
 
Figure 19 Schematic representation of the light-responsive degradation of DmCRY and TIM adapted 
form Micheal et al. (177). After light exposure, the C-terminal extension (CTE, grey) rearranges and 
28 1 Introduction 
 
 
exposes the binding site for TIM and JETLAG. This leads to ubiquitination (orange circles), following 
proteasomal degradation of TIM. Another light-activated pathway leads to polyubiquitination by 
BRWD3 and degradation of DmCRY.  
The model presented in Figure 19 derived from in vitro studies with a crym-mutant, 
consisting only of the PHR domain without the C-terminal extension (CTE) (185). Busza et al. 
showed that CRYM is still a fully functional circadian photoreceptor and able to bind TIM as 
strongly as wild-type CRY can. In contrast to wild-type CRY, which only binds TIM after light 
exposure (66, 67), CRYM is also competent of binding TIM in the dark, which suggests a 
light- dependent structural change of the CTE. After binding of TIM to CRY, the E3 ubiquitin 
ligase Jetlag can recognize TIM and mark it for degradation (186–188). This light-dependent 
regulation of TIM degradation leads to a phase shift in the circadian clock. As further 
research showed, not only TIM gets degraded in a light-dependent manner, but also CRY 
degradation happens after illumination with light at approximately 380 nm (189). Ozturk et 
al. could prove, that BRWD3 is able to ubiquitinate purified CRY after a light-dependent 
conformational change (190).  
The function of cryptochromes in vertebrates differs to the situation in insects (177) and a 
lot of research was invested over the past two decades to fully understand how the “inner 
clock ticks” (191–199). Noteworthy, over 40 % of the transcription of the mammalian 
genome underlies circadian rhythms (194). Since 1999 it is accepted that two 
cryptochromes (CRY1 and CRY2) act as a negative regulators (191), whereas a complex of 
the circadian components CLOCK and BMAL1 start the circadian day by driving the 
transcription of Per and Cry genes through E-box enhancers (192). The two resulting 
cryptochromes are forming a multimeric complex with two PERIOD (PER) proteins inside the 
cytosol, followed by a slow entering of the nucleus, where the huge complex is able to 
repress CLOCK:BMAL1 activity (198). In this model, mCRY underlies light-independent 
regulation, but its function as a photopigment cannot be precluded as triple mutant mice 
lacking both cryptochromes, rod and most cone opsins (mCry1-/-, mCry2-/-,rd1/rd1) exhibit 
nearly arrhythmic behavior (193). Recent findings show that not only the PER:CRY complex 
inhibits CLOCK:BMAL1-driven transcription in the early stage of the circadian day, but also 
CRY1 alone can act as repressor in later stages (195–198). Inevitably, PER and CRY get 
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degraded, recruitment of the transcriptional activators CBP/p300 to CLOCK:BMAL1 happens 
and the cycle can start again (195, 198). 
 
Figure 20 Sketch of the different complexes formed during circadian regulation involving 
mammalian CRY1 and CRY2. Figure derived from (198). a) The CLOCK:BMAL1 complex is active and 
leads to the expression of several clock regulative genes inside the nucleus. The resulting proteins 
shuttle inside the cytoplasm, where CRYs and PERs are forming a multimeric complex involving the 
coactivator CBP/p300. The complex is travelling back inside the nucleus, to inhibit CLOCK:BMAL1 
driven transcription. In (b) the regulation of the CLOCK:BMAL1 over a whole circadian day is shown. 
In the early stage, the CLOCK:BMAL1 is deactivated through a huge multimeric complex which might 
evolve some additional proteins (light pink) besides CRY and PER. Later, only CRY1 acts as an 
inhibitor to hold off activation by the coactivator CBP/p300.   
To activate CLOCK:BMAL1 again, the protein level of CRY1 and CRY2 has to be highly 
controlled. This is getting realized by the F-box protein FBXL3 (200–202), in the nucleus, and 
FBXL21 (203), in the cytoplasm, which leads in both cases to ubiquitination and proteasomal 
degradation of the cryptochromes. A small molecule, KL001, was identified to prevent 
ubiquitin-dependent degradation by blocking the FBXL3 binding site (204, 205). This leads to 
stabilization of CRY protein concentration and a longer circadian period. This interference 
into the circadian rhythm by a small molecule is definitely of relevance for pharmaceutical 
research looking for manipulation of clock function.  




Figure 21 Mammalian CRY degradation as described by Yoo et al. (203).  In the nucleus, CRY gets 
ubiquitinated through FBXL3 which leads to proteasomal degradation (proteasome: orange). In the 
cytosol, CRY degradation is mediated by FBXL21. FBXL21 can also be present in the nucleus, where it 
antagonizes FBXL3 and stabilizes the nuclear CRY concentration. 
 
Other roles of cryptochromes 
Animal cryptochromes not only regulate CLOCK:BMAL1 expression, but also play different 
roles in metabolism, inflammation and DNA damage response as shown in Figure 22 (177). 
Both, CRY1 and CRY2, interact with the glucocorticoid receptor and change the 
transcriptional control through glucocorticoids (206). As a consequence of this regulating 
patterns, CRY1 and/or CRY2 deficient mice demonstrate glucose intolerance and high levels 
of corticosterone. CRY1 is also able to modulate G protein-coupled receptor (GPCR) activity 
by binding to GSα, which leads to changes in cAMP production (207). There is also a relation 
between disruptions of the circadian rhythm due to shift work or light exposure at night and 
cancer (208–210) as identified by epidemiological and animal studies. Controversially, 
Sancar et al. could not find increased cancer rates in Cry1-/-, Cry2-/- mice, not even after 
exposure to ionizing radiation (211). More in vivo studies with p53-/-, Cry1-/-, Cry2-/- mice 
suggest an involvement of CRYs in p53-independent apoptosis in response to DNA damage 
(212). Furthermore, KANG and SANCAR discovered a link between the control of DNA repair 
through nucleic excision repair (NER) process and the circadian clock (213, 214).  




Figure 22 Roles of mammalian CRY besides CLOCK:BMAL1 regulation (copied from (177)). CRY is 
involved in GPCR signaling and downstream metabolism by blocking glucagon-stimulated production 
of intracellular cAMP (top left). CRY also negatively regulates the glucocorticoid receptor (top right). 
It is also able to shift the phases of the clock by interaction with the ATR-mediated DNA damage 
checkpoint (bottom left). Deletion of CRYs seems to extend the lifespan of mouse models exposed 
to ionizing radiation (bottom right).  
Magnetoreception 
Magnetoreception describes the mechanism, which is supposed to unravel the compass of 
birds and other species along the magnetic field of the earth. Currently there are two 
models available to explain magnetoreception: (i) magnetically sensitive radical pairs or (ii) 
magnetic iron containing nanoparticles (215, 216). As CRYs are producing a radical pair 
during photoreduction, they are discussed to play a role in magnetoreception in different 
organisms from mammals to Arabidopsis (215).  Gegear et al. showed some evidence that 
the light-dependent magnetic sense is linked to CRY in Drosophila (217) and that flies 
illuminated with light of just long-wavelengths lack magnetosensitivity. Additionally, Fedele 
et al. showed in 2014 that neither DmCRY deficient flies nor flies that just lack the CTE 
display magnetosensitivity (218). In another study, they were able to restore 
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magnetoreception in transgenic flies by adding type 2 CRYs from mammals or insects (219). 
In a highly controversial electron microscopy (EM) study, Qin et al. suggest the interaction 
of DmCRY and a presumed magnetic receptor MagR (220). MagR and DmCRY are supposed 
to form round or rod-shaped protein complexes, which exhibit light-dependent feedback in 
vitro, when a magnetic field is applied. Type 2 CRYs in birds (annotated as gwCRY1a in the 
garden warbler) are also associated with magnetoreception (221) and might be the key 
player in the avian compass. This hypothesis was supported by behavioral studies done with 
different bird types by Wiltschko et al. (222), which proved the light-dependency of the 
magnetic compass. Type 4 CRYs have not been tested on magnetosensitivity yet (35). 
Additionally, a magnetic field effect was also observed on CPD photolyase repair, as the 
splitting of the C6-C6’ bond gets disrupted inside a magnetic field (216). All these studies 
point into the involvement of CRY in the magnetoreception of different organisms, but the 
process of the resulting signaling has not yet been understood.  
1.8 Photoreceptors in Chlamydomonas reinhardtii 
The green alga Chlamydomonas reinhardtii is a well-established model organism for alga 
and vascular plants for investigating biological processes such as photosynthesis, structure 
and function of the flagella, phototaxis and circadian rhythmicity (223–226). Multiple 
biological processes in C. reinhardtii are light-controlled and also the sexual life-cycle is 
highly dependent on external light conditions (227–229). Its complete genome was 
sequenced in 2007 and several photoreceptors could be identified (223). Among these 
photoreceptors, different members of the CPF were found: two cryDASH, one CPD class II 
PHL, one plant CRY (CrpCRY) and one animal-like CRY (CraCRY). Interestingly, it lacks a 
further (6-4) photolyase as well as red light-dependent phytochromes (223, 230, 231). In 
vivo studies with pcry knock-down mutants demonstrated that CrpCRY is entraining the 
circadian clock by BL, is associated with the circadian oscillator and is involved in the control 
of the sexual cycle of Chlamydomonas (227, 228). For CraCRY, a knock-down mutant with a 
reduced level of protein to approximately 20 % displayed a response to blue and red light. 
The transcript levels of several genes of light harvesting complexes, nitrogen metabolism, 
chlorophyll and carotenoid biosynthesis, the cell cycle and the circadian clock revealed 
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significant changes (232, 233). Also yellow light exerted an effect on the transcript levels of 
various genes. In vitro studies showed, that the flavin in CraCRY can be easily reduced to its 
neutral radical FADH°−, which absorbs almost the entire visible spectrum below 680 nm 
(233). By further illumination with red-light, CraCRY can also be reduced to the 
hydroquinone FADH− (233). This evidence and the fact, that Chlamydomonas is lacking a (6-
4) photolyase as well as a classical red-light receptor, makes CraCRY to an highly interesting 
candidate for either photolyase activity, or a blue/red light-dependent transcriptional 
regulator or even both.  
2 Overview of advanced Protein Analysis and Structure Solution 
A considerable amount of the work presented in this thesis focused on revealing the 
mysteries of light-dependent structural changes upon electron transfer in cryptochromes 
and photolyases. To achieve this goal several techniques were used for which a short 
introduction is given in the following.  
2.1 Protein X-Ray Crystallography 
X-ray crystallography is the most important method to gain structural information of 
proteins on an atomic level. Almost 90 % of the structures deposited in the RCSB-PDB 
(Research Collaboratory for Structural Bioinformatics (RCSB) Protein Data Bank (PDB)) (234) 
in September 2018 derived from X-ray crystallography and the number of protein structures 
available is still exponentially growing since the release of the first protein structure of 
myoglobin in 1958 (235).  




Figure 23 An overview of a part of the electromagnetic spectrum and its  resolution limits (236). X-
ray radiation can have a wavelength between 0.01 nm and 10 nm with energy in the range of 100 eV 
to 100 keV.  
Principles of X-Ray Crystallography 
The growth and quality of a protein crystal depend on different factors like pH, 
concentration, temperature and the chosen crystallization method. One of the most 
important points to consider before starting of a crystallization screening is the 
homogeneity of the protein solution. Inhomogeneous solutions tend to precipitate and 
crystals are not able to form. 
 
Figure 24 a) Sketch of the protein crystallization phase diagram (figure adapted from (237)). The 
arrows represent the four major crystallization methods: (i) microbatch, (ii) vapor diffusion, (iii) 
dialysis, (iv) free interface diffusion. In all cases, the crystallization solution has to be in the 
nucleation zone to be able to produce stable protein crystals. b) Simplified representation of an X-
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ray diffraction experiment (figure adapted from (238)). The X-ray beam is focused on the protein 
crystal, which scatters the waves. Through positive and negative interference a diffraction pattern is 
forming on the X-ray detector.  
There are different methods for protein crystallization. The most prominent ones are 
microbatch experiments as well as vapor diffusion (239, 240). In the latter, the protein 
solution is present in either a sitting or a hanging drop, which equilibrates against a 
crystallization solution with either higher or lower concentration of crystallization agents as 
in the drop. Throughout the equilibration process the protein solution should go from the 
undersaturated (Figure 24, ii) or oversaturated phase (Figure 24, iv) to the nucleation zone 
followed by formation of stable protein crystals (237). In the microbatch method, the 
crystallization conditions are prepared and incubated under a layer of paraffin oil. There is 
almost no diffusion happening so the precipitant concentrations remain constant during the 
incubation. Therefore the initial concentration should already be starting in the nucleation 
zone (Figure 24, i). Two other methods, which are shown in the phase diagram but not used 
in this study, are dialysis (Figure 24, iii) and free interface diffusion (FID, Figure 24, iv).  
To obtain structural information of a protein crystal, the crystal is flash frozen in liquid 
nitrogen with a cryo-protectant (e.g. 20% glycerol) and measured at a synchrotron X-ray 
source, like the European Synchrotron Radiation Facility (ESRF, Grenoble, France). Highly 
ordered protein crystals are able to diffract X-ray radiation and give rise to a diffraction 
pattern, according to BRAGG’S law (241). From the diffraction patterns, taking the intensities 
and relative phases into account, the position of each atom inside the crystal can be ideally 
determined (242). The electron density at every position in the unit cell can be calculated 
through the following equation: 
𝝆(𝒙 𝒚 𝒛) =
𝟏
𝑽




Equation 1 The electron density ρ(x y z) at every position (x y z) can be calculated with the volume of 
the unit cell (V), the MILLER indices (h k l), the structure amplitude (Fhkl) and the phase angles α(h k l).  
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The phase angles α(h k l) cannot be derived straightforward from the diffraction pattern, 
but there are several methods available to solve this so called phase problem (242). One 
method uses the PATTERSON function, which is a simplification of Equation 1.  








× 𝒄𝒐𝒔 𝟐𝝅[𝒉𝒖 + 𝒌𝒗 + 𝒍𝒘] 
Equation 2 The PATTERSON function calculated at the point (u v w). The summation is done on Fhkl
2 
and all phases are assumed to be zero. 
This method is called multiple isomorphous replacement (MIR) and helped PERUTZ and 
KENDREW to be awarded a Nobel prize in 1962 for solving the structure of hemoglobin and 
myoglobin, respectively (243). The second technique to solve the phase problem is named 
multi-wavelength anomalous diffraction (MAD), which utilizes heavy atoms that scatter X-
rays anomalously (244, 245). This method involves measurement of diffraction patterns 
using X-rays with different energies and analyzing the differences between them. From 
these differences it is possible to calculate the phases generated by the anomalous scatters 
and with that information, the electron density map for the whole protein. The last 
prominent method, which was used in the presented study, is molecular replacement (MR). 
For that, the phases are approximated by taking a protein with a homologous amino acid 
sequence known structure (246). The minimum of sequence identity should be around 30 % 
to achieve a straight-forward solution for the phase problem by MR (247).  
If one of the described methods gives a successful solution for the phases, the electron 
density can be calculated. In this density, the amino acid sequence will be fitted and the 
resulting structure refined using the maximum-likelihood method (248), which tries to 
minimize the differences between the calculated and the observed structure factors. To 
compare the calculated structure factors (Fcal) after refinement with the observed ones 
(Fobs), the reliability-factor R can be determined. This factor defines the disagreement 
between the experimental dataset and the structural model and can be hence used to 
compare the quality of different structures. This R-factor can be calculated for all reflexes, 
which have been considered in the refinement (Rwork) as well as for a test data set (Rfree), 
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Equation 3 Characterization of the reliability-factor R, which includes the calculated (Fcal) and the 
observed (Fobs) diffraction pattern. 
 
2.2 Time resolved serial X-ray crystallography using X-ray free 
electron lasers 
Classical X-ray crystallography can give us a 3D structure of a protein, but to learn more 
about the structural dynamics of a biomolecule, different methods have to be used. In the 
last decade, X-ray free electron lasers (XFELs) have been developed and are in operation in a 
few locations over the world. This technology is a breakthrough for crystallography, because 
it is allowing atomic resolution on a timescale from femtoseconds to seconds and time-
resolved diffraction at room temperature without the usual effects of radiation damage 
(249). To answer a lot of questions concerning the structural dynamics of photolyases and 
cryptochromes upon photoreduction a cooperation between the ESSEN laboratory, the 
Academia Sinica (Taipei, Taiwan) and the RIKEN Harima Institute (Hyogo Prefecture, Japan) 
was initiated. All members of the cooperation provided their assets for measuring 
photolyase and cryptochrome crystals at the SPring-8 Angstrom Compact Free Electron 
Laser (SACLA, Japan).  
Principles of an X-ray free electron Laser (XFEL) 
The SACLA XFEL facility was completed in March 2011 and produces an X-ray free electron 
laser beam which is generated as shown in Figure 25.  Free-electron lasers are known to 
combine the technology of particle accelerators and lasers to generate electromagnetic 
radiation with very high intensity and brightness (250, 251). The electrons are produced by 
an electron source, followed by a linear electron accelerator (linac) with energies from 1 to 
15 GeV. At the SACLA facility, there are 128 linacs installed to amplify the energy of the 
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electron beam before it gets injected into the undulator (252). The undulator block itself is 
made out of a maximum of 18 undulators, each consisting of 560 powerful dipole magnets. 
Inside the undulator, the “SASE” (self-amplified spontaneous emission) process starts (253), 
which causes the intensity of the radiation to grow exponentially to the point of saturation. 
Because of the periodic magnetic field, the electron beam can be converted into an X-ray 
pulse with a short wavelength. At SACLA, the wavelength ranges from 0.275 to 0.063 nm 
and the pulse duration can be tuned between 1.68 and 107 fs (251, 254). Because the 
pulses are so short and have very high energies (up to 1012 photons per fs), the diffraction 
of a nanocrystal can be monitored before the crystal is destroyed. Therefore the XFEL pulse 
is taking a “snapshot” of a crystal in a random orientation without any radiation damage 
(255). The feasibility of crystals ranging from a few micrometers to a few hundred 
nanometers is another advantage of this method, because it can be difficult to grow large 
well-ordered crystals of some macromolecules, especially membrane proteins (256, 257). 
 
Figure 25 Basic principle of the generation of an X-ray free electron beam (Figure adapted from 
(251, 258)). The electrons are produced by an electron source, followed by a linear electron 
accelerator (linac) to amplify the energy of the electron beam before it is getting tuned to a short 
wavelength inside the undulator magnet. 
Time resolved serial femtosecond crystallography (TR-SFX) 
Structural changes in a biological system like a protein or an enzyme-substrate complex can 
range on a time-scale from fs (10-15 s) to hours. Depending on the change to be monitored, 
different methods can be used. Figure 26a summarizes the different structural changes, 
shows which techniques can be used to initiate these changes as well as which methods can 
be used to monitor them (259). For instant, large conformational changes, like a 
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hydrophobic collapse, can either destroy the crystalline lattice or the crystal packing would 
completely prevent this motion. In these cases, X-ray scattering of biomolecules in solution 
can be used. Small angle X-ray scattering (SAXS) is able to show changes in the overall 
dimension/mass of protein, whereas wide angle X-ray scattering (WAXS) provides higher 
resolution information like relative positions of different subunits, domains or secondary 
structure elements.  To follow highly resolved structural changes on a very short time-scale 
at room temperature, serial femtosecond crystallography (SFX) combined with XFEL is the 
method of choice (260, 261). 
 
 
Figure 26 a) Overview of the different changes, that can be observed with time-resolved methods 
like small angle X-ray scattering (SAXS), wide angle X-ray scattering (WAXS) and X-ray crystallography 
combined with XFEL. The different excitation methods used for the different time scales are shown 
in blue (figure adapted from (259)). b) Schematic setup of a time resolved serial femtosecond X-ray 
experiment with a classical pump-probe design (figure adapted from (249)). ∆t describes the delay 
between the laser flash (pump) and the X-ray (probe) beam hitting the crystal.  
For the collection of time-resolved data, a classical pump-probe experiment can be used. 
First the reaction is initiated inside the crystal by a laser pump pulse and the same crystal 
gets hit by the X-ray (XFEL) probe after a time-delay ∆t. To collect enough diffraction data 
(minimum of 20,000 images (262)) for all needed crystal orientations and to increase the 
signal-to-noise ratio, a continuous flow of hydrated crystals is needed. Here, one bottleneck 
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of the technique is exposed, as the carrier material/solution has to stabilize the crystals but 
has to be viscous enough not to lose too much sample material. One method uses liquid 
microjet injection (263), but here only around 0.01 % of the crystals are hit be the XFEL 
pulse (264). Another method developed at SACLA is the usage of a grease-matrix as carrier, 
which reduces the required sample amount tremendously (265). 
TR-SFX measurements of members of the CPF at SACLA 
To increase the knowledge about the structural changes upon photoreduction and the 
repair reaction in the photolyase/cryptochrome superfamily, two members representing 
two different classes were chosen to be studied by TR-SFX: the class II CPD photolyase from 
Methanosarcina mazei (MmCPDII) and the animal-like cryptochrome from Chlamydomonas 
reinhardtii (CraCRY). The crystal structures of both proteins have been solved in the ESSEN 
lab. Whereas the structure of MmCPDII (2XRZ) was published by Kiontke et al. in 2011 (54), 
the crystal structure of CraCRY (6FN2) is a major part of the present thesis (142). For both 
proteins the aim is to gather data sets at different time points of the photoreduction 
process and to display the structural changes upon DNA-repair, especially inside the DNA 
binding pocket. The exact experimental conditions will be described in the following 
publication. The experiments took place at the SACLA inside the DAPHNIS (diverse 
application platform for hard X-ray diffraction in SACLA) system (266). It mainly consists of 
the sample chamber, injectors and a multi-port charge-coupled device detector (MPCCD) 
with eight sensor modules (512 x 1024 pixels each) (Figure 27a). The distance between the 
detector and the sample is adjustable between 50 and 100 mm. The DAPHNIS system is 
designed to control the temperature and humidity around the sample, so a continuous 
sample flow can be realized. The sample chamber can be flushed with helium to reduce X-
ray scattering by air (Figure 27b). The sample injector is mounted on a motorized 
manipulator, so it can be moved in x, y and z direction over the control system and is 
monitored by different cameras (Figure 27c) (266).  




Figure 27  a) Schematic view of the whole DAPHNIS system, which is placed on an adjustable optical 
table (figure adapted from (266)). The sample chamber (b) is monitored by different cameras (a). On 
top of the sample changer is an injector manipulator (c), which is regulating the sample flow. In this 
picture, the X-ray beam is going inside the chamber from the left side and is hitting the MPCCD 
detector (d) on the right. b) The temperature and flow of the sample is regulated by a constant 
helium flow inside the sample injector (figure adapted from (266)). c) The flow and beam position is 
monitored through different cameras, showing the x, y and z positions.  
For triggering photoreduction and DNA repair, a 400 nm laser (pump) was connected to the 
DAPHNIS system to point directly at the sample. Depending on what process should be 
observed, the delay times before the XFEL (probe) hits the sample varies between 10 ns and 
2 ms. To avoid light-contamination of the crystals flowing on top at least one dark 
measurement between the next light image was taken.   
For data processing of SFX at SACLA, Nakane et al. (267) developed a processing pipeline 
that is based on the Cheetah (268) and CrystFEL (269) software. During 36 h of beam time at 
SACLA, millions of diffraction images can be produced, but not all contain valuable 
information. Typically the hit rate, which describes the amount of XFEL pulses that actually 
hit crystals with useful diffraction, lies under 50 %. In the first step of the processing, 
Cheetah runs parallel to the measurement and analyses all images in real-time. It gives an 
almost direct feedback about the hit rate, detector saturation and the indexing rate of the 
collected images. After a run is finished, the offline pipeline runs the spot finding again, 
converts the hit images into HDF5 files and puts this information into CrystFEL.  




Figure 28 SACLA data processing pipeline (adapted from (267)). The first part of the pipeline finds 
spots on the diffraction images and provides a real-time feedback on hit rates and detector 
saturation. The offline part runs spot finding again and generates output files in HDF5 format. These 
get processed by CrystFEL. The user is optimizing parameters based on the pipeline output and re-
run CrystFEL before the final merging step. If the refined parameters are already known, the stream 
files from the pipeline can be directly merged (dotted line) to generate the final MTZ file.  
After the automatic pipeline is finished, the user is encouraged to optimize various 
parameters. This optimization can increase the index rate by 5-10 % (267).  The data sets 
can be reduced to one MTZ file comparable to that of a synchrotron data set and the 
structure solution from this point is straight-forward. 
2.3 Hydrogen/deuterium exchange mass spectrometry – HDX-MS 
Hydrogen/deuterium exchange (HDX) combined with mass spectrometry (MS) is a method 
in structural biology to analyze conformational changes as well as protein-protein or 
protein-ligand interaction sites. The method is based on the principle that only amide 
hydrogens of the peptide backbone exchange on a time-scale, which can be resolved by 
HDX-MS (270). Additionally, the exchange rate depends on the accessibility of the hydrogen 
atoms resulting in a correlation between structural characteristics of a protein and 
deuterium uptake. Flexible loops or dynamic regions of a protein show a faster deuterium 
uptake as structured parts or interaction sites. For hydrogens that are really “hidden” inside 
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the protein, the exchange can take several hours up to several days (271). In the present 
work, HDX-MS was used to compare structural features of different cryptochrome mutants 
in their different reduction states.  
The work flow of an HDX-MS experiment is illustrated in Figure 29 (272). The protein sample 
is incubated for a defined time in D2O buffer. The exchange will be stopped by lowering the 
temperature to 0 °C and adding a highly acidic quench solution, which shifts the pH to low 
values. This step already unfolds the protein which is then injected onto a protease column, 
usually with immobilized pepsin, afterwards. The protease digests the sample into small 
peptide fragments, which are separated and analyzed by HPLC-MS. By comparison of the 
spectra of the different fragments with and without deuterium incubation, the deuterium 
uptake can be calculated. The data can be displayed as a colored uptake chart and the 
differences between two states are calculated and displayed in a relative fractional uptake 
chart. For better visualization and analysis, the values can also be mapped on an available 
structure or structural model in PyMol (273).  
 
Figure 29 Overview of a typical workflow of a HDX-MS experiment (figure adapted from (272)).  
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One of the advantages of HDX-MS compared to X-ray crystallography is the measurement of 
proteins in solution, which takes the dynamic character of proteins into account (274, 275). 
Additionally, HDX-MS requires only a small amount of the protein of interest and is 
relatively fast (276). Compared to NMR spectroscopy, there is no principle limitation of 
sample size for HDX-MS (277, 278).  
2.4 Electron paramagnetic resonance (EPR) spectroscopy 
Electron paramagnetic resonance (EPR) spectroscopy is basically a method used in 
structural biology to measure long-range distances inside a protein or a multimeric complex 
(279). By collecting various distances, information about structural elements, domain 
arrangements, complex formation and structural changes upon ligand binding can be 
obtained. This approach can also be combined with molecular dynamic (MD) simulations as 
a powerful tool to calculate the conformation of large multimeric complexes (280).  
EPR spectroscopy is based on the paramagnetic spin of a molecule and the coupling of this 
spin with nearby nuclear spins. Most proteins are not intrinsically paramagnetic, but some 
proteins like photoreceptors contain paramagnetic cofactors which can be observed via EPR 
(281, 282). Some also undergo a reaction mechanism where paramagnetic states are 
generated (283). Additionally, paramagnetic labels can be introduced into the protein of 
interest. Most commonly used are metastable nitroxide spin labels which can be attached 
to cysteine residues (284).  
In the present work, transient EPR (trEPR) was used to investigate the formation of radicals 
during the photoreduction process. This method is measuring the EPR signal intensity in a 
time-resolved manner at a fixed magnetic field (285). To generate the paramagnetic species 
a nanosecond laser flash is used. Then a series of trEPR signals are recorded from different 
magnetic-field points, which can be described as a two-dimensional graph of the signal 
intensity in respect to the time and the magnetic field. The spectral shape of the trEPR 
signals provides various information about the chemical nature of the individual radicals, 
their interaction with each other and their environment (282). 
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3 Objective of the thesis 
The main knowledge of cryptochrome structure has derived from their comparison with 
photolyases, but a lot of questions about their function cannot be answered by this analogy. 
Cryptochromes have a highly variable C-terminus, which can be involved in signaling, but 
the underlying mechanism is not clearly described so far. There is only one crystal structure 
of a full-length CRY so far, which is relatively short (64, 65). A lot of studies are based on this 
CRY (DmCRY), which might be a good model, but the short CTE and its attachment to the 
DNA binding site might be more of an exception then the rule. That’s why one aim of my 
thesis was to study the structure of another animal-like cryptochrome with a long CTE to 
gather more information about this group of proteins. This particular CRY, CraCRY, was 
identified in the algae Chlamydomonas and demonstrates some interesting behavior in vivo 
and in vitro (233, 286). Therefore, alongside the structural characterization, I focused on the 
photoreduction mechanism and the involved residues. To gain more information about the 
light-induced processes in CraCRY, I identified the relevant sidechains through mutagenesis 
and used different spectroscopic methods. I also worked together with several other 
research groups with expertise in different analytical methods, to gain a whole picture of 
this system. This should also address the question, if CraCRY may be suitable to act as a 
receptor in the process of magnetoreception.  
CraCRY is also believed to be part of the photoreactivation process in Chlamydomonas, e.g.  
be able to repair UV-induced DNA lesions (232). For this reason, we were investigating its 
photolyase activity and looked further into the repair mechanism itself. One objective for 
my PhD thesis was to identify the basic requirements of an enzyme to function as a (6-4) 
photolyase. Additionally, the connection between structure and bifunctionality of CraCRY 
should be investigated.  
  




4.1 Spectroscopic characterization of CraCRY and DmCRY 
This research was originally published in Biophysical Journal by Daniel Nohr, Sophie Franz, 
Ryan Rodriguez, Bernd Paulus, Lars-Oliver Essen*, Stefan Weber and Erik Schleicher*. 
Extended Electron-Transfer in Animal Cryptochromes mediated by a Tetrad of Aromatic 
Amino Acids. Biophysical Journal. 2016; 111 (2): 301-311. Some preliminary results were 
already presented in the master thesis (287).  
Summary 
This publication is focusing on the electron transfer chain in two members of the 
cryptochrome family: the animal type I CRY from Drosophila melanogaster (DmCRY) and the 
animal-like CRY from Chlamydomonas reinhardtii (CraCRY). In general, the reduction of the 
FAD cofactor was shown to be catalyzed over a highly conserved tryptophan triad as 
described in chapter 1.5 (36, 85, 91–95). Müller et al. revealed via multiple sequence 
alignment, that there is a fourth tryptophan residue exclusively in animal CRYs and (6-
4)PHLs (288). They performed transient absorption spectroscopy with the (6-4)PHL of 
Xenopus laevis, Xl(6-4)PHL, and demonstrated a lifetime of about 40 ms for the FAD°− Trp4° 
radical pair. In DmCRY this fourth Trp4 is also present whereas CraCRY contains a tyrosine at 
this particular position. Considering these variations in the electron transfer pathway, we 
investigated the role of the triad residues (TrpA, TrpB, TrpC; CraCRY: W399, W376, W322; 
DmCRY: W420, W397, W342) and several other putative electron donor residues in the 
direct environment of the triad. As a result, trEPR spectra (Figure 30a) of several point 
mutants revealed the importance of the Trp triad for radical pair (RP) formation, whereas 
the mutant of W332, a residue which is expected to be located close to TrpA and TrpB in 
CraCRY, showed the same RP formation as the wildtype. For the Y373F mutant, the RP can 
still be observed, but the spectral shape shows significant differences. This can be assigned 
to TrpC acting as a terminal electron donor as the spectrum is similar to the trEPR spectra 
from the CRY-DASH subclade (289–291). The same is observable in the DmCRY-W394F 
mutant. Remarkably, the Tyr° in CraCRY demonstrates a lifetime of 26 ms.  





Figure 30 a) TrEPR signals of different CraCRY mutants (green) and wild type (WT, black). A and E 
arrows indicating enhanced absorption and emissive polarization of resonances. W332F displays the 
same signature as the WT, whereas Y373F reveals a loss of hyperfine coupling. For the double 
mutant Y373F-W376F as well as mutants of the triad W322F and W376F no radical pair formation 
could be detected in trEPR. The middle shows a superimposition of DmCRY (red, 1TEZ) and a 
structural model of CraCRY (green). b) UV/Vis spectra of CraCRY WT and Y373F when illuminated 
with blue light (450 nm) for defined times without any reducing agent. The WT displays complete 
formation of FADH° after 10 min, whereas Y373F shows no difference even after 60 min of 
illumination. 
Contributions 
D. Nohr designed experiments, performed trEPR and TA measurements of all proteins, 
analyzed the data and wrote parts of the manuscript. S. Franz cloned, expressed and 
purified the different CraCRY mutants, performed stady-state UV/Vis spectroscopy of them, 
carried out thermo-FAD measurements of all CraCRY and DmCRY variants and wrote parts 
of the manuscript. R. Rodriguez expressed and purified the DmCRY variants. B. Paulus 
helped with analyzing the trEPR data. L.-O. Essen, S. Weber and E. Schleicher designed 
experiments, wrote and revised the manuscript.   
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4.2 Long-lived Tyrosyl radical under observation 
This research was originally published in the Journal of Biological Chemistry by Sabine 
Oldemeyer, Sophie Franz, Sandra Wenzel, Lars-Oliver Essen, Maria Mittag, and Tilman 
Kottke*. Essential Role of an Unusually Long-Lived Tyrosyl Radical in the Response to Red 
Light of the Animal-Like Cryptochrome aCRY. J Biol Chem. 2016; 291 (27): 14062-14071. 
Summary 
This study is focusing on characterization of CraCRY and several mutants in regard to the red 
light activity shown by Beel et al. (233) and Spexard et al. (286). Therefore time-resolved 
UV/Vis spectroscopy as well as analytical size exclusion chromatography was used. The FAD 
in the purified protein is present in its oxidized state. For photoreduction, the protein 
sample was treated with blue light for 5 s to gain the semiquinone FADH°, following a red 
light laser pulse (630 nm) to achieve the hydroquinone FADH−. The conversion to the latter 
was followed with time-resolved UV/Vis spectroscopy and besides the absorption peaks 
characteristic for FADH−, the typical absorption for a tyrosyl radical could be observed, 
which disappears within a few seconds. By kinetic analysis, the lifetime of the Tyr° as well as 
of FADH− was determined to 2.6 s. To verify which tyrosine forms the radical, two mutants 
were tested. Whereas Y393A did not exhibit any change compared to the WT spectra, 
Y373F demonstrated some significant change in light sensitivity and Y373 was identified as 
the residue forming the long-lived radical state.  
Another part of this publication is dealing with the oligomerization state of CraCRY and its 
dependence on the redox state of the flavin. This was studied using analytical size exclusion 
chromatography. Therefore all samples were pre-illuminated with BL to convert the FAD to 
its semiquinone state and the absorbance at 630 nm was detected. For the WT the 
formation of a dimer was shown, while the truncated variant ∆CTE, which is missing the C-
terminal extension, is running as a monomer on the gel filtration column. This leads to the 
assumption, that the CTE is crucial for dimerization of CraCRY. Another mutant, C482A, 
which changed a cysteine residue in close proximity of the Y373 to an alanine, is also 
running as a dimer like the WT. If all these CraCRY variants are treated with red light and the 
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absorbance at 370 nm is detected, the proteins that are in the fully reduced state can be 
observed. In the WT as well as in the truncated ∆CTE this leads to the appearance of a 
shoulder at a shorter elution volume, while in C482A no change of the elution profile can be 
detected. This led to the conclusion, that the cysteine is involved in the light-dependent 
oligomerization of the cryptochrome, maybe by forming a disulfide bridge to another 
CraCRY monomer or dimer. Nevertheless, this can only be a side reaction in vitro at high 
protein concentration as only a minor part of the protein sample is engaging in 
oligomerization. It is rather unlikely that this form of CRY-complex plays any physiological 
role in the signaling pathway.  
Also FOURIER-transform infrared spectroscopy (FTIR) of the CraCRY-∆CTE was performed and 
compared to the WT spectra published in Spexard et al. (286). In the FTIR of the truncated 
variant no significant differences to the WT spectra could be observed. Consequently, the 
differences in the FTIR bands upon light illumination point to a change in the photolyase 
homology region not involving the CTE.  
Contributions 
T. Kottke, M. Mittag and L.-O. Essen designed the study. S. Oldemeyer performed and 
analyzed all the experiments with advice by T. Kottke. S. Franz and S. Wenzel generated 
plasmids of aCRY variants. S. Oldemeyer and T. Kottke wrote the manuscript with advice by 
S. Franz, S. Wenzel, L.-O. Essen and M. Mittag. All authors reviewed the results and 
approved the final version of the manuscript. 
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4.3 Structural and evolutionary analysis of algal cryptochromes 
This review was originally published in the Journal of Plant Physiology by Lars-Oliver Essen*, 
Sophie Franz, Ankan Banerjee. Structural and evolutionary aspects of algal blue light 
receptors of the cryptochrome and aureochrome type. J Plant Physiol. 2017; 217: 27-37.  
Summary 
This review deals with the current knowledge of blue light receptors of the aureochrome 
and cryptochrome type in algae. The focus is on the structural and biophysical research on 
this field that has been done by others and our group. Both photoreceptors, cryptochromes 
and aureochromes, utilize a flavin chromophore to absorb in the blue range of the visible 
light spectrum. In algae, several multifunctional cryptochromes have been identified in the 
last 10 years, namely OtCPF1 from Ostreococcus tauri, PtCPF1 from Phaeodactylum 
tricornutum and CraCRY (57, 58, 232). Multifunctional in the sense, that they can act not 
only as regulators in gene expression, but also exhibit (6-4) photolyase activity. By structural 
comparison as well as in vivo assays (292), this group was shown to most likely bind 8-HDF 
as antenna chromophore in their N-terminal domain. The usage of a second chromophore 
as a light-harvesting antenna is highly advantageous in a marine environment, as the light 
conditions change within the different depths of water. As shown in the previous 
publications (293, 294), CraCRY comprises an extended electron transfer pathway by 
involving a fourth aromatic residue, Y373, which forms a long-lived radical upon 
photoreduction. PtCPF1 presents a tryptophan at this particular position, so an elongation 
of the classical triad is also possible. In OtCPF1, no redox active residue is present at the 
exact position, but without more structural and biophysical data, the presence of a tetrad 
cannot be excluded. In a sequence-similarity network analysis of the whole CPF with 13779 
orthologs, animal-like cryptochromes and (6-4) photolyases were shown to cluster together 
in one distinct subfamily. This analysis reveals that the prediction, whether an enzyme acts 
as a (6-4)PHL or a CRY can not only rely on sequence relationships and there might be even 
more bifunctional members inside this subfamily. Another distinct group of cryptochromes 
which is present in algal organisms are the plant-like CRYs. They have been studied in C. 
reinhardtii (CPH1 or pCRY) and Volvox carteri (VcCRYp) (226, 295, 296). Plant-like CRYs in 
79 4 Publications 
 
 
algae were found to bind ATP, just like their relatives in plants (297, 298). ATP-binding 
boosts the formation of the semiquinone anionic radical state, which is the active form in 
plant CRYs (295). 
Aureochromes are a new type of blue light photoreceptors, which were first described in 
2007 in a yellow-green alga Vaucheria frigida (299). There, two types of aureochromes 
could be identified: Aureo1, which regulates BL-induced branching, and Aureo2, which 
controls the development of the sex organ in V. frigida. Till now, aureochromes are 
exclusively found in aquatic species (300, 301) and they act generally as flavin-dependent 
photoreceptors for BL-induced transcription regulation. Aureochromes are composed of an 
N-terminal, DNA-binding basic leucine zipper (bZIP) domain which is linked to the flavin 
mononucleotide (FMN) binding LOV domain (302). The FMN is non-covalently bound in the 
dark, but upon BL absorption it forms a reversible C4 photoadduct with a conserved 
cysteine inside the chromophore binding pocket (5, 303). The C-terminus of the 
aureochrome LOV is flanked by a Jα-helix (303, 304), which undergoes a movement 
triggered by blue-light absorption. It was also observed, that aureochrome LOV domains 
form light-driven stable dimers and display concentration-dependent monomer-dimer 
equilibria in the dark (305–307). In the available structures, different dimerization modes 
are present (308–310). However, it is still unclear which mode represents the physiological 
state. It was shown, that the dimerization of the LOV domain can enhance bZIP domain 
dimerization and binding to AUREO-box containing DNA (311, 312). In fact, bZIP domains 
only dimerize when DNA is bound to it (313). The photochemistry in aureochromes is highly 
controlled by the Jα-helix (308, 309). Through HDX-MS, SAXS, FT-IR and CD spectroscopy the 
photochemistry of aureochromes has been extensively studied and different models for 
light-triggered effects on aureochrome/DNA complexes have been proposed (309, 311, 313, 
314), which are currently under debate.  
Contributions 
L.-O. Essen, S. Franz and A. Banerjee wrote and revised the manuscript together.  
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4.4 Structure of the animal-like cryptochrome 
This research was originally published in Nucleic Acid Research by Sophie Franz, Elisabeth 
Ignatz, Sandra Wenzel, Hannah Zielosko, Eka Putra Gusti Ngurah Putu, Manuel Maestre-
Reyna, Ming-Daw Tsai, Junpei Yamamoto, Maria Mittag and Lars-Oliver Essen*. Structure 
of the bifunctional cryptochrome aCRY from Chlamydomonas reinhardtii. Nucleic Acids 
Res. 2018; 46 (15): 8010-8022.  
Summary 
This paper is focused on the structure of CraCRY and its function as a (6-4)PHL. We could 
solve the structure of the truncated CraCRY variant, ∆CTE, initially with a resolution of 1.9 Å 
(6FN3). The achievable resolution was later in optimized to 1.6 Å (5ZM0) via the KAMO 
(315) method. The structure reveals the FAD binding site as well as the antenna binding 
pocket, which is filled with components of the crystallization condition. The amino acids 
which compose the catalytic tetrad (W399-W376-W322-Y373) are observable. The structure 
reveals a VAN-DER-WAALS network through D323, R485 and D321 between the terminal 
electron donor Y373 and the surface of the protein. This might stabilize the deprotonated 
TyrO° radical form solvent access and could be a reason for its long lifetime (293, 294). The 
DNA repair of (6-4)PP was studied in vitro, by following the decreasing absorption at 
325 nm, which is the specific absorption of the (6-4)PP lesion, and in vivo by using an UV-B 
survival assay of C. reinhardtii mutant cells. In both cases, CraCRY demonstrated efficient 
DNA repair. CraCRY∆CTE was also co-crystallized in complex with a double stranded DNA 
substrate containing the (6-4)PP. This crystal structure provides a lot of information about 
the overall DNA binding mode as well as the (6-4)PP inside the active pocket. Here, another 
orientation as in the known Dm64 structure (3CVU) of one highly conserved cysteine 
residue H357, referred as His1, is present (13). His1 was shown before to be crucial for (6-
4)PP repair and the currently discussed repair mechanism (see section 1.6) are based on the 
Dm64 structure. The discrepancy between the two co-crystal structures 3CVU and 6FN2 
leads to the proposed mechanism. Here, the first electron transfer happens in parallel to 
the protonation of the carbonyl-oxygen of the 3’ base. Additionally to DNA-repair, the 
nature of the antenna chromophore was investigated. The antenna could be identified as 8-
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HDF by in vivo reconstitution and a co-crystal structure of the CraCRYΔCTE/8-HDF complex 
(6FN2) was generated. 
Contributions 
L.-O. Essen, S. Franz and M. Mittag designed the study. S. Franz performed crystallization 
experiments, gathered diffraction images and analysed data with advice by L.-O. Essen. E. 
Ignatz perfomed in vitro DNA repair assays, S. Wenzel performed in vivo UV-B survival 
assays. H. Zielosko did initial crystallization experiments. E.P.G.N. Putu and M. Maestre-
Reyna optimized the initial X-tal structure by using the KAMO method with advise of M.-D. 
Tsai. J. Yamomoto generated the DNA substrate. S. Franz and L.-O. Essen wrote the 
manuscript with help of S. Wenzel and M. Mittag. All authors reviewed the results and 
approved the final version of the manuscript. 
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Figure S1. Sequence similarity network of based on a multiple sequence alignment of animal-like 
cryptochromes/(6-4)photolyases after decreasing the E-value cutoff to 10
-150
. The independent nodes 
represent sequences with more than 90 % sequence identity. They are colored based on their host 
organism (A) or their assigned functionality (B). (C) Sequence identities of several cryptochromes in 
percent. The values were calculated by using the sequence of the photolyase-homology region (PHR) 
of each cryptochrome (CraCRY 1-490, Ds64 1-534, OtCPF1 1-541, PtCPF1 1-519, DmCry 1-516) for 




Figure S2. (A) Wild type SAG73.72 (WT), acrymut and a complemented strain acrycompl that has a 
protein level of approximately 140% compared to WT (100%) were treated as described in Figure 2B 
with UV-B light illumination for 3 min. (B) To check for complementation, different amounts of soluble 
proteins from crude extracts (25, 50 and 75 µg per lanes) of WT and 50 µg proteins from a crude 
extract of the complemented acry mutant (acrycompl) were separated on 10% SDS-PAGE along with 
molecular mass standards and used for immunoblots with anti-aCRY antibodies. The position of 
aCRY is indicated by the arrowhead. Cells were grown under a LD12:12 cycle and harvested at early 
day (LD4)4. As loading control (LC) the PVDF membrane was stained with Coomassie Brilliant Blue 
R 250 after immunochemical detection. From this stain, selected, unspecified protein bands are 
shown (middle). The quantified aCRY protein levels of three biological replicates are shown in the 
diagrams (bottom) with standard deviations. 
 




Figure S3. (A) Schematic diagram of the residues of CraCRY interacting with the (6-4)PP comprising 
DNA (6FN0). Apolar residues of the protein backbone are marked in yellow. Green residues with solid 
arrows represent direct interactions between protein side chains and DNA. (B) Detailed view of the 
bubble-intruding region of CraCRY in comparison to Dm64. The DNA strain (orange) interacts with 
CraCRY not only over direct interactions, but also over formation of π-π-stacking (indicated with 
dotted lines) between F412 and the pyrimidine base.  
 
 
Figure S4. WebLogo based on a multiple sequence alignment of animal-like cryptochromes/(6-4) 
photolyases. Residues involved in antenna chromophore binding are highlighted. The height at each 
position corresponds to the residue abundance in aCRY/(6-4)PHL orthologs. Letter coloring follows 
the default WebLogo 3 hydrophobicity-dependent scheme, with hydrophilic amino-acids in blue, 
neutral in green, and hydrophobic in black. 
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4.5 Structural changes in CraCRY upon blue-light illumination 
This research is submitted to Nature Scientific Reports by Sophie Franz-Badur, Alexander 
Penner, Simon Straß, Silke von Horsten, Uwe Linne and Lars-Oliver Essen*. Structural 
changes within the bifunctional CraCRY upon blue-light excitation. (submitted 2018). 
Summary 
This publication deals with the question of how CraCRY can achieve its bifunctionality and 
wether structural changes are involved. Therefore we studied the protein structure after BL 
illumination and photoreduction. We chose to use hydrogen-deuterium exchange coupled 
with mass spectrometry to observe changes in deuterium uptake after specific time points. 
We were able to get HDX data for the CraCRY-WT and also the truncated variant ∆CTE with 
both proteins in their dark state with bound FADOX. To get data of the fully reduced FADH
− 
state, a light chamber was designed for the HDX machine, which illuminated the sample 
with blue light for 5 s in an interval of 20 s. With this device, we were able to gain data for 
both samples with the hydroquinone state of the cofactor. By comparing the WT with the 
∆CTE variant for both, oxidized and reduced samples, four regions with significant 
differences can be found. In these four regions, the peptide fragments of the WT show a 
higher deuterium uptake, which correlates with a higher flexibility of these particular 
regions. We propose that in presence of the CTE, these regions might be unfolded or 
undergo a conformational change. 
Comparison of the oxidized and reduced states of the WT and ∆CTE revealed changes in 
deuterium uptake in two regions. These could be assigned to a loop between helix α13 and 
helix α14 (300 – 326) and a short part of helix α18 (399-403) pointing towards this loop. 
Part of the residues present on this loop are involved in a VAN-DER-WAALS network with the 
terminal electron donor Y373 (142, 293). We conclude that radical formation at Y373 is 
triggering a change in this network and therefore a structural change in this region.  
 




S. Franz-Badur designed and planned experiments with help of L.-O. Essen and prepared the 
samples for the HDX experiment. A. Penner analysed the HDX data. S. Straß performed 
initial experiments and optimized conditions. S. Franz-Badur, S. Straß and S. von Horsten 
designed the light chamber, which was built by the electronic department of the chemistry 
department of the Philipps-University of Marburg. W. Steinchen and U. Linne performed 
the HDX experiment and supervised HDX analysis. S. Franz-Badur and L.-O. Essen wrote the 
paper. All authors reviewed the results and approved the final version of the manuscript. 
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Abstract 
Cryptochromes (CRYs) are an ubiquitously occurring class of photoreceptors, which are 
important for regulating the circadian rhythm of animals via a time-delayed transcription-
translation feedback loop (TTFL). Due to their protein architecture and common FAD 
chromophore, they belong to the same superfamily as photolyases (PHLs), an enzyme class 
that repairs UV-induced DNA lesions upon blue light absorption. Apart from their different 
functions the only prominent structural difference between CRY and PHL is the highly 
variable C-terminal extension (CTE) of the former. The nature of the CTE is still unclear and 
highly speculated. In this study, we show by hydrogen/deuterium exchange and subsequent 
mass-spectrometric analysis that the CTE of the animal-like cryptochrome from the green 
algae Chlamydomonas reinhardtii (CraCRY) binds to the surface of the photolyase homology 
region, which flanks the DNA binding site. We also compared the fully oxidized and fully 
reduced states of the flavoprotein and designed a tool, so called light chamber, for 
automated HDX-MS measurements of photoreceptors in defined photostates. We could 
observe some striking differences between the two photostates and propose a model for 
light-dependent switching of this bifunctional cryptochrome.  
 
 




Trapping dynamic structural changes of a protein between its active/catalytic and 
inactive/resting state is a difficult task for scientists looking for structure-function 
relationships. In the last years, several time-resolved methods have been developed, which 
provided insight into time-dependent structural changes of various photoreceptors, e.g. 
bacteriorhodopsin (Nango et al.1, TR-SFX) and bacteriophytochrome (Takala et al.2, TR-
SAXS). These methods are highly promising, but still expensive and not easily accessible to 
most users as they rely on advanced synchrotrons and X-ray free electron lasers. 
Accordingly, to compare different states of a protein, hydrogen/deuterium exchange mass 
spectrometry (HDX-MS) has attracted attention3-6, because HDX-MS is a relatively fast 
method and allows a distinct characterization of structured and unstructured areas of a 
protein sample in solution. For this the relative deuterium uptakes of peptide fragments are 
compared, as the exchange rates of structured and unstructured regions significantly differ. 
Furthermore, this method can also identify the binding site of a substrate or a reaction 
partner in solution.  
In this study we focused on light-induced and redox-state dependent structural changes of 
the animal-like cryptochrome from the green alga Chlamydomonas reinhardtii (CraCRY)7,8. 
Cryptochromes are flavin-comprising photoreceptors, which utilize for monitoring of 
available daylight the flavin adenine dinucleotide (FAD) chromophore that is bound to the 
C-terminal domain of the photolyase-homology region (PHR)9. These photoreceptors are 
found in all three kingdoms of life including animals. Till now, four different types have been 
assigned10,11, for example two major and highly related groups are found in insects 
(type 1)12 and mammals (type 2)13,14 The animal cryptochromes (CRY) differ in term of their 
in vivo functionality, because type 1 CRY act as blue-light photoreceptors for resetting the 
circadian clock. In contrast, type 2 CRY lack any known photosensory function15, although 
they are still crucial components of the core of the circadian clock. Two other less related 
types of cryptochromes include the plant cryptochromes as well as the DASH-type 
cryptochromes. In terms of their structural features, cryptochromes are highly related to (6-
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4) photolyases for type I and II CRY and to class I CPD photolyases for plant and DASH CRY. A 
common feature that makes them distinct from photolyases is given by their elongated C-
terminal extensions (CTEs), which adopt variable lengths. For example, the length of a 
cryptochrome’s CTE varies from 23 amino acids (aa) in the type I cryptochrome of 
Drosophila melanogaster (DmCRY)16 to 191 aa in CRY1 from the plant Arabidopsis thaliana13 
and more. The role of the CTE in affecting the  photoreceptor function of CRY is still elusive, 
as there is only just one example of a successfully analyzed structure of a cryptochrome 
with CTE, namely DmCRY16(64)(64)(64). In that case, the CTE is short, 23 aa, and wound up 
to an α-helix that binds close to the entrance of the FAD binding site. Busza et al. showed, 
that a CTE-truncated DmCRY mutant can still act as a fully functional circadian 
photoreceptor and is capable to bind TIM, another circadian clock component present in 
animal cells, as strongly as the wild-type DmCRY17. However, the CTE-deficient mutant binds 
to TIM already in the dark, whereas the wild-type (WT) cryptochrome requires light to 
enable it for recruiting TIM18,19. This lead to the conclusion, that the CTE undergoes a light-
dependent conformational change to unblock the TIM binding site in DmCRY. In correlation 
with the light-dependent binding of Jetlag (JET) to DmCRY20, Ozturk et al. proposed a 
mechanism combining DmCRY, TIM and JET dependent degradation21. For the light-induced 
change in DmCRY, both Ozturk et al.20 and Ganguly et al.22 proposed a change of the 
protonation state around the FAD binding pocket, which results in a change of the 
hydrogen-bonding pattern triggering a movement of the CTE. 
The DmCRY ortholog from C. reinhardtii, CraCRY, was shown to regulate the transcription of 
various genes by different light qualities7 and plays a significant role in the sexual life cycle 
of C. reinhardtii together with a plant-like CRY and a phototropin orthologs23-25. 
Interestingly, given the close ontogenetic relationship between type 1 CRY and (6-4) 
photolyases, CraCRY demonstrates not only a regulatory function but is also capable to 
repair (6-4)-pyrimidone-pyrimidine lesion comprising DNA8. The CTE of CraCRY is 
considerably longer than that of DmCRY by comprising 99 aa, which are 17 % of the overall 
enzyme. The structure of the PHR domain has been recently solved by X-ray crystallographic 
analysis8, but the WT protein generated no crystals so far. Accordingly, no structural 
114 4 Publications 
 
 
information on the long CTE of CraCRY is available and the role of the C-terminus is hence 
uncertain.  Oldemeyer et al. proposed that the WT of CraCRY forms a heterodimer involving 
the CTE26 in the dark state, which we should be able to observe using HDX-MS data.  
Results and Discussion 
The purified CraCRY samples were examined by analytical size exclusion chromatography 
(SEC) under different illumination conditions. We were expecting most of the WT sample to 
be in the dimeric state according to Oldemeyer et al.26, but our SEC measurements differ 
significantly, as most of the protein in CraCRY samples remain in the monomeric state 
(figure 1a,b). Samples were analyzed before SEC via UV/Vis spectroscopy to check the redox 
state of the FAD (SI-S1). Over 90 % of the fully oxidized as well as the fully reduced state in 
both variants eluted as monomeric species (SI-S2). SEC data of samples in the semiquinone 
state are showing the formation of species with a somewhat bigger size, which could be due 
to dimerization, structural change or unfolding of the protein. As these species show no 
absorption at 450 nm, it might be a misfolded form of CraCRY lacking bound FAD. The 
discrepancy between our SEC data and the data published before indicating higher 
oligomeric species could be due to differences of the CraCRY purification scheme. In our 
improved purification protocol for crystallization and HDX analysis, we used DNase I as well 
as a heparin affinity column to remove any remaining (oligo)nucleotides that may stuck to 
the protein as CraCRY was shown before to bind DNA and repair (6-4)DNA damages8. 
To compare structural changes of CraCRY in its oxidized (FADOX/dark) and fully reduced 
(FADH−/light) state by HDX-MS analysis, a suitable buffer condition for HDX and a reducing 
agent to keep the fully reduced state stable over several hours had to be determined. A 
Tris-buffer (pH 7.8) with a low salt concentration and without any glycerol was chosen for 
HDX-MS analysis and various concentrations of different reducing agents were tested (Fig. 
1c). For 12.5 mM DTT a significant peak at 376 nm and a local minimum of absorption at 
344 nm could be detected. The five characteristic absorption peaks11 for FADOX are clearly 
diminished. As the fully reduced state rapidly reoxidizes in the dark and under aerobic 
conditions, we developed a light chamber, which fits the specific requirements of the 
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experimental set-up (SI-S3). In difference-absorption spectra, a clear contrast between a 
sample which was kept after photoreduction in the dark and a sample that was kept in the 
light chamber can be seen (Fig. 1d). After 18 h in the light chamber, the protein still shows 
the typical absorption of the fully reduced FADH−. The HDX-MS measurements for CraCRY 
and the deletion variant CraCRYΔCTE that lacks the C-terminal extension (497-595) and 
hence comprises only the photolyase-homology region (PHR, 1-496) were performed using 
the determined conditions.After running the ProteinLynxGlobalServer software (Waters) 
and importing search results into DynamX (Waters), 132 peptides could be identified for 
CraCRY yielding 75 % coverage at an overall redundancy of 3.43. For the CTE, only four 
peptides could be found in the CraCRY dataset with almost no overlaps. Therefore, for 
further analysis we focused on the PHR domain. Comparing the WT with the truncated 
∆CTE, four regions with significant differences in deuterium uptake can be found in the light 
(Fig. 2) and dark samples (SI-S4). Mapped onto the structure (PDB: 5ZM0) of CraCRY∆CTE, 
two loop regions (184-192; 200-211), both located at the long connecting loop between the 
N-terminal ROSSMAN-like domain and all-α C-terminal domain (Fig. 2), are showing a higher 
uptake in the WT sample. By rotating the protein 180°, another region with significant 
difference is shown. Here, a bundle of five helices oriented towards the protein surface with 
α10 on the top display a much greater uptake in WT protein sample. Namely, peptides 
covering regions between 225 and 252 as well as between 274 and 293 exhibit the greatest 
variation. These four identified regions demonstrate the same behavior in light and dark 
samples. Accordingly, these features are independent of the redox state of CraCRY. The only 
difference is the missing C-terminus. So how can we interpret this data? A higher uptake 
indicates either a more flexible or easily accessible region in one sample or a hidden, maybe 
through dimerization or interaction, region in the other sample. We already know that ∆CTE 
is monomeric, so a dimerization site is unlikely. Both proteins are able to bind and repair 
DNA(142), but during purification DNA contaminants were removed and both samples were 
treated exactly the same. This leads to the conclusion, that in presence of the CTE, the 
identified regions underlie a structural change. Looking at a multiple sequence alignment of 
over 500 sequences (described in Franz et al8) of animal-like cryptochromes and (6-
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4)photolyases, the helix bundle exposes several highly conserved residues. Two of them, 
K237 and Q291, are involved in formation of the DNA binding site (Fig. 3). We propose, that 
this binding site might be unfolded or somehow changes it’s conformation in the presence 
of the CTE so it becomes more accessible to the deuterium in the HDX experiment. 
Comparing the dark (oxidized) and light (reduced) states of WT and the ∆CTE variant, two 
regions with significant differences in the uptake can be identified. The differences can be 
assigned to a loop between helix α13 and helix α14 (300 – 326) and a short part of helix α18 
(399-403) pointing towards this loop (Fig. 4a,b). Looking at the specific residues located in 
this region, one of the essential tryptophans of the highly conserved Trp triad, the distal 
W322, can be found on the loop (Fig. 4c). In PHLs and CRYs this Trp triad is responsible for 
the efficient reduction and stabilization of the semireduced (FAD°− or FADH°) or fully 
reduced (FADH−) state of the flavin cofactor. CraCRY and other animal CRYs (type 1) and also 
6-4 photolyases show an elongation of this Trp triad by a fourth aromatic residue, either 
tyrosine or another tryptophan. After flavin excitation of CraCRY, an electron is transferred 
from the proximal tryptophan W399 to FAD, then the electron hole gets filled by the medial 
tryptophan W376, after that the distal W322 and finally by Y373 as fourth aromate, which 
forms a relatively stable radical close to the protein surface8,26,27. Interestingly, Y373 is not 
covered by HDX-MS, but the residues D321 and D323, which form a network of charged 
residues together with R485 and R492 located on helix α22, are also located on the 
described loop region. As the relative fractional uptake from the reduced state minus the 
oxidized state is significantly higher at this region, this can be interpreted as a 
conformational change of the stretch involving these residues from the oxidized to the 
reduced state. We therefore propose that after the excitation of the flavin and formation of 
the Y373° radical, the van-der-Waals bond network between D321, D323, Y373, R485 and 
R492 changes and triggers an overall movement of the loop (300-326). From our analysis, 
we are not able to show if α22 is moving in some way, as it is only partly covered, but the 
possibility is not precluded. Also a part of α18, which is in close contact with the relevant 
loop, seems to be effected from the movement. By comparison of both relative uptake 
maps to each other, the changes of deuterium uptake in the truncated sample and in 
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consequence the movement of the specific region are greater. This can be explained by the 
CTE allowing movement of the α22 only to some extent (Fig. 5). It was shown before that 
CraCRY is enriched in the nucleus during the day and delocalized over the whole cell in the 
night25. The proposed mechanism might explain the bifunctional role of CraCRY, e.g. by 
acting as a photolyase during the day and binding a signaling partner X during the night 
phase. The yet unknown partner X could be the plant CRY of C. reinhardtii, as CraCRY and 
CrpCRY have been supposed to form a complex in the dark which results in a loss of mating 
ability and thus the formation of inactivated gametes25.  
In conclusion, we were able to develop a specific tool to keep photoreceptors in their 
different photostates during HDX-MS analysis and used it to perform measurements of 
CraCRY with and without its CTE. We gained first insights of the structural changes the 
cryptochrome undergoes upon photoreduction and are a step closer to address the 
question of how this photoreceptor can perform both DNA repair and regulation of gene 
transcription.  
Materials and Methods 
Design of the Light Chamber The light chamber was designed and manufactured in 
cooperation with the precision mechanics workshop of the chemistry department at the 
Philipps University of Marburg. A detailed schematic representation can be found in the 
supporting information. The built-in LEDs 450 nm (5.2 cd, ELD-450-525), 625 (60-70 cd, 
5RAA5111P) and 735 nm (7.5 cd, ELD-720-524) where purchased from Roithner 
LaserTechnik GmbH. The three sample holders can be programmed separately with two 
different illumination intervals. Either a long interval with 30 s of illumination and 270 s 
darkness or a short interval with 5 s of light and 20 s in the dark. The rechargeable battery 
has a capacity of 2600 mAh and can be charge over a micro-USB port.  
Sample Preparation CraCRY-WT and CraCRY∆CTE constructs were expressed and purified 
following published procedures (Beel et al., Franz et al.7,8) with a heparin column before size 
exclusion chromatography to remove any DNA contaminants. For HDX-MS, the protein was 
transferred via PD-10 into a low salt buffer (10 mM Tris, 100 mM sodium chloride, pH 7.8). 
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To produce the fully reduced FADH- state, 12.5 mM DTT was added and the samples were 
illuminated for 30 min with a high power blue light LED (9.7 mW cm-2 at a distance of 
10 cm, Roithner Lasertechnik).  
Analytical size exclusion chromatography After purification, ∆CTE and WT samples were 
analyzed with a Superdex 75 increase 10/300 GL which was calibrated at 4°C at 0.5 mL /min 
(y=-0.15642x+3.29765) prior to use. 200 µL sample (c = 2 mg/mL) was injected at the 
column and elution was performed in phosphate buffer (50 mM sodium phosphate, 
100 mM sodium chloride, pH 7.8). The absorption was detected with a multiwavelength 
detector. Samples were treated before with blue light (BL) or in combination with red light 
(RL) or with 12.5 mM DTT.   
Steady-state UV/Vis spectroscopy and photoreduction assay Absorption spectra of CraCRY 
variants were recorded using a V-660 spectrometer (JASCO). The protein solutions were 
measured in a low salt buffer (10 mM Tris, 100 mM sodium chloride, pH 7.8) with varying 
concentrations of dithiothreitol (DTT) and tris(2-carboxyethyl)phospine (TCEP). Spectra 
were recorded after different illumination times using a high power LED (λmax=450 nm; 9.7 
mW cm-2 at a distance of 10 cm, Roithner Lasertechnik) at 2 °C. To simulate a HDX-MS 
measurement samples were put in the light chamber, which was cooled at 4 °C. 
 
Hydrogen-Deuterium-Exchange-Mass Spectrometry (HDX-MS) To promote the light state 
formation, 12.5 mM DTT was added to CraCRY samples and they were illuminated for 
15 min at 450 nm wavelength and repeatedly illuminated for 5 s at 450 nm wavelength 
followed by 20 s without illumination prior HDX. The dark state of CraCRY was facilitated by 
covering all light-transmissive vessels with aluminum foil. HDX-MS was essentially carried 
out as described previously28-30 aided by a robotic two-arm autosampler (LEAP 
Technologies). 7.5 µl (60 µM) CRY were diluted with 67.5 µl of D2O-containing buffer 
(10 mM Tris, 100 mM sodium chloride, pD 7.8) and incubated for 10, 95, 1000 or 10000 s at 
25 °C. H/D exchange was stopped by mixing 55 µl of the reaction with an equal volume of 
quench buffer (400 mM KH2PO4/H3PO4, 2 M guanidine-HCl, pH 2.2) kept at 1 °C and 
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immediately injected into an ACQUITY UPLC M-class system with HDX technology 
(Waters)29. CraCRY was digested with immobilized pepsin at 12 °C in water + 0.1 % (v/v) 
formic acid at a flow rate of 100 µl/min and the resulting peptides trapped on a C18 column 
at 0.5 °C. After 3 minutes, the C18 trap column was placed in line with an ACQUITY UPLC 
BEH C18 1.7 µm 1.0 x 100 mm column (Waters) and the peptides separated at 0.5 °C with a 
gradient of water + 0.1 % (v/v) formic acid (eluent A) and acetonitrile + 0.1 % (v/v) formic 
acid (eluent B) at 30 µL/min flow rate as follows: 0-7 min/95-65 % A, 7-8 min/65-15 % A, 8-
10 min/15 % A, 10-11 min/5 % A, 11-16 min/95 % A. Mass spectra were recorded on a G2-Si 
HDMS mass spectrometer (Waters) in High Definition MS (HDMS) positive ion mode. [Glu1]-
fibrinopeptide B (Waters) was used for lock-mass correction. Undeuterated samples of 
CraCRY were prepared similarly emplying undeuterated buffer (10 mM Tris, 100 mM 
sodium chloride, pH 7.8). Here, mass spectra were acquired in Enhanced High Definition MS 
(HDMSE) positive ion mode28,30. Between samples, the immobilized pepsin was washed 
three times with 80 μl of 4% (v/v) acetonitrile and 0.5 M guanidine hydrochloride. All 
measurements were performed in triplicates. Peptide identification and assignement of 
deuterium incorporation was done using the PLGS and DynamX 3.0 softwares (Waters), 
respectively, as described elsewhere31,32. Statistically significant changes in deuterium 
uptake were certified by using a two-sided t-test with a 98 % confidence interval (SI-S5/S7). 
The resulting differences in deuterium uptake were mapped onto the CraCRY∆CTE structure 
(PDB: 6FN0) and figures were created using PYMOL 2.0.6 (DeLano Scientific). 
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Figure 1: Analytical size exclusion of CraCRY-∆CTE (a) and WT (b). In both cases most (80-97%) of the 
protein sample elute in the monomeric state.  c) UV/Vis measurement of CraCRY WT treated 
with blue light (BL) and different concentrations of dithiothreitol (DTT) or tris(2-
carboxyethyl)-phosphine (TCEP). The FAD cofactor was reduced to FADH− under all conditions 
(except only BL), but in the sample treated with 12.5 mM DTT less degradation can be 
observed. b) Difference spectra of the photoreduction of CraCRY with 12.5 mM DTT and 
30 min BL as well as reoxidation of FADH− in- and outside the light chamber. After 18 h the 
sample outside the light chamber entirely reoxidized to FADOX (red line), whereas the sample 
inside the chamber 70 % remains in the FADH− state with some contributions from FADH°  
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Figure 2: Selected heat maps of the relative fractional deuterium uptake of CraCRY-WT minus 
CraCRY∆CTE. The relative uptake of the FADOX state at 10 s was mapped onto the CraCRY∆CTE 
structure (PDB: 5ZM0). Blue sections correlate with a higher deuterium uptake in the ∆CTE variant 
than in WT, while red correlates with a higher uptake in full-length CraCRY. For the black segments 
no peptides could be assigned by HDX-MS analyses. Changes were observed for the linker between 
the N- and C-terminal domains and for a helix bundle in the C-terminal domain (α10 to α13) that is 
exposed at the protein surface. This correlates to a higher flexibility or solvent accessibility of these 
regions in the WT.   
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Figure 3: Closer view on the DNA binding site of CraCRY (PDB: 6FN0). (a) Here, the (6-4) damaged 
DNA (blue) is bound to the enzyme and the two catalytic histidines (green) are shown. (b) Q291 and 
K237 play a crucial role in DNA binding and are highly conserved (marked with *) as shown in the 
WebLogo that was generated from a multiple sequence alignment of animal-like 
cryptochromes(142). Both residues are located on a stretch with high deuterium uptake in the WT. 
(c) The overall binding mode of the dsDNA shows no significant differences between CraCRY-WT and 
CraCRY∆CTE comparing HDX analysis without DNA.  
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Figure 4: Relative fractional deuterium uptake at 10 s of the reduced (FADH−) minus the oxidized 
(FADOX) states of (a) CraCRY-WT and (b) truncated CraCRY∆CTE, both are mapped onto the 
CraCRY∆CTE structure (PDB: 5ZM0). A highly significant difference can be observed in a loop region 
close to the C-terminal helix α22. c) The shown loop (300 – 326) presenting the distal tryptophan, 
W322, is part of the highly conserved Trp triad in photolyases and cryptochromes. W322 is flanked 
by the polar residues D323 and D321, which form a network of hydrogen bond interactions with the 
basic residues R485 and R492 from the C-terminal α22 helix.  This charged network shields the distal 
electron donor of the electron transfer cascade, Y373, from exposure at the protein surface. The 
320-326 loop exhibits a higher deuterium uptake in the reduced state, which correlates with higher 
flexibility. We suggest that the tight interaction between D323/D321 and R485/R492 gets disrupted 
upon formation of the Y373° radical, so that the α22 helix loses conformational restraint by 
interaction with the PHR.  
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Figure 5: Model of the structural movement in CraCRY from the fully oxidized to the hydroquinone 
state of the FAD based on the HDX data. In between, the neutral semiquinone state is forming 
(FADH°), but we have no structural information concerning this. In the shown model, the C-terminal 
extension (CTE, red) is located over the protein surface and is partly structured. We propose that an 
unknown signaling partner X (light blue) can bind to CraCRY during the night, when it is located over 
the whole cell body. During the day, the hydroquinone state is forming (FADH−). Because of the 
radical pair formation [Y373° and FADH-°] during photoreduction, the H-bond network between α22, 
D323 and D321 is disrupted which leads to a movement of the helix and therefore a change in the 
CTE. The structured region in the CTE gets unfolded and factor X is getting released.  
 
  




SI-S1 UV/Vis absorption spectra of the samples before analytical size exclusion. 
 
 
SI-S2 Analytical size exclusion of CraCRY. Apparent mass was calculated in use of the calibration 
curve (y=-0.15642x+3.29765). Distribution between monomer and dimer were done by using the 
molecular mass (MM) of CraCRY WT (66.3 kDa) and ∆CTE (57.7 kDa). Ratios between 0.5 and 1.5 are 
indicating that the protein is a monomer and above 1.5 the protein is probably in a dimeric state. 
%Dimer was calculated by adding up the peak integrals and calculating the percentage of the 

















450nm v  370nm 
/%Dimer
280nm 
∆CTE         
dark 8.48 9.63 93.6 61.8 4.4 0 0 0 
30 min 
BL 
8.40 9.53 96.3 64.1 17.5 5.5 0 0.31 
BL+RL 8.59 9.66 90.0 61.2 21.6 0 17.8 0.82 
DTT+BL 8.51 9.66 92.6 61.2 6.6 0 0 0 
         
WT         
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dark 8.05 8.60 109.3 89.6 3.7 0 0 0 
30 min 
BL 
8.10 8.60 107.3 89.6 11.0 16.0 0 1.45 
BL+RL 8.08 8.64 108.1 88.3 16.5 0 38.0 2.30 
DTT+BL 8.10 8.70 107.3 86.5 4.1 0 0 0 
 
SI-S3 a) Schematic representation of the light chamber we designed. P1, P2 and P3 are positions of 
different sample holders, which can be illuminated with three different wavelengths. The 2600 mAh 
battery can be charged via miniUSB. b) Picture of the light chamber. It works completely 
independently and fits perfectly in the two arm robotic autosampler system (LEAP Technologies). c) 
Diagram of the position of the switches to activate the different LEDs. The illumination interval can 
be regulated over button 5. 
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SI-S4 Selected HDX peptides with raw values and standard deviations (SD). Mean relative uptake for 
WT and ∆CTE for an incubation time of 10 s as well as the percentage uptake. 
Start End MaxD Protein State Uptake /Da Uptake SD /Da Uptake /% 
47 59 12 ∆CTE FADOX 3.6 0.1 0.83 
47 59 12 ∆CTE FADH− 3.6 0.0 0.15 
47 59 12 WT FADOX 4.5 0.1 2.37 
47 59 12 WT FADH− 4.4 0.1 1.82 
184 202 15 ∆CTE FADOX 5.3 0.1 0.48 
184 202 15 ∆CTE FADH− 5.3 0.0 0.63 
184 202 15 WT FADOX 5.7 0.0 2.52 
184 202 15 WT FADH− 5.7 0.0 2.43 
199 211 10 ∆CTE FADOX 3.0 0.0 0.82 
199 211 10 ∆CTE FADH− 3.0 0.0 1.93 
199 211 10 WT FADOX 3.7 0.0 3.65 
199 211 10 WT FADH− 3.6 0.0 4.85 
223 234 10 ∆CTE FADOX 1.6 0.0 0.38 
223 234 10 ∆CTE FADH− 1.7 0.1 0.30 
223 234 10 WT FADOX 3.1 0.0 2.45 
223 234 10 WT FADH− 3.0 0.1 1.96 
235 244 7 ∆CTE FADOX 0.7 0.1 0.84 
235 244 7 ∆CTE FADH− 0.6 0.0 2.69 
235 244 7 WT FADOX 2.1 0.1 3.04 
235 244 7 WT FADH− 2.1 0.0 8.94 
245 250 4 ∆CTE FADOX 1.1 0.0 1.13 
245 250 4 ∆CTE FADH− 1.1 0.0 2.51 
245 250 4 WT FADOX 1.5 0.0 2.49 
245 250 4 WT FADH− 1.6 0.0 8.39 
245 259 12 ∆CTE FADOX 1.5 0.1 0.41 
245 259 12 ∆CTE FADH− 1.5 0.0 1.56 
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245 259 12 WT FADOX 3.1 0.0 2.66 
245 259 12 WT FADH− 3.1 0.0 3.99 
272 293 18 ∆CTE FADOX 2.1 0.0 0.64 
272 293 18 ∆CTE FADH− 2.2 0.0 1.84 
272 293 18 WT FADOX 4.8 0.1 2.34 
272 293 18 WT FADH− 4.8 0.1 5.75 
299 317 16 ∆CTE FADOX 2.1 0.0 1.25 
299 317 16 ∆CTE FADH− 2.9 0.0 0.86 
299 317 16 WT FADOX 2.2 0.0 1.86 
299 317 16 WT FADH− 2.7 0.1 3.00 
318 328 9 ∆CTE FADOX 1.8 0.1 0.56 
318 328 9 ∆CTE FADH− 2.1 0.1 0.54 
318 328 9 WT FADOX 1.9 0.0 2.44 
318 328 9 WT FADH− 2.0 0.0 2.23 
399 404 5 ∆CTE FADOX 0.6 0.0 0.71 
399 404 5 ∆CTE FADH− 0.9 0.0 3.82 
399 404 5 WT FADOX 0.4 0.0 3.94 
399 404 5 WT FADH− 0.5 0.0 9.73 
 
SI-S5 Statistically significant changes in deuterium uptake from selected peptides between ∆CTE and 
WT were certified by using a two-sided t-test with a 98 % (|t|>1.94).  
Start End Protein State s2 s t Significant? 
47 59 ∆CTE FADOX 
7.29∙10-3 8.54∙10-2 -11.9 + 
47 59 WT FADOX 
47 59 ∆CTE FADH− 
2.56∙10-3 5.06∙10-2 -19.4 + 
47 59 WT FADH− 
184 202 ∆CTE FADOX 
1.73∙10-3 4.16∙10-2 -13.8 + 
184 202 WT FADOX 
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184 202 ∆CTE FADH− 
1.12∙10-3 3.35∙10-2 -14.6 + 
184 202 WT FADH− 
199 211 ∆CTE FADOX 
1.09∙10-4 1.04∙10-2 -79.9 + 
199 211 WT FADOX 
199 211 ∆CTE FADH− 
8.94∙10-4 2.99∙10-2 -25.8 + 
199 211 WT FADH− 
223 234 ∆CTE FADOX 
5.51∙10-4 2.35∙10-2 -76.2 + 
223 234 WT FADOX 
223 234 ∆CTE FADH− 
2.95∙10-3 5.43∙10-2 -30.4 + 
223 234 WT FADH− 
235 244 ∆CTE FADOX 
3.28∙10-3 5.73∙10-2 -30.0 + 
235 244 WT FADOX 
235 244 ∆CTE FADH− 
9.15∙10-4 3.02∙10-2 -60.6 + 
235 244 WT FADH− 
245 250 ∆CTE FADOX 
5.99∙10-4 2.45∙10-2 -21.0 + 
245 250 WT FADOX 
245 250 ∆CTE FADH− 
2.42∙10-4 1.56∙10-2 -35.4 + 
245 250 WT FADH− 
245 259 ∆CTE FADOX 
3.80∙10-3 6.16∙10-2 -33.0 + 
245 259 WT FADOX 
245 259 ∆CTE FADH− 
1.36∙10-3 3.68∙10-2 -53.2 + 
245 259 WT FADH− 
272 293 ∆CTE FADOX 
2.71∙10-3 5.21∙10-2 -63.5 + 
272 293 WT FADOX 
272 293 ∆CTE FADH− 
2.01∙10-3 4.48∙10-2 -70.5 + 
272 293 WT FADH− 
299 317 ∆CTE FADOX 
6.89∙10-4 2.62∙10-2 -7.47 + 
299 317 WT FADOX 
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299 317 ∆CTE FADH− 
2.56∙10-3 5.05∙10-2 5.82 + 
299 317 WT FADH− 
318 328 ∆CTE FADOX 
3.14∙10-3 5.60∙10-2 -1.75 - 
318 328 WT FADOX 
318 328 ∆CTE FADH− 
2.21∙10-3 4.70∙10-2 1.56 - 
318 328 WT FADH− 
399 404 ∆CTE FADOX 
5.06∙10-4 2.25∙10-2 11.8 + 
399 404 WT FADOX 
399 404 ∆CTE FADH− 
7.10∙10-4 2.66∙10-2 18.0 + 
399 404 WT FADH− 
 
SI-S6 Difference map of the relative fractional uptake for the FADOX (dark) state WT minus ∆CTE.  
Selected peptides were marked with either a plus (|t|>1.94) or minus (|t|<1.94).  
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SI-S7 Statistically significant changes in deuterium uptake from selected peptides between FADOX 
and FADH− were certified by using a two-sided t-test with a 98 % (|t|>1.94).  
Start End Protein State s2 s t Significant? 
47 59 ∆CTE FADOX 3.08∙10
-3 5.55∙10-2 0.88 - 
47 59 ∆CTE FADH− 
47 59 WT FADOX 6.78∙10
-3 8.23∙10-2 1.04 - 
47 59 WT FADH− 
184 202 ∆CTE FADOX 1.50∙10
-3 3.87∙10-2 -1.27 - 
184 202 ∆CTE FADH− 
184 202 WT FADOX 1.36∙10
-3 3.68∙10-2 0.10 - 
184 202 WT FADH− 
199 211 ∆CTE FADOX 6.97∙10
-5 8.35∙10-3 4.40 + 
199 211 ∆CTE FADH− 
199 211 WT FADOX 9.33∙10
-4 3.05∙10-2 3.21 + 
199 211 WT FADH− 
223 234 ∆CTE FADOX 1.69∙10
-3 4.11∙10-2 -2.38 + 
223 234 ∆CTE FADH− 
223 234 WT FADOX 1.81∙10
-3 4.25∙10-2 0.86 - 
223 234 WT FADH− 
235 244 ∆CTE FADOX 1.86∙10
-3 4.31∙10-2 1.51 - 
235 244 ∆CTE FADH− 
235 244 WT FADOX 2.34∙10
-3 4.84∙10-2 -1.01 - 
235 244 WT FADH− 
245 250 ∆CTE FADOX 4.06∙10
-4 2.02∙10-2 0.61 - 
245 250 ∆CTE FADH− 
245 250 WT FADOX 4.35∙10
-4 2.09∙10-2 -1.17 - 
245 250 WT FADH− 
245 259 ∆CTE FADOX 4.16∙10
-3 6.45∙10-2 -0.76 - 
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245 259 ∆CTE FADH− 
245 259 WT FADOX 9.87∙10
-4 3.14∙10-2 0.78 - 
245 259 WT FADH− 
272 293 ∆CTE FADOX 1.01∙10
-3 3.17∙10-2 -2.70 + 
272 293 ∆CTE FADH− 
272 293 WT FADOX 3.72∙10
-3 6.10∙10-2 1.00 - 
272 293 WT FADH− 
299 317 ∆CTE FADOX 1.12∙10
-3 3.35∙10-2 -29.6 + 
299 317 ∆CTE FADH− 
299 317 WT FADOX 2.12∙10
-3 4.61∙10-2 -10.9 + 
299 317 WT FADH− 
318 328 ∆CTE FADOX 3.70∙10
-3 6.08∙10-2 -5.44 + 
318 328 ∆CTE FADH− 
318 328 WT FADOX 1.65∙10
-3 4.07∙10-2 -3.92 + 
318 328 WT FADH− 
399 404 ∆CTE FADOX 1.04∙10
-3 3.22∙10-2 -11.9 + 
399 404 ∆CTE FADH− 
399 404 WT FADOX 1.77∙10
-4 1.33∙10-2 -12.7 + 
399 404 WT FADH− 
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SI-S8 Difference map of the relative fractional uptake for ∆CTE (∆496) FADH− (light) minus FADOX 
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4.6 The FAD observed by TR-SFX 
This research is part of the cooperation between the Philipps University Marburg 
(Germany), the Academia Sinica Taipei (Taiwan), the Osaka University (Japan) and the RIKEN 
Harima Institute (Hyogo Prefecture, Japan). Authors are Manuel Maestre-Reyna, Cheng-Han 
Yang, Wei-Cheng Huang, Eka Putra Gusti Ngurah Putu, Sophie Franz-Badur, Wen-Jin Wu, 
Hsiang-Yi Wu, Po-Hsun Wang, Jiahn-Haur Liao, Cheng-Chung Lee, Kai-Fa Huang, Yao-Kai 
Chang, Jui-Hung Weng, Michihiro Sugahara, Shigeki Owada, Yasumasa Joti, Rie Tanaka, 
Kensuke Tono, Eriko Nango, Stephan Kiontke, Junpei Yamamoto, So Iwata, Lars-Oliver 
Essen*, Yoshitaka Bessho*, Ming-Daw Tsai*. Serial femtosecond X-ray dissection of 
photolyase FAD structure tuning by an electrostatic gate (submitted 2018). 
Summary 
During the course of time resolved experiments with MmCPDII we could observe the 
conformation of FAD in different oxidation states. The structures published so far are 
showing the FAD in an ill-defined state as X-rays at 100 K already trigger the photoreduction 
of the cofactor. In this study, we combine damage free TR-SFX under anaerobic conditions, 
in crystallo UV/Vis spectroscopy and molecular dynamics simulation to show and analyse 
structures of the oxidized, semiquinone and hydroquinone states of the photolyase. The 
structures reveal a quasi-planar isoalloxazine ring in the oxidized state, whereas the 
hydroquinone state exhibits a strong buckling of the ring along the N10-N5 axis. The 
semiquinone FAD demonstrates a longitudinally twist of the isoalloxazine ring as well as a 
rotation of Asn403 in close proximity to the FAD N5 atom. These results are reflected in the 
accompanying MD simulations. Surprisingly, the most prominent change in the surrounding 
area of the isoalloxazine ring is not the flip of Asn403, but an alteration of a salt-bridge 
between Arg378 and Asp409. This salt-bridge acts as electrostatic gate which is closed in 
the oxidized state, forcing the FAD into a fully planar conformation. In the reduced 
structure, the gate is open or weakened, allowing Arg378 to stabilize the reduced 
isoalloxazine moiety. Although this salt bridge is fully conserved in the CPF, it has never 
been identified before as key player in the mechanism of photoreduction.  




M. Maestre-Reyna, S. Iwata, L.-O. Essen, Y. Bessho and M.-D. Tsai conceived the research 
and designed experiments. M. Maestre-Reyna, Y. Joti, E. Nango, S. Kiontke, L.-O. Essen, and 
M.-D. Tsai analyzed the data. M. Maestre-Reyna and C.-H. Yang performed MD simulations 
and analyzed them. M. Maestre-Reyna, W.-C. Huang, E. P. G. N. Putu, S. Franz-Badur, W.-J. 
Weng, H.-Y. Wu, Po.-Hsun Wang, J.-H. Liao, C.-C. Lee, K.-F. Huang, Y.-K. Chang, J.-H. Weng, 
M. Sugahara, S. Owada, R. Tanaka, K. Tono, J. Yamamoto, and L.-O. Essen performed 
experiments. M. Maestre-Reyna, L.-O. Essen, Y. Bessho, and M.-D. Tsai wrote the 
manuscript. 
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DNA photolyases catalyze two ultrafast, blue light-dependent reactions: DNA repair 
and photoreduction. However, as these reactions are also induced by X-rays, the FAD 
containing active site is ill-defined in previous photolyase structures, leaving the mechanism 
of photoreduction unclear. By combining radiation damage-free serial femtosecond 
crystallography, data collection under controlled reductive conditions, in crystallo 
spectroscopy, and molecular dynamics simulation, we now show the undisturbed structures 
of a photolyase in the three stages of its photoreactive FAD co-factor, i.e. its oxidized, 
radical, and fully reduced states. We find differences to reported photolyase structures due 
to structural changes underlying light-driven FAD reduction, including a strictly conserved 
arginine-aspartate pair that is adjacent to the FAD chromophore and acts as an electrostatic 
gate. We show that this Arg-Asp gate modulates the flavin’s geometry and redox potential, 
and propose that this is a common mechanism for priming the flavin for light-driven DNA 
repair in photolyases and signaling by cryptochromes. 
One Sentence Summary: Free electron laser X-ray uncovers an electrostatic gate that tunes 
FAD geometry and photoreduction activity of photolyase. 
Main Text:  
DNA photolyases are one of only four types of light-driven enzymes to have been 
characterized (1). Along with cryptochromes, they form the photolyase-cryptochrome 
family (PCF) (2), which is ubiquitous in all domains of life (3) and involved in a wide variety 
of functions including DNA repair by photolyases, circadian clock regulation, and even 
magnetoreception by cryptochromes(4). PCF members adopt a common, highly conserved 
two-domain topology (2,4-7), with a uniquely U-shaped, catalytic flavin adenine 
dinucleotide (FAD) cofactor bound to the C-terminal domain (6). As a central feature of the 
PCF, the catalytic FAD chromophore is activated by light, and participates in one or two one-
electron transfer steps, yielding respectively the radical semiquinone (FAD•- or FADH•) or 
the fully reduced, deprotonated hydroquinone state (FADH-) (Fig. 1A) (8). Furthermore, the 
heteroaromatic, chromogenic isoalloxazine moiety (8) confers the redox-dependent 
spectroscopic properties of the FAD cofactor (9). Upon excitation of the 
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oxidized/semiquinone cofactor by blue light (FAD*/FADH•*), an intramolecular chain of 
aromatic residues donates one electron to the flavin, leading to FADH•/FADH- and an 
oxidized, solvent-exposed, tryptophanyl or tyrosyl radical (Ar•) (10-12). In most 
cryptochromes, transient formation of the semiquinone/Ar• radical pair constitutes the 
photoreceptor’s signaling state and causes its magnetic field susceptibility (Fig. 1A) (4). 
Conversely, in bifunctional cryptochromes and photolyases, where only the fully reduced 
FADH- is catalytically active (Fig. 1A) (4), subsequent reduction of Ar• by external reducing 
agents renders the intramolecular electron transfer permanent (13). 
Theoretical studies have shown that the isoalloxazine geometry is expected to 
undergo redox-dependent changes. In the oxidized and semiquinone states, it is planar, 
although flexibility is increased in the latter (14, 15). In the hydroquinone state, it buckles 
along the N5 to N10 axis, resulting in 10° to 28° deviation from planarity in solution (15-17), 
but -34° to 34° when bound to protein (18). Previous crystallographic studies of photolyase 
structures failed to provide undistorted views of the FAD chromophore, as X-ray irradiation 
causes unwanted reduction of the flavin’s isoalloxazine moiety in photolyases, even under 
cryogenic conditions (5, 6, 19). Accordingly, all available structures of photolyases including 
the highly related cryptochromes are compromised by showcasing a mixed redox status, in 
which different proportions of each state (FAD, FADH• and FADH-) coexist (5, 6, 20, 21). 
Furthermore, as cryo-conditions severely hamper protein motion, it remains unclear 
whether the protein environment surrounding the cofactor, as determined in previous 
studies, fully represents the PCF’s native mode of FAD binding. 
We collected X-ray diffraction data from the Methanosarcina mazei class II CPD 
photolyase (MmCPDII) in its three redox states via radiation damage-free serial 
femtosecond crystallography (DF-SFX) at the Spring-8 Angstrom Compact free electron 
Laser (SACLA). In crystallo UV/VIS spectroscopy allowed us to establish FAD and FADH- 
occupancies of higher than 99%, while the semiquinone state adopted an FADH•/FADox 
composition of 2:1 (65% FADH• occupancy, Fig. S1A). Isomorphous difference electron 
density maps (IDEDM) (22) were used to compare the different redox states, i.e. IDEDMOS 
were calculated from |Fobs|FAD−|Fobs|FADH•, IDEDMSH from |Fobs|FADH•−|Fobs|FADHˉ, and 
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IDEDMOH from |Fobs|FAD−|Fobs|FADHˉ coefficients. The observed experimental changes were 
then further analyzed via molecular dynamics simulations (MD), as well as quantum 
mechanical calculations. 
The undistorted MmCPDII structures, refined at 2.1, 2.7, and 2.3 Å resolution for the 
oxidized, semiquinone, and hydroquinone states, respectively (Table S1), reveal the 
characteristic PCF fold with its two-domain topology (Fig. 1B and Fig. S1B). In terms of the 
apoprotein, RMSD deviations were below 0.15 Å for all pair-wise combinations for 433 
common Cα atoms and only very few significant IDEDM peaks could be found outside the 
FAD binding site (Fig. 1B). This invariance of the global MmCPDII structure is additionally 
mirrored by very low overall atomic fluctuations in our 60 ns MD production trajectories 
(trajectory RMSDs of 1.01, 1.17, and 1.22 Å, respectively). A serendipitous marker for 
MmCPDII’s redox state is represented by a DTT molecule in the active site (Fig. S1C), 
because high DTT concentrations were required to generate both the semiquinone and 
hydroquinone states in crystalline samples, while no DTT was added during sample 
preparation under oxidizing conditions. Accordingly, in the oxidized state the DTT site 
remains unoccupied, providing a good benchmark for our IDEDM calculations (8.4 and 7.2 
σ-contour peaks for IDEDMOS, and IDEDMOH, respectively). In conclusion, our structures and 
simulations agree with previous studies (23), which stated that, due to the overall rigidity of 
the PCF two-domain topology, no large scale, redox-dependent structural changes are to be 
expected. Nevertheless, the statistical weight conferred by SFX allowed us to achieve a high 
degree of crystal isomorphism between states, overcoming the significant, and well known, 
photolyase crystal variability (24). 
A different scenario is represented by the binding site of the FAD cofactor, where 
significant IDEDMOS, IDEDMSH and IDEDMOH peaks could be unambiguously delineated (Fig. 
1B). For monitoring the noise level, each experimental data set was split into two control 
subsets to derive corresponding IDEDM (Fig. S2), which showed little noise. Thus, IDEDM 
peaks in Fig. 1B indicate changes in the active site structure upon light-driven redox change. 
Based on the comparison between the active site structures of the oxidized and reduced 
states (Fig. 2A), some residues are almost unaffected, e.g. Trp381, the closest tryptophan of 
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the intramolecular electron transfer chain of class II photolyases and acting as the primary 
electron donor during the photoreduction reaction. However, local conformational changes 
are observed for the isoalloxazine ring, the Asn403 side-chain, and the Arg378-Asp409 salt 
bridge. In the following sections we elaborate on how these differences were derived, and 
address the key roles they are expected to play in the mechanism of photoreduction of 
MmCPDII. 
Previously the different redox states of the FAD cofactor of photolyases could only 
be deduced by UV/Vis microspectroscopy. Since our MmCPDII structures are damage-free 
structures, the isoalloxazine dihedral angles ρC and ρN (Fig. 2B) mirroring buckling and 
twisting could be determined for each state. A multiple refinement approach 
(Supplementary material and methods, Tables S2-4, Fig. S3A and S4) led us to fit the 
oxidized FAD structure by a quasi-planar isoalloxazine ring showing minor ρC and ρN 
distortion parameters of -2.0° and -2.1°, respectively (Fig. 2C, Table 1, Fig. S3B). The data for 
the semiquinone FADH• yielded a longitudinally twisted isoalloxazine system with moderate 
planarity deviations of ρC = -6.1° and ρN = -5.1° (Fig. 2D, Table 1), whereas the hydroquinone 
isoalloxazine indicative of FADH- buckled strongly along the N5-N10 axis, with ρC = -14.3° 
and ρN = -14.5° (Fig. 2E, Table 1). Furthermore, very significant peaks (σ level > 4) could be 
identified in the corresponding IDEDM within the van-der-Waals radius of the FAD cofactor 
(Fig. 2D and E). Although the IDEDMOS and IDEDMOH peaks are comparable in position, the 
latter is more pronounced than the former (8.0 and 8.7 σ peaks, overview in Fig. 1B, in 
detail in Fig. 2D and E, respectively). In both cases, the IDEDM indicate a movement of the 
N5 nitrogen out of the isoalloxazine plane, which is consistent with the FADH• twist in the 
extrapolated model (Fig. 2D) and the FADH- buckling (Fig. 2E). The twist in the former is 
representative of an expanded conformational space (Fig. S3C), and had been proposed to 
significantly contribute to the rapid relaxation of the photoexcited semiquinone during the 
photocycle of cryptochromes (8, 14). However, these studies were limited to theoretical 
calculations resulting from the interpretation of kinetic data, as PCF semiquinone structures 
had been impossible to obtain before. 
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The residue that forms the H-bond with the N5-nitrogen of FAD’s isoalloxazine is the 
key factor for the different photochemistries of photolyases and cryptochromes. In 
photolyases it is an asparagine, e.g. Asn403 in MmCPDII, whereas plant and animal 
cryptochromes, which lack further photoreduction from their semiquinoid FADH• and FAD•- 
states, harbor here an aspartate or cysteine instead (4). Accordingly, the N403D mutant of 
MmCPDII and the N378D variant of the class I photolyase from Escherichia coli (EcCPDI) fail 
to photoreduce further from their radical states (5, 25). FTIR spectroscopic studies on 
EcCPDI showed that its asparagine interacts in a redox-state dependent manner with the 
FAD N5 atom (26). Given the X-ray mediated reduction  of the FAD chromophore during 
data collection (5, 27), no changes of the conformation of the conserved asparagine side 
chains could be derived from previous studies of photolyase structures. Here, we could 
characterize such changes, with the oxidized state closely resembling previously published 
data (5), as the Asn403 Nδ and Oδ atoms are roughly equidistant from the FAD N5 atom 
(3.7 and 3.3 Å, respectively, Table 1, Fig 2C). In the refined semiquinone structure IDEDMOS 
peaks are consistent with a swivel of the Asn403 side-chain, with the Oδ atom approaching 
the FADH• N5, thus becoming proximal, whereas Nδ moves to a distal position with 
distances of 2.7 and 4.1 Å, respectively (Fig. 2D). In contrast, in the hydroquinone state only 
a single negative IDEDMOH peak appears around the Asn403 distal δ-atom (Fig. 2E), which 
we refined as the Nδ atom, while the entirety of the side-chain shows increased thermal 
motion. The resulting structure is somewhat in-between the semiquinone and oxidized 
states, with Asn403 δ-atom distances being 3.1 and 4.0 Å for Oδ and Nδ, respectively (Fig. 
2E, Table 1). The behavior of Asn403 in the refined structures is faithfully reflected in our 
MD simulations (Fig. S5, Table 1), including the swiveling motion of the Asn403 side-chain. 
Therefore, redox-dependent structural changes within the FAD cofactor appear to be 
stabilized to varying degrees by Asn403 as suggested by spectroscopic studies (26), and now 
being demonstrated by DF-SFX. 
The most prominent change in the IDEDM peak intensities in immediate vicinity of 
the isoalloxazine ring is not, however, the swivel of the Asn403 side-chain, but one involving 
the end-on symmetric salt bridge (28) between Arg378 and Asp409 (Figs. 2A, 3A). Around 
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Arg378, IDEDMsemi shows a very strong positive peak proximal to the isoalloxazine ring and 
a negative peak in distal location (σ peak levels: 6.8 and -5.0, respectively, Fig. 3B). This 
clearly indicates that Arg378 recedes and/or rotates during the FAD→FADH• step of 
photoreduction in MmCPDII. Furthermore, in IDEDMOH corresponding to the two-step 
FAD→FADH- transition, these peaks show an even stronger difference between the two 
states (6.4 and -6.0, Fig. 3C), and are accompanied by similar, albeit weaker, peaks 
surrounding Asp409 (3.8 and -5.0, Table 1).  
The refined models show that, in the oxidized state, Arg378 interacts strongly with 
the almost coplanar Asp409 carboxylate via two H-bonds from the former’s η-nitrogens, 
Nη1 and Nη2. In this end-on interaction the proximal Nη1 of Arg378 approaches the 
isoalloxazine ring (Fig. 3A, Table 1). Quantum mechanical calculations of the 
isoalloxazine/Arg378-Asp409 salt bridge system revealed that there is significant charge 
transfer between this doubly H-bonded salt bridge and the isoalloxazine, with the latter 
attaining a partial negative charge (isoalloxazine Δq = -0.07, Table S5). Accordingly, in our 
MD simulations of the oxidized state, the experimentally observed ρN and ρC values were 
often achieved, but only when Arg378 was within charge transfer distance (Table S5, Fig. 
S3B). Meanwhile, in the FADH• state, Arg378 recedes away from the isoalloxazine ring, 
while flipping the orientation of the guanidinium group, which causes equidistance of the 
proximal Nη2 and Nε atoms to the N5 atom of the isoalloxazine (3.9 Å, Fig. 3B). Additionally, 
the interaction between Arg378 and Asp409 is now twisted, as the distal Arg378 Nη1 is 
swiveled 3.7 Å away from the nearest Asp409 Oδ2 oxygen, whereas the Nη2 forms a tight 
H-bond with Oδ1 (2.6 Å). 
Upon further photoreduction to the fully reduced FADH- state, the Arg378 
guanidinium group stays flipped, but further approaches the isoalloxazine ring (Fig. 3C, 
Table 1). Arg378 Nε becomes now the main interaction partner with the N5 nitrogen of 
FADH- with a distance of 3.3 Å (FAD: 4.8 Å; FADH•: 3.9 Å), while the isoalloxazine’s proximal 
Nη2 atom remains close. As with the semiquinone state, the distal Arg378 Nη1 atom shifts 
away from Asp409. Under these conditions, no charge transfer between the salt bridge and 
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the isoalloxazine could be predicted from QM calculations of the hydroquinone state 
(isoalloxazine Δq = 0, Table S5).  
Although our data leave no doubt regarding the Arg378-Asp409 pair swiveling, the 
base for the underlying molecular trigger of the conformational change is not immediately 
evident. Clearly, the photoreduction of the nearby isoalloxazine system and its change of 
conformation and charge distribution must play a key role. Quantum-mechanical studies on 
Arg-Asp side chain pairs and arginine dimers showed that the nature of guanidinium-
carboxylate group interactions highly depends on the electrostatic environment, as the 
energy difference between an ionic salt-bridge and a neutral, hydrogen bonded Arg-Asp 
pair can be relatively low, with a few kcal/mol (29, 30). Our quantum mechanical dipole 
moment calculations of the FAD isoalloxazine system, as derived from the oxidized and fully 
reduced MmCPDII DF-SFX structures, revealed that the dipole moment increases by two 
orders of magnitude (10.9 vs. 531.7 D). Deconvolution of the dipole moment into its main 
components clearly indicates that the in plane component acting colinearly on the Arg378-
Asp409 pair gets reversed between the two states (Fig 4A), with a partial negative charge 
attracting the Nε-Hε group of Arg378 towards the reduced tricyclic system. By this, the 
reduced isoalloxazine co-planar component tends to separate the Arg-Asp pair by exposing 
Arg378 to its δ+ end, while Asp409 to δ-, encouraging proton transfer and/or repulsion (Fig. 
4A). Most interestingly, the isoalloxazine conformation in the observed hydroquinone state 
can only be modeled by running a set of MD simulations where both Arg378 and Asp409 
were set to the uncharged protonation states, i. e. proton transfer from cationic Arg378 to 
anionic Asp409 was assumed to have happened. In the presence of a singly H-bonded Arg-
Asp pair, which corresponds to a twisted conformation of the guanidinium-carboxylate pair 
of Arg378-Asp409, the ρN and ρC values for the isoalloxazine moiety closely reproduce the 
experimentally observed parameters (Fig. 3D, Table 1). However, when setting the Arg378-
Asp409 pair to a conventional salt bridge during MD simulation, very strong over-buckling 
takes place (Fig 2E, Fig. S3D).  
Only three of 446 non-redundant class II photolyase sequences (cut-off for sequence 
identity: 90%) lack the Arg378 counterpart by harboring instead an uncharged residue, e.g. 
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the blind fish Astyanax medicago (Uniprot entry: W5K2W8; I425). Interestingly, in several 
Plasmodium species, e.g. P. malariae (A0A1A8X734; K697), but not P. falciparum, the 
arginine is exchanged by a lysine. In MmCPDII the corresponding conservative R378K 
mutation resulted in low levels of bound FAD uptake as compared to the wild type (<20%, 
Fig. S6A), and a lack of general stability and ability for photoreduction (Fig. S6B). 
Accordingly, we propose that the profound changes in the electronic structure of FAD are 
strongly coupled to the Arg378-Asp409 pair, which transitions from a salt bridge-like 
character in the oxidized FAD state to a neutral H-bonded pair upon full photoreduction 
(Fig. 4B). Furthermore, the severe perturbation of the stability and function upon the 
conservative R378K mutation can also explain why the function of this highly conserved pair 
has never been reported previously. 
Taken together, our results suggest that, in the oxidized state, the Arg378-Asp409 
pair acts as a closed electrostatic gate by forming an end-on salt bridge for enforcing a non-
planar conformation of the oxidized cofactor. The isoalloxazine ring of flavin cofactors is 
known to be fully planar in the relaxed oxidized form. Given that isoalloxazine buckling is 
known to affect the redox potential (31), MmCPDII appears to bend the oxidized 
isoalloxazine ring slightly (Fig. 4B), likely to prime it for electron uptake during the 
FAD→FADH• photoreduction step. Conversely, in the catalytically competent FADH- state, 
the Arg378-Asp409 electrostatic gate is opened by adopting a twisted, neutral 
conformation, thus allowing the side-chain of Arg378 to stabilize the reduced isoalloxazine 
moiety (Fig. 4B). In this case, the buckling angles within the protein matrix are smaller than 
in solution, suggesting that the photolyase enforces the cofactor toward the oxidized form, 
most likely to prime it for light-driven forward electron transfer during DNA repair. 
By way of these subtle changes, the active site of a photolyases is capable of not 
only accommodating different flavin redox species, but also optimizing the site for its 
different enzymatic activities. By the very nature of the SFX technique, we were able to 
observe dynamics and conformational changes which are inaccessible to traditional protein 
crystallography methods, including the buckling angles of the bound FAD cofactor and the 
conformational change of Asn403 at each state. Most crucially, the results suggest that the 
147 4 Publications 
 
 
Arg378-Asp409 pair, which is fully conserved within the PCF, but its function has never been 
reported before, plays a central role in the mechanism of DNA photolyases as an 
electrostatic gate which senses and reacts to the overall redox status and geometry of the 
cofactor, thus tuning the catalytic activities of photolyases. We propose that this is a 
common mechanism for light-driven DNA repair by photolyases and for signalling by 
cryptochromes, and it remains to be seen whether neutral Arg-Asp pairs may also play 
crucial mechanistic roles in other biological systems.  
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Fig. 1. The three redox states of photolyases. (A) The tricyclic isoalloxazine moiety that is part of 
flavin-based cofactors is capable of accommodating three redox states in PCF members: oxidized 
(FAD, left), reduced by a single electron (semiquinone, FADH•, middle), and fully reduced by two 
electrons (hydroquinone, FADH-, right). The function of each of these states in photolyases (Ph) and 
cryptochromes (Cry) is highlighted. (B) Overall structures of the oxidized (left), semiquinone 
(middle), and fully reduced hydroquinone (right) states of MmCPDII. The N-terminal domain is 
depicted in blue, the catalytic C-terminal domain in green, and the DTT ligand in black. The IDEDMOS 
corresponding to the FAD→FADH• transition is superposed to the oxidized structure (left), IDEDMSH 
to the semiquinone structure (middle), and IDEDMOH to the hydroquinone structure (right). Positive 
and negative difference electron densities (green and red, respectively; contouring level: 4 σ) are 
almost exclusively located in the binding site of FAD (gold). 




Fig. 2. Redox-dependent conformational changes in the FAD binding site of the MmCPDII 
photolyase. (A) Stereo view of the superimposed active site structures of MmCPDII in the oxidized 
(grey) and hydroquinone state (green). Center-of-mass distances between the different elements of 
the site are highlighted by dotted lines. (B) Definition of dihedral angles ρC and ρN for describing 
redox-dependent changes of FAD including its atom nomenclature. ρC (orange) and ρN (green) values 
reflect the degree of buckling and twisting within the flavin’s isoalloxazine ring. In case of pure 
butterfly-like buckling, ρC equals ρN; unequal values of ρC and ρN indicate twisting of the isoalloxazine 
moiety. Negative ρ values indicate buckling towards the conserved Arg378-Asp409 pair, while 
positive values towards the hydrophobic surface of the α16 helix of MmCPDII. (C-E) DF-SFX shows 
prominent differences for the isoalloxazine moieties of the FAD cofactor as indicated by its ρC and ρN 
values in the oxidized (C), semiquinone (D), and hydroquinone (E) states (left panels), including a 
swivelling motion of the sidechain of Asn403 (right panel). Structures (stick representation) are 
surrounded by composite omit maps (blue; contouring level: 1σ) and their corresponding IDEDM 
(green: positive, red: negative peaks; contouring level: 4σ). The ranges of ρC and ρN values, as 
derived from MD simulation (table inlays showing minimum, maximum and median values) 
correlate very well with experimental SFX data for the oxidized and semiquinone data. Under the 
assumption of a closed electrostatic gate, i. e. salt bridge character of the Arg378-Asp409 pair, the 
simulation for the FADH- state produces an over-buckled isoalloxazine moiety, which can be 
corrected by opening the gate (see Fig. 3). 
  




Fig. 3. The redox-dependent interactions between the electrostatic gate formed by the Arg378-
Asp409 pair and the FAD isoalloxazine. (A-C) Close-up view of the isoalloxazine group (gold), Arg378 
and Asp409 (green) interaction network in the MmCPDII SFX structures in the oxidized (A), the 
semiquinone (B) and the hydroquinone (C) states. For comparison, (B) and (C) show the 
conformation of the oxidized MmCPDII structure (grey) as well; the composite omit and IDEDM 
maps are depicted as in Fig. 2. (D) Correlation between isoalloxazine buckling and isoalloxazine-
Arg378 interactions in the hydroquinone MD simulation assuming a neutral Arg378-Asp409 pair. In 
the 2D heat plot, a histogram of the available buckling conformational space for the simulation is 
shown (low occupancy in blue, highest occupancy in red). 95% confidence ellipses delineating the 
presence of close (less than 3.2 Å, red), intermediate (between 3.2 and 4 Å, green), and relaxed 
(more than 4 Å, yellow) isoalloxazine-Arg378 interactions reveal correlations between the strength 
of interaction, and the degree of buckling in the isoalloxazine ring. For comparison with oxidized and 
semiquinone state trajectories, as well as for the hydroquinone state, where a salt bridge is imposed 
instead for the Arg378-Asp409 pair, refer to Fig. S3B-D.  




Fig. 4. The isoalloxazine-electrostatic gate feedback loop. (A) Detail of the isoalloxazine moiety and 
the electrostatic gate in the oxidized (left) and fully reduced (right) states. The isoalloxazine dipole 
moment is shown for both states as a blue (δ+) to red (δ-) gradient arrow. The dipole moment was 
decomposed into a component normal to the isoalloxazine plane (red arrow) and a coplanar 
component that is collinear to the electrostatic gate formed by Arg378-Asp409 (green arrow). 
Vectors in the oxidized state are shown in a 1:10 scale, while in the fully reduced in a 1:100 scale. (B) 
Schematic view of the isoalloxazine (yellow for the observed conformation, dark blue for assuming a 
Arg378-Asp409 salt bridge) and electrostatic gate (blue and red) interactions. In the oxidized state 
(left) the weak dipole moment, as well as the direction of its principal components (green and red 
arrows) facilitate a double H-bonded salt bridge between the charged Arg378 and Asp409. In the 
reduced state (right) the highly increased dipole moment is reversed. Accordingly, the end-on salt 
bridge is disfavored, causing Arg378 to swivel under proton transfer to form a neutral Arg378-
Asp409 pair and interacting now in a side-on fashion with the isoalloxazine moiety. Accordingly, the 
observed buckling is less than expected in the presence of a charged Arg378-Asp409 pair (yellow vs. 
blue). 
  
155 4 Publications 
 
 
Table 1. Redox-dependent parameters for MmCPDII and its flavin co-factor in the different 
structures and simulations performed in this work. 














 Arg378 – Isoalloxazine 
Guanidinium-
Isoalloxazine 
4.2 3.7±0.2 4.2 4.2±0.2 4.0 4.8±0.3 
Nε-N5 4.8 3.7±0.2 3.9 4.6±0.2 3.3 3.5±0.2 
Nη proximal-
N5 
3.2 3.2±0.2 3.9 3.4±0.2 3.6 3.8±0.3 
 Asn403-Isoalloxazine  
Oδ-N5 3.3 4.1±0.3 2.7 5.8±0.3 3.1 7.5±0.6 
Nδ-N5 3.7 4.2±0.3 4.1 3.9±0.2 4.0 5.8±0.5 
Nδ-O4 2.9 3.0±0.2 2.8 2.9± 0.2 2.8 5.4±0.6 
 Arg378-Asp409  
Nη proximal -
Oδ proximal 
3.1 2.8±0.1 2.6 3.0±0.2 2.6 5.3±0.8 
Nη distal - Oδ 
distal 














ρC -2.0° -1.7±1.5° -6.1° -6.6±1.7° -14.3° -12.8±2.4° 
ρC MAR 
restraint 
-1.5±4.0° NA -3.6±5.9° NA -14.3±6.3° NA 
ρN -2.1° -2.7±1.5° -5.1° -5.3±1.6° -14.5° -12.3±2.5° 
ρN MAR 
restraint 
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Materials and Methods 
Protein production and purification 
Protein production and purification followed established guidelines (5). Briefly, Escherichia coli 
BL21(DE3) was transformed with a pET-28-based construct containing the MmCPDII gene (Genbank 
ID AAM30548.1). Protein was produced via autoinduction in TB medium at 25 °C, with yields above 
100 mg of protein per liter of culture. Cell pellets were resuspended in buffer (50 mM Phosphate 
buffer pH 8.0, 300 mM NaCl), and lysed. After removal of cell debris via a second centrifugation 
step, the supernatant was loaded into a self-packed 10 mL Nickel-NTA column, with protein eluted 
via addition of 250 mM imidazole to the running buffer. As a final polishing step, the protein was 
loaded onto a size exclusion chromatography column containing Superdex 200 material (GE life 
sciences) equilibrated with gel filtration buffer (10 mM Tris/Hcl pH 8.0, 100 mM NaCl). 
Site directed mutagenesis  
The MmCPDII R378K mutant was constructed by using the above mentioned construct as a template 
and a forward primer with sequence 5’- GCACGGTTACACG AAG ATGTACTGGGC-3’ and its 
complementary sequence as the reverse primer. Production and purification of the mutant took 
place as above. 
In solution photoreduction 
 MmCPDII wild type and its R378K counterpart were photoreduced by mixing a 10 mg/mL protein 
solution in gel filtration buffer with a 50 mM DTT solution in a 1:1 ratio. Samples were then exposed 
to a bright white light source for 30 minutes (Leica KD300), and centrifuged for 3 minutes at 18000 
g. UV/Vis spectra were then immediately taken in either a Nanodrop 1000 or a Nanodrop One C 
spectrophotometer (Thermo Scientific, Fig. S6B).  
Obtaining free FAD spectra 
Oxidized samples from the same stock as those used for photoreduction were boiled for 10 minutes 
at 99 °C, after which they were centrifuged for 3 minutes, 18000 g. Spectra were acquired as above 
(Fig. S6B).  
Analytical gel filtration 
Directly after preparative protein purification, both wild type and R378K samples were concentrated 
to 5 mg/mL. 10 µL of the concentrated protein sample was injected onto a 2.4 mL Superdex 200 
Increase 3.2/300 analytical size exclusion chromatography column (GE Healthcare). The run was 
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then monitored at both 280 and 450 nm. 50 µL fractions were collected during the run, and further 
analysed by SDS-PAGE (Fig. S6A).  
Protein crystallization and sample preparation 
Protein crystals were obtained by optimizing previously published conditions (5)(54)(54)(54). Here, a 
14 mg/mL MmCPDII solution was mixed in a 1:1 ratio with a crystallization solution (0.5-0.65 M 
Li2SO4, 10-15% (W/V) PEG8000). 20 µL aliquots of the crystallization mix were pipetted in 96-well 
ultra-clear u-bottom polystyrene microplates (Basic Life) under 100 µL Al’s oil (1:1 paraffin to 
silicone oil mix). The plates were then incubated at 4 °C for between 24 to 48 hours. Drops 
containing crystals smaller than 100 µm were finally harvested and concentrated by centrifugation 
at 6000 g for 6 minutes. For obtaining a fully oxidized dataset, the crystal slurry was then embedded 
in a hydrophobic grease matrix in a 1:9 crystal:matrix ratio, as described elsewhere (32). After this 
point, the sample was maintained under far red light (650 nm) at all times to avoid in-situ 
photoreduction. 
For obtaining the semiquinone structure, the crystal slurry was concentrated again as above, and 
resuspended in a 1:1 crystallization solution: gel filtration buffer mix supplemented with 50 mM 
DTT. The crystal slurry was then exposed to bright white light (Leica KD300) for 5 minutes, and then 
to air for another 20 minutes, followed by embedding in grease matrix. After this point, the sample 
was maintained under far red light (650 nm) at all times to avoid further in situ photoreduction. 
Embedded crystals were loaded into an injector cartridge that was then mounted into a SACLA 
extruder device (33) tipped with a 150 µm nozzle. 
The production and handling of fully photoreduced MmCPDII crystals for determining the 
hydroquinone structure was analogous to the semiquinone ones. The crucial difference, however, 
was performing the entire photoreduction, embedding, etc. under anaerobic conditions within a 
vinyl anaerobic chamber (Coy Lab Products). Samples were transported to the SACLA hutch in air-
tight injectors sealed with grease, which were stored in air-tight, opaque, containers. 
In crystallo UV/Vis spectroscopy 
In crystallo UV/Vis spectroscopy was performed at the cryobench, ID29S, ESRF, Grenoble, France 
(34). Here, crystals were treated as for DF-SFX experiments (see above) to photoreduce them into 
the different redox states (oxidized, semiquinone, hydroquinone). Crystal slurry samples were then 
frozen in liquid nitrogen under aerobic (oxidized and semiquinone states) and anaerobic conditions 
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(hydroquinone state), without the addition of any cryoprotectant. Samples were then directly 
mounted on the cryobench goniometer at 100 K under constant nitrogen gas flow. All data was 
Individual acquisition times were 200 ms, with ten acquisitions being averaged per spectrum. 
Additionally, single oxidized crystals were soaked in photoreduction buffer for one minute 
and mounted at room temperature under constant humidity (99%). By exposing these to bright 
white light for five minutes (Leica KD300), and taking spectra periodically afterwards, we 
determined oxidation kinetics, showing that the semiquinone state was stable under aerobic 
conditions for at least 2 hours. 
Once all spectra had been collected, they were corrected for scattering. As the pathlength 
for any given spectrum is not known, only relative concentrations of each species were determined 
via their characteristic wavelengths and extinction coefficients (35). Equations 1 to 3 were used in 
this process, resulting in relative concentrations of >99.9% for the oxidized and hydroquinone states, 
while 66% for the semiquinone state. 
A632nm = E632nm,semi*Csemi      (eq. 1) 
A450nm = E450nm,semi*Csemi+E450nm,ox*Cox+E450nm,hydro*Chydro  (eq. 2) 
A360nm = E360nm,semi*Csemi+E360nm,ox*Cox+E360nm,hydro*Chydro  (eq. 3) 
 
A: absorbance 
E: extinction coefficient 
C: concentration 
Data acquisition and on-site processing at the SACLA XFEL 
Images were obtained at SACLA using a 30 Hz pulse frequency and 7 keV pulse strength. Camera 
length corresponded to 50 mm; extrusion speed was set to 1.59 µL/min. Hits vs. misses were 
identified via the on-site Cheetah pipeline (36), while on-site processing to determine dataset 
maximum resolution, completeness, redundancy and correlation coefficient was performed with 
CrystFEL (37). 
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Based on the estimates for redox species distribution as obtained before by in crystallo 
spectroscopy, which showed >99% enrichment for the oxidized and hydroquinone states, the 
corresponding datasets were used without further processing. However, as the semiquinone 
concentration was estimated at 66%, extrapolated structure factors (38) (Fext,semi) with a weight 
factor of 1.5 were calculated according to previously described methods and equation 4.  
 
Fext,semi=W(|Fsemi|-|Fox|)+|Fox|    (eq. 4) 
F: structure factor; W: weighting term, corresponding to the inverse of semiquinone occupancy 
 
As, due to error propagation, the signal to noise (I/σ) ratio decreases dramatically during Fext 
construction, an acceptance criterion of I/σ≥1 was employed as cut-off for the extrapolated 
structure factors. Accordingly, the resolution of the extrapolated semiquinone dataset was reduced 
from 2.2 to 2.7 Å in order to maintain a completeness of 98%. 
As a quality control for the observed changes in the processed datasets, each individual 
dataset (oxidized, semiquinone, and hydroquinone) was randomly split into two, with each half 
being processed independently. The resulting structure factors were then employed to produce 
|Fobs1/2|-|Fobs2/2| coefficients for calculation of IDEDMs (Fig. S2), which showed possible artefactual 
and noise difference electron density. 
  
Structure solution and refinement 
All datasets were solved via molecular replacement by Phaser (39), using the previously published 
MmCPDII crystal structure as a search model (5) (PDB accession code 2XRY). Initial refinement took 
place with the CCP4 suite (40, 41) using refmac5 (42), and Coot (43). Additional refinement was 
performed with phenix (44). Data collection, processing and refinement details can be found in 
Table S1. 
Multiple refinement approach to determine the optimal FAD isoalloxazine parameters 
FAD geometry was optimized for each redox state by performing a series of refinements of 
MmCPDII containing a mildly buckled FAD molecule (unrestrained ρN = ρC = -10°) via phenix.refine 
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(45), with different dihedral geometric restraints for modelling the deviation from planarity as given 
by ρC and ρN values. For maximum and minimum ρC and ρN values, the ρC and ρN extremes from the 
corresponding MD trajectory were chosen (Fig. 2, Fig. S3A and S4). After five refinement 
macrocycles, effective ρC and ρN  values (ρCeff and ρNeff) were individually determined in coot (43), as 
well as the maximum Fobs-Fcalc σ contour level value in the immediate vicinity of the isoalloxazine ring 
(Fig. S4, Tables S2 to S4). A fit was considered good, and its ρCeff/ρNeff pair was accepted, if its 
corresponding peak Fobs-Fcalc σ contour level was equal or below 3.5. All good ρCeff /ρNeff pairs for a 
given redox state were then averaged, and standard deviations calculated. These were then used to 
construct a cofactor library which closely mimicked the observed behavior for each dataset. Finally, 
data from good fits were used to determine 95% confidence interval covariance matrix ellipsoids 
(Fig. S3A) to compare with the ones derived from MD calculations (Fig. S3B-D and Fig. 3D). 
Generating difference electron density maps 
Isomorphous difference electron density maps (IDEDM) were calculated via the phenix tool of the 
same name using the multiscaling method. 
Molecular dynamics simulations 
 All simulations were conducted using the Amber 16 package (46). Starting coordinates were taken 
from each of the refined X-ray structural models presented in this work. Simulations were based on 
the Amber ff14SB protein force field (47), and a set of GAFF (48) parameters was adopted for the 
description of FAD, FADH• and FADH-. The partial charges of the atoms were calculated by QM/MM 
optimization at the MP2 level (49) of theory. The 6-311G* basis sets were used on the organic atoms 
and an effective core potential (ECP) (50). The FAD Mulliken charges were added to the force field, 
and the residue Mulliken charges were based on the amino acid libraries in the Amber 16 package. 
In order to parameterize a neutral arginine residue, partial charges were calculated analogously, 
while other parameters were taken from the corresponding ff14SB entry for arginine. Periodic 
boundary conditions were imposed for solvent–solute systems of MmCPDII in parallel piped boxes. 
The box lengths of each system, 98.3 × 83.6 × 80.1 Å3, contained 455 amino acids with 16,000 TIP4P 
water molecules (51). The solvated systems held 102,000 atoms and were neutralized by addition of 
in appropriate number of Na+ ions (52). 
 The initial protein structure was primarily constrained with a force constant (~50 kcal/mol) 
in the explicit water solvation box for at least 100,000 energy minimization steps, followed by cycles 
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of full structural relaxation, until the total system energy converged within 0.01 kcal/mol. The 
system then underwent a 60 ns annealing NPT ensemble with equilibrated steps from 0 K to 300 K 
under a constant pressure of 1.0 bar. A Langevin thermostat was used to maintain the system 
temperature by controlling the collision frequency at 1 ps-1. As a result of optimization cycles, the 
box lengths converged, and the system density was stabilized at ~1.03 g/cm3 with temperature 
varied within ± 3 K from the target temperature of 300 K. After the full optimization processes, 60 ns 
of production MD simulations were carried out in the canonical ensemble (NVT) ensemble with the 
heat bath of 300 K at a collision frequency in 1 ps-1 by using a Langevin thermostat to maintain the 
system temperature. The SHAKE algorithm (53) was implemented to constrain the covalent bond 
involving hydrogen atoms. Fourier-based Ewald summation utilized Fourier transforms to replace 
the summation of interaction energies in real space with an equivalent summation in Fourier space. 
The Smooth Particle Ewald method (54) was adapted to calculate the reciprocal sum. In our system, 
long-range electrostatic interactions are carried out using the smoothed particle mesh Ewald 
algorithm with a real space cut-off length of 10 Å. Numerical integration was performed with a time-
step of 1 fs for all MD simulations. 
Data analysis 
Trajectories and structures were analysed either via cpptraj (55), pymol (56), or Coot (43). Data 
filtering was performed with cpptraj, while covariance analysis was performed via a Microsoft Excel 
macro. 2D binning and plotting of the corresponding heat maps was performed in qtiplot.  
QM calculations 
Initial structures for charge transfer calculations were taken either directly from the experimental 
structures, or from MD trajectory snapshots corresponding to maximum and minimal values of the 
short and long Arg-isoalloxazine distance covariance spheroids (Fig. S4). Each QM system included 
Arg378, Glu407, Asp409 and the isoalloxazine moiety. Amino and carboxy groups of each amino acid 
were neutralized by capping, while the isoalloxazine system was closed by a methyl group being 
bound to N10. The ESP charges of the atoms were calculated by QM/MM at the MP2/6-311G* level. 
In vacuo calculations were performed to account for the low protein core dielectric constant (~2), 
which is much more similar to the former (1) vs that of an ionic liquid (~80) (57). The total charge for 
the oxidized system is -1 and for the hydroquinone one is -2. Charge transfer difference (Δq) was 
calculated as the QM calculated ESP charge of the isoalloxazine system minus its expected charge (0 
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for the oxidized state, -1 for the hydroquinone state). Dipole moments for the isoalloxazine moiety 
in the oxidized and hydroquinone states were additionally calculated at the same level as above.  
 
Fig. S1. 
Properties of MmCPDII crystals and structures at different states. (A) In crystallo spectra of the 
oxidized (dotted black line), semiquinone (grey dotted line), and hydroquinone (black line) state 
adopted by MmCPDII crystals. Using supplementary equations 1-3, we estimated species 
occupancies for each state. (B) Overall structure of oxidized MmCPDII (top), and details of the FAD 
binding site bound to DTT for the semiquinone and hydroquinone structures (bottom). The 
MmCPDII N- and C-terminal domains are shown in blue and green, respectively, while the U-shaped 
FAD/ FADH•/ FADH- in yellow. The DTT carbons are shown in black. (C) Details of the bound DTT. The 
1σ contoured composite omit map is shown in blue, and the corresponding IDEDMOS or IDEDMOH 
contoured to 4σ are rendered in red. 





Control analysis of the SFX obtained datasets. Each of the datasets was randomly divided in half, 
then processed and solved independently. Next, |Fobs,1/2|-|Fobs,2/2| maps were generated for each of 
them. Here, the corresponding IDEDMs are shown with a 4 σ-cut-off for (A) the full proteins, (B) the 
bound DTT for the semiquinone and hydroquinone datasets, and (C) the active site. As expected, 
only very few peaks, and all of them outside the active site, can be observed.   
  





Redox-dependent behaviour of MRA and MD distributions. (A) Superposition of all three MRA 
processes (oxidized in shades of grey, semiquinone in shades of green, and hydroquinone in shades 
of blue). The overall restraint space is shown as a dotted square surrounding the actual data. 
Individual data points represent the actual ρN and ρC values obtained from the refined structures. 
Values corresponding to good fits (σ-peak below 3.5) are highlighted by a darker shade. Ellipsoids 
represent the 95% confidence interval (CI) region for the corresponding good fit. (B, C, and D) 2D ρN 
vs ρC heat maps for the initial MD simulations. Occupancy of each bin is shown in a blue (low 
occupancy) to red (high occupancy) scale. Correlation between buckling and interactions between 
the isoalloxazine central ring and Arg378 (arg-Iso distance) are highlighted by ellipsoids 
corresponding to 95% CI region in which snapshots presenting a given arg-Iso distance could be 
found. Overall the heat map was divided into three possible arg-Iso distances. Those indicating a 
strong interaction (below 3.2 Å, shown in red), those representative of a medium strength 
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interaction (between 3.2 Å and 4 Å, green), and those with a weak interaction (above 4 Å, yellow) 
(B) Oxidized state MD simulations. (C)  Semiquinone state MD simulations. (D) Initial hydroquinone 




Multiple Refinement Approach for determining best isoalloxazine refinement restraints. (A), (B), and 
(C) show the worst (left) and best (right) fit for isoalloxazine moiety in the oxidized, semiquinone, 
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and hydroquinone states, respectively. A fit was considered bad, if there was at least one difference 
electron density peak with a σ magnitude of 3.5 or larger. These are shown for each of the 
representative structures at a 3.5 σ contour level, where applicable. Below each of the isoalloxazine 
structures, the applied dihedral restraints are shown (ρC,res and ρN,res), as well as the dihedral angles 
resulting from refining with them (ρC,ref and ρN,ref). The final restraints employed for the deposited 
structures were based on the average and standard deviation of the ρC,ref and ρN,ref values of all good 
fits for the corresponding redox state. 
 
Fig. S5. 
MD trajectory population analysis of the Asn403 Nδ- and Oδ-atoms towards the isoalloxazine N5 
nitrogen. 
  




The R378K mutant of MmCPDII. (A) Analytical size exclusion chromatography of wild type and R378K 
MmCPDII (solid and dashed lines, respectively). The left panel shows a chromatogram, in which the 
main protein and FAD wavelengths (280 nm in blue, 450 nm in red, respectively) are shown. Note 
the difference in 280 nm vs 450 nm ratio between WT and R378K, which is indicative of low FAD 
content in the mutant. The right panel shows SDS-PAGE analyses for both the WT (top) and R378K 
mutant (bottom). For the wild type, only one major absorbance peak could be detected, which 
corresponds to the characteristic 55 kDa MmCPDII band. Conversely, for the R378K mutant, one 
peak appeared in the column’s exclusion volume (1 mL), while the second aligned well with WT. 
Here, the SDS-PAGE analyses revealed both to be MmCPDII, indicating that the mutant is prone to 
aggregation. (B) Spectroscopic comparison between WT and R378K. Left, oxidized MmCPDII wild 
type spectra were collected before and after boiling (black solid vs. dashed lines). Here, the 
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characteristic fine structure of the FAD is lost after boiling as a result of the protein denaturing and 
liberating the FAD. Conversely, the R378K mutant showed a spectrum which is characteristic of a 
high degree of aggregation before boiling (red solid line). After boiling the sample, MmCPDII 
denatured, thus precipitating and freeing the FAD into the solution. The result (dashed red line) is a 
characteristic free FAD spectrum that lacks any aggregated protein contribution. Right: When WT 
MmCPDII was exposed to both DTT and bright white light, its flavin cofactor transitioned from its 
oxidized state (solid black line) to its fully reduced state (dashed black line), which is characterised 
by a single peak at 360 nm, and a slope between 400 and 500 nm. On the other hand, when the 
R378K mutant was exposed to the same conditions, the protein did not photoreduce. Instead, the 
initial oxidized, aggregated protein (solid red line) precipitated and denatured. The result, as when 
the sample was boiled, was a free, oxidized FAD spectrum and a large protein pellet. 
 
Table S1. 


















PDB code 6IWX  6IX0 6IWZ 
Space group P43212 
Unit cell a = b = 70.55 Å, c = 245.7, α = β = γ = 90º 
 Data collection statistics 
Total number of 
crystals 
32815 26335 N/A 22191 
Number of 
indexed crystals 
20901 16488 N/A 13028 
Indexing rate (%) 63.7 62.6 N/A 58.7 
Resolution range 42.6-2.1 (2.14-2.10) 40.32-2.09 (2.13-
2.09) 
N/A 42.6 – 2.13 (2.18 – 
2.13) 
 Merging Statistics 
Completeness (%) 100 (100) 100 (100) 99 (98) 100 (100) 
Multiplicity 620.8 (137.9) 438.4 (57.4) N/A 339.53 (66.6) 
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CC1/2 0.99 (0.57) 0.99 (0.51) N/A 0.98 (0.51) 
I/σ 7.63 (0.56) 5.54 (0.49) N/A 4.56 (0.49) 
 Refinement statistics 
Resolution range 
(Å) 
42.6-2.1 (2.14-2.10) N/A 40.32-2.7 (2.797 – 
2.70) 
42.6 – 2.3 (2.382 – 
2.3) 
Unique reflections 37362 (3630) N/A 17790 (1705) 28652 (2796) 
I/σ 7.63 (0.56) N/A 7.15 (2.39) 4.56 (1.59) 
Rwork (%) 18.3 N/A 20.96 19.6 
Rfree (%) 21.8 N/A 25.7 23.7 
Ramachandran 
outliers 
0 N/A 0 0 
RMS (bonds, Å) 0.004 N/A 0.002 0.002 
RMS (angles, deg) 0.99 N/A 0.42 0.42 
Average B factor 64.66  71.50 74.16 
Extrapolation 
weighting term 
N/A N/A 1.5 N/A 
 
* Extrapolated structure factors were calculated as described in the Supplementary materials and 
methods, using the oxidized and raw semiquinone datasets. No refinement was performed on the 
raw semiquinone structure factors. 
# Maximum resolution was selected by choosing an extrapolated structure factor completeness of 
98% in the highest resolution shell and F/σ≥1. 
  




Multiple Refinement Approach (hydroquinone MmCPDII) maximum σ-peak within 2 Å of the 
isoalloxazine ring resulting from applying torsion angle restraints (axis, ρN,res ρC,res). Good fits (i.e. σ 



























ρC,res: torsion angle restraint (degrees) 
 -46 -42 -38 -34 -30 -26 -22 -18 -14 -10 -6 -2 2 6 
-46 6.14 5.78 5.46 6.59 5.32 5.09 5.1 4.64 4.5 4.34 4.23 4.23 3.81 3.8 
-42 4.74 5.36 5.62 5.44 5.29 5.32 4.64 4.65 4 4.13 4.13 3.81 3.66 3.38 
-38 5.29 4.62 5.07 5.15 4.77 4.95 4.59 4.32 4.09 4.26 3.68 3.61 3.12 3.31 
-34 5.62 5.08 5.07 4.58 4.87 4.64 4.28 4.08 4.02 3.8 4.22 3.49 3.47 3.27 
-30 5.09 4.97 4.76 4.49 4.49 4.32 4 3.69 3.62 4.11 3.62 3.47 3.72 3.13 
-26 5.01 4.86 4.59 4.51 4.35 4.15 4.08 3.76 3.54 3.74 3.29 3.49 3.2 3.54 
-22 4.83 4.79 4.48 3.76 4.27 3.93 3.83 3.72 2.85 3.36 3.27 3.44 3.14 3.8 
-18 4.61   4.28 4.13 3.93 3.72 3.54 3.59 3.3 3.31 3.52 3.37 3.39 3.99 
-14 4.59 4.17 3.97 4.18 3.8 4.08 3.21 3.31 3.24 3.78 3.51 3.58 3.33 3.6 
-10 4.19 3.91 3.9 3.82 3.61 3.53 3.28 3.26 3.74 3.78 3.48 3.67 3.8 4.29 
-6 3.96 3.85 3.91 3.42 3.8 3.53 3.26 3.08 3.62 3.8 4.06 3.84 4.43 4.59 
-2 3.31 3.78 3.47 3.25 3.37 3.23 3.59 4.02 3.79 3.73 3.56 4.12 4.21 4.4 
2 3.76 3.55 3.67 4.12 3.83 3.8 3.72 3.73 4.03 4.07 4.59 4.51 4.43 4.77 
6 3.72 3.55 3.31 4.02 3.91 3.79 3.4 4.59 4.52 4.57 4.44 4.18 4.64 5.28 
10 3.71 4.11 3.46 3.52 4.1 3.97 3.59 4.11 4.1 4.73 4.93 4.68 4.74 5.74 
14 3.65 3.99 4.05 3.57 3.87 3.93 4.2 4.41 4.82 5.22 4.73 5.2 5.29 5.87 
18 4.38 4.18 3.84 3.82 4.1 4.16 4.68 4.39 4.8 5.52 5.56 5.33 5.15 6.47 
 




Multiple Refinement Approach (hydroquinone MmCPDII) actual ρC torsion angles resulting from 
applying torsion angle restraints (axis, ρN,res ρC,res). Good fits (i.e. σ peak ≤ 3.5σ) are highlighted by 

























ρC,res: torsion angle restraint (degrees) 
 -46 -42 -38 -34 -30 -26 -22 -18 -14 -10 -6 -2 2 6 
-46 -39.3 -37.7 -33.9 -34 -31.9 -29.4 -27.7 -25.5 -23.5 -21.7 -19.4 -17.2 -15.3 -13.3 
-42 -38.2 -35 -34.6 -32.7 -30.6 -28.7 -26.3 -24.6 -21.6 -20.3 -18.3 -16 -14.2 -12.3 
-38 -36.2 -36.1 -33.2 -31.5 -29.2 -27.7 -25.5 -23.4 -21.5 -19.3 -17.3 -15 -30.8 -11.4 
-34 -36.7 -34 -32.5 -30.5 -28.4 -26.7 -24.3 -22.2 -20.5 -18.1 -16 -13.9 -29 -10.2 
-30 -35.5 -33.1 -31.7 -29.5 -27.7 -25.6 -23.5 -19.9 -19.1 -17.1 -14.9 -12.9 -10.8 -9.35 
-26 -34.3 -32.4 -30.5 -28.6 -26.3 -24.2 -22.3 -20.3 -18.5 -16.3 -14.2 -11.8 -10.3 -7.95 
-22 -33.6 -31.8 -29.5 -26.1 -25.4 -23.4 -21.2 -19.2 -16.2 -15.4 -12.9 -11.2 -9.21 -7.55 
-18 -32.6 -180 -28.7 -26.6 -24.4 -22.2 -20.4 -18.4 -16 -14 -12.3 -10.3 -8.37 -6.44 
-14 -32 -29.6 -27.6 -25.6 -23.3 -21.2 -18.1 -17.2 -15.4 -12.9 -11.4 -9.15 -7.37 -5.67 
-10 -30.8 -26.7 -26.5 -24.6 -22.2 -20.2 -18.1 -16.3 -13.9 -12.1 -10.1 -8.11 -6.56 -4.35 
-6 -29.6 -27.6 -25.3 -23.2 -21.2 -19.2 -17.1 -15 -13 -11.1 -9.54 -24.9 -5.46 -3.6 
-2 -26.8 -26.8 -24.1 -22.6 -20.4 -18.6 -16.1 -14 -11.9 -10.3 -8.65 -6.31 -4.72 -2.91 
2 -27.4 -25.3 -23.2 -21.2 -19.3 -16.9 -15.4 -13.4 -13.5 -9.2 -7.17 -5.48 -21.3 -1.59 
6 -26.7 -24.1 -22.4 -19.9 -17.9 -16.1 -14.3 -12.2 -9.86 -8.52 -6.49 -4.84 -9.6 -0.61 
10 -25.6 -23.2 -21.6 -19.4 -17.2 -15.3 -12.7 -10.9 -9.52 -7.19 -5.38 -3.76 -1.3 0.93 
14 -24.3 -22.4 -20.5 -17.4 -16.3 -14.2 -12 -10.2 -8.4 -6.5 -4.93 -2.72 -0.84 -1.41 
18 -23.1 -21.4 -19.7 -17.4 -15.2 -13.1 -11.2 -9.76 -7.66 -5.59 -3.34 -2.1 -0.28 -2.69 
 
  




Multiple Refinement Approach (hydroquinone MmCPDII) actual ρN torsion angles resulting from 


























ρC,res: torsion angle restraint (degrees) 
 -46 -42 -38 -34 -30 -26 -22 -18 -14 -10 -6 -2 2 6 
-46 -39.1 -38.5 -35.4 -36.8 -35.7 -34.2 -34.3 -32.5 -31.2 -30.3 -29.1 -28 -27 -25.9 
-42 -37.3 -34.6 -35.4 -35.4 -34.2 -33.2 -31.9 -30.4 -28.5 -28.2 -27 -26.1 -26 -24.1 
-38 -34.7 -35.7 -33.2 -32.4 -31.1 -30.5 -29.3 -28.2 -28.3 -27.1 -25.2 -24.1 -23.2 -22.7 
-34 -34.3 -32.3 -31.5 -30.5 -29.3 -29.6 -28.2 -26.1 -26.3 -24.1 -23 -22 -21 -20.1 
-30 -31.6 -30.6 -30.5 -28.5 -27.8 -27.3 -25.4 -22.9 -24 -22.1 -20.9 -20 -19 -18.4 
-26 -29.4 -28.6 -27.6 -26.5 -25.3 -24.4 -23.3 -22.4 -21.3 -20.4 -19.2 -17.5 -18.1 -16 
-22 -27.7 -27.8 -25.6 -23.2 -23.4 -22.3 -21.5 -20.2 -19.1 -19.2 -16.9 -16.6 -16.2 -14.4 
-18 -25.8 -180 -23.7 -22.5 -21.5 -20.3 -19.5 -19.3 -17.1 -16.2 -15.4 -14.2 -14.4 -13.4 
-14 -23.9 -22.6 -21.6 -20.5 -19.4 -18.4 -16 -16.5 -15.4 -14.1 -13.5 -13.1 -12.3 -10.7 
-10 -21.8 -19.1 -19.5 -19.4 -17.3 -16.1 -15.3 -15.3 -13.1 -13 -11.9 -10.4 -9.63 -8.52 
-6 -19.6 -18.7 -17.4 -16.4 -15.1 -14.4 -13.5 -12.4 -11.2 -11 -9.84 -8.6 -7.68 -6.74 
-2 -16.4 -17.4 -15.4 -15.2 -14.1 -13.5 -12 -10.5 -9.23 -9.33 -8.88 -6.8 -5.85 -4.93 
2 -15.7 -14.8 -13.6 -12.7 -11.5 -10.3 -9.85 -9.45 -8.28 -6.53 -5.69 -4.75 -21.2 -2.77 
6 -14.2 -12.5 -12.3 -10.5 -9.1 -8.52 -7.91 -7.11 -5.45 -4.85 -4.25 -4.08 -2.6 -1.2 
10 -12.1 -11.1 -10.2 -9.11 -7.74 -7 -5.69 -4.46 -4.67 -2.7 -1.96 -3.94 -0.33 1.5 
14 -10.1 -9.14 -8.17 -6.4 -6.43 -4.82 -3.37 -3.3 -1.88 -0.94 -0.72 0.69 1.64 2.61 
18 -7.49 -7.01 -6.57 -5.8 -4.05 -2.76 -2.49 -2 -0.16 1 1.51 1.8 -2.81 -4.87 
 




Multiple Refinement Approach (semiquinone MmCPDII) maximum σ-peak within 2 Å of the 
isoalloxazine ring resulting from applying torsion angle restraints (axis, ρN,res ρC,res). Good fits (i.e. σ 

























ρC,res: torsion angle restraint (degrees) 
 -24 -20 -16 -12 -8 -4 0 4 8 12 
-30 4.79 4.55 4.16 4.21 3.94 4.26 4.08 3.63 4.01 3.53 
-26 3.76 4.61 4.33 4.32 3.83 3.99 3.33 2.85 3.85 3.77 
-22 3.75 3.73 3.71 4.25 4.13 4.04 3.43 3.93 3.82 3.84 
-18 4.27 3.82 3.9 3.72 3.94 3.57 3.28 3.66 4.01 3.61 
-14 3.84 3.82 3.44 4.27 4.03 3.76 3.43 3.16 3.32 3.49 
-10 4.42 4.21 4.11 4.17 3.45 3.48 3.44 2.96 3.3 3.57 
-6 4.22 3.78 3.76 3.78 3.35 3.18 3.67 3.58 3.86 3.62 
-2 3.96 2.73 3.46 3.01 3.77 3.18 2.77 2.65 2.86 3.27 
2 4.1 3.77 4.24 3.8 3.87 3.44 3.11 3.4 3.54 2.77 
6 4.14 3.66 3.61 3.78 4.06 3.56 3.55 3.2 3.52 3.72 
10 3.86 4.21 3.87 3.65 3.49 3.59 3.48 3.78 3.77 3.86 
14 4.04 3.86 2.83 3.73 3.87 3.73 4.16 4.52 4.78 4.92 
18 3.58 3.38 3.96 4.22 3.73 4.39 4.31 4.64 5.05 3.21 
  




Multiple Refinement Approach (semiquinone MmCPDII) actual ρC torsion angles resulting from 


























ρC,res: torsion angle restraint (degrees) 
 -24 -20 -16 -12 -8 -4 0 4 8 12 
-30 -26.5 -24.1 -19.8 -17.2 -16 -15.3 -12.2 -8.53 -7.65 -4.68 
-26 -20.5 -22.7 -20.7 -17.9 -15.5 -13.6 -10.7 -7.11 -7 -4.48 
-22 -20.8 -19.7 -16.8 -16.6 -14.1 -12.8 -8.8 -7.47 -5.13 -2.95 
-18 -23 -19.3 -17.4 -15 -12.8 -10 -8.06 -6.58 -3.68 -1.91 
-14 -19.7 -18.6 -15.9 -14 -11.9 -9.3 -6.88 -4.72 -2.87 -0.51 
-10 -20.5 -17.4 -15.7 -13 -9.8 -8.48 -6.24 -3.89 -1.83 0.32 
-6 -19.5 -15.2 -14.6 -12.1 -9.56 -6.95 -4.56 -2.5 -0.36 1.54 
-2 -15.9 -12.9 -13 -9.47 -8.02 -5.64 -3.8 -1.91 0.12 2.05 
2 -15.8 -12.8 -11.1 -8.87 -6.61 -4.89 -2.6 0.12 1.34 2.88 
6 -15.2 -11.7 -10.6 -7.72 -5.48 -3.37 -1.16 0.18 2.71 5.23 
10 -13.4 -11 -9.11 -6.82 -4.45 -2.37 -0.42 -362 4.2 6.27 
14 -12.6 -10.2 -7.75 -5.47 -3.19 -1.28 1.47 3.62 6.08 8.22 
18 -11 -8.79 -6.57 -4.02 -2.49 -360 2.77 4.87 7.33 8.31 
  




Multiple Refinement Approach (semiquinone MmCPDII) actual ρN torsion angles resulting from 



























ρC,res: torsion angle restraint (degrees) 
 -24 -20 -16 -12 -8 -4 0 4 8 12 
-30 -28.1 -26.7 -23.2 -21.7 -21.4 -22.1 -20.1 -17 -17.6 -15.2 
-26 -20.3 -24.4 -23.4 -21.7 -19.9 -19.2 -17.2 -14.2 -15.9 -14.4 
-22 -20 -20 -18.2 -19.3 -17.9 -17.6 -14.4 -14.4 -13.1 -11.9 
-18 -21.2 -18.6 -17.9 -16.4 -15.5 -13.5 -12.6 -12.4 -10.6 -9.5 
-14 -17 -17.1 -15.2 -14.7 -13.6 -12 -10.6 -9.32 -8.42 -7.06 
-10 -17 -15 -14.3 -12.6 -10.2 -10.1 -8.99 -7.43 -6.29 -4.65 
-6 -15 -13.5 -12.1 -10.7 -9.14 -7.42 -6.05 -5.16 -4.05 -3 
-2 -10.3 -7.88 -9.57 -6.81 -6.67 -5.09 -3.83 -2.91 -1.87 -1.07 
2 -9.21 -7.18 -6.6 -5.37 -4.24 -3.42 -2.03 -0.55 0.14 0.7 
6 -7.66 -5.07 -5.05 -3.28 -2.05 -0.86 0.29 1.42 2.18 3.72 
10 -4.84 -3.42 -2.56 -1.33 0.19 1.18 2.12 3.85 4.67 5.7 
14 -3.01 -1.57 0.13 1.09 2.31 3.32 5 6.04 7.51 8.61 
18 -0.41 1.04 1.97 3.46 4.15 5.98 2.77 8.33 9.73 9.78 
 
 




Multiple Refinement Approach (oxidized MmCPDII) maximum σ-peak within 2 Å of the isoalloxazine 
ring resulting from applying torsion angle restraints (axis, ρN,res ρC,res). Good fits (i.e. σ peak ≤ 3.5σ) 

























ρC,res: torsion angle restraint (degrees) 
 
-22 -18 -14 -10 -6 -2 2 6 10 14 
-22 6.64 4.48 4.93 4.01 5.78 3.8 3.6 3.36 3.08 3.08 
-18 6.43 6.1 4.81 4.3 3.68 3.24 3.41 4.38 3.59 2.79 
-14 4.39 4.3 3.41 5.41 4.83 3.81 3.71 3.48 3.66 3.81 
-10 5.54 4.72 5.01 4.33 4.63 3.04 4.22 2.69 2.71 3.32 
-6 3.69 5.11 3.58 4.6 3.68 4.97 2.6 3.72 2.81 3.44 
-2 3.55 4.66 3.48 4.01 3.27 3.1 4.46 3.87 2.79 3.11 
2 5.51 4.63 3.61 3.97 3.22 2.71 2.75 2.84 3.2 2.89 
6 4.94 3.93 3.83 3.63 2.82 3.77 3.38 3.37 3.11 3.76 
10 3.94 3.31 3.21 2.7 2.99 4.47 2.56 2.77 3.29 3.77 
14 3.38 4.1 3.32 3.01 3.21 2.7 3.47 3.11 3.61 4.03 
18 4 3.81 2.9 3.68 3.63 3.23 3.96 3.8 4.63 4.97 
 
  




Multiple Refinement Approach (oxidized MmCPDII) maximum σ-peak within 2 Å of the isoalloxazine 
ring resulting from applying torsion angle restraints (axis, ρN,res ρC,res). Good fits (i.e. σ peak ≤ 3.5σ) 


























ρC,res: torsion angle restraint (degrees) 
 
-22 -18 -14 -10 -6 -2 2 6 10 14 
-22 -21.8 -14.7 -15.1 -11 -12.5 -7.62 -5.86 -3.92 -2.33 -0.81 
-18 -20.2 -18.8 -13.7 -12.2 -8.42 -6.24 -4.99 -4.45 -1.96 -0.12 
-14 -14.8 -13 -10.1 -11.9 -9.93 -6.95 -5.27 -2.88 -1.61 0.44 
-10 -18.5 -14.7 -13.4 -10.6 -8.48 -4.94 -5.18 -1.93 -0.35 1.6 
-6 -13.1 -14.3 -9.73 -9.77 -6.85 -5.5 -2.7 -1.44 0.5 3.18 
-2 -11.9 -12.6 -8.86 -8.38 -5.41 -3.73 -2.03 0.04 1.35 0.71 
2 -16.1 -12.3 -9.3 -7.87 -4.88 -3.04 -1.34 0.26 3.38 3.64 
6 -13.6 -10.6 -7.45 -6.73 -4.05 -2.07 -0.3 2.13 3.66 6.75 
10 -11.4 -9.29 -7.07 -5.04 -3.31 -0.61 -0.19 1.52 4.7 7.57 
14 -9.32 -8.87 -6.15 -4.33 -2.36 -0.94 2.69 3.8 6.65 10.97 
18 -9.32 -7.25 -5.21 -3.05 -0.88 0.42 3.55 5.83 8.34 10.05 
 
  




Multiple Refinement Approach (oxidized MmCPDII) actual ρN torsion angles resulting from applying 


























ρC,res: torsion angle restraint (degrees) 
 
-22 -18 -14 -10 -6 -2 2 6 10 14 
-22 -21.8 -15.4 -17 -13.7 -16.7 -12.3 -11.4 -10.5 -9.72 -9.19 
-18 -19.2 -18.9 -14.6 -14.1 -13 -9.88 -9.53 -10.7 -8.81 -7.54 
-14 -19.3 -11.8 -9.56 -13 -12.1 -9.95 -9.22 -7.73 -7.7 -6.77 
-10 -15.6 -12.7 -12.4 -10.6 -9.61 -6.64 -8.33 -5.56 -4.74 -4.32 
-6 -9.01 -11.4 -7.49 -8.87 -6.79 -6.67 -4.46 -4.62 -3.09 -2.01 
-2 -6.86 -8.69 -5.69 -6.41 -4.25 -3.53 -3.24 -2.16 -1.33 -0.32 
2 -8.09 -7.33 -5.41 -4.86 -2.1 -2.02 -1.24 -0.61 1.19 1 
6 -6.62 -4.71 -2.54 -2.8 -0.98 -0.14 0.61 2 3.66 4.55 
10 -3.52 -1.33 -1.12 -0.01 0.75 2.27 1.97 2.76 4.6 9.96 
14 -0.59 -0.96 0.57 1.55 2.52 3.03 5.3 5.59 7.53 6.38 
18 -0.64 -1.69 2.57 3.92 5.04 5.25 7.48 8.76 10.25 11.86 
 
  




Salt-bridge to isoalloxazine charge transfer (Δq*) and trajectory occupancy (D#) in oxidized and fully 
reduced MmCPDII simulations. 
 Oxidized Fully reduced 
 DF-SFX MD DF-SFX MD 
Short Iso-Arg 
distance Δq* 
-0.07 -0.03 NA 0.08 
Short Iso-Arg 
distance D# 
NA 0.51 NA 0.007 
Long Iso-Arg 
distance Δq* 
NA -0.05 0 0 
Long Iso-Arg 
distance D# 
NA 0.49 NA 0.993 
* Charges were calculated via MP2 quantum mechanical calculations based on either the 
experimental structures, or snapshots from the MD trajectories corresponding to the extremes of 
each corresponding population (i.e. either for the shortest, or the longest possible distances). 
Charge transfer (Δq) was obtained as the difference between the calculated isoalloxazine charge and 
its expected value (0 for oxidized, -1 for hydroquinone). Note that no calculations were performed 
for the semiquinone system, as the open system would not converge. 
# Trajectory occupancy was calculated as the number of snapshots which fit the selection criteria 
divided by the total number of snapshots in the trajectory. As the experimental data corresponds to 
a single snapshot, occupancy cannot be calculated for them. 
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5 Discussion and Conclusion 
CraCRY as a regulatory Enzyme 
The animal-like cryptochrome (CraCRY) displays (6-4) DNA repair activity in vitro and in vivo 
as well as playing a role in maintaining the sexual life cycle of Chlamydomonas (227). Zou et 
al. presented in immunolocalization studies, that CraCRY is located all over the cell in the 
dark and accumulates in the nucleus during the day. During the night phases, a high amount 
of CraCRY is membrane-associated. Through size exclusion chromatography from the crude 
extract followed by Western-Blot, Zou et al. could show that CraCRY is present as a 
monomer, but there are also oligomeric species present during day (200 – 400 kDa) and 
during night (130 to 140kDa) phases. It is contrary to our in vitro SEC experiments (316) 
where CraCRY is mainly present as a monomer. This could be explained by the possibility of 
DNA binding to CraCRY from the crude extract as we use DNase I as well as an additional 
affinity chromatography step to remove any remaining nucleic acids. There is apparently 
also a modified CraCRY present in late zygotes, which is not due to phosphorylation of the 
enzyme. Zou et al. was able to study the role of CraCRY in the sexual life cycle of 
Chlamydomonas by performing several assays for mating ability, mating maintenance and 
germination. The results are summarized in Figure 31. Together with the plant CRY (pCRY), 
CraCRY negatively regulates the mating pathway as lower aCRY levels equal an increase in 
mating ability (227, 228). In the zygote germination step, CraCRY acts as a positive regulator 
together with pCRY and the phototropin PHOT. As blue and red light have an influence on 
the process of germination, the semiquinone state of CraCRY might be the main 
photoreceptor of this step. The semiquinone state of CraCRY is the only photoreceptor 
known in Chlamydomonas which is capable to absorb light in the red range of the visible 
spectrum (Figure 31b) (228, 233).  
Besides the involvement of CraCRY in the sexual life cycle of Chlamydomonas, it displays 
influence on the transcription levels of various genes after cells were treated with blue, 
yellow and red light (233). Some of them are clock-relevant genes encoding for proteins of 
the carotenoid and chlorophyll biosynthesis, cell cycle control or nitrogen metabolism. 
182 5 Discussion and Conclusion 
 
 
Studies show that some genes are more strongly upregulated in BL than RL, whereas other 
genes show the exactly opposite behavior (233). Beel et al. propose, that both, the oxidized 
and semireduced state, are present inside the cell and both regulatory responses are 
possible. It is speculated that CraCRY might be the main RL receptor, as no other typical RL 
receptor like a phytochrome has been identified in Chlamydomonas.  
 
Figure 31 a) Role of aCRY, pCRY and PHOT in the Chlamydomonas sexual life cycle as shown by Zou 
et al. (227). The colors of the ellipses indicate the absorbed light spectrum of the particular 
photoreceptor. aCRY and pCRY act as negative regulators of gametogenesis in the dark, so they are 
colored in grey. Gametogenesis and germination are the two light-dependent steps which is 
indicated with blue and red arrows. The length of the arrows indicates the extent to which these 
pathways are affected by the specific light. b) Absorption spectra from the blue light receptors 
identified in Chlamydomonas (228). For pCRY only the photolyase homology region (PHR) is shown. 
CraCRY absorption is shown with the neutral radical state of the flavin as it is proposed to be the 
dark state in vivo. The other blue light receptors found are phototropin (PHOT), the seven-
transmembrane helix domain of ChR2 and the UV-illuminated rhodopsin fragment of HKR1. c) 
Comparison of absorption spectra of different CRYs (233). CPH1 also named pCRY from 
Chlamydomonas shows a blue shift compared to CraCRY. The Drosophila dCRY (DmCRY) forms the 
anionic radical state and Arabidopsis AtCRY3 has a MTHF antenna chromophore bound.  
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Classification inside the superfamily 
As described in section 1.2 of the introduction, the classification inside the 
cryptochrome/photolyase family (CPF) is non-trivial. In the latest phylogenetic analysis, 
OZTURK (35) describes 10 classes of photolyases and cryptochromes whereas Scheerer et al. 
(50) is defining 7 and Oliveri et al. (56) is dividing the family into 4 superclasses with a total 
of 11 subgroups. In a sequence-similarity network (SSN) (317) done by Lars-Oliver Essen in 
2017 (318) 13779 orthologs using the Pfam protein families database (319) (families 
PF00875 and PF04244) were analyzed. 
 
Figure 32 Sequence-similarity network analysis (317) of the CPF with 13770 orthologs using PFAM 
families PF00875 and PF04244 done by L.-O. Essen in Jan. 2017 (318). Each of the 7503 independent 
nodes represents sequences with more than 90 % sequence identity; the edges correspond to BLAST 
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E-values of below 10-90. The CPD class I photolyases is the biggest class, which is composed of class I 
CPDs of different organisms (Actino: Actinomyces, Proteo: Proteobacteria). Plant cryptochromes 
(pCRY) show high sequence identity to CPD class I. DASH cryptochromes also known as ssDNA 
photolyases form their own group as well as class II CPD PHLs. Another subclass is the CryPro or FeS 
bacterial cryptochromes and photolyases (FeS-BCP) (52). Interestingly, animal cryptochromes (aCRY) 
and (6-4) photolyases cluster as one group.  
In a SSN, each member of a family is illustrated as a node (symbol) connected with an edge 
(line) to neighboring nodes that share a sequence similarity over a user-defined value. In 
our case (Figure 32), each of the 7503 independent nodes represents sequences with more 
than 90 % pairwise sequence identity and the connecting lines (edges) were specified to a 
BLAST E-value score below 10-90. In the SSN, six major groups can be identified as well as 
several minor groups. The biggest group turns out to be the class I CPD PHLs that clusters 
into several subgroups depending on the covered organisms. The plant CRYs are in a high 
relationship to class I CPD PHLs and also include pCRY-related proteins, like CryP from 
Phaeodactylum tricornutum (318). Class II CPD PHLs form another distinct group, which is 
much smaller than class I. This finding is not surprising, as the genome of far more 
unicellular organisms has been sequenced so far. DASH cryptochromes or ssDNA repairing 
enzymes are clustering together as well as CryPro or FeS-cluster containing bacterial CRYs 
and PHLs (FeS-BCP). Exceptions are the plantDASH CRYs, which form their own group. A 
class of not yet characterized proteins can be identified and annotated as “newCRYs” but 
will be described elsewhere. Interestingly, animal CRYs and (6-4)PHLs show high sequence 
identity to each other and form thereby a single group. In Figure 33, a more detailed view of 
the SSN of this subgroup with a E-value cutoff at 10-150 is displayed (142). The figure also 
shows the assignment of the different family members as either a photolyase or a 
cryptochrome in the protein family database. There are also a lot of unassigned proteins, 
which are mainly present in the cluster in the lower left corner. This cluster consists of 
sequences coming from streptophyta and chlorophyta, i.e. plants and algae. The node 
representing CraCRY is located between one cluster of mainly photolyases in plants and 
algae and another cluster with cryptochromes from animal species (e.g. chordata, 
arthropoda etc.). This might already indicate the role of CraCRY as a bifunctional 
photoreceptor. On the upper middle and right corner are two clusters, which are connected 
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to each other. Both are highly diverse in their assigned functionality. All the sequences 
inside both groups are from fungal organisms. The presence of PHL and CRYs in fungi is only 
poorly studied compared to other organisms, so there are only a few members of the CPF 
identified so far (40, 320–323). 
 
Figure 33 Sequence similarity network of the animal CRY/(6-4)PHL subclass with a BLAST E-value 
cutoff at 10-150. The colors are based on their assigned functionality. The positions of several algal 
and most likely bifunctional members (CraCRY, OtCPF1, PtCPF1, Ds6-4) and prominent members 
(DmCRY, Dm6-4, At6-4) are marked. Figure adapted from (142).  
The SSN provides a new approach for classification inside the CPF as new subclasses have 
been shown. e.g. NewCRY, and some classes are more distinct from each other as originally 
thought. On the contrary, animal CRYs and (6-4)PHLs obviously form a single, major group 
that also harbors bifunctional members of the animal-like CRY type.  
As presented in this thesis, CraCRY and the CPD PHL of Chlamydomonas are able to perform 
photoreactivation, e.g. keep the algal cells from dying of UV-induced DNA lesions (142). The 
specific repair reaction itself is intensely discussed in the “Nucleic Acids Research” 
publication, presented in section 4.4.  
186 5 Discussion and Conclusion 
 
 
Taking this discussion and also other data into account, new questions arise: 
1. How can CraCRY achieve its bifunctional role? 
2. What makes a photolyase? What are the specific building blocks which are necessary 
for DNA repair?  
3. What are the differences between a classical animal CRY and a (6-4)PHL?  
4. Why does CraCRY need this long-lived TyrO° radical? 
To answer the question of how CraCRY can achieve bifunctionality, one has to take a look at 
the characteristics of animal CRYs as well as (6-4)PHLs and search for differences as well as 
common features. As described and shown in Figure 32, animal CRYs and (6-4)PHLs cluster 
in one defined subgroup, when only sequence similarity is taken into account. So the 
differentiation between CRY and PHL must rely on more structural and biochemical aspects. 
At the moment (November 2018), only six members of the aCRY/(6-4)PHL group are 
represented in the RCSB PDB belonging to four different organisms (Table 1).  
Table 1: Members of the aCRY/(6-4)PHL group represented in the RCSB protein data bank (PDB) 
without mutant or co-crystal structures. 
Protein Organism PDB code Acronym 
(6-4) photolyase Arabidopsis thaliana 3FY4 At64 
(6-4) photolyase Drosophila melanogaster 2WB2, 3CVU Dm64 
CRY type 1 Drosophila melanogaster 4JZY, 4GU5 DmCRY 
CRY1 type 2 Mus musculus 4K0R, 5T5X mCRY1 
CRY2 type 2 Mus musculus 4I6G mCRY2 
aCRY type 1 Chlamydomonas reinhardtii 6FN3, 5ZM0 CraCRY 
 
By comparing the known crystal structures of the aCRY/(6-4)PHL group, no obvious 
differences can be detected at the first glance (Figure 34). Looking more closely, the 
connecting linker of the antenna binding domain and the FAD binding domain displays two 
loop sections, L1 and L2, with a higher structural variability. Another more variable section 
seems to be around helix 10 and the connecting loop between helix 12 and helix 13 
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(numbers according to Franz et al. (142)). Interestingly, the structural integrity of this region 
was also shown to be impacted by photoreduction (316). The loop region L3 can be 
assigned to the so-called phosphate-binding loop, protrusion loop and C-terminal lid in 
DmCRY (324). 
 
Figure 34 Overall structure of the aCRY/(6-4)PHL subgroup. The (6-4) photolyases of A. thaliana 
(At64, green, 3FY4) and D. melanogaster (Dm64, cyan, 3CVU), the full-length Drosophila CRY 
(DmCRY, yellow, 4GU5) and PHR domains of murine CRY1 (mCRY1, pink, 5T5X) and CRY2 (mCRY2, 
magenta, 4I6G) are presented as ribbon. In (a), aCRY from Chlamydomonas (CraCRY, red, 5ZM0) is 
shown as cartoon and helices are numbered. b) A top view of the (6-4) damaged DNA in complex 
with At64 (green) and CraCRY (red). Both present the flanking helix α22, but in At64 another helix is 
shown. c) Superimposition of all members shown as strings together with the (6-4)PP extracted from 
Dm64-DNA complex (3CVU).  
Looking at the C-termini, for mCRY1/2 and CraCRY only the PHR domain is present in the 
structure without the CTE. The short CTE of DmCRY is bound inside the DNA binding pocket 
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as described before (section 1.3). It is noticeable, that At64 presents an elongated CTE 
which still misses 12 residues, even though it is a photolyase (Figure 34b). Here, another 
helix after α22 is present. 
Firstly, structures were analyzed in presence of the (6-4) lesion from the Dm64 cocrystal 
structure (3CVU) as well as from the CraCRY-DNA complex (6FN0) concerning their ability to 
bind (6-4)PP DNA. Focusing on the overall binding (Figure 34c), DmCRY is not able to bind 
DNA, as the binding pocket is filled with the CTE which results in an interruption of the 
charged areas. When the tail is removed from the binding site upon formation of the 
semiquinone FAD°− an extended charged surface is established (324). For mCRY1/2, the 
binding pocket is in general accessible, but the electron surface potential is rather neutral 
compared to a highly positive cleft which is presented by Dm64, At64 and CraCRY. This 
positive potential is important not only to bind the lesion, but also to bind the negative 
phosphate backbone of the DNA and to allow the flip of the (6-4)PP lesion. In case of 
murine CRYs, the DNA binding site is a docking site for interaction with PER2 or FBXL3 (73, 
325) (Figure 35). Noticeable, PER2 also binds to mCRY over the antenna binding loop, which 
is unstructured in the CraCRY structure in the absence of the antenna cofactor 8-HDF. 
Comparing this with the structure with incorporated 8-HDF, the antenna binding loop 
displays a conformation comparable to mCRY2.  




Figure 35 a) Superimposed crystal structures of CraCRY (red, 5ZM0) and mCRY2 (green) in complex 
with mPER2 (cyan, 4CT0). The CraCRY structure with incorporated antenna chromophore 8-HDF 
(6FN2) reveals a flip of a short helix and loop. Therefore, the PER binding of CraCRY could be 
possible. b) (6-4) of CraCRY-complex structure (6FN0) and the C-terminus of mPER2 occupy the same 
binding site.  
Secondly, in Figure 36a, the essential residues for DNA binding and repair are displayed with 
the residues of CraCRY (PDB entry 5ZM0) shown as sticks. Here, all of the six members 
possess the first histidine residues (His1), which is essential for the repair reaction (125). 
One significant difference is shown by the mCRY1 structure, in which His1 is present as 
another rotamer which faces towards the FAD binding site. This is possible as there is no 
FAD present in the mCRY1 structure. This might be a general feature of type 2 
cryptochromes as they do not exhibit a clear photosensory function (35) and demonstrate 
low affinity to flavin in vitro (73). The second histidine is displayed in all members except 
DmCRY, where an asparagine is presented instead. Also the other residues are mostly the 
same with exceptions in mCRY and DmCRY structure. Therefore, the presence of these 
residues in the binding site is a good indicator whether one of the members of the aCRY/(6-
4)PHL class is capable to bind and repair (6-4)PP.  




Figure 36 Superimposition of members of the aCRY/(6-4)PHL subclass. Residues of CraCRY (5ZM0) 
are shown as sticks and the numbers refer to positions in CraCRY. FAD is displayed in yellow. a) 
Comparison of the DNA binding site. The murine CRY1 and CRY2 differ significantly as well as 
DmCRY. b) Catalytic Trp triad of the CPF. All shown members contain the three Trp. They also show a 
fourth residue, which is a tyrosine in CraCRY (Y373) but a tryptophan in Dm64 (W381), DmCRY 
(W394), mCRY1 (W371) and mCRY2 (W389). At64 is presenting a phenylalanine (F380) at this 
position. Additionally to the triad/tetrad, Asn395 is displayed, which is essential for the FADH− 
formation as well as C482, which is described in Oldemeyer et al. (294). Except for DmCRY all 
members harbor an Asn at N395. For C482, At64 is the only one with another Cys at this position.  
Thirdly, the protein has to be able to form the hydroquinone FADH- state, which is essential 
for DNA repair. Therefore, an active photochemistry is needed which is catalyzed by an 
aromatic triad or tetrad. All members contain the Trp triad (Figure 36b). CraCRY is the only 
one with a tyrosine as a fourth electron donor whereas Dm64, DmCRY, mCRY1 and mCRY2 
all present a tryptophan at this position and At64 is the only member with a phenylalanine. 
As discussed before, mCRY1 and mCRY2 are photo-insensitive and evolved as components 
of the molecular clock without any DNA repair function remaining (73). DmCRY can be 
reduced to its anionic radical by either light excitation or chemical reduction (326). In vitro, 
the hydroquinone of DmCRY can be achieved with chemical reduction, but a physiological 
role has not been identified yet. In contrast, the formation of the FAD°− results in a 
conformational change of the CTE allowing downstream signaling partners like JET and TIM 
to bind (186–188). CraCRY can be easily reduced to the hydroquinone FADH− by 
illumination, starting from the oxidized or the semireduced state in vitro. Another 
requirement for formation of the FADH− state is the presence of an asparagine (N395 in 
CraCRY) in close proximity to the N5 nitrogen of the isoalloxazine ring of the flavin cofactor. 
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In DmCRY, a Cys is present instead of an Asn, which blocks the protonation of FAD°− and 
conclusively the formation of FADH° and FADH− (327–329). For comparison, plant CRYs 
harbor an Asp at this position, which enables them to form the protonated state FADH° 
(330) and also the hydroquinone (86–88).  
 
Figure 37 Sequence similarity network of the aCRY/(6-4)PHL family colored by their organism of 
origin.  
These requirements can be mapped onto the SSN of the whole aCRY/(6-4)PHL subclass to 
see if there is a distribution of cryptochromes, photolyases and bifunctional members in 
relation to their organismic origin (Figure 37). Also the C482, which is discussed in 
Oldemeyer et al. (294), is taken into account (Figure 38a). This cysteine is in close proximity 
to the distal Y373 of the electron transfer tetrad. It is discussed to be a potential electron 
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donor, which could form a disulfide bond with another oxidized species. This Cys is 
conserved among algal and fungal sequences. The fourth electron donor could be a Tyr or 
Trp as described in Nohr et al. (293). Trp is prominent in animal and insect sequences, 
whereas Tyr is conserved among algal and fungal species (Figure 38b). In plants, it is either 
present as a Phe or another residue, so plant (6.4)PHLs contain the “classical” Trp-triad. 
 
Figure 38 Sequence similarity network of the aCRY/(6-4)PHL family colored by the occurrence of 
different functional-relevant amino acids. Structures show the superimposition of CraCRY (green, 
5ZM0) and DmCRY (yellow, 4GU5). Numbers refer to the CraCRY sequence. a) The protein sequences 
are colored by whether they harbor a Cys (green), Asn (yellow) or a different aa (blue) in close 
proximity to Trp/Tyr4 (C483 in CraCRY). b) The fourth electron donor could be either a Tyr (green) or 
Trp (yellow). In plant(-like) sequences there is either a Phe (dark green) or another aa (blue) present 
at this position (Y373 in CraCRY). c) His2 (green), which is essential for (6-4)PP repair, is present in 
CraCRY (H361), most animals and fungi. Insects harbor Asn (yellow) at this position. d) Most 
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sequences of this subgroup contain Asn in a short distance to the N5 of the flavin cofactor (N395 in 
CraCRY). However, insect sequences harbor a Cys or another residue.  
Concerning the catalytic histidine residues His1 and His2, all sequences compared in this 
analysis carry His1. However, in insect CRYs, His2 is exchanged to an Asn (Figure 38c). This 
fact and the missing proton donor near to the flavin (Figure 38c) dismisses this cluster of 
insect CRYs as potential (6-4)PHLs. Surprisingly, there are a lot of similarities between fungal 
and algal sequences as almost all fungal proteins contain the residues, which were 
identified to be responsible for the dual function CraCRY. They are the only class that also 
harbors a Tyr as fourth electron donor, so they might also form a stable radical close to the 
protein surface. A bifunctionality of these fungal CRYs was already suspected for three 
different members of this group (321–323) and this analysis is giving a new insight in this 
topic.  
To conclude with this part, to function as a photolyase, the enzyme has to have a C-terminal 
domain with a positively charged cleft for binding of the phosphate backbone of the DNA. 
Secondly, the residues essential to catalyze and stabilize the electron rearrangement during 
the (6-4)-bond breakage and rebuilding of intact DNA fragments. And last but not least, the 
capability to form FADH− to generate the required FADH−* with a suitable activation energy 
for electron transfer. If these are the minimal requirements for (6-4) DNA repair, one could 
think of building an artificial minimal photolyase which fits all these requirements.  
To come back to the initial question of how CraCRY could achieve its bifunctionality, we 
propose a model (Figure 39) as described in Franz-Badur et al. (316). Here, CraCRY is 
present in the oxidized state during the night, where it is able to bind a yet unknown 
binding partner X. This could be the plant CRY in Chlamydomonas, which potentially forms a 
complex with CraCRY to inhibit mating ability (227). In the day phase, CraCRY undergoes 
light-induced reduction of the cofactor. The formation of the long-lived TyrO° triggers the 
breakage of a hydrogen-bond-network involving helix α22. This leads to a movement of this 
helix, which results in a rearrangement of the CTE and release of the binding partner X. At 
the current state, we cannot be sure, if this happens already after reduction from FADOX to 
FADH° or if the FADH− has to be formed, but we would suggest that the first reduction 
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might already lead to this reaction. Because of the formation of the hydroquinone state, 
CraCRY is now able to repair (6-4) lesions during the day inside the nucleus.  
 
Figure 39 Model of the structural movement in CraCRY from the fully oxidized to the hydroquinone 
state of the FAD based on the HDX data. In between, the neutral semiquinone state is forming 
(FADH°), but we have no structural information concerning this. In the shown model, the C-terminal 
extension (CTE, red) is located over the protein surface and is partly structured. We propose that an 
unknown signaling partner X (light blue) can bind to CraCRY during the night, when it is located over 
the whole cell body. During the day, the hydroquinone state is forming (FADH−). Because of the 
radical pair formation [Y373° and FADH-°] during photoreduction, the H-bond network between α22, 
D323 and D321 is disrupted which leads to a movement of the helix and therefore a change in the 
CTE. The structured region in the CTE gets unfolded and factor X is getting released. 
Magnetoreception 
Birds and other animals use the magnetic field of the earth for navigation and orientation. 
This is known for years, but the primary biological sensor and process has not been fully 
identified or characterized till today. Already in 1978, Schulten et al. (331) proposed a 
biomagnetic compass based on the spin correlation of a radical pair. It took around two 
decades to connect this hypothesis with the radical pair produced during cryptochrome 
photoreduction (332). Today, there are several studies, which link animal CRYs to the 
process of magnetoreception (see section 1.7). But how does it work and what are the 
requirements for a protein to act as a magnetoreceptor? Can CraCRY act as a 
magnetoreceptor? 
The basis for a biomagnetic compass, according to the theory of Schulten et al. (331), is the 
generation of a radical pair (RP) with correlated spins and a suitable life time (215). In Figure 
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40, the photoreduction mechanism of a cryptochrome is shown. Here, FAD gets excited by 
absorbing energy from blue light. Afterwards S[FAD°−TrpH°+] (RP1) forms in a singlet state, 
which can only be generated by a spin-conserving electron transfer to the photoexcited 
singlet state of the FAD. By singlet-triplet interconversion, the equilibrium of singlet and 
triplet states is generated for RP1. Through spin-independent (de)protonation the 
secondary radical pair (RP2) is formed. In this case, with the life-times obtained from 
experiments with AtCRY1 and EcCPD (333, 334), the recombination of RP1 and the 
conversion of RP1 to RP2 happens on a 1 µs timescale. This is a correct life time to 
experience magnetic-field effects, as the spin-correlation of RP1 relaxes before RP2 
recombines (1-10 ms). Another requirement for magnetoreception is the orientation of the 
receptors as many radical pairs are needed to achieve a sufficient signal-to-noise ratio. 
Therefore, the spins have to be at least partially aligned, so the proteins have to be 
immobilized someway (335–337). This could be realized via incorporation of cryptochromes 
in the cytoskeleton or association to the membrane (215). Whether this requirement is 
really a limiting factor is questionable. Recent theoretical analysis suggests that even a 
completely disordered array of CRYs in a cell may be capable to act as directional sensor 
(338). Additionally, it was demonstrated that the avian compass works best using light in a 
range of 400-565 nm (339, 340). The FADOX alone only covers the range up to 500 nm, 
which leads to the conclusion that also the neutral radical FADH°, which absorbs over 
500 nm, may be involved in radical pair formation or decay (341, 342).  
The radical pairs of CraCRY were studied with trEPR, transient absorption and TR-UV/Vis 
spectroscopy (293, 294). In all experiments, the formation of a tyrosyl radical could be 
observed. There is not much known about the (de)protonation state the tyrosyl adopts after 
electron transfer, but NOHR (343) suggests, under consideration of data from Tsentalovich et 
al. (344), that the positively charged TyrOH°+ is being formed at first and gets deprotonated 
on a ns scale to TyrO°. Recently, but not yet published, ultra-fast spectroscopic data from P. 
PLAZA and P. MÜLLER (written correspondence) reveals, that TyrO° is forming in  7̴12 ps, but 
the deprotonation of TyrOH°+ cannot be observed. They suggest that deprotonation might 
happen concomitant to electron transfer. In trEPR, the formation of [FADH°TyrO°] (RP2) can 
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be observed in 6 ms and it takes another 26 ms to decay (293) (Figure 40). Comparing this 
to the life times of DmCRY with 2.5 µs and 6.8 ms, a striking difference is observable. In the 
CraCRY-Y373F mutant, life times of 0.62 µs and 8.46 µs are significantly lower and can be 
compared to the life times of the DmCRY-W394F mutant. Therefore, the stability of RP2 can 
be explained by the occurrence of the tyrosyl instead of a tryptophanyl radical. As for 
magnetosensitivity, the optimal time for formation of RP2 to exhibit magnetic field effects 
should be between  ̴1 µs and 100 µs (215, 343). For DmCRY, this condition is matched and 
the fourth tryptophan seems not to shorten the life time of RP1 as much as a tyrosine does. 
The formation and decay of RP2 with FADH° as substrate was studied by Oldemeyer et al. 
(294). They determined the decay of [FADH− TyrO°] to 2.6 s, which is unusually long-lived for 
a tyrosyl radical. Nevertheless, the formation of [FADH−TyrO°] is irrelevant when 
considering magnetosensitivity, as there is no radical pair with spin-correlation formed.  
 
Figure 40 A photochemical reaction scheme of the CPF (adapted from (215)). RP1 is the magnetically 
sensitive radical pair, which undergoes singlet-triplet interconversion. RP2 gets formed either out of 
the singlet or triplet state of RP1 with a rate constant kC. RP2 does not generate magnetic-field 
effects. Trp is the distal electron donor, in AtCRY1 it is Trp3, in DmCRY it is Trp4 and in case of 
CraCRY it should be Tyr (red). The lifetime of RP2 is 10 ms in the garden warbler cryptochrome 1a 
and 1 ms in AtCRY1.  
In conclusion, we can exclude that CraCRY is capable to function as a potential 
magnetosensor, because the deprotonation and formation of RP2 happens on a time-scale 
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unsuitable for magnetosensitivity. Nevertheless, the highly stable tyrosyl radical seems to 
be an outstanding property of this enzyme and might regulate its bifunctionality. For those 
CRYs acting as magnetoreceptors, we can state that the elongation of the Trp-triad to a Trp-
tetrad appears to be beneficial, at least in the case of insect CRYs (293). The SSN reveals, 
that animal(-like) CRYs/(6-4)PHLs contain the fourth Trp as well, whereas fungi also harbor a 
Tyr (Figure 38).   
6 Outlook  
Our knowledge about CRY-dependent signaling reactions and CRY itself is still a growing 
field in research. In animals, some CRYs act as blue-light receptors while others seem to 
have lost their ability to sense light completely. They entrain the circadian rhythm, are 
transcriptional regulators and control intracellular signaling processes in metabolism and 
cellular response to DNA damages (section 1.7). They might even play a role in 
magnetoreception, the process underlying the avian compass. In the last years, oscillating 
genes of the circadian rhythm could be linked to almost every major disease, which led to 
the emerging field of chronotherapy (194, 198, 345). Here, not only the entrainment of the 
clock itself but also the timing of a medication has to be taken into account. A lot of genes 
that are targeted by drugs belonging to the circadian genes, meaning their expression levels 
are oscillating over a 24h period. Therefore, these drugs should be given to a patient under 
consideration of the body time (346–348). The complete understanding of circadian 
regulators is a necessity for chronotherapy. In terms of drug design to treat circadian 
diseases, one inhibitor for mCRY2 has been already developed through a structure-based 
approach (205). The compound KL001 binds in the interface of the FAD and DNA-binding 
site. In mCRY2 it prevents the SCF-FBXL3-mediated ubiquitination, but in other CRYs it might 
inhibit other interactions as well.  
Another aspect of the future of cryptochromes is the utilization of these light-activated 
receptors in the field of optogenetics (349–354). Here, photoreceptors are getting 
genetically engineered to perform a desired reaction. To specifically manipulate such a 
system, the structural outputs of the photoreaction as well as the binding partners have to 
198 6 Outlook 
 
 
be known. For CRYs, one optogenetic tool using the AtCRY2-CIB interaction has already 
been developed (355), but there is still a lot of potential in this field. CraCRY could be a 
potential candidate for the development of an optogenetic sensor, as we already observed 
some structural changes upon photoreduction (Figure 39). This tool might also be 
switchable not only by blue, but also by yellow and red light. To utilize CraCRY for this 
purpose, the interaction partner should be identified and also the structural changes, e.g. in 
the semiquinone state, should be further investigated. Currently, it is not known in which 
reduction state CraCRY is binding an interaction partner and it might be promising to repeat 
pull-down assays with CraCRY in its semiquinone and hydroquinone state. The time-
resolved SFX project at SACLA is focusing at the moment to resolve the intramolecular 
structural changes, which happen upon photoreduction of the flavin that might trigger large 
movements within CraCRY. Additionally to the photoreduction process, also the repair 
reactions of a class II CPD photolyase (MmCPDII) and the (6-4)PP repair via CraCRY are 
studied now with TR-SFX. We expect that the (6-4) repair mechanism with the current one 
vs. two photon mechanism controversy can be resolved by this method.  
Photolyases are already used in sunscreen and anti-aging creams against the formation of 
skin cancer and this kind of application is becoming increasingly popular in the cosmetics 
industry (356, 357). For that, the CPDI PHL from A. nidulans is getting encapsulated in 
liposomes and put into a lotion which can be applied to the skin. For this purpose, but also 
in general, the development of a minimal and highly stable photolyase could be a major 
advantage. Looking into a future, where data storage becomes a major concern, keeping up 
the integrity of DNA for long-term storage (358, 359) might be one task photolyases could 
contribute as well. 
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Table 2 List of abbreviations used in this work. 
(6-4)PP Pyrimidine-(6-4)-pyrimidone photoproducts 
∆CTE Mutant without the C-terminal extension 
8-HDF 8-hydroxydeazaflavin 
aCRY Animal-like cryptochrome 
Ade Adenine-moiety 
ADP Adenosine diphosphate 
AMP Adenosine monophosphate 
AMP-PNP 5’-adenylyl-β-γ-imidodiphosphate 
An Anacystis nidulans 
At Arabidopsis thaliana 
ATP Adenosine triphosphate 
AUREO Aureochrome 
BCP Bacterial cryptochromes and photolyases 
BET Back electron transfer 
BL Blue light 
BLUF Blue-light using flavin protein 
BRWD3 Bromodomain and WD repeat-containing protein 3 
cAMP Cyclic adenosine monophosphate 
CD Circular dichroism 
CPD Cyclobutane pyrimidine dimer 
CPF Cryptochrome/photolyase family 
Cr Chlamydomonas reinhardtii 
CRY Cryptochrome 
CryPro Cryptochromes in proteobacteria 
CTE C-terminal extension 
DAPHNIS Diverse application platform for hard X-ray diffraction in SACLA 
DASH Drosophila Arabidopsis Synechocystis Human 
DLZ 6,7-dimethyl-8-ribityllumazine 
Dm Drosophila melanogaster 
DNA Deoxyribonucleic acid 
Ds Dunaliella salina 
dsDNA Double stranded DNA 
E. coli or Ec Escherichia coli 
e.g. For example 
EM Electron microscopy 
EPR Electron paramagnetic resonance  
FAD Flavin adenine dinucleotide 
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FeS Iron-sulfur cluster 
FET Forward electron transfer 
FID Free interface diffusion 
FMN Flavin mononucleotide 
FTIR FOURIER-transform infrared spectroscopy 
GPCR G protein-coupled receptor 
HDX Hydrogen/deuterium exchange 
HPLC High performance liquid chromatography 
Lf Lumiflavin 
linac Linear electron accelerator 
LOV Light-oxygen-voltage proteins 
MAD Multi-wavelength anomalous diffraction 
mCRY Mouse cryptochrome 
MD Molecular dynamic 
MIR Multiple isomorphous replacement 
Mm Methanosarcina mazei 
MR Molecular replacement 
MS Mass spectrometry 
MTHF 5,10-methenyltetrahydrofolate 
NADP Nicotinamide adenine dinucleotide phosphate 
NER Nucleic excision repair 
Ot Ostreococcus tauri 
pCRY Plant cryptochrome 
PDB Protein data bank 
PHL Photolyase 
PHOT Phototropin 
PHR Photolyase homology region 
Pt Phaeodactylum tricornutum 
PYP Photoactive yellow proteins 
RL  Red light 
SACLA Spring-8 Angstrom Compact Free Electron Laser 
SAR Shade avoidance response 
SAXS Small angle X-ray scattering 
SEC Size exclusion chromatography 
SFX Serial femtosecond X-ray crystallography 
ssDNA Single stranded DNA 
SSN Sequence-similarity network 
TR Time-resolved 
tr Transient 
TTFL Transcription-translation feedback loop 
UV Ultraviolet 
UVR8 UV-light resistant locus 
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Vc Volvox carteri 
Vf Vaucheria frigida 
Vis Visible 
WAXS Wide angle X-ray scattering 
WT Wildtype 
XFEL X-ray free electron laser 
Xl Xenopus laevis 
 
Table 3 List of the amino acids and their abbreviations. 
Amino acid Three-letter symbols One-letter symbols 
Alanine Ala A 
Arginine Arg R 
Asparagine Asn N 
Aspartic acid Asp D 
Cysteine Cys C 
Glutamic acid Glu E 
Glutamine Gln  Q 
Glycine Gly G 
Histidine His H 
Isoleucine Ile I 
Leucine Leu L 
Lysine Lys K 
Methionine  Met  M 
Phenylalanine Phe F 
Proline Pro P 
Serine Ser S 
Threonine Thr T 
Tryptophan Trp W 
Tyrosine Tyr Y 
Valine Val V 
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